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Research is a critical process in the ongoing development of any discipline.
We believe that all members of that discipline have important roles to play
in research that range from user to investigator. Because it is helpful to
have a basic knowledge of research to enhance understanding, we have
written this book for beginners as an introduction to the research process.
We focus mainly on developing a workable research plan, beginning with
finding a research topic and ending with a written research proposal. We do
not intend that this book should cover all aspects of research. Rather it
treats the planning process as an art in and of itself. Thus, it is an excellent
tool for beginners and is also relevant to people at all levels of expertise
who need to focus on developing a good research plan.

The basic thesis of this book is that research is only as good as the plan
and that a well-conceived plan will see the research through to completion.
However, planning takes thought, organization, and hard work; researchers
must learn where to find information, how to organize their thinking, and
how to clearly communicate their questions, ideas, and plans. We have
found this approach to be a sound introduction for beginners and an excel-
lent review for experienced researchers.

The essence of this book is found in the idea that the way you ask a ques-
tion will irrevocably determine the way you will answer that question. This
is the unique feature of our approach to research and distinguishes this
book from others that offer different views of research and the research
process. The focus on the clarification and exemplification of the question
before proceeding to plan the study has helped many individuals organize
their thinking and come up with outstanding research proposals.

In our approach, the question remains at the forefront throughout the
planning process, providing a touchstone for assessment of decisions

vii
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made every step of the way. Without this touchstone, research planning
can wander off in many directions and can end up far removed from the
original idea. The planning process is presented as a series of steps, each
one based on the previous stage.

Although based on previous stages, each phase requires different skills,
levels of information, and solutions to the problems that inevitably arise.
This book attempts to take the student of research through these steps in
a logical manner and demonstrates how decisions at each stage affect
what can be done at the next step. The focus always remains on finding the
answer to the research question.

Deciding what to study and considering all the options is a serious
and sometimes frustrating task. Although this decision is ultimately the
responsibility of the researcher, it requires discussion with others and
reading what others have written about the subject. Perhaps the hardest
task of all is deciding on one well-defined study on one well-defined
topic. There is so much to do that it is hard to not want to do it all at
once. We have found that the refocusing and redirecting process of
deciding on the topic is assisted by learning a few simple rules about
how to ask a researchable question.

Although research questions can lead to all kinds of research approaches,
this book is limited to those within the scientific paradigm. The major
thrust in this approach is on finding and clarifying cause-and-effect rela-
tionships to build theory in the scientific mode. We have chosen this
approach to simplify the process for beginners, not because we do not
believe other research approaches are effective. On the contrary, we have
great appreciation for other philosophic approaches. We believe, however,
that research stemming from each different philosophic base deserves 
a book of its own because it is difficult, if not impossible, to address all
approaches adequately in a beginning text such as this.

This book, then, offers what we believe are the basic steps in planning
nursing research based on the first and primary step: asking a research-
able question. We hope you enjoy it and would welcome your feedback on
what you have read and whether or not it has been helpful to you.

Acknowledgments
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dividuals who contributed the sample research proposals found in the ap-
pendices at the end of the book: Leanne Fontanie, Jocelyn M. Jubinville,
Susan M. Neufeld, Safina Hassan McIntyre, Colleen M. Astle, and Karina Black.
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1

Ever since the first person said there must be a better way, people have
been asking questions and trying to improve the quality of life. The inven-
tion of the wheel, the electric light, and the automobile all resulted from
painstaking thought, trial and error, problem solving, and research to find
that better way. The same is true of new surgical techniques and new
drugs—both are products of a need to improve the human environment.

The human mind is always questioning. As children we asked, Why is
the grass green? What makes the sun go down? Why does my dog bark?
What causes lightning? Most adults would answer the questions with an

 TOPICS

Research Topics
What Is a Researchable Question?
Asking Research Questions
Examining Components of a Research Question
Be Interested in Your Idea
Bibliography

 LEARNING OBJECTIVES

• Define a researchable question.
• Describe the components of a research question.
• Write a research question at all three levels.

How to Write a 
Researchable Question

1
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explanation “because . . .” which satisfies us as a statement of fact. But if
we found a different opinion in every answer, or if we heard “I don’t know,”
we kept asking questions because, as human beings, we had to know.

The purpose of research is to answer questions, whether they arise
from a practical need or simple curiosity. But not all questions can or
need to be answered by research. Some questions already have answers.
Others, by their very nature, can only elicit an opinion—for example, How
many angels can dance on the head of a pin? Other questions can be satis-
fied with an immediate answer: What’s the fastest way of getting to your
house? Questions asking What should I do? or Where should I go? require
opinions and, therefore, are not suitable for research.

What, then, is a research question?
A research question is an explicit query about a problem or issue that

can be challenged, examined, and analyzed, and that will yield useful new
information.

Answers to research questions add to our general knowledge. They
can be used by other people in other places because the answers are
valid no matter who asked the question or where the answer was found.
This is the critical feature of research findings—they must be facts, 
not opinions.

Identical duplication of research questions, although possible, is rare.
Similar questions occur over and over again and give rise to replication
studies that can be useful in themselves, but identical questions that are
significant and usable are extremely unusual. If you have thought of a spe-
cific, clear research question, in all probability no one else has asked
exactly that same question. Whether your question explores an entirely
new avenue of thought or examines an area that has been explored before,
the exact question is yours.

If you can support your position and document your procedure, you have
done something unique: no one else has thought of your exact question.

The research question is a reflection of the opinions, past experience,
and ideas of the researcher. The questions and the problems chosen for
study are as varied as the people who choose them. Some people are
interested in minute detail, others in the overall picture. Some are inter-
ested in people, others in mechanical objects. Some are interested in
ideas, others in actions. All such topics are amenable to research, and
they can all be the subject of a research question.

To do research, the first step is to find a topic to research. Where can
topics be found, and how do you know they are researchable?

2 CHAPTER ONE HOW TO WRITE A RESEARCHABLE QUESTION
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Research Topics
Finding a research topic isn’t as hard as it first seems. When you develop
the ability to look for researchable topics, they appear everywhere. Ex-
perienced researchers become so good at spotting research problems
that they usually have at least a dozen ideas waiting to be investigated.
But finding topics can be intimidating at first.

Where do you look for research topics? The most fruitful area for
research topics is your own thoughts, observations, and experiences.
What have you been reading lately? Who have you been talking to, and
what did you talk about? Where have you been? When you read a book,
you may find yourself disagreeing with the author, or you may think that
the author didn’t prove the point to your satisfaction. You may think of
several arguments to refute the author’s position. You may find yourself
annoyed with the author’s bias. Whenever you disagree with something
you have read, you have the beginning of a research topic. If you have
experienced a similar reaction to a conversation or someone’s behavior,
you also have a potential research topic.

That research topics arise out of these areas is natural. You know
something about the subject. You have some facts or opinions that con-
trast with another’s point of view. You read something that contradicted
the position you just heard. You were taught a slightly different approach.
Your personal experiences did not agree with the generalizations being
made. Or you found a flaw in the logical development of the argument.
Whatever the source of your disagreement, you found yourself frustrated
by the fact that you could not positively prove that the other person was
wrong. This is the basis for the research question.

The second aspect of topic selection is that irritation or frustration indi-
cates interest in the subject being discussed. Just how interested you are
depends on how long your reactions linger. If you immediately forget your
irritation, you aren’t that interested. If it keeps nagging at you, you probably
have an interest that will sustain you throughout the research. Because you
need a subject that will interest you long enough to complete the research
process, use this rule to gauge your interest level. Knowing enough about
your topic and being interested in it are basic requirements for selection.

How do you know if your knowledge is extensive enough? Take stock of
what you do know. Where did you learn it? If your entire stock of informa-
tion is based on accidental, personal experience, you may find that this
amount of knowledge is not enough to sustain you. If, on the other hand,

RESEARCH TOPICS 3
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you have talked to many people about this subject and have been reading
in the area, and if your personal observations have reinforced what you
have read and heard, you certainly know enough to begin.

If you want to do research on nursing managers and their leadership
strategies, but your entire stock of information is based on being a staff
nurse, you may not know enough to do a study of managers. What you do
know about is being a staff nurse who is subjected to different administra-
tive strategies. If you have talked to other nurses about different man-
agers and have read about management and how it is best accomplished,
you are well on your way to doing research on nurses’ responses to vari-
ous administrative strategies. But you would have some difficulty with
managers’ perceptions and decisions on management strategies because
that’s not where your real interest lies. You might, in fact, bias your
research against the manager simply because your interest is in the staff
nurses. Knowing enough about your topic means that you know what you
are specifically interested in and why. Then you can identify your point of
view, which will help you to keep your study unbiased.

Judging the extent of your knowledge about a particular subject
depends on how specific the problem is. The more general the problem,
the more people share facts and opinions about the problem. Suppose
your research problem was nursing and your research question was,
What is nursing? You wouldn’t be providing anything new one way or
another because a general description of nursing already exists. On the
other hand, a question such as, What interventions by cardiac rehabilita-
tion nurses are most effective in preventing another heart attack?
requires more specific information about cardiac rehabilitation nursing.
You would have to read about the subject, determine the types of inter-
ventions carried out by nurses with patients who have suffered heart
attacks, find out how successful these have been, and use this informa-
tion to formulate your opinion, which must be susceptible to testing with
new facts.

Nursing research topics include studies of patient populations and
potential patient populations, or studies of people’s responses to health
problems or potential health problems. A student once said about her
research question, “I only chose this topic for my research because it is a
nursing topic.” When questioned further, she revealed that she was very
interested in middle-aged women and their self-perceptions; in fact she
had read everything published on the subject but had hesitated to write
her proposal on that topic because she did not think it was a nursing sub-
ject. She was quickly disabused of that notion, and she happily wrote an
excellent proposal on her topic. If you are particularly interested in a

4 CHAPTER ONE HOW TO WRITE A RESEARCHABLE QUESTION
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topic, as this woman was, and have read exhaustively in the area on your
own, try to find something about the topic that you can research. You will
be much happier if you do.

Fortunately, you have been studying nursing and command a wealth of
information that you may not realize you have. This knowledge can pro-
vide rich sources for research problems. In the area of patient care, you
know about a variety of nursing diagnoses and interventions. You also
know that there are different nursing care strategies based on which
health agency the patient comes to and for what health problem. Have
you formed any opinion on how to improve patient care in any of these
areas? Do you think you would be able to document it? If so, how? You
may have noticed that certain patients within the same agency and with
the same health problems receive different care. You wonder if this is
because of something about the individual patient. You have been reading
about stereotyping and wonder if patients are being stereotyped and
treated according to the label.

Theoretical issues provide an entire area of research topics. Role the-
ory offers innumerable ideas, whether relating to singular roles, such as
the sick role, or studies of roles in interaction, such as the patient role ver-
sus the nurse role. Concepts concerning the patient’s psychological and
social reactions, such as grief, loss, denial, anger, alienation, and uncer-
tainty, can be applied to almost any patient situation for testing.

Testing assessment and intervention strategies is another field for
exploration. How these strategies are used and developed, and who uses
them and for what, are areas open to divergent opinion and fact building.
Behavior modification, crisis intervention, and providing comfort are
interventions that need to be tested on a variety of patients in a variety
of settings.

No single theory, hunch, opinion, or even fact is ever totally researched.
There is always room for further challenges and explorations. The less
that is known about a particular subject, the more work needs to be done.
The more work that has been done, the more refinement is necessary.

Now that you have a general idea about research topics and where to
find them, the next step is to ask a question about the topic.

What Is a Researchable Question?
A researchable question is one that yields facts to help solve a problem,
produce new knowledge, add to theory, and/or improve nursing practice.
A question that yields opinion rather than facts can lead to an interesting
article or essay but is not researchable. Research deals with facts—that

WHAT IS A RESEARCHABLE QUESTION? 5
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is, with observable phenomena in the real world. A question that will pro-
vide answers that explain, describe, identify, substantiate, predict, or
qualify is a researchable question.

For this reason nursing research must be usable. Because research
deals with the real world, the findings should add to knowledge that can
be used by other researchers, theorists, or practitioners. Whether the
question deals with improving patient care, administration, services, or
educational strategies, the answer should actually help to improve
those areas. Whoever reads the published report with the intention of
using the findings relies on the researcher having been ethical in writing
the report—that the facts as presented are true and based on a valid
and reliable study. If findings are to be used, the study must be honest
and reliable.

To be of use, nursing research questions should be now questions that
have relevance in the present. No matter how good the research is, if the
society does not need or want the research findings, they will be ignored.
Therefore, questions should be relevant to the issues of the day. In 
nursing, clinical questions, in particular, are now questions. Nursing des-
perately needs answers to clinical questions that are practical and imme-
diately usable.

Research questions need to be clear. Fuzzy questions yield fuzzy answers.
A fuzzy answer is neither usable nor ethical. Therefore, the clearer the ques-
tion, the clearer the answer and the more usable in clinical settings.

Finally, a researchable question lends direction to the rest of the
research process. If the research question were about an event, directive
questions would ask, What happened? When did it happen? In what way
did it happen? To whom did it happen? What difference did it make, now
that it has happened? These questions demand more of an answer than a
simple yes, no, or maybe. Without some movement in it, the question is
just a “sitter,” without impetus or direction. Sitters are questions that
elicit answers such as Yes, that’s interesting, or And then what? or even
worse for the researcher, Well, now, what are you going to do about it?

Now is the time to examine the research question in more detail, to
show how it is written, what the parts are, and what each part of the ques-
tion does. Because people often find research a difficult process and feel
overwhelmed before they are through, they may stop before they have
any sense of completion or accomplishment. This might be either
because they did not have a clearly stated question to work with or
because they chose an overly complex question as their first effort. Both
are guaranteed to produce a sense of hopelessness before the plan is

6 CHAPTER ONE HOW TO WRITE A RESEARCHABLE QUESTION
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completed. As a research novice, starting with a simple, clearly stated
question practically assures you of seeing the research plan through to
the finished proposal. A simple question is less likely to lead to a compli-
cated research design than a complex question, which assuredly will. The
simpler the question, the greater the chance of satisfaction from this,
your first effort.

Everything in your research plan depends on the question. It repre-
sents the point you want to make, to explore, to describe, or to know,
stripped clean of any superfluous verbiage. It is your research purpose
stated in one simple, comprehensive sentence. To arrive at this point, you
will have to eliminate all interesting but irrelevant distractions, seek out
the essence of what you want to know, and move from a very broad sub-
ject to one specific point you want to make. Now let’s build research ques-
tions and see how the process works.

Asking Research Questions
Although there are no hard-and-fast rules for asking research questions,
there are guidelines that you can follow that will simplify the process.
The way research questions are worded can have a profound effect on
the research process that follows, so the more you know about asking
questions, the closer you become to being a skillful researcher.

There are two basic components to every question: the stem and the
topic. Who stole the cookies? In this question, the stem is who and the
topic is stolen cookies. The question could as easily have been, What
nurses wear uniforms? in which case the stem is what and the topic is
nurses wear uniforms. A simple question has one stem and one topic. You
may recall in the last section we recommended that beginning researchers
start with a simple question (our first rule of thumb) to keep from feeling
overwhelmed by the research process. That means a question with one
stem and one topic.

After simplicity, the next most important thing about research ques-
tions is that they be action oriented, demanding some activity on your
part to provide the answer (our second rule of thumb).

How to Write a Researchable Question
The type of question you ask about your topic becomes the basis for the
design of your research plan. Whether you go to the library or out into the
community, whether you observe a group of children playing or you work

ASKING RESEARCH QUESTIONS 7
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in a laboratory to find the answer, your particular activity is inherent in
the question you have asked. For this reason, the next rule is to ask an
active question.

You may have noticed in published reports of research that the author
presented a statement or a hypothesis rather than a question. This is
appropriate for a finished report or a published study, as you will see
later, but at the beginning of the research plan you need something that
will provide direction. Because you are concerned with the planning
phase of the research project, you are dealing in future tense—what you
will and won’t do when you start to collect your data. A question, rather
than a statement, is called for in this instance. Notice the difference in the
following sentences:

Mastectomy has an effect on women.

What are the reactions of women to mastectomy?

In the first sentence, the statement is a declaration of fact requiring no
action on anyone’s part. The question, on the other hand, demands an
answer. The following series of statements and questions illustrates the
differences between a question and a statement:

Age has an effect on convalescence.

What is the relationship between age and convalescence?

Italian women have smaller (or bigger) babies than Chinese women.

What is the relationship between ethnicity and birth size of infants?

Ice water increases heart rate.

What is the relationship between temperature of ingested drinking
water and heart rate?

As you can see, a statement of fact demands no action, whereas a ques-
tion does.

You will find as you start to write questions that some do not require
action. Any question that can be answered by a yes or no is not action ori-
ented. These questions are not researchable. The question has been
answered, obviating the need to do any research. Questions that begin
with should or could are also not researchable; they elicit opinions, not
facts. For example:

Should nurses wear white uniforms?

Should nurses allow patients to participate in care planning?

8 CHAPTER ONE HOW TO WRITE A RESEARCHABLE QUESTION
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What should patients do about noisy roommates?

Could patients bathe in the morning?

Everyone has an opinion on each of these questions. If your question can
be answered by a simple yes, no, or I don’t know, then you don’t need to do
research to find the answer. Try rewriting each of your should questions
into action questions that require some investigation to find the answer.
You will notice a great difference between action and opinion questions.

As you write your initial questions, try to write questions that begin
with what, what is the relationship, and why. Avoid using inactive verbs
such as do at the beginning of your question. Questions that begin with
do, like questions that begin with should, can be answered by yes, no,
maybe, or I don’t know, and they are considered to be stoppers. They
elicit an opinion rather than some activity directed toward research.
Notice how questions that begin with do look.

Do nurses neglect patients?

Do all patients respond to pain in the same way?

Do patients with coronary heart disease tend to keep their clinic
appointments more regularly than other types of patients?

Look at each of these questions in relation to its basic components, the
topic, and the question. In the first example the topic is nurses neglect
patients, and the question is do. Do doesn’t imply much action, does it?
Change do to what, and the question becomes, What nurses neglect
patients? If what were substituted for do in the second question, the same
change would take place: What patients respond to pain in the same way?
The answers can no longer be simple yes or no opinions; some form of
action is needed to find an answer.

As you are trying to write your questions as simply as possible, don’t
be discouraged if you find yourself writing yes or no questions—even the
most advanced researchers have to think carefully about the best way to
word a question. Your first task is to try to write your question as simply
as possible, which may entail writing a complex question first and break-
ing it down into its simple component questions. After you have done
that, you can look at the type of question you have asked.

Active questions require some form of observation or measurement for
an answer. Active questions imply that the researcher will have to observe
something, participate in something, or question someone to arrive at an
answer. The way the question is worded determines how the researcher
intends to measure the quantity or quality of the topic. Measurement, in the
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research sense, means examining an abstract idea to derive a concrete
answer. Whether the answer is in numeric form or a description, it is
observable and concrete. An active question, then, provides some direction
for the researcher to answer the question in a measurable (concrete) form.

As you begin working with your research questions, keep a record of
your initial questions and your final, perfected questions. In addition,
write working definitions of the major terms or ideas in your question. A
working definition is your statement of what the term or word means to
you in the context of your question; in other words, a working definition
is a definition that is specific to your study. Working definitions, at the
beginning of your study, are not dictionary definitions; they are your per-
sonal descriptions of the terms. Right or wrong, they are what you mean,
not what Webster says.

Keep your initial research questions and working definitions together 
so that you can refer to them as you develop your project. As you pro-
gress, you may change your mind on your project. Sometimes you change
your mind because someone else has done the study, sometimes because
someone talked you out of what you wanted to do, and sometimes
because you hadn’t clearly formulated what you wanted to do initially. In
any case, keep the research questions and definitions close by so you can
refer to them as necessary.

Examining Components of a Research Question
Now that you have a general understanding of research questions, you
can look at each component of your question in more detail. The two
basic components, the stem and the topic, need to be examined sepa-
rately to see what they do and how they will affect the rest of your plan.

Because all research requires some plan for collecting information to
answer a question, the way you ask the question determines how you
will answer it. A Chinese philosopher once said, “The answer is in the
question.” This statement is just as true in research as it is in philosophy.

The first step in phrasing a research question is to use an active stem.
In the section on writing questions, changing the question from an opin-
ion question to an active question required replacing words such as
should or do with words such as what or why. By altering the stem, we
have changed the question from passive to active voice.

The second half of the research question, the topic, is simply what the
question is about. The topic can be simple, embodying a single concept or
idea; it can be complex, with multiple concepts; or it can be global theory.
Asking research questions involves some narrowing of focus into a topic
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that can be attached to a stem to form a simple question. Let’s look at
some examples:

Stem Topic
What are the concerns of clients in fertility clinics?

What are the characteristics of successful dieters?

What are the health beliefs of the Amish?

In these examples, the topic is a fairly simple, specific concept. In the
first question, the topic is concerns of a specific group of people. The sec-
ond topic examines characteristics, and the third topic examines health
beliefs. Simple topics such as these are concerned with only one idea. As
topics become more complex, they deal with two or more ideas in relation-
ship to one another, and they require a different stem.

Stem Topic
What is the relationship between mothers’ dietary intake and infant

birth weight?

What is the relationship between preoperative teaching and post-
operative pain?

What is the relationship between obesity and locus of control?

These topics contain two ideas or concepts. The stem asks if there is a
relationship between them. These are still simple questions with one
stem and one topic, even though the topic has become more complex.
The stem is adjusted to fit the topic and vice versa. You can ask what is
dietary intake or what is birth weight, but if you want to put them
together in one question, you must change your stem to what is the rela-
tionship to fit the change in your topic from a single idea to two such
ideas or concepts.

The topic is even more complex when you ask a question beginning
with a why stem. Why questions start with a set of relationships that have
already been established through research, and the theoretical explana-
tion for the relationship is being questioned. For example:

Stem Topic
Why do North American aboriginals have a higher incidence of

tuberculosis than other ethnic groups?

Why does preoperative teaching decrease postoperative anxiety?

Why does increased assertiveness in nurses lead to lower noso-
comial infection rates?
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These questions are still simple from the standpoint that they have one
stem and one topic; however, a topic developed for a why stem becomes
quite complex because it shows that a cause-and-effect relationship has
been established between the two concepts.

Levels of Questions
All research falls into one of three major levels; each level is based on the
amount of knowledge or theory about the topic under study. At the first
level, there is little to no literature available on either the topic or the pop-
ulation, and the purpose is to describe what is found as it exists naturally.
At the second level, there is knowledge about the topic and about the
population, but the intent of the researcher is to do a statistical descrip-
tion of the relationship among the variables. At the third level, there is a
great deal of knowledge and theory about the topic, and the intent of the
study is to test the theory through direct manipulation of the variables.
Each level of knowledge limits the type of study that can be done.

Questions at Level I are designed to elicit descriptions of a single topic
or a single population that has previously been ignored in the literature.
There may be literature about the topic but not in relation to a specific
population, or there may be no literature at all that you can find anywhere
on the topic. On the other hand, the topic may have been studied before,
but you want to take a fresh look at it, perhaps from an entirely different
viewpoint. Other Level I questions are based on some piece of missing
data that other studies have overlooked. Level I studies are exploratory
by their very nature (their intent is to explore all facets of a topic or a pop-
ulation), and their intent is to describe what is found. Level I studies take
place in natural settings to describe what exists, as it exists. Answers to
these questions provide complete descriptions of the topics.

If your topic has already been fully described and you have found a
description in research literature, then you know too much for a Level I
question and you must move to the second level. Level II questions focus
on the relationships between two or more variables previously described
but never before studied together. (A variable, in research, is defined as
anything that varies or changes, that has two or more properties, or that
has two or more qualities. Age, gender, height, and weight are all examples
of variables.) At this level, you have considerably more knowledge about
the topic than you did at the first level, but you don’t yet know enough to
predict the relationship between your variables. You can, however, develop
a good rationale for why they should be related. If, when you read about
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your topic, you find that you have enough information to predict that one
variable influences the other in a certain way, then you know too much for a
Level II question and you should move on to the third level.

Questions at Level III require considerable knowledge of the topic. These
studies test predictive hypotheses about the variables. The knowledge
required for the development of hypotheses is based on the results of Level
II studies, which allow you to predict the action of your variables.

Finding the appropriate level for your question determines your subse-
quent course of action. Because this is such a critical step, we will give
you detailed guidelines to follow. These guidelines will save time and
energy and, at the same time, will help you focus on what you want to
study. Now let’s look at each level in detail.

Level I Questions
At this level there is little or no prior knowledge of the topic. The stem
question is always what is or what are, and the topic is a single entity or
concept. Level I questions are asked in such a way that they lead to explo-
ration (by the researcher) and result in a complete description of the
topic. Here are some examples:

Stem Topic
What are the eating problems of handicapped children?

What are the characteristics of suicidal patients?

What are the spiritual needs of transplant patients?

All these questions have the same stem and address a single topic: eat-
ing problems, characteristics, and spiritual needs. Each contains a refer-
ence to the population that the researcher wants to study: handicapped
children, suicidal patients, and transplant patients. Most research ques-
tions refer to the study population in some way so that they focus on the
researcher’s interest. When the topic is broad, such as problems, needs,
or characteristics, it will need further clarification so that the question
clearly asks what you want to know. Thus, you specify eating problems,
spiritual needs, and characteristics of suicidal patients so that there is no
doubt about your meaning. Each question spells out both the concept to
be studied and the population in which it will be studied. These are the
components of a good Level I question. In addition, these questions
require that some type of activity, such as observing, questioning, or lis-
tening, be undertaken by the researcher to describe the topic completely.
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The most important characteristic about Level I questions is that they
are based on topics that either have not been studied before or have not
been studied in that particular population. If you look at the previous
examples, you can see the idea. In the first question the topic is eating
problems, and the subjects are handicapped children. There may be a
great deal of literature on eating problems but little or no literature on eat-
ing problems that are specific to handicapped children. The second ques-
tion refers to population characteristics. In sociology, an entire field of
demography is devoted exclusively to studying population characteris-
tics, but at the time this question was asked no study had described char-
acteristics of suicidal patients. The third question deals with the needs of
patients. There may be many studies in nursing literature on patient
needs, but at the time this question was asked there was little information
on the specific topic of spiritual needs. There may be studies on spiritual
needs of other populations, such as soldiers, the dying, or children, but
little literature specific to the spiritual needs of patients. These questions
ask about one concept only. No reference to relationships, causes, or
effects should be included in a Level I question.

Whenever you write a question at the first level, go back over that
question and read it critically to see if it has the following characteristics:
one variable, concept, or topic; and a reference to the population in which
that variable, concept, or topic will be found.

A question such as What causes nurses to avoid suicidal patients? has
two variables. One is nurses’ avoidance, and the other is the cause, which
is unspecified but implied. Even if you don’t know the cause, you have
assumed that there is one and that the nurses’ behavior is the effect.
When you review your question and find that you have assumed a cause-
and-effect relationship, try the second level. The same is true of questions
that include words such as influences or effects or results from. These are
red flags. Whenever you see these words in a Level I question you know
you will need to rethink and rewrite the question. All of these words
assume a second variable, and at Level I there can be only one variable.

Level II Questions
Second-level research questions build on the results of studies at the first
level. When a topic has been thoroughly described, it is possible to iden-
tify measurable variables. The next step is to look for relationships among
these variables. At Level II, the stem question asks, What is the relation-
ship? and the topic contains two or more variables. The answer to the
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question at the second level is determined by the statistical significance
of the relationship between the variables.

Because Level II questions are built on existing knowledge, some
research literature must always be available on all of the variables in the
question. You know something about the variables even though they have
not been examined together before. When you study variables together,
you need to have a rationale to explain their proposed relationship. You
need to discuss the concepts behind the variables and propose that a rela-
tionship may exist between (or among) them. The answer to the question
will verify whether such a relationship exists.

Here are some Level II questions:

Stem Topic
What is the relationship between relaxation and severity of pain

in postoperative patients?

What is the relationship between severity of pain and length of
convalescence from hysterectomy?

What is the relationship between the educational level of nurses
and their attitudes toward professional organizations?

What is the relationship between preoperative teaching and post-
operative anxiety?

What is the relationship among prenatal nutrition, birth weight
of infants, and age of the mothers?

Each of these questions begins with the stem What is the relation-
ship? and has a topic with at least two variables. For each question, a
rationale must be developed to explain why the variables could be
related. Be sure that you can identify a minimum of two separate vari-
ables in your question.

When we say that each variable must vary, it is because there is no
sense in doing research on something that does not change or has only
one characteristic. It (whatever it is) simply exists, and we don’t have to
do research on it. We do research on phenomena that have more than one
property so that we can describe or measure that property and look at its
relationship to other properties. When we are studying an attribute of a
person, such as an attitude, there must be at least two categories of that
attribute to say that it varies. Attitudes, for example, may be measured as
positive, negative, and neutral. The minimum measurement of an attribute
is to say that it is present or absent—two categories of measurement. If we
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specify that the variable is always present, it is no longer a variable and
becomes a fixed entity. For example, look at the question What is the rela-
tionship between the Leboyer method of childbirth and the weight gain of
infants during the first month? The way this question is written, the
Leboyer method is the only method that will be looked at in relation to
weight gain so there is no variation, that is, no other method to compare to
Leboyer in terms of weight gain. Each variable must be written so that it
can have at least two categories. In this example, the first variable should
have been method of childbirth, allowing for more than one method to
occur. The second variable, weight gain during the first month, is written
properly because it does not restrict itself to any one amount of weight
gain but rather allows for variable weight gains to be measured. This is an
easy mistake to make, especially when you have something in mind that
you are hoping to prove, such as that the Leboyer method is better than
any other method of childbirth. Remember that you must measure the oth-
ers, too, or you have nothing to relate to the amount of weight gain in your
sample. Later on in the planning of your study, you will discover that you
will be collecting data only on the variables in your question and, if some-
thing is not in your question, it won’t be measured. This may help you to
see the importance of writing the variables so they can vary.

When writing questions at Level II, examine them critically. Each ques-
tion must have a minimum of two variables written in such a way that
they both vary.

A question that asks What is the relationship between nurses’ positive
and negative attitudes toward alcoholics? has only one variable, nurses’
attitudes. Positive and negative are merely two categories of attitude. When
a Level II question is written properly, it will ask about the relationship
between and . If you look carefully, it is easy to spot a miss-
ing variable. This question needs another variable that will be examined in
relation to nurses’ attitudes, such as patient satisfaction with treatment.

The process of writing research questions involves deciding the appro-
priate level of your question. After this has been done, the rest of the
research process follows easily in a series of steps, all of which depend on
the level of the question. So, when you are analyzing your Level II ques-
tion, there are a couple of red flags to watch for that will help you decide 
if you are at the right level. If you find that you can predict the exact 
relationship between your variables (that is, you know which one influ-
ences the other and what direction the influence will take), this is a red
flag. Try a Level III question. Also, if you cannot study your variables with-
out testing a cause-and-effect relationship between them, you have run
into another red flag. These questions may belong at Level III.
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Although you may know one variable occurs first in time (for example,
pain), at Level II you really don’t know if pain, in fact, is related to conva-
lescence. If there were to be a relationship, you would not be able to pre-
dict the direction of the relationship. In other words, you do not know
whether the intensity of pain was associated with a shorter or longer con-
valescence. If you do know this from your literature search, your study
can be moved from Level II to Level III.

Level III Questions
The third level of research builds on the results of previous research.
Research at this level begins with a significant relationship between vari-
ables. At Level III, the question asks why this relationship exists, and you
must provide the answer, which always begins with because and ends
with an explanation. Assume that at Level II you had asked the question,
What is the relationship between sensory stimulation and weight gain in
depressed nursing home residents? You found that, of the four types of
sensory stimuli examined, two of them were more effective in increasing
weight gain than the other two. You are now in a position to ask the Level
III question, Why are these two more effective than the other two? You will
have to check the research and theory literature on sensory stimulation,
breaking it down into its component parts regarding weight gain until you
find something that provides an explanation. You can then safely design a
study that begins, If I manipulate this variable, then that particular result
will occur. Now you have the basis for a predictive hypothesis and an
experimental design. All Level III questions lead to experimental designs.
The questions look like this:

Stem Topic
Why does patient satisfaction increase with positive attitudes

toward self-care?

Why does increased vitamin C in the diet decrease skin fragility
in elderly people?

Why does isolation from other patients increase signs of sensory
deprivation in hospitalized patients?

Each of these why questions has two variables, and each question speci-
fies that one variable either causes or influences the action of the other
variable in a certain way. The why question is answered by you, the
researcher, who searches the literature for the theory necessary to explain
the relationship. The study resulting from a Level III question will test the
theory. The process of asking a Level III question is more complex than

EXAMINING COMPONENTS OF A RESEARCH QUESTION 17

71799_CH01_FINAL.qxd  2/4/10  12:49 PM  Page 17



either of the other levels because much more information is needed to
begin. You must answer the initial why question before you can propose to
test the exact relationship between your variables. Here is an example:

Stem Topic
Why is urinary tract infection lower among spinal cord injury

patients who drink cranberry juice? (Kinney & Blount, 1979)

The information used in this study to explain the relationship between
urinary tract infection and cranberry juice was developed from other
research findings and began with:

Because the metabolism of cranberry juice results in acidic urine. This
lowered urinary pH may provide a bacteriostatic medium within the
urinary tract.

This question is based on both actual observations in a clinical setting
and research findings. Patients who drink cranberry juice were noted to
have fewer urinary tract infections than those who don’t drink cranberry
juice. The researcher wondered why. The answer came from physiological
literature as well as through research and theory. The researcher, after
reviewing the literature, proceeds with any one of several new why ques-
tions: Why does cranberry juice metabolism result in acidic urine? Why
does a bacteriostatic medium result in decreased urinary tract infections?
Why does lowered urinary pH provide a bacteriostatic medium? If each of
these questions can be answered through the literature, then the
researcher can test the assumptions in the original question and set up an
experimental design to show, beyond question, that increased cranberry
juice ingestion decreases the incidence of urinary tract infections. Level
III questions require thinking through the answer as well as reviewing the
literature to support the researcher’s educated guess as being on the
right track. Here is another example:

Stem Topic
Why does a focused educational and counseling intervention

reduce delay in older adults seeking help for symptoms of
acute myocardial infarction (AMI)?

Theoretical explanation: The self-regulatory model (SRM) proposes that
both internal and environmental stimuli influence the adaptive behavior of
an individual toward a health threat. Three stages are proposed to occur
that would regulate adaptive behavior during a crisis such as AMI. Each
stage has a cognitive and emotional level. During these three stages, the
person’s response is influenced by his or her perceived control over the
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health threat and how much anxiety is produced by the threat. An educa-
tional and counseling intervention that makes use of what is known from
the SRM about producing adaptive behavior will promote help-seeking
behavior at the time of AMI symptoms. This will result in the person seek-
ing help sooner than would otherwise be the case (Tullmann, Haugh,
Dracup, & Bourguignon, 2007).

At Level III you can predict what will happen and provide a theory
based on previous research findings to explain it. At Level II you propose
that two variables might be related, based on what you know about each
one individually, but you cannot predict how or even if they are related. If
you find a significant relationship at Level II, you move on to Level III
because you will want to explain the why and document the precise
nature of the relationship.

Remember that at Level III you must be able to design an experiment to
test the action of your variables. Some questions, however, simply are not
amenable to Level III studies. These are the why questions that require
studies of variables that we have no ethical right to manipulate on human
subjects or that are impossible to manipulate. Look at these examples:

Stem Topic
Why does age increase convalescence time for postsurgical

patients?

Why does gender influence the number of postoperative medica-
tions a patient takes?

Why does smoking increase the probability of lung cancer?

In the first two examples, the causes, or influencing variables, are age
and gender. Neither of these can be altered or manipulated by the re-
searcher. You can, however, study them as they occur naturally in a Level II
study. In the third question, the causal variable is smoking. A study manip-
ulating smoking with human subjects to see if lung cancer could be
increased would be unethical. With questions such as these, rewrite them
at Level II and see how they fit:

Stem Topic
What is the relationship between age and length of convalescence?

What is the relationship between gender and amount of post-
operative medication?

What is the relationship between the amount of cigarette smoking
and incidence of lung cancer?
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In each case, the study can be done quite easily at Level II by finding a
sample where these conditions occur naturally—that is, patients who
have lung cancer already and whose smoking habits can be documented,
or patients who are convalescing from surgery and whose age can be
related to the length of time they take to convalesce.

At Level III, you can (and must) specify the direction of each variable in
relation to the other, and the causative variable must be amenable to
manipulation by you. Many studies can be done on the same two variables
but at different levels. For example, you might ask the Level II question,
What is the relationship between preoperative teaching and patients’ post-
operative anxiety levels? To answer this question at Level II, you would
need to find comparable groups of patients in areas where some nurses
did preoperative teaching and others did not so that you could compare
the patients’ anxiety levels. The same two variables could be studied
based on a why question asking, Why does structured preoperative teach-
ing significantly decrease the patients’ postoperative level of anxiety? In
this study, you would design an experiment to test different kinds of struc-
tured preoperative teaching strategies and determine which one was more
effective in reducing the anxiety. To do this study, however, you would first
develop a theoretical explanation for why the particular teaching strategy
is likely to be more successful at decreasing anxiety.

Rewriting Your Question
Many people who begin research think that their written questions are per-
fectly clear, yet not everyone will be able to understand what they mean.
We have found that practicing the writing of research questions greatly
improves their clarity. Table 1-1 presents examples of questions that were
written by nurses of various backgrounds and, following group discussion,
were rewritten more clearly. You may find these examples useful.

As you read these questions and their revisions, several common prob-
lems become apparent: Level I questions can have only one variable.
Words like effect, cause, factors, and reasons for all refer to an assumed
variable that the author failed to include. If you don’t know enough to
specify what those variables are, rewrite the question at Level I. If you
know what the variables are, rewrite the question at Level II. If you know
what the variables are but cannot specify the cause and effect (or if it
would be unethical to manipulate the causal variable), rewrite the ques-
tion at Level II. If you know the cause and effect and want to test the rela-
tionship experimentally, write a why question at Level III. Many of the
examples in Table 1-1 were written by people who knew too much about
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their topics but still tried to use Level I questions. When rewritten at Level
II or III, the questions suddenly made sense.

When two or more variables exist in the topic, write the question at
Level II before trying to write it at Level III to be sure you have the answer
before proceeding. Remember, Level III questions are based on the
answers to Level II questions.

In attempting to write a Level II question, you may be writing about one
variable with two extremes (such as the high and low incidence of med-
ication errors) rather than writing about two variables. Questions such as
this one need to be rewritten at Level I.

The following simple rules summarize the problems you may encounter
and will help you write more effective research questions.

• At Level I, have only one variable and one population in the topic.
• If you have a cause or effect in your question, write the question at

Level II or III.
• If the words cause, effect, or any of their synonyms appear in your

question, either eliminate those words or specify what they are and
how they vary.

• At Level II you need a minimum of two variables.
• All variables must be written so that they vary.
• At Level III there must be two variables that specify a cause and 

an effect.
• If you have written a Level III why question, make sure it is both eth-

ical and possible to manipulate the causal variable. If not, rewrite
the question at Level II.

Be Interested in Your Idea
A solid research topic is always worth doing and doing well, but research
is only as good as the time and effort put into it. Don’t choose a research
topic because it looks easy. All research requires painstaking thought,
writing, and reading before the proposal is finished, not to mention carry-
ing out the research. You might get by with a minimal effort, but you will
have lost an opportunity to explore something meaningful to you. On the
other hand, don’t choose a topic that is so grandiose or complex that it
can’t possibly be done effectively. Instead, choose a question that inter-
ests you, yet is clear and simple.

Choose a topic that truly interests you and will keep you going back again
and again to search the literature, your notes, or your own thoughts. You
need not necessarily retain the first thoughts you had when you began to
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TABLE 1-1
Examples of Rewritten Questions

Original Question Rewritten Question

What are the effects of a child’s
admission to a psychiatric unit 
on the siblings?

What is the clinical significance 
of oliguria in the postoperative
patient?

What is the level of pain relief in
pediatric postoperative patients
having received TENS
(transcutaneous electric nerve
stimulation) instruction?

What is the relationship between
medication nurses with low error
incidence and high error incidence?

What is the relationship between
administrative and staff nurses?

What happens to quality of nursing
care with nursing registries?

What is the reason for hip fractures
being more prevalent in women
than men?

What effect does discharge planning
have on post-MI patient?

What are the effects of
relaxation/imagery techniques on
asthmatic patients?

Level I:

Level I:

Level I:

Level II:

Level III:

Level I:

Level II:

Level I:

Level II:

Level II:

Level I:

Level II:

Level II:

Level III:

What are the feelings of children who have
had a sibling admitted to a psychiatric unit?

What are the characteristics of patients who
have oliguria postoperatively?

What methods of pain relief are available to
pediatric surgery patients?

What is the relationship between level of 
pain and type of pain relief instruction
(including TENS) among pediatric
postoperative patients?

Why does preoperative TENS instruction
significantly decrease postoperative pain
levels in pediatric patients?

What are the characteristics of nurses with
high medication error incidence?

What is the relationship between error
incidence and years of experience among
medication nurses? 

What are the administrative characteristics 
of nurses?

What is the relationship between interpersonal
skills of nursing staff and their job titles?

What is the relationship between quality of
nursing care and type of nursing personnel
(registry vs. hospital-based)?

What are the characteristics of patients with
hip fractures?

What is the relationship between gender and
hip fractures in elderly people?

What is the relationship between discharge
planning and course of recovery at home for
the post-MI patient?

Why do relaxation/imagery techniques
decrease the number of asthmatic attacks in
chronic asthmatic patients?

71799_CH01_FINAL.qxd  2/4/10  12:49 PM  Page 22



write your question. On the contrary, you may focus on one small aspect of
the larger problem that you had never thought of before. But this will not
occur without your being intimately involved in the larger topic to begin with.
This involvement is necessary if your research project is to be successful.
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Whether you need to find the best treatment of decubiti for a patient
whose skin is beginning to break down or whether you want to design a
study to test one or more treatments for decubiti, the initial process is the
same. You want to find the current level of knowledge on this topic. What
research has been done, and what was the outcome?

Throughout the first chapter, the words research topic, research prob-
lem, and research subject were used interchangeably. This was done
quite deliberately. In research, the research problem stands by itself as
the moving force behind the research plan. It is developed from the
research question and is the final and complete synthesis of everything
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you have thought, read, argued over, and written. It substantiates what
you propose to do and why. Before this point, however, you have been
talking about problems that occur in real life, situations that need solu-
tions, topics or ideas that interest you, and subject areas that you want to
explore. As they were used in the first chapter, the terms subjects, topics,
and problems referred to a less sophisticated order of thinking than the
research problem for your proposal.

The research problem is the full exposition of the idea that you want to
study. The problem statement or the problem definition—however you
prefer to think of it—is a logical progression of ideas and arguments about
your research idea. The problem introduces your topic, explains its
importance, condenses facts and theories about the topic, and then in a
final, decisive section justifies conclusively your choice of topic. The full
statement of the problem answers all of the possible who, what, where,
when, and why questions that anyone not involved in your project would
ever dream of asking. And those answers are firm, so definitive that there
are no loose ends, no gaps, and no fuzziness in the reader’s mind.

In essence, the research problem is an essay about your research topic.
An essay is a statement of opinion, substantiated by facts, that supports
the position taken on a subject. A good essay offers an orderly progres-
sion of ideas that carries the reader through to the logical conclusion.
Research problems should be written in the same way as good essays.

Because many research reports begin with the research problem, you
may wonder why this book began by asking a question. The question
serves the same purpose in research as the thesis serves for an essay. In
an essay, the thesis is the author’s opinion boiled down to one arguable
statement. The research question does the same thing—it is the entire
research design boiled down to one measurable question. Just as the
entire essay is built on the thesis statement, the entire research proposal
is built from the research question. Explaining how to build a research
plan from your research question is the major subject of this book.

In the previous chapter, you were introduced to some of the functions
of the research question and how to pin down your subject. In this sec-
tion, you will refine your question into its clearest, most concise form and
move into the development of the research problem.

Finding the Level of Knowledge About a Topic
Now that you have written your question, your next step is critical analy-
sis of your question with the ultimate aim of using it to search the litera-
ture on your topic. In Chapter 1 you were introduced to the idea of three
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levels of research based on three levels of knowledge and theory develop-
ment. Take a moment right now, if you have not already done so, to write
out your topic at all three levels. Remember that:

Level I questions have one variable in one population.

Level II questions have two or more variables in one population.

Level III questions have cause and effect.

Suppose you find that you have one variable in two populations, or two
or more variables in two or more populations, and cause and effect that
cannot be manipulated by the researcher. What do you do?

When you have one variable in two populations, write two simple Level
I questions, each with one variable in one population. In this case (for
example, What are the characteristics of patients in a typical nursing
home in Scotland versus the United States?) you will do two Level I stud-
ies, one in each population, and then compare the results of each com-
plete study. You still have a Level I study—you simply have two of them to
compare. This type of study is the basis for the Human Relations Area
Files at Harvard University. These files are collections of anthropological
field studies or single case studies of cultural groups that have been col-
lected into one vast resource for secondary analysis. For the most part
they are all Level I studies of single variables in single populations or
descriptions of population characteristics. Anyone wishing to use the files
can take two or more cultural groups to compare and contrast, but the ini-
tial studies were all at Level I.

Suppose you had written a question such as, What is the relationship
between ethnicity and response to chemotherapy? How would you know
whether this was a Level II question or two Level I questions? The differ-
ence lies in (1) the amount of knowledge about the variables and (2) the
intent of the investigation. In the case of the single variable in two popula-
tions, the purpose would be to do a thorough verbal description of a sin-
gle variable within the context of its population. The intent of the
second-level question is to take selected portions of a previously studied
variable (response to chemotherapy) and selected ethnic groups (Anglo
and Latino) and see if they relate to one another in a statistically signifi-
cant way. In the first type of question, the answer is a simple description
of a variable in two different groups. In the second, the answer is a statisti-
cal relationship in which two or more ethnic groups are considered to be
different categories of one variable.

Suppose you know enough about your variables to write a cause-and-
effect statement, based on fact rather than hunch, but you know that
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there is no ethical way you as the researcher can change the independent
variable as required for a third-level study. What do you do? Rewrite the
question at Level II, but use the theory as the base for your study. Or, if
you have access to a laboratory setting, you may leave the question at
Level III and use the theory base to answer the question and test the the-
ory on animals, cells, cultures, or other appropriate subjects.

The way you write your question is the way you will answer it, so be
perfectly clear at the very beginning about your level of knowledge about
the topic. It is your level of knowledge that takes you to the library to dis-
cover the level of knowledge available there. Based on your literature
review, you may change your question to a different level.

One way of finding out your level of knowledge about the topic you
have chosen to study is to try to write questions at all three levels. You
will immediately recognize your level of knowledge about the topic. If you
cannot write a Level III question, it may be because you don’t know the
answer to the Level II question. This is what happened to Ginnette Miles, a
graduate student at the University of Iowa. Here are her questions and her
working definitions of terms:

Level I question: What are the craniofacial features of preterm infants
with postnatal cranial molding?

Craniofacial features: The physical traits of the upper skull and fore-
head, including head shape and curvature, measurements and anterior-
posterior diameter, biparietal diameter, and forehead length and width.

Preterm infants: Infants who were born before or during the 37th week
of gestation.

Postnatal cranial molding: Symmetrical flattening of the lateral aspects
of the cranium and forehead that develops in preterm infants as the
head is repositioned from one side to the other on a mattress.

Level II question: What is the relationship between the craniofacial fea-
tures of preterm infants and their physical attractiveness as perceived by
adults?

The answer to this Level II question might have led to a question at
Level III, but not knowing that answer means that the Level II study must
be done first.

On the other hand, you may know a great deal about your topic right
away and will have no difficulty in writing your topic at all three levels. In
this case, you need to decide which question you prefer as well as which
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question has already been answered before you proceed with your
research proposal.

The following questions were written by Deborah Sholz when she was a
graduate student at the University of Iowa. Notice the amount of knowl-
edge needed to write these questions.

Level I: What are the body positions into which nurses place low-birth-
weight intubated infants?

Body position: A configuration of the body that describes whether
prone, supine, side-lying toward right or left; whether head is turned
90°, 60°, 45°, 30°, or 0° from midline either to the right or left; whether
chest is rotated right or left; whether hips are rotated right or left;
whether extremities are extended, flexed, medially or laterally rotated,
including hips, knees, ankles, shoulder, elbows, wrists; whether head
is in alignment or tilted backward or forward.

Intubated low-birthweight infants: Infants with an ET tube in trachea
weighing less than 1500 grams.

Level II: What is the relationship between body positions and heart rate
in the intubated low-birthweight infant?

Heart rate: Beats per minute as detected by cardiac monitor.

Level III: Why does supine body positioning decrease heart rate in the
intubated low-birthweight infant?

Supine body position: Infant’s scapulae and buttocks are flat against
bed mattress.

Although there are any number of ideas that you could have chosen to
research, most research topics can be grouped into a few primary cate-
gories: theory, concepts, observed situations, prior research, and tool
development. Each category has different requirements for solutions and
different end products. Each has its practical aspects, drawbacks, litera-
ture, and logic. Each has its supporters and its detractors. But all are
valid. No one is better than another; it’s simply a matter of what interests
you the most. Some people always start with questioning a theory, some
always start by questioning an observed situation. It’s really a matter of
goodness of fit between the researcher and the topic. If you want to ques-
tion a clinical situation that has been bothering you, don’t drop the idea
because it’s not a theory question. On the other hand, don’t just attach
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any old theory to your question; your question will direct you to the
appropriate one. Conversely, if you are a theorist at heart, your question
will direct you to the appropriate situation to study; not every situation
will suit your theory. The point is, your question will tell you where you
are going and what you are going to do. Remember that it’s your question
and no one else’s; how you develop it is your responsibility.

Now let’s take some research topics and divide them into groupings:

Observations:

Some patients refuse medications.

Some patients are called demanding.

Some call lights aren’t answered.

Mastectomy seems to affect some women more than others.

Detoxification programs don’t always work on addicts.

Behaviors: Theories:

Listening Loss theory

Eating Role theory

Touching Alienation theory

Distancing Theories of aggression

Avoiding Psychopathological theories

Talking Theories of change

Concepts Learning theory

Addiction Germ theory

Dependency Biorhythmical theory

Hopelessness Ethological theory

Independence Systems theory

Nausea

Privacy

Each category of topic classifies a different order of phenomena.
Observations arise from real-life situations that can be seen, smelled,
touched, tasted, or heard by any individual. Often an observation is
stated as a generalization about a repeating occurrence. It is the general-
ization that is usually tested in the research project.

Behaviors are specific types of observations that can be seen and
thought about. In nursing, research frequently is based on observed
behaviors of patients or nurses. Because behavior is frequently seen as
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purposive or goal directed, however, analysis of behavioral intent is more
abstract and more removed from reality than a direct personal observa-
tion. Therefore, research on behavior is more abstract than research on
observations and should be treated as a different level of abstraction.

Kim defines a concept as “[a procedure for labeling or naming] a sym-
bolic statement for describing a phenomena or class of phenomena”
(Kim, 1983, p. 6). Concepts are single abstract ideas, often expressed in a
single word, that represent two or more interrelated ideas. A concept can
represent a single group of observations or facts that are closely linked to
one another in a distinguishable pattern. Research can be done on one
concept and its component parts, but the interconnections between the
ideas, which form the basis for the study, must be discussed.

You have been exposed to concepts all your life, so when you see one,
you will recognize it immediately. Concepts are simply terms that trigger a
set of ideas. Isolation is a concept; so are privacy, assertiveness, burnout,
patient care, ethnicity, and pain. Each word, as you think about it, stimu-
lates ideas about your past experiences with the concept. Perhaps you
have experienced burnout yourself or have known someone who did. Can
you describe the experience, what triggered the phenomenon, what
helped to alleviate the feelings, what were the behaviors that contributed
to the feeling of burnout? Think about pain. What does pain mean to you?
Have you had patients who reacted differently to a similar type of pain? Is
there a difference between pain threshold and pain tolerance? Is pain
physiological or psychological?

When you look at a concept for your study, you will want to answer all
of the questions that need answering about the concept as you plan to
use it in your study. You will want to determine just what it is you want to
know about the concept and write it down before you begin your study.

Theories are explanations for why things are as they are. “A theory may
be a description of a particular phenomenon, an explanation of the relation-
ship among phenomena, or the prediction of the effects of one phenome-
non on another” (Fawcett, 1995, p. 20). Theories are explanations of two or
more interrelated concepts; as such, they are the farthest removed from
reality or direct observations. Theories are abstractions of processes, inter-
actions, and observations.

As you can see, each successive category moves farther and farther
away from the requirements of being observable and measurable because
the level of abstraction increases. Because research deals with observ-
able phenomena that can be described, classified, or explained, the closer
the research topic is to observable fact, the easier it will be to pin down
the elements in the research question. Not only are observations easier to
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pin down, but you also are more familiar with them because you have
made one or more of these observations for yourself.

At the opposite extreme, theories are the most difficult to pin down
because they are the farthest removed from observable facts. You may be
familiar with the general idea of the theory and some of the work that has
been done on it, but you are not as familiar or knowledgeable about the-
ory as you are with observations. If you can refine a theory into measura-
ble, observable terms, you should be able to pin down concepts and
behaviors even more easily.

Because research requires explanation as well as observation, it will
always involve some level of abstraction or theory. Whether you build
your problem essay from an observation to a theory or begin with a the-
ory and reduce it to measurable terms, you must relate theory to facts.

How to Search the Literature on Your Topic
One of the most troublesome aspects of good research is a thorough
review of the literature. You need to be as exhaustive as possible on your
topic. Whether you are a staff nurse, student, or faculty member, the
library search of the literature will only be as good as the library resources
available to you. However, through use of the Internet, your ability to
search the literature is unlimited. Begin your search on your topic by the
easiest method. After isolating the key ideas from your topic, write synony-
mous concepts from Roget’s Thesaurus or from your dictionary. With these
synonyms in hand, access the books in your library online or pay a visit to
the book catalog in your library and see if there are any books listed under
the themes you have listed. Ask your reference librarian for assistance as
needed. If there are a great number of books, this is an indication that your
question may need to be narrowed down because the answer to your origi-
nal question is quite likely available in the literature.

Next, begin a search of the research databases available through your
university or college library. This will give you access to the periodicals
that publish nursing research. You can do this at the library, on the library
computer, from a computer terminal in your school, or at home using your
computer, provided you have Internet access. If you have not done a search
before, it helps to be in the library where you can ask for assistance from a
librarian if you run into any problems accessing the databases. By entering
keywords related to your topic, you will be able to access all articles that
meet your criteria during whatever period of time you specify in the data-
base you have chosen. Here again, if you find thousands of articles that
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meet your criteria, you may want to narrow down your concept until you
find the number of citations to be reasonable. (Two or three hundred cita-
tions will not be too many for you to review.) You will be able to print out a
list of these articles and their abstracts. You can then review the abstracts
and choose which of the articles you wish to read in full. Most articles are
now available in full text through the library’s database, but others must be
obtained by accessing the journal itself in the library. It is likely that your
library has arrangements with other libraries that increase your access to
the resources you need. If the particular journal or book you need is not
available in your library, you may wish to go beyond your own library
resources and ask your librarian to assist you in obtaining a copy of the
article or to borrow the book on interlibrary loan. Each of these methods of
consulting the experts or reviewing the literature can and should be used
when appropriate. For your initial review you want to know if anyone has
done your particular study before. As you go further, you need to find out
what has been done that is central to, as well as peripheral to, your topic.
Finally, you need to know just what data-collection techniques have been
developed that will be useful to you in your study.

The actual mechanics of a literature review require legwork on your
part. Go to the library and look in the journals and books. Talk to the
librarian and state precisely what you have read and examined. Direct the
computer search of the literature based on what you have done. Because
many computer searches are based on recent literature, you may need an
additional search for your topic in earlier sources. Remember that there
are many other sources. Computer searches are convenient, but they cer-
tainly are not exhaustive. You will find that some journals are missing
from computer searches, and you will have to search those journals your-
self. When you find particularly good studies that are relevant to your
topic, check the references at the end of the articles to see if there are
some studies listed that you have not found in your search. These might
be important for you to read.

Take your time at this stage of your proposal development. Read every-
thing you can on your topic. Learn who the major authors are on your
work. Get to know everything they wrote. Whether your question is at
Level I, II, or III, you need to be as exhaustive in your search as possible.
The more you know about your topic, the better your final project will be.
It is certainly worth that effort at the beginning.

You should become familiar with your library’s periodical holding list to
find out which journals are on file in your library. Make a list of the nursing
journals your library has on hand so that as you find a reference, you can

HOW TO SEARCH THE LITERATURE ON YOUR TOPIC 33

71799_CH02_FINAL.qxd  2/4/10  12:50 PM  Page 33



check your list to see if you have that journal easily available to you. From
the serials list turn to the major nursing indexes, Cumulative Index to
Nursing and Allied Health Literature (CINAHL), and the International
Nursing Index. Other indexes will also be of use, such as the Hospital
Literature Index and Index Medicus. When you have located these sources,
look up their major headings and subheadings for your topic and its syn-
onyms. Start with the most recent year and go back a minimum of five
years on your topic. At Level I, search broadly; at Level III, search narrowly.

When we get busy or pressured, we tend to forget the resources avail-
able to us in our research. Use your reference librarian as much as you
need to—that’s what a librarian is for. Don’t hesitate simply because you
aren’t sure you know what to look for—ask for help.

Level of Theory and Level of Question
As you saw in Chapter 1, there are three basic levels of research questions.
The first level of question deals with a single topic or a population about
which you know very little. Your knowledge was limited either about the
topic of the question or about the people you wanted to study. Sometimes
Level I questions are derived from observations of human or animal behav-
ior that have never been questioned before. If you were interested in how
children respond to pain after a burn, you might want to do a Level I study.
You may find a great deal of literature on pain, but most of it may relate to
adults rather than children. If there is no published literature describing
how children respond to pain, then the study will have to be done at Level I.

At Level II, studies have usually been done on the two or three vari-
ables that are being correlated. However, you will not find studies that
have previously correlated the variables (unless you have found one
study you wish to replicate and the purpose of your study is to replicate
this particular study).

At Level II, you will usually find some previous research on which to
base your rationale for attempting to study these variables together. At
this level of research, you will also find concepts derived from Level I
studies that are worth exploring or testing further. Sometimes you
develop Level II studies from the findings of a Level I study. If, for example,
you had read a study about privacy and the hospitalized patient
(Schuster, 1975) and you enjoyed the concept that was developed from
that study, you may wish to develop your study from that concept. There
are many concepts at Level II that need to be developed further than the
original paper. Bereavement, pain, privacy, burnout, and helplessness are
all concepts that deserve further study. Some of the studies will never go
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beyond Level II. If you are looking at psychosocial or behavioral variables,
you are more likely to stop at Level II studies. If, however, you are looking
at physiological variables, you are more likely to go directly to Level III
studies because these variables can often be precisely measured and
make good outcome variables.

At Level III, you will be dealing with theories or developing your own
theoretical framework. Your study will begin with theory, so you go
through the process of outlining a theory to make it operational, as
described in this chapter. Without the theoretical base, you simply don’t
have a third-level study. At Level III, however, you trace the linkages
among each aspect of the theory. The linkages trace the logical steps from
one point of an argument to another. When you ask a why question you
answer that question with a because explanation. The explanation has a
series of statements that are linked to one another logically and sequen-
tially. This series of explanations can be diagrammed in a conceptual map
of the problem, which will outline how each explanation leads to the next.

At Level III you are testing theory—that is the whole purpose of Level
III studies. Your problem will be to find a theoretical framework for your
study. You have asked a why question based on a good deal of knowledge.
You asked, Why does this particular variable change this other variable
in this specific way? You answer your own question by building an expla-
nation for the relationships among those specific variables based on
other people’s research findings. You would not have been able to ask
the question first if you did not know a lot about the way the variables
impact one another. The step-by-step explanation of the linkages among
these variables, the impact of other variables on them, and how those
other variables influence their actions all form the basis for this theoreti-
cal framework. How to form those linkages is exemplified in Chapter 5 on
how to write hypotheses.

You begin with your theory and you substantiate each point in the the-
ory with the research that has been done by others. If you are right, and
you hope you are, your explanation of how and why these variables inter-
act in a particular way can be demonstrated through your project. Your
literature review, therefore, is on those two variables and how they have
been studied before. You will look for the flaws in design that you will rec-
tify in your proposal, you will look for proven tests that everyone uses
because they work, you will look for all possible exceptions to the rule,
and you will take notes on each study because you do not want to dupli-
cate mistakes (but you do want to be sure to include all the correct
maneuvers). To keep track of all the concepts in your theory, use 5 3 80

cards, make photocopies of the critical articles, and read extensively.
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Physiological studies have the greatest literature base; support for
your argument will be found in that literature easily. Behavioral studies
are the most limited because the conditions under which behaviors will
differ are the least known and understood. Studies of human behavior are
often culture specific, and to find behaviors that are cross-culturally valid
for given circumstances is rare.

The level of theory is dictated by the level of question, but not all ques-
tions lead directly to theory because there may not be enough research
data on which to build theory. Much basic research needs to be done to
advance nursing theory, and, for this reason, we advocate the use of all
levels of research design to advance nursing knowledge rapidly. The level
of question is based on the level of knowledge about a topic, and the level
of knowledge dictates the level of theory. If, after having thoroughly
reviewed the literature on your question, you have found little or no data
on either the topic or the sample, you remain at a Level I study. If you
have found previous research on your variables but no linkage of the two
together, you provide that explanation and test your conceptual frame-
work at Level II. If your study shows a significant relationship, then you
may proceed to ask why and test your theory at Level III. (A more detailed
explanation of how to develop a conceptual or theoretical framework can
be found in Chapter 3.)

Developing the Research Problem from the Literature Review
The process of putting theory into an observable, measurable research
question involves a thorough inventory of your knowledge about the
theory—deciding which concepts within the theory most interest you;
asking yourself which behaviors best exemplify the concept you have
chosen; and, finally, choosing those observations that best represent
those behaviors. Because you are narrowing down from abstraction to
observation, you are moving from a generalization to a specific. Pinning
down theory is a process of identifying what you want to know and fil-
tering out all unnecessary material until you have narrowed your sub-
ject to its purest, most refined point. Let’s see how it works.

Find Out What You Know
Let’s say that your research question involves the concept of the patient
role. You know that the term “role” stands for major concepts and theories,
and you must decide which aspect of the word interests you. At the same
time, you need to find out just how much you know about role to have a
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starting point for your literature search; you don’t want to waste time going
over familiar ground.

So you begin with your working definitions of your terms. Simply
defined, working definitions refer to what you mean by the terms you are
using in context of the research question. A working definition is not the
definition of the term found in a dictionary. A working definition refers to
the meaning that you, the researcher, have in your head when you are
talking about your research topic and its attendant variables. These are
the definitions that get you to the literature, but they are probably not
going to be the final definitions you will use in your proposal.

You define role as that group of behaviors commonly found among ill
persons in a hospital setting. Suddenly you are uncomfortably aware of
how far away you are from an observable, measurable definition of the
term. As you look at your definition, you can see you need to define just
what you mean by that group of behaviors because that phrase is very
vague. You also see that you need to define ill person more specifically,
and hospital setting isn’t exactly the clearest term, either.

Role represents a series of concepts tied together into one word. And
you should have a working (measurable) definition of each concept. Each
concept must be divided into its component parts, each of which must
also be defined in relation to some observable, measurable behavior. So
you turn to the dictionary for help. You find that the dictionary defines
role in terms of acting a part in a drama. This is not helpful as you attempt
to clarify your idea.

Return to your original definition. You are interested in three major
interrelated concepts in role theory: ill persons, hospital settings, and
grouped behaviors. You have three areas in which to search the literature,
look up definitions, plan a computer search, or seek out the reference
librarian. On the other hand, you wrote working definitions of each area
to narrow down, still further, just which aspects of the theories interest
you and how much you know about each.

Ask Questions About the Theory
According to your question, you are most interested in how patients learn
their role. Therefore, you ask:

Who teaches the role and how is it taught?

Are there different types of patient roles to be learned?

Is the patient role easy or difficult to learn?

Are patients satisfied or dissatisfied with their roles?

DEVELOPING THE RESEARCH PROBLEM FROM THE LITERATURE REVIEW 37

71799_CH02_FINAL.qxd  2/4/10  12:50 PM  Page 37



What kind of a role is the patient role?

What other roles interact with the patient role?

Is terminal illness a role situation?

Does the diagnosis of cancer change the patient role?

How does type of hospital affect the patient role?

All of these questions, as well as others you may think of, will need to
be answered by some aspect of role theory. As you ask your questions
and read what other people have thought or observed, take notes on the
answers and opinions that you encounter. You can use index cards for
your notes, or you can develop a document file into which you paste vari-
ous items you find online, making sure that you accurately attach the ref-
erences to avoid having to look them up again.

Head each entry with a question and, as you read, write notes in
answer to the question, citing the author, title, publication date, and page
number. When you are finished, group your entries under the appropriate
questions. Examine each set of answers and decide which answers you
agree with—or feel most comfortable with—and separate them from the
other entries. You now have a beginning outline of those aspects of role
theory in relation to ill patients that most interest you.

Look Up Interrelated Ideas
Because a concept is made up of at least two ideas, and a theory is made
up of at least two concepts, there is always the possibility that at least
one of the ideas will lead to an entirely different concept or even a differ-
ent theory. Therefore, as you search the literature, look up all relevant,
related concepts and ideas. You may find a fruitful new line of thought
that leads you away from your original idea or reinforces your approach
to your question. Look carefully at these ideas. Accept or reject them on
the basis of knowledge, not hunch.

This search will also tell you whether you have eliminated too many
ideas in the initial development of your question. Use this aspect of the lit-
erature review to clarify your topic, making sure you have left out nothing
important and are not including anything irrelevant or superfluous.

Outline
Starting with the major heading, break down your theory into the compo-
nent parts that address your question. (Remember that each major head-
ing has at least two distinct subheadings.) This outlining process helps
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you become more specific about what aspect of the theory interests you
and helps you identify relationships.

As you outline, include only those aspects of the theory that you agree
with, and exclude those areas that you consider to be irrelevant or unim-
portant. From this will emerge your specific point of view. Don’t throw
away the other arguments; keep them handy where you can refer to them
when you are developing your full and final problem.

Role
I. Role types

A. Patient roles
1. Inpatient
2. Outpatient
3. Convalescent
4. Terminal

a. Patient doesn’t know diagnosis
b. Patient knows diagnosis

(1) Recently told
(2) Has known for some time

5. Short term
6. Long term
7. Emergency

B. Staff roles
C. Family roles
D. Sick roles

II. Role learning
III. Achieved versus ascribed roles
IV. Role distance
V. Role behaviors

VI. Role sets
VII. Roles in interaction

Convert Your Topic Outline to a Sentence Outline
For each heading in your outline, write one sentence or one definition that
expresses your point of view. As you write your definitions, you may have
to revise your outline because you may be moving farther away rather
than closer to your original topic. As a handy reminder of your original
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thinking, you may include an example with your definition. If the defini-
tion does not follow from your example, try to rephrase it so that it does.

Role is the set of behaviors attached to a particular social position or sta-
tus within a society.

I. Role types are the specific roles attached to a particular position
within a social position.
A. Patient role is the set of behaviors expected of individuals who

are receiving healthcare services.
1. Terminal patient roles are those behaviors expected of

patients who are dying.
a. Those behaviors expected of patients who are dying but

don’t know it.
b. Those behaviors associated with patients who do know

they are dying.
(1) Terminal patients who have just been told may react

with anger, crying, withdrawal, or a request to see
their spiritual advisor.

(2) Terminal patients who have known about their diag-
nosis for some time may be used to the idea, may re-
fuse to talk about it, may talk about their death freely,
may be clearing up their personal affairs, or may
want to be with their families as much as possible.

c. Those behaviors associated with patients who know they
are dying but pretend not to know.

Relate the Theory to the Question
By outlining your theory and writing definitions about each relevant
aspect, you now have some new working definitions for each term in your
question. Not only do you have your terms defined, you have also added
some new qualifying words to your research question. After your thor-
ough review of role theory, your topic may have changed. In fact, you may
have a whole new series of topics based on your review of theory. But
remember, one topic is all you need for your research; more than one
makes an overly complicated study.

Now that you have asked questions of your theory, defined each term
in your question, outlined the relevant aspects of the theory, clarified
exactly what you want to observe about each aspect and why, and, finally,
substantiated each part of your outline with literature, you have the basic
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framework of your ideas and your literature review. This outline alone,
when written in the form of an essay, constitutes your theoretical frame-
work for the study. (If you had done the same work on one or more con-
cepts, you would have the underpinnings for a conceptual framework.) If
you are dealing with more than one theory or concept, your framework
must show their relationship to one another as well as to your question.

Beginning with an Observation
Remember that we began this discussion with the comment that starting
with a theory and reducing it to specific, observable phenomena is more
difficult than starting with an observation and relating it to specific situa-
tions. The latter instance requires proceeding from your personal experi-
ence and your familiarity with the subject.

You discover how much you know about your topic when you try to
write questions at all three levels. If you find you haven’t the vaguest idea
how to write a cause-and-effect question on your topic, but you can write
questions at both Level I and Level II, you are already aware of how much
you know about your topic. Begin your literature review with your ques-
tion. For example:

What are the characteristics of successful dieters?

This is a Level I question about the variable characteristics on a popu-
lation of successful dieters. You can assume that there have been a num-
ber of studies of characteristics of various populations, but have there
been any studies on successful dieters? First write working definitions of
both characteristics and successful dieters. For example:

Characteristics: The qualities or traits that distinguish individuals or
groups of individuals from one another. These qualities or traits may
be demographic, such as age, gender, and socioeconomic status; or
specific to my population, such as prior dieting history, family history
of obesity, onset of obesity, amount of body fat at the time of last diet,
and so on.

Successful dieters: Individuals who have deliberately lost at least 15%
of their overall body weight and have kept it off for at least one year
without gaining back more than five pounds.

With these two definitions in hand, the literature can be searched very
carefully to see if there is any study at all that fits this description. Let us
say that one or two studies were identified that looked similar to this one
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or were at least in the same general area of interest. Find those studies
and read them. Do they answer the specific question you asked? Do they
answer the entire question or do they leave things out?

Start by looking up the terms in your working definitions: successful
dieters, diet history, family obesity, and so on. Let us say you found a study
on successful dieters, but successful was defined differently. Successful
was an individual who had kept the weight off for more than two years.1 Or
not all parts of your definition of characteristics were included. You can
still proceed to a Level I study. The population in your study may have dif-
ferent characteristics from the other study’s. You may find another study
on successful dieters in which the authors defined successful as having
been overweight as an adult but not now overweight. In this case, the defi-
nition of successful is far more vague than yours, so the findings of the
study do not prevent you from pursuing a Level I study. You will take notes
on these studies and write up the findings in your literature review. These
two studies will help you isolate some other characteristics you did not
think of, or they may provide you with useful measures. They provide
ideas for your study so you need to refer to them.

Suppose you found only studies of the characteristics of unsuccessful
dieters. Look at these studies to see what kinds of characteristics they
examined and which ones look promising to you for your study. Be sure to
take notes on these studies and refer to them in your proposal, particu-
larly when you develop your method of data collection. (Other studies
can provide you with ideas on how to collect data.)

For a Level I study on successful dieters you will probably find studies
on the relationship between obesity and many diseases, studies on differ-
ent dieting programs, and studies on different explanations for the causes
of obesity. None of these are directly relevant to your study but are essen-
tial reading to give you a general review of your topic. In your final litera-
ture review you will probably group many of these studies into summary
statements or paragraphs.

Let’s take another example. Suppose you had started with an observa-
tion that certain patients reacted differently when they learned they had
terminal cancer. Some reacted with anger, shouting, crying, and morose-
ness; others didn’t react at all. Your original question might have been,
What are the reactions of oncology patients when they are told they are
terminally ill?
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This question is already observable and measurable. It relates a partic-
ular situation to an abstract explanation. You may end up explaining the
differences by using role theory, or you may find an entirely different the-
ory, such as stimulus–response or loss theory. This type of question is
easier to write about simply because, as a nurse, you are familiar with the
subject. You have experienced these behaviors for yourself. You know
what you are looking for and why. And, as a nurse, you can probably use
the answer in your practice.

Just because you are familiar with your subject and begin with readily
observable terms does not mean that you are free from the responsibility
of reviewing the literature on your question. On the contrary, because
your question is so specific, it may have already been answered by some-
one else. Your first task, then, is not to look up the theory but to examine
the research literature.

Where Do You Start Your Literature Search?
Just as with the theory question, you begin with each specific idea in your
question. In this instance, you may decide to begin with the words oncol-
ogy patients. Card catalogs and the nursing, medicine, and health data-
bases may turn up citations on oncology but may not have anything
specific for oncology patients. Just as in the theory question, you must then
look up patients in the literature. But you are interested in specific patients,
those with terminal illnesses. To adequately review the literature on this
subject, each aspect of your question needs to be investigated for research
that relates specifically or remotely.

Certain researchers discuss their findings in relation to new ideas and
theories. As you read, take note of these interrelated ideas. One or more
of them will strike you as being the one concept or theory that truly fits
your question.

Just as with the theory question, keep your references organized and
properly annotated. Start a file for research articles, with subheadings for
each aspect of your topic. When you search the library databases, you get
abstracts of the articles that meet your search criteria. Those abstracts
that appear to provide information that helps your understanding of your
topic can be pasted into the file under the appropriate heading. Later, you
can decide which of the articles you want to read in full. You will probably
want headings for each aspect of the question referred to, such as oncol-
ogy patients. From these headings, an outline will emerge.

Your outline practically writes itself. Your question is the major head-
ing; your minor headings come from the individual words or specific ideas
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within the question. This outline takes the reverse of the theory outline
format. You will move from your specific definitions to an idea or a con-
cept. For example:

I. Oncology patients are inpatients of an oncology unit who were ad-
mitted with a tentative diagnosis of a carcinogenic process.
A. Diagnostic studies have been completed, the diagnosis has been

confirmed, and the patient has been informed of the diagnosis of
lung cancer. According to the chart, the patient reacted with:
1. Anger: Explosive and abusive language to the staff and family.

a. Anger can be a defense mechanism to protect an individ-
ual from an intolerable fact.

b. Anger can be a normal expression for any disagreeable
fact or opinion. Cultural behavior?

c. Anger can be a usual response for some people. Stimulus–
response?

2. No response: After the patient received the diagnosis, the
chart states that the patient began to make pleasant con-
versation with the physician, changed the subject, or oth-
erwise gave no indication of having heard or cared about
the diagnosis.
a. Heard partially. Higher levels of anxiety cause fragmented

(spotty) perceptions.
b. Denied the meaning of what was heard.
c. May not wish to discuss the issue until given time to

think about it. Motivation?
d. May have the behavioral patterns of not discussing inti-

mate details with strangers. Cultural beliefs?
e. Explanation given may be so vague and technical that

the patient did not understand.
B. Diagnostic studies have been completed as in A. Patient has

been informed of diagnosis of leukemia.
C. Diagnostics as in A and B. Patient informed of diagnosis of

metastatic cancer from prior surgery.

You established your outline through ideas and reading, but because
you began with a behavioral observation, your initial definitions are more
specific and observable. Your review of research and theory is easier
because you knew what you were looking for at the beginning.
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When you are developing the literature review for a Level II question,
you proceed in exactly the same way. You write working definitions 
for each of the major variables in your study and begin your outline
with your definitions. The following outline was developed by Karen
Goebel, a graduate student at the University of Iowa during a beginning
research course.

Question: What is the relationship between burnout in the NICU and the
types of coping mechanisms used among nurses?

Coping is the cognitive and behavioral efforts used to manage specific
internal–external demands that are appraised as taxing or exceeding the
resources of the person.

I. Coping mechanisms are specific methods used to decrease stress.
A. The types of coping mechanisms utilized in the ICU and NICU

vary with each individual.
1. Personal (reactive) strategies are informal methods of com-

munication.
a. Talking to people outside the unit.
b. Talking with fellow nurses.
c. Withdrawing self from the unit.

2. Management strategies are professionally mediated therapy
sessions.

(1) Attending psychotherapy sessions for discussion.
(2) Participating in neonatologist-attended meetings.

a. Personal (proactive) strategies are behaviors initiated by
the person.
(1) Knowledge about the stress-producing situation.
(2) The amount of control the individual perceives to

have over the stressor.
(3) The ability to laugh.
(4) Confrontation of the situation.

II. Various stresses within the NICU produce a need for coping mech-
anisms.
A. Interpersonal communication problems exist between staff and

physicians, nursing office, other departments in the hospital,
and other staff members.
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B. The nurse’s need for an extensive knowledge base in patient
teaching, cardiac arrest, pathophysiology of a neonate, and
making many rapid decisions.

C. Environmental stressors include numerous pieces of equip-
ment and failure, physical injury to nurse, physical setup, and
noise level of the unit.

D. The components of patient care include work load and amount
of physical work required, meeting the psychological needs of
the patient, meeting the needs of the family, and death of the
patient.

III. Coping mechanisms are effective when there is a release of stress-
ful emotions.

IV. Burnout is the loss of motivation for creative involvement result-
ing from stresses of the NICU.
A. Characteristics of burnout manifest themselves in various ways.

1. Physical manifestations are described.
a. Feelings of chronic fatigue and exhaustion after adequate

sleep and rest.
b. Minor ailments, such as colds, headaches, and stomach

upsets, occur frequently.
(1) Emotions are altered by burnout. Symptoms of de-

pression.
(2) Hostility and negativism directed toward fellow work-

ers, the unit, or patients and their families.
(3) Guilt for having negative feelings.

2. Burnout affects behavior.
a. Detachment is expressed by avoidance and the use of

diagnosis rather than name to identify patient.
b. Overinvolvement is demonstrated by declining to take

vacations and the inability to delegate responsibility.
B. The causes of burnout are multivariate.

1. The constant threat of imminent death with resulting guilt.
2. Ethical dilemma about life and death issues.
3. The demands of dealing with and supporting families of

NICU patients.
4. New and changing technology that must be learned.
5. Understaffing, which leads to exhaustion and frustration.
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6. Interdisciplinary conflicts due to roles not being clearly
defined.

7. Intradisciplinary conflicts where strong leadership is required
to maintain cohesiveness.

8. Chronic patients who become a source of frustration and
strain.

Starting with a problem close to home gives you the advantage of hav-
ing more information about your question to start with, which, in turn,
enables you to direct your reading and outline more specifically and to
form working definitions.

The second aspect of starting with a problem close to home is that
you are usually involved with the question you select. You either are
working with the question on a daily basis or have had a recent experi-
ence with it that is likely to occur again. For this reason, the work you do
on your problem—your thinking, your reading, and your attempts at
clarification—is immediately applicable in your daily life and is not just
an isolated incident. The more removed your research question is from
you personally, the more removed you will be in the rest of your project.
The more intimately involved you are with your question, the more
interest you will generate, the more likely you are to sustain your inter-
est, and the more practical your work will be.

On the other hand, if working with theory excites you, don’t select a
problem just because it’s practical. Remember, this is your research proj-
ect and no one else’s—so whatever you want to know is the question you
need to ask.
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In learning how to arrive at your full research problem, you developed all
the necessary elements for the entire research plan—your question, your
theories, your terms defined, and the type of measurement that you 
intend to use. Your next step is to put all these components together into 
a complete package, the research problem. This is very much like put-
ting together a bicycle that you ordered from a catalog. If any of the parts
were missing, or if you attached the pedals where the wheels belong, you 
wouldn’t have a workable bicycle. Like the bicycle, the full problem should
have a sense of completeness about it; all the parts should operate together,
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and the problem as a whole should work properly and be aesthetically
pleasing. A poorly designed research plan is as useless as a box of parts
and bolts.

To extend the analogy, putting a bicycle together is much easier, less
time consuming, and less frustrating if you know the relationship among
the parts and the whole. If you know the what and why of the parts of a
bicycle, then you know if you are putting things together properly and if
you have achieved the full and final bicycle. A well-constructed bicycle is
achieved because you know how it works, why it works, and what it needs
to work.

A well-constructed research problem is achieved in the same way be-
cause you know how and why it works and what it needs to work. But
before you can build your research problem, you need to understand the
basic elements of the problem.

Elements of a Research Problem
Although some research texts and published research papers include all
of the introductory matter (problem, rationale, purpose, literature review,
and terms) under the heading Problem, it’s best to know the elements of
the problem itself and how it is developed as a separate and distinct sec-
tion of the research plan. The elements are:

• Review of the literature
• The rationale for developing the question
• The theoretical or conceptual framework

Each element, for its fullest development, requires a lot of thinking,
reorganizing of ideas, and a logical progression of concepts and facts that
leads the reader to your statement of purpose. Although research prob-
lems can be written in a variety of ways (see the research proposals in the
Appendix), the same basic elements are present in all problems.

The problem is your frame of reference for the entire research proj-
ect, your rationale for choice of literature, your point of view on your
subject—all of which are substantiated by facts, theories, and arguments
gleaned from your reading. The problem is your statement of what you
are doing and why. If you are hesitant about your idea, your problem will
be hesitant. If you are uninterested in your study, your problem will be
dull. If you haven’t done your reading, your problem will be merely a
bucket of bolts. Whether you know it or not, your problem is an expres-
sion of your personality.
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Review of the Literature
The rationale for the development of your question came from some-
where—ideas do not develop in a vacuum. Ideas often come from an out-
side source, either in written form or in an interview. Your review of the
literature simply documents the source of your idea and substantiates the
rationale behind your question.

The rationale for incorporating the review of literature in the problem
essay is that when you substantiate what you say, you usually substanti-
ate it through the literature you have read or through direct personal
quotes. Therefore, because you must document your source for your
rationale and your theoretical–conceptual framework, why separate your
review of literature from the two other elements in the problem defini-
tion? You simply waste paper by repeating your sources in a different way.

The literature review is a series of references. It is not a bibliography.
Only the literature that you have used to substantiate the background of
your problem is included in your literature review and in your subsequent
list of references. Not everything that you have read about your problem is
relevant to your research, and therefore not everything should be included
in the review. Only relevant literature is required in the literature review.

The Rationale for Developing the Question
The amount of space devoted to the rationale will vary, depending on the
type of question you have chosen to ask. When a question is at the
exploratory level it means there is little or no literature to support a study
beyond the exploratory level. In this case, more attention should be given
to developing the rationale.

The rationale for asking the question is your statement of why you
believe it is an important question to study, why you want the answer, and
of what use the answer will be to nursing. What made you think of the
question in the first place? You certainly had a series of ideas or questions
that led you to ask this final research question. This is your rationale for
the development of the question, and if not explicitly stated, it must be
clear by the time the reader has finished reading the problem argument.
This is your logic, your reasoning, your point of view—and the reader has
the right to know what it is.

The Theoretical or Conceptual Framework
Although these words are frightening to the new researcher, they are not
as formidable as they sound. The framework for your study is simply an
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explanation, based on the literature you have read, of how the variables in
your study are expected to relate to one another and why. In this book, we
put the framework in the form of an essay, and the structure of a good
essay is in the form of an argument. The essay supports your rationale for
developing the question; it is your explanation of how the theories you
have found relate to your study; it provides the justification for your
study; and it will give the reader a feeling for the value of the proposed
research to nursing, not only in its contribution to the development of
theory but also in its relationship to other research on the topic.

The framework is called a conceptual framework when your explana-
tion is based on literature and research about the variables, or when the
literature does not contain a particular theory that explains the relation-
ship among your variables. The explanation, therefore, will be your expec-
tation, based on the literature, about the action of your variables. You will
evaluate this explanation after you have done the study and, depending
on your results, you may or may not find that it actually provides a useful
explanation for the action of the variables. Regardless, it will provide the
central theme for the discussion of your results.

The framework is called a theoretical framework when the variables
have been studied before and have been found to be related to one
another. You have available to you either a theory that provides an expla-
nation for the action of your variables or a proposed explanation given by
another author to explain the findings of a study of the same variables. In
either case, the result would be a theoretical framework for your study.
This framework will then be tested by you and will either be supported or
not supported by your results. You, therefore, will add to the literature on
the theory you are using.

After you have read the literature and have established the existing
level of knowledge about your topic, you are ready to develop the frame-
work for your study. We already know that each level of research has its
appropriate level of knowledge reflected in the literature. Thus it makes
sense that the framework also will be based on the level of knowledge
about the topic and will differ for each level of research.

At Level I there may be no framework based on existing literature
because there may be no prior research on the topic you have chosen. In
this case, a rationale for the study customarily is developed to support the
need for exploratory research on the topic and to discuss the potential
usefulness of the findings. Sometimes, however, Level I studies are based
on theories or concepts that have been studied in other populations. For
example, you might decide to explore the sick role in another culture.
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Because the theory of sick role was based on research done with a white,
middle-class American population, its applicability to other cultures is not
known. Your study, therefore, could explore the concept of sick role in
another culture, using the existing theory as a starting point for the study.
Keeping in mind that it may not fit, you will need flexibility in the design of
the study. In this case, the framework for the study would include a discus-
sion of sick-role theory as it would be used for your study and would pro-
vide a summary of the previous research on sick-role theory from the
standpoint of the cultural or ethnic background of the subjects. In the dis-
cussion of your findings, you would be able to contrast your subjects with
those of previous studies and might come up with some tentative ideas
about the reasons for any differences that you found. These ideas could
then provide the basis for further research on sick role.

At Level II, you must provide a conceptual framework for the study in
your proposal. From the literature on the variables you plan to study, you
will develop a probable explanation for the action that might occur
among the variables. For example, in a study of the relationship among
grandmother caregiving, family stress and strain, and depressive symp-
toms, Musil et al. used the resiliency model of family stress, adjustment,
and adaptation as the framework to examine the effects of social support
and resourcefulness in the relationship between family life stresses and
strain and depressive symptoms in grandmothers who were raising
grandchildren. Previous research had identified grandmothers raising
grandchildren as having significantly more depressive symptoms than
other grandmothers. The authors explain that the resiliency model of
family stress, adjustment, and adaptation can be used to conceptualize
how the demands placed upon the family system might affect the mental
health of grandmother caregivers. They propose that family demands, if
not moderated by resources and problem solving–coping, may increase
the possibility of depression or other emotional problems (Musil, Warner,
Zauszniewski, Wykle, & Sanding, 2009). Because not enough was known
about these variables in relation to one another (they had not been previ-
ously studied together), this framework is conceptual rather than theoret-
ical and represents the authors’ best guess about what the findings might
mean. Clearly, at Level II, the study is not exploratory but is looking for
relationships among specific, predetermined variables to answer ques-
tions about these variables. The findings might lead to the development
of a theory that could then be tested in further research.

Level III studies always have theoretical frameworks to explain what the
researcher expects to find. Because these studies are always based on the
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results of Level II studies, you always know the relationship among the
variables in advance and can predict its direction. Your prediction can be
supported by a theoretical framework that explains why the variables
affect one another. For example, in an experimental design, McDonald et al.
carried out a clinical trial testing the affect of personal relevance on learn-
ing. In this case, the theory was that the more personally relevant the
information is to the learner, the more likely it is to be learned. This theory
comes from the Elaboration Likelihood Model (ELM) (Petty, Barden, &
Wheeler, 2002) of persuasion, which identifies two modes of learning: cen-
tral and peripheral. When people use the central route, they are more
likely to think actively and retain the information. This study provided a
further test of the theory by utilizing a personally relevant motivational
statement, learn about stroke to save someone you love, in a double-blind
study using experimental and control groups (McDonald, et al., 2009). As
you can see, testing of theory at Level III is done in small increments, all of
which eventually contribute to the overall understanding of the topic.

When you develop your problem essay, be sure that you are consistent
with the level of your question, and use this as an opportunity to cross-
check all the parts of the problem for consistency.

When you write your problem essay, you will be incorporating your
rationale for the development of the question, your theoretical or concep-
tual framework, and your literature review into one (not three) definitive
statement of what you are studying and why and its relevance to you and
your reader.

Remember, at this point you are the expert on your research. Now all
you have to do is demonstrate your expertise in an essay.

When you are looking up your topic initially, don’t hesitate to look in
theory, history, or even fictional literature for material on your idea.
Sometimes there is not much available in the research literature but a
great deal in other sources. Use any source available on your topic and
check it for accuracy.

Be sure to check sources both in and out of the nursing field. Some-
times, the literature in the area is found only in history books or books on
sociology. Check the various professional indexes for sources, look up
synonyms and antonyms and check those out, and talk to people and ask
them to help you think of sources for your search. Don’t hesitate to use
any source you can find that substantiates your topic. Nursing is a broad
and eclectic field and it is important to understand an amalgam of ideas
outside its major areas of interest. The breadth of reading that is possible
for any topic is enormous.
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Remember that good research is ethical research. If you say that there
is no prior research in an area, then you will be believed. Your statements
are accepted at face value. If you say you have done your literature
review, you will be believed. Think of your statements as your word of
honor to your reader.

A major problem that crops up over and over again is losing references.
Be sure to keep a record of everything you have read about your topic
and keep it secure until well after you have finished the research project
in its entirety. Don’t throw away your annotated references—you never
know when you will need them. It is easy to keep them in a file on your
computer, just make sure your work is backed up in case of a glitch in
your computer. You can be absolutely sure that if you lose, misplace, or
throw away one annotated reference, that is the one you will desperately
need when you write your proposal.

The Psychology of Argument
Each element in your research problem is absolutely necessary to per-
suade the reader that your research project is sound, well thought out,
and well documented from observations or reading. This is the essence of
argument—to persuade another person that your logic is correct and that
your position is well thought through.

To argue your point successfully, you will need to know the opposing
position as well as you know your position. For many of us, that’s not an
easy thing to do. We are so enamored with our own position we cannot
think of any possible argument against it. But notice the technique in suc-
cessful debates, successful salesmanship, successful books—they had all
taken into account the opposite point of view and had an answer for it.
They were prepared to answer any question that required clarification,
explanation, or further data. Whether you are trying to entice people to
support your organization or accept your research plan, you need to plan
ahead to win the argument.

The crux of the matter is that you have stimulated the argument and
you are interested in winning. Winning doesn’t just happen by itself. So if
you are going to start an argument, be prepared to win it. You have the
edge because the opposition is not prepared for an argument, nor does it
have a vested interest in its outcome.

Let’s say that you have already experienced losing your research argu-
ment, which went something like this: I want to study children’s reactions
to injections. Your instructor looks at you and says, “Well, that sounds like
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a reasonable enough topic, but why do you want to study it?” Somewhat
taken back by being questioned at all, you respond with, “I’m in pedi-
atrics, and I think it would be good to know.” A pained expression comes
over your instructor’s face, perhaps even a sigh, and all of a sudden you
feel pretty inadequate.

Suppose you had said, instead, “I’m on a children’s unit, and I’ve noticed
differences in children’s reactions to injections. I have a hunch that there is
a difference in boys’ and girls’ reactions after, say, about the age of 5 years
because of the way children are socialized into sex-stereotyped role reac-
tions to painful experiences. I’m not sure just when—what age, I mean—
these differences begin to be noticed, nor am I sure if it has anything to do
with previous experiences with injections. But it seems to me that if we
could find out when those differences occur—if they do—and if there is
any relationship among prior experience, age, and sex, we as nurses could
then change our approach to giving children medications on the basis of
these findings.”

Result? Full approval and a go-ahead. Why? Because you thought out
your rationale for why you want to do your study, you gave a personal
observation to back up your idea, you suggested a theory to explain your
observation, and you pointed out a use for the information that you might
gather from your study. You won your argument simply because you
answered all the questions. Your position was logical, sound, and thought-
ful. Perhaps without knowing it, you incorporated all of the elements on
problem selection. You spoke with authority.

Your argument also had a basic structure. You began with the general
problem area that you wanted to study. Then you conceded that you didn’t
know all the answers (I have a hunch . . .), and, third, you pointed out the
practicality of the project. This was your punch line, which you shrewdly
left for the end. Strong arguments always include (1) central points, (2) con-
cessions, and (3) the points in favor of the position.

The basic elements of the full problem follow the requirements for 
an argument. Your rationale for developing the question uses the style of
arguments—the central issue you are dealing with, the many and diverse
ideas or situations that could be explored through research, and your rea-
son for settling on this particular project. Your argument is strengthened by
your literature review. Each point you make in a concession, or in your favor,
should have relevant, documented facts to substantiate your statements.

The conceptual or theoretical framework also follows the logic of argu-
ment, whether you integrate your framework into your rationale for de-
veloping the question or write it as a separate section. You will begin

56 CHAPTER THREE THE FULL AND FINAL RESEARCH PROBLEM

71799_CH03_FINAL.qxd  2/4/10  12:50 PM  Page 56



with your central point, make concessions to other relevant theories or
concepts, and then point out exactly which theory or concept is most
applicable to your study and why. Here, again, your literature review sub-
stantiates your basic framework.

Whether you are doing research on a theory, an observation, or a
particular tool, use the psychology of argument in the development of
your problem.

Strongest Argument Last
Imagine for a moment that you are the teacher of a research course, and
all your students have handed in their problems for you to read. Which of
the following problems would you ask the student to rewrite and which
would convince you that the student had thought through and described
the research problem well?

Problem 1
Recently bereaved widows have greater difficulty adjusting to the social
problems of daily living than the literature on bereavement suggests.
Most of the research and theory on bereavement deals with the phe-
nomena of psychological adjustments to loss. Nurses need to know
more about loss and grief. This study will add to the body of knowledge
on loss and grief in widows.

Problem 2
Nurses are constantly interacting with patients who have suffered some
form of loss—the death of a spouse or child, loss of a job, or loss of a
limb. Most theories on loss are psychological explanations relating to
grief or bereavement. Few studies have explored the relationship
between a particular loss and the resulting daily social adjustments
that must be made. Yet, a major area of nursing care is to assist the
patient with problems of daily living and adjustment to the loss—not
just to assist patients to cope psychologically without the lost object.
Therefore, a study that focuses on the social adjustments to loss
should provide nurses with some ways to assist the patient in adjusting
to the social changes resulting from the loss. For this reason, this study
will focus on the social adjustments of daily living that newly bereaved
widows must make.

If you agree that Problem 2 makes the stronger statement, look at the
structure of the problem again. Notice that it begins with a generalization
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and ends with a specific, from “loss” to “widows’ daily adjustments to a
loss.” Then it builds to a climax, “Therefore, a study that focuses on . . .”
and presents the final, irrefutable argument supporting the focus of this
study. Finally, the problem deals with the usefulness of the data to be
learned. The structure of the argument is maintained by listing conces-
sions first and points in favor later. The movement in Problem 2 is from
the problem area to the purpose of the study. In one paragraph, the skele-
tal outline for the entire research problem has been presented.

On the other hand, Problem 1 starts with the specific and ends with a
generality; it makes the major point first and ends on a weak note. The
same argument presented in Problem 1 is presented in Problem 2, but the
ordering of the problem is different. Putting the strongest argument last
leaves a stronger impression in the mind of the reader, who will have for-
gotten the first sentence by the end of the paragraph. The last sentence is
the one the reader will remember, therefore, it should be the strongest.

Notice that Problem 2 is longer than Problem 1, even though both are
single paragraphs. This result is due to the logic of the argument. When
you begin your argument with your major point, it is difficult to create
concessions and defenses afterward. If you start with the general prob-
lem, make concessions, and then build your defense from minor to major
points, your argument is necessarily longer. But, because of its structure,
you can easily check it to see that you haven’t left anything out.

Read a good essay, article, or research report, and notice the way the
author leads you from the general to the specific, from minor to major
points, from concessions to defense. Remember that the advantage is
always to the person who has the final, definitive argument.

Substantiate What You Say
By now, you should have your research question; a topic outline of your
theories, concepts, or observations; working definitions of every major
term in your question; and a one-paragraph statement of your entire
problem area. In other words, you should have the skeleton of the final
research problem for your written proposal. Before you proceed to write
the full and final problem as an essay, however, you have one final area
to check: your review of the literature. It is this step that substantiates
your argument.

Look at Problem 2 again. Notice the sentences that begin with “Most
theories on loss . . .” and “Few studies . . .” In your full and final problem,
you can’t get away with those statements just as they are. You have to
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justify those statements with facts. Here is where your review of litera-
ture comes in.

To be at this stage in your project where you have the skeleton for your
final problem, you need to have done some reading. If you have bibliogra-
phy cards or annotated references on everything you have read, you are
now ready to build a case for your project.

Begin the process with your research question, which, after all, is the
central point you are trying to make. Put it up somewhere in front of you
so that you can refer to it frequently. Now reread your question. Which is
the most central point you are trying to make in your question? Which is
the topic of the question, the fulcrum around which all the rest of the
question revolves? Underline that portion of the question. Take every
other word or phrase and rank them under the central point in descend-
ing order of importance. Do your outline and definitions agree with this
order? If not, look at your question again. Does it include your strongest
argument? If not, you need to rewrite it. Your question must contain your
strongest argument.

Now take your outline and arrange each point under the headings you
made from your question. You are now restructuring your outline from
the most relevant issues to the least relevant. You also have a reference
for each point in your outline. Separate the pros and cons under each
heading. Make sure that for each heading you have references both in
favor of and against that point.

As you work with your question and your outline, you will begin to
notice two things happening to your notes. One, you will find interest-
ing, but irrelevant, pieces of information. Set those aside. You may need
them later, but right now you are building your argument and don’t need
them. Second, you may find that some of your notes fit under more than
one topic heading. That always happens. Cross-reference your topic
headings so that you can easily find your notes. Sometimes a reading
will give both the pros and cons for the subject. Don’t throw them out.
You can always use the same author or even the same reading in several
different places.

You now have a topic outline of your problem from the strongest to
weakest argument, with concessions and defense. And for each topic
heading, you have a list of readings. Recheck your outline to see if there
are any gaps in your argument. Does every heading in your outline have at
least two contrasting subcategories? Does your argument include both
pros and cons? Do you feel that you are an authority? Are you confident
that you can defend your position from any point of view?
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If you feel that you are being overwhelmed by reams and reams of
paper, there is another way of developing the outline for your problem.
Outline the central and substantiating areas of your question. Then sort
or arrange your annotated references under the appropriate outline head-
ings. Now sort or arrange each group of annotated references according
to the major and minor points. Now place them under each heading
according to the pros and cons. You now have your annotated references
sorted into an outline.

If you sort or arrange your annotated references under each content
heading, all you have to do as you begin your problem essay is to use
your outline sorted as previously mentioned to develop your essay. This
method saves wear and tear on your nerves and prevents the loss of any
significant points you want to make.

The process of sorting or arranging your annotated references can be
done by hand with handwritten pages or cards, or it can be done within a
computer software program for word processing or referencing. These
programs all offer you the opportunity to set up an outline for your proj-
ect. The headings, previously described for your references, become the
headings in the outline of your project.

The critical objective in this discussion is that you have ready refer-
ences for every point you are making in developing your problem. You
can quickly and easily substantiate your position with a quote, para-
phrase, or reference to authors who have said things that back up what
you have said. Because you have done your homework, you can make
your point well—you have become an authority.
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Although “literature” may conjure up romantic ideas that are the stuff of
poems or novels, the term has a more limited focus when you are looking
for information on your research topic and questions of interest. You will
need to develop a search strategy to find relevant work that sheds light on
your research area. Such a strategy will need to be both systematic and
thorough to identify what you need to know. Although you may have burn-
ing questions that you would like to investigate, most people need to do a
significant amount of reading to arrive at that stage. Whether or not you
have arrived at a research question that you would like to pursue, you will
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need to find as much information about it as you can to learn what has and
has not been undertaken by others. As you read, you will need to evaluate
what you are reading and begin to integrate it into something meaningful
that will help guide and direct your research.

A critical review of the literature does not necessarily imply criticism. It
simply means taking an analytical approach to your reading. An analytical
approach to any literature review implies purposive reading. You read the
literature for a particular purpose. Because the ultimate aim of most
research in nursing is to improve practice, a critical appraisal of the
research literature is essential to evidence-informed practice. Thus, the
first criterion for the critical review is usability, just as with research itself.
Whether you plan to use the material for general background information
or as a reference in your proposal, whether it is a research report or a the-
oretical one, it must have some practical value.

People often have less trouble determining the usability of theory than
research. The theory feels right or explains something that is not fully
understood. The usability of a research report is not as readily per-
ceived. The findings may support your hypothesis, but whether or not
you can use the report depends on your ability to understand the report
and its conclusions.

Some feel defeated when asked to read research. “I just don’t under-
stand statistics,” they say. But look again at the structure of the research
plan. How much of the plan is statistical? Very little. The structure of the
research report is exactly the same as that of the research plan, except
that the report is written in the past tense. The statistics are only one part
of research, and you can get help with statistics if you understand the rest
of the report.

Another person will sigh and say, “But I just don’t have a logical mind,
so there’s no point in my reading research.” Nonsense. You may think
differently from other people, but this doesn’t make you illogical. Did it
ever occur to you that perhaps the reason you couldn’t understand the
report was because the report was illogical? Just because research is
published doesn’t mean that it’s well done or even well written. So don’t
decide you can’t understand research until you’ve had a chance to eval-
uate the report.

Evaluating a research report for its usability is a simple matter of asking
a series of questions. Research is usable only when the person who reads
it knows its strengths and weaknesses on the basis of the critical review.
The reader is also the person who will apply the findings. Applicability
means more than use in further research. When reading research reports,
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look at your own professional practice—can this information be used in
clinical practice, in educational settings, or in administrative functions?

When we know the side effects of a particular level of medication
dosage, then we can reduce the amount if we wish to decrease the side
effects. If we know that increased age affects length of convalescence, we
can plan for longer periods of convalescence. If we know that nurses have
difficulty providing care to certain types of patients, we can alter nurses’
attitudes, patient type, or simply make everyone aware of the situation.

Finally, applicability means the use of research to further our knowl-
edge base. Basic and applied research are both usable in nursing. Simply
because research is usable does not make it applied. Basic research is
also usable.

The second criterion for any research critique is completeness. The
report must be comprehensive, addressing all your questions about the
problem, the sample, the data collection technique, and the method of
evaluating the data. As you read, are you still left with questions? Do you
feel you don’t quite understand the point being made? If so, the author
probably left something out. A good way to check for completeness is to
see if you can replicate the study. If you have to ask the author for more
information, the report is incomplete.

Incomplete studies are easy to spot. Look for the key words: purpose,
problem, hypotheses, definitions, sample, methods, analysis. Does the
author give you complete information on each? Or are there omissions
such as who forms the sample? Does the author mention only who is
excluded? Does the author forget to tell you about the interview, if one
was used? These and other gaps mean you cannot use the report as the
basis for a similar research project, so its usability index goes down.

The third criterion of a critical review is consistency. Every area of the
report must proceed logically. Can you follow the logical progression of
ideas from problem to purpose, sample, data collection, analysis, and,
finally, to the conclusions? Does the sample section follow from the prob-
lem? Is the data analysis consistent with the sample? Or were some of the
research subjects thrown out without explanation? Whether you start
with the conclusions and recommendations and read back or begin with
the introductory matter, the relationship between each component of the
research process needs to be clear and logical. If the report is inconsis-
tent, it is incomplete and therefore not usable.

Your critique of the literature, therefore, is your analysis of its usability,
completeness, and consistency. In your best judgment, and according to
your own logic, you decide if what you have read will serve your purpose.
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A final point needs to be made. Don’t expect perfection! Nobody is
perfect—not even published researchers. So don’t throw the baby out
with the bathwater when you are reading research. Evaluate the report
with a critical eye. Look for ideas you can use; even a poor report might
offer something useful. Look for ways to improve the research.

Content of a Critique
Despite everything you may have heard, read, or thought before, the pur-
pose of a research critique is to determine whether the findings are usable
for you. Because you are the person doing the reading, you decide whether
you can use the research.

You may have noticed in your reading that some journals regularly pub-
lish a critical review or a critique along with the published research.
These critiques are done by professionals who have an extensive under-
standing of research in the area. They bring up points and issues that may
not have occurred to the average reader. These critiques have specific
purposes because they (1) raise points that should be considered in fur-
ther research on the problem, (2) provide an analysis of the entire
research process for beginning researchers, and (3) offer information
about one or more aspects of the research process that can be used by
other researchers.

As a beginner, you are not expected to do such an extensive critique.
But if you look over these critiques, you will observe that the same gen-
eral questions are asked, and in the same order, as those discussed in the
following pages. Only the detail is missing.

What to Critique
Unless a critique already has been presented in conjunction with a
research report, you will be expected to critique every piece of research
literature you read. Remember that you must be able to supply reasons
for your choice of material and the way you use it in your proposal. Your
critique should supply you with these reasons. No matter which aspect of
your project you are attempting to substantiate with the literature, you
will need a rationale for inclusion or exclusion of the relevant material.
And your rationale is always based on your analysis of the literature.

Remember, all research is subject to a critique, including yours. The
best research has been critiqued from the inception of the idea all the way
through to the published report. But until you, the reader, have critiqued
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the report yourself, you have no way of knowing if it is, in fact, good
research. Much of the information you need can be found in computer
databases, such as CINAHL, MEDLINE, PsycINFO, Sociological Abstracts,
Biological Abstracts, Dissertation Abstracts, and so forth. Search tech-
niques often allow you to perform the same search on several databases.
Identifying search terms is important, and don’t hesitate to consult refer-
ence librarians because these individuals are intimately familiar with the
headings that are indexed in various databases. Because you need to
learn how to find articles relevant to your research question, librarians
can be extremely helpful to you in doing so. However, they can’t help you
if you don’t ask! Abstracts found in the databases often provide enough
information to decide whether or not the article is usable. However,
many databases now offer the full text of indexed articles. This allows
you to review articles online as you search and can save you a great deal
of time. With this in mind, let’s move on to the actual technique of doing
a research critique.

How to Do a Critique
There are several methods of doing a critique. Which one you choose
depends on your background and experience. The more experienced you
become in critiquing and the more you know about research, the more
detailed you will become in your analysis. But when you are starting out,
you simply need some basic guidelines to follow. You will be surprised at
how adept you become at critiquing.

Before you make a decision about whether or not you can use an article,
even before you read the paper all the way through, scan the conclusions
and recommendations. Using your usability index, decide if you want to
read the rest of the paper. If you can’t use the findings or recommendations,
you probably won’t want to use the rest of the report. If you are looking for
a particular research instrument, scan the section on methods or design to
see if it is there. If you can’t use the material, you will not be sufficiently
interested in the full report to analyze its contents critically. So before you
commit yourself to an article, scan it for usability and interest. A major fail-
ing in reported literature is the separation of the theoretical framework
from the rest of the problem statement. It should be an integral part of the
problem. When you see this format, separating the two, it is quite likely that
the theoretical framework will prove to be meaningless for the study.

Another problem you may run into is the use of secondary sources 
in a literature review. If the secondary sources are inaccurate, then the
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current review will be as well. Always check original sources as the basis
for a project.

After selecting an article, scan the entire article from beginning to end.
Look for the key terms: problem, framework, purpose, design, sample,
methods, findings, analysis, protection of human rights, and conclusions.
They should be in approximately this order. Is each area of the report
given a subheading that corresponds with each step in the research
process? They usually aren’t, in which case you should reread the report
and highlight or underline each of the major topic headings on your copy
of the article, whether online or on paper. If you cannot find a title to
underline, then insert your own key term in the margin. This gives you an
easy reference guide to all of the steps in the process.

Now scan the order of the headings. Do they follow the ordering you
have learned? For example, can you find the introductory matter in the
headings, or is it somewhere else? Whether you had to label the content
yourself or the author provided the appropriate headings, you are looking
for the logical progression of the material in the report.

Because you have a basic outline of the report’s content, now look for
gaps. Has any area been left out? Make a note of that to yourself. You
may have missed it in your initial scan, or it may not be there. In either
case, you will be looking for gaps and misplaced material as you con-
tinue your critique.

Now go back to the article and look at the section you have labeled as
either the introduction or the problem. Read that section carefully and
watch for three things: clarity, significance, and documentation. You will
decide on the basis of these three items if the report is defective, substan-
dard, or adequate.

A defective problem statement lacks clarity, significance, and documen-
tation of earlier work. The writing style is ambiguous, unclear (you can’t
identify the point being made), and inconsistent. The research itself is
meaningless, unsolvable, or trivial. Either the documentation is missing
entirely or the references are incorrect. A substandard problem statement
is either incomplete or unclear, of limited interest, or not fully docu-
mented. An adequate or standard problem statement, on the other hand,
covers all the major research objectives. The writing style is clear. You
know and understand what the research is about, and the progression of
ideas is logical. The documentation of the problem seems to be reason-
ably complete and is used correctly. Finally, its significance is clear in that
the problem needed solving and/or the results are reasonable.
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To arrive at this evaluation of the problem, you must first identify it. If
the author doesn’t clearly label it, you must find it on your own, which
means reading the report thoroughly. Use your outline of the article as
your guide. If you find yourself reading about the sample or data collec-
tion, you have read beyond the problem. Go back to the introduction and
look for the statement of the problem there. It might be stated as a ques-
tion, a statement, or a hypothesis. You decide how well or how poorly it is
stated—but first you have to determine what it is.

As you read this book, you are given certain rules of conduct about the
research process and the writing of a proposal not found in previously
published reports. In fact, some of the research articles you read will
directly violate some of the principles you read here. Try to keep in mind
that you are learning how to write a research proposal and how to plan a
research project. The plan for the project and the final, written report do
not always look the same.

A difference you may find between what you learn in this book and
final, written research reports is the way in which the purpose of the
study is written (see Chapter 5). Most published nursing research reports
have hypotheses rather than purposes. You can find research reports
with hypotheses at all levels of research design—some even write null
hypotheses as the purpose of the study. No matter how the researcher
has stated the purpose of the study, you need to determine whether or
not the statement accurately reflects what you believe the research pur-
pose to be.

The purpose of a study tells us the (1) aim of the study, (2) objective of
the study, (3) intention of the study, (4) plan of the study, and (5) design
of the study. Without a stated purpose for doing the study, we cannot
know, for certain, what the study is about. We must guess or assume. The
purpose of a study directs the researcher’s and the reader’s attention to
what the study is about in one succinct statement. The purpose of a study
follows the problem statement and, as such, is its culmination. After you
have read the problem, the purpose should not come as a surprise to you.
It tells you precisely what the study is about. In some research reports,
the researcher will write both hypotheses and questions. This gives you a
more specific idea of exactly what they are looking for in their research.

The discussion and conclusions in a research report must answer all the
questions asked and tell you whether the hypothesis was supported or
rejected and why. If there is no relationship between the stated purpose of a
study and the conclusions, you have a faulty study. The purpose of the
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study tells the reader what the variables are and who the population is, and
it indicates the methods or design used. If these three pieces of information
cannot be extracted from a statement of purpose, it will be difficult for you,
the reader, to critique the rest of the research report. For example, some-
times you will see a predictive hypothesis given as the basis for a descrip-
tive study. We don’t know if the hypothesis was really written before the
study was conducted or if the hypothesis was written for the article after
the researcher found some interesting things in a descriptive study.

When you read research studies with predictive hypotheses, look at
each hypothesis and see if it incorporates a direct cause-and-effect relation-
ship or a more remote cause-and-effect statement. If it is remote, then the
assumptions linking one part to the other must be identified in the state-
ment of the problem. Remember, predictive hypotheses are stated posi-
tively. A predictive hypothesis is also called the research hypothesis. A null
hypothesis is stated in the negative indicating that there is no relationship
between the variables. You learned about null hypotheses in statistics.
People write a null rather than a research hypothesis at the beginning of a
research report either because they don’t know a research hypothesis is
needed or they don’t understand that the null hypothesis is the statistical
hypothesis that is tested and is not normally written in the research report.
You need to figure out for yourself what the researcher is trying to say.

The purpose of the study should be stated before a description of the
study design is given. If you find the purpose hidden among the conclu-
sions, the report is defective. If, on the other hand, the purpose is where it
should be but is not as clearly expressed as it should be, the report is
merely substandard. An adequate statement of purpose can be written as
a question, a statement of relationships, or a hypothesis, but it must
clearly describe what the study is all about.

Research designs are specific labels used by an author to designate a
precise form of research process. The parts of the research design are the
method of sampling, the process of data collection, and the method of data
analysis. When the author of a research article labels the design, you can
expect to see certain things in the research report. If you know what the
author puts forward as the design, you can critique the study according to
the author’s statement. Sometimes the author is wrong and the editor of
the journal and the reviewers are also wrong. The worst errors in design
labels are in qualitative research approaches. Many authors and their
reviewers mislabel their designs. The design of a study has a purpose and a
direction. A research design is chosen because of the type of question the
researcher asks and the level of knowledge about the topic to be studied.
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Design choices should make logical sense. If you want to find out how peo-
ple feel about things, an experiment is an illogical choice. If you want to find
out what people do under certain circumstances, an interview or question-
naire is an illogical choice (they will tell you what they think they do, which
is not the same thing at all). If you want to find out about the health of the
population of a state or province, or even what the majority of that popula-
tion thinks about healthcare cuts, interviewing a few nursing students at
one school does not make sense. So the purpose of the study dictates the
design, and the design dictates the sample, the methods of data collection,
and the data analysis. Research must make logical sense.

In the same way as you addressed the problem, you will evaluate the
research design as either defective, substandard, or adequate. You will be
looking at the sample, the methods of data collection, and the analysis.

What do you need to know about sampling when you are reading a
research report? First, you need to know the purpose of the sample. The
general purpose of sampling is to represent the population as closely as
possible. Samples are small portions of a population. A population is the
group of people the researcher wanted to study. A total population is
everyone in the world who meets the stated criteria. No researcher can
possibly study a total population unless it is extremely small. A target
population is the theoretically available group to whom the researcher
wanted to generalize the results. Researchers usually sample from a the-
oretically available population to which they have access. This means
that populations are (1) geographically available, (2) available by phone,
(3) available through some address list, or (4) available through some
secondary source. Usually, the researcher will report the way in which
the sample represented the population from which it was drawn.

Next you need to ask, What is the size of the sample and what is its pro-
portion of the population? Samples can range in size from one to thou-
sands. They should be as large as possible given the time and resources
of the researcher; given the amount of error the researcher is willing to
accept (stated in the research report); and given the research design,
which includes the number of variables being measured, the number of
times each variable is measured, the type of variable being measured, and
the type of measurement of each variable. How samples are selected will
affect the sample size. The criteria for sample selection reflect the deci-
sions made by the researcher on who will be included and who will be
excluded from the study. Only those included in the study are said to rep-
resent the target population. The stated criteria, therefore, limit the gen-
eralizability of the findings to people having the same characteristics as
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the sample. If the purpose of the sample is not meant to statistically repre-
sent the population, then what is it meant to reflect? Next, you need to ask
yourself, How was the sample selected? What were the criteria used for
sample selection and what was the sampling procedure? Was it a proba-
bility or nonprobability sample?

Does the sample make sense in light of the research purpose? Sam-
ples should make sense in relation to the purpose of the study. Note the
following:

• If there is no complete list of a population, a random sample is not
possible.

• If each variable is measured many times, the sample can be smaller.
• If each member of the sample is measured only once, the sample

should be larger.
• If the sample is measured with numerical measures, the sample should

be larger.
• If the sample is measured with qualitative measures, the sample

should be small.

Finally, as you review the research report, you will note the sampling
procedure—whether the sample selection was through probability or
nonprobability sampling. Probability sampling is recognized by terms
such as the following:

Simple random sampling: Every member of the target population has
a known probability of being included in the sample either through
(1) a percentage of the population or (2) a predetermined number 
of subjects.

Stratified random sampling: Refers to the target population being
stratified (divided) on some characteristic or variable. Equal numbers
or percentages of subjects are drawn from each strata or group.

Cluster sampling: Refers to geographic stratification of the population.

Random assignment to groups: There are a preplanned number of sub-
jects in each group. The method of assignment to groups is preestab-
lished and, depending on the number of groups and the number of
subjects in a group, can be established by computer assignment.

The second major sampling procedure is called nonprobability sampling,
which includes convenience or accidental sampling (whoever is available
and willing to be studied); network samples in which friends recruit friends
into the sample; quota samples (also known as nonprobability stratified
samples); and systematic samples in which every nth person or object is
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included. Systematic samples may have a random or a nonrandom start.
All of these terms are discussed further in Chapter 8.

A defective sample does not represent the population in a logical man-
ner. The sample may have nothing to do with the population. Or the sam-
ple may not be fully described. You may feel that the author selected a
biased sample from the population. If the sample is meaningless, inconsis-
tent with the problem, or biased, it is defective.

In a substandard sample, the author is unclear regarding either the
population or the sample. The sample may be meaningful to the problem
but not to the population. Or you may simply have a hunch that some-
thing is wrong within the sample.

An adequate sample is clearly specified, defined, and related to the par-
ticular population and problem being studied. It is representative of the
population.

Data collection methods are based on the problem and the sample.
Again, look for the clarity, significance, and documentation of the meth-
ods in relation to the adequacy of the report.

If the data collection methods have no relationship to the problem or
the sample, or if they simply are not presented, they are defective. Phrases
like an interview was conducted, a questionnaire was constructed, and
available data were used are insufficient in themselves. Sometimes authors
will actually use a method of data collection that is inappropriate to the
labeled research design. This means either the author does not know the
design or has simply failed to be clear. Remember, if you cannot use 
the information—if you cannot replicate the research on the basis of the
information given—the report is defective.

Substandard methods give only partial information. You may have a
general idea of what the author has done but not enough detail to use the
information. If the author used a reference for the method, look that refer-
ence up. If the reference is unavailable from the usual sources and you
have to write to the author, the report is inadequate. On the other hand,
you may have full and complete information on the methods used, but
you decide on the basis of your readings that only a partial or tentative
solution can be achieved through this method.

An adequate or standard report on methods will tell you what, why,
and how it was done in sufficient detail that you can make an informed
decision about it. The method must be logically consistent with the prob-
lem and the sample. Look at the age of the report you are reading. Is it an
old piece of research? Was any work done in that area prior to this
research? If not, the relationship among the problem, sample, and method
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is critical. If the work is new, does the author rely on prior literature to
establish the relationship among problem, sample, and methods? Or does
the article deviate completely from established sequences? When the meth-
ods are irrelevant to the problem, the research is illogical and defective.

At this point in your critique, your analysis of data is rough and some-
what skimpy. Unless you understand statistics, you will have some diffi-
culty with this part of the critique. Nevertheless, you should look at the
clarity of the reporting style, the documentation of method, and the rela-
tionship between analysis and method.

Most research reports have tables of information, charts, and graphs.
Can you find the sample adequately represented in the table? What about
the methods—are they exemplified anywhere? If you were to develop an
answer to the question based on the methods and sample, what would
you include? See if the author has included this critical information.

A defective analysis does not answer the question that was asked. Such
an analysis is unclear, ambiguous, unrelated to the data, or inconsistent
with the rest of the research. A substandard analysis shows bias toward
one aspect of the data over another or does not fully present an analytical
tool. The adequate analysis, on the other hand, is comprehensible, respon-
sive to the data, and congruent with all preceding material in the article.

Finally, you are ready to examine that aspect of the report that dis-
cusses the findings, conclusions, and usability of the research. You have
read the report quite thoroughly to this point and can form an impression
of the findings or conclusions. Are they clear? Relevant? Usable?

The findings and conclusions have to be generated from the research. If
the researcher makes some assumptions or conclusions that have not
been adequately substantiated elsewhere in the report, you may suspect
bias. One small research project, as you know, will not solve global prob-
lems. So look for the type of generalizations made by the author. If they go
too far beyond the research, the author probably is too egocentric. Or the
conclusions might be too narrow or too specific. You are, after all, looking
for some creativity from the researcher.

Defective conclusions are either too broad, too specific, or nonexistent.
Substandard conclusions lack completeness. An adequate conclusion has
a sense of finality and closure and is derived directly from the problem,
and it accurately reflects the findings.

You now know this article backward and forward. You have an opinion
of its value by the end of the report. Now let’s see how objective that 
opinion is. Go back to the beginning of the report. Get out a pencil and
paper. Start at the top left-hand side of the paper and list each of the
major portions of the research report: problem, sample, methods, analysis,
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findings and conclusions. Across the top of the paper, list your headings:
defective, substandard, and adequate. Now check off under which heading
each section of the article falls. Add up the number of checks you have
made in the defective column and multiply by 1. Add the checks in the sub-
standard column and multiply by 2. Multiply the sum in the adequate col-
umn by 3. Total the scores. If you gave the report at least 12 points, it is
adequate. If the report scored from 8 to 11, it is substandard. If the score
falls below 8, you have a defective study.

Check your score against the impression you had after you had thor-
oughly analyzed the article. Do they agree, or is the score totally inconsis-
tent with your impression? If they are similar, you have just verified the
reliability of your perception. But, because feelings and impressions are
not always reliable indicators of how good each aspect of the report is,
use your objective scoring method until your feelings and the scores
agree consistently.

Guidelines for Critique of Published Research
Another method of critiquing a published research report is to evaluate
the study based on the following questions:

1. What is the research question on which the problem for this study
is based? (Restate the question according to the level of design.)
Is the problem clear and logically stated? Is it appropriately sup-
ported by the literature?

2. Research design:

a. Sample: What is the target population? What are the criteria for
inclusion? How is the sample selected? What is the sample
size? Are these four elements of sample appropriate to this
design? Was an appropriate power analysis provided?

b. Methods: What are the variables under study? What methods
were used to collect data for the study? Were issues of reliabil-
ity and validity of measurement adequately addressed? Are the
procedures adequately explained? Are the methods the most
appropriate ones that could have been selected?

c. Data analysis: Did the data analysis provide an answer to the
research question? Is there sufficient power to support state-
ments made about the relationship(s) between–among inde-
pendent and dependent variables? Are the analysis techniques
appropriate and properly conducted?
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d. Internal validity: Could there be an alternative explanation for
the relationships observed (or not observed) among the vari-
ables? If so, what might these be?

e. External validity: Would the findings be applicable to other set-
tings, times, people, places?

3. Evidence-informed practice: How can the findings of this study be
applied to nursing practice, nursing education, or nursing admin-
istration without further research? (Acknowledging that all stud-
ies are flawed, and assuming that this study is no more flawed
than most, how could you see the results in practice? Remember
that if we refuse to use the findings because there were flaws in
the study, nursing practice will not move forward. Be specific
about what can and cannot be implemented from this study.

4. What is the next logical research question that arises from this
study? (Remember that all research raises more questions 
than it answers, and assume that the researcher will do replica-
tion studies.)

Where Does the Critique Belong?
It may surprise you to find out after all this work that the critique doesn’t
belong anywhere. The critique is a basic part of your development as an
authority in this area of research. You won’t find critiques at the end of
research proposals as appendixes. You won’t include your critique as
part of your proposal. But you will use the results of your critiques
throughout your research plan, data collection, analysis of data, and final
written report. As specific entities, they don’t belong anywhere. As a
process critical to your development as a researcher, they belong every-
where all the time.

The process and the end result are different. Your critiques are a part of
the process of building your proposal. Thus, you will cite either in your
bibliography or in your list of references every adequate piece of research
you have actually used to develop your proposal. You will reference in-
adequate or substandard reports only when they are all that is available,
specifying how they were inadequate and why you used them anyway. To
do all this with reasonable veracity, you must have thoroughly appraised
what you read.

No one can, or will, do this for you; it is your responsibility. The results,
however, are worth it.
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79

You might wonder why you must state the purpose of the study when the
question has already been developed into the problem and supported
through logical argument? Of what use is a statement of purpose?

The research question itself directs the development of a research pro-
posal, yet the question often does not appear in the final proposal. It leads
instead to the development of the purpose of the study. The question
becomes the purpose. If the purpose is clearly written, it says exactly what
you intend to do to answer your question. The purpose first includes what
you will do to collect data (for example, observe and describe, listen and

 TOPICS

Level I: The Purpose Written as a Declarative Statement
Level II: The Purpose Written as a Question
Level III: The Purpose Written as a Hypothesis
Examining the Components of a Hypothesis
The Significance of the Statement of Purpose
Stating the Purpose of the Study: A Summary
Bibliography

 LEARNING OBJECTIVES

• Describe how the statement of purpose relates to the question at all
three levels.

• Outline the components of a hypothesis.
• Understand the significance of the statement of purpose.

Stating the Purpose 
of the Study
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describe) or what variable you will observe or measure (for example, age,
occupation, self-image). Second, it includes some information about where
the data will be collected (the setting of the study). Third, the purpose
should identify the subjects of the study. The stated purpose of a study
comes after the written research problem and is a normally stated as a
one-sentence encapsulation of your proposed study. The question you
wrote initially included what you were going to study (your study vari-
ables) and who you were going to study (your population). The statement
of the purpose of the study expands on the question to include where,
when, and sometimes how.

The statement of purpose, therefore, includes what and who you plan
to study, plus where, when, and how you plan to do the study. The what,
where, when, and who of the purpose are stated in such a way that the
research design follows logically.

The three ways of stating the purpose of a study are (1) a declarative
statement, (2) a question, and (3) a hypothesis.1 The appropriate method
depends on the level of the question and the extent of the existing
knowledge about the problem.

Level I: The Purpose Written as a Declarative Statement
When your knowledge about the research topic is limited because little or
no research has been done, your study will focus on a search for informa-
tion. At the simplest and most basic level, your initial question begins
with what. These questions are exploratory. For example:

What are the behaviors exhibited by mothers and infants during the
first week of the infant’s life?

What are the characteristics of nursing students who fail state board
examinations?

Because these questions have a what stem, we can assume there is
either no literature available that answers the specific question, no theory
to explain it, or no previous research on which to base a study. Therefore,
to answer these questions requires an exploration of the topic in great
depth and detail. Instead of starting with concepts and a conceptual
framework, you will develop concepts as your end product. Now, how
does the statement of purpose differ from the original question?
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The statement of purpose states exactly what you intend to do, and
where and when you intend to do it and with whom, to answer the question.
Purposes written as declarative statements always result in description.

The question, What are the ambient levels of noise in neonatal inten-
sive care units (NICUs), and what factors contribute to these levels?
(Darcy, Hancock, & Ware, 2008) exemplifies the type of Level I question
that had to be explored and described to understand whether or not
noise is present in the environment where premature infants receive care.
If ambient sound levels exceed those designated as safe by the American
Academy of Pediatrics and the Environmental Protection Agency, patients
may be being exposed to harmful physiological effects of noise as docu-
mented in the literature. In that premature infants lack fully developed
neurosensory systems, it has been suggested that exposure to continuous
and unpredictable noise can interfere with this developmental process.

This study is an important first step in determining the nature of the
care environment in NICUs. Without the knowledge and understanding of
the results of this study, namely that there were excessive levels of noise
in the ambient environment of the NICUs studied and the nurses’ percep-
tions of its causes, it would not be possible to develop a plan to control
for high levels of noise.

A possible next step might be the development of a comparison be-
tween the impact of sound levels upon the heart rate and blood pressure
of premature infants being cared for in control NICUs, where steps were
employed to reduce levels of ambient sound, with several standard
NICUs, where acoustic levels were not subject to such control measures.
In developing measures to control acoustic levels, the perceptions of
nurses relative to the causes of the high levels of sound in the original
study would be used.

The exploration of the nature of the acoustic environment may lead to
the emergence of new concepts, but no predictions are possible from this
kind of data, only descriptions and classifications. Therefore, the purpose
states what the study will describe, including what will be done, where,
when, and with whom.

The next question, What are the characteristics of nursing students
who fail state board examinations? came from a nurse educator who had
been puzzled about why some students fail and others do not. She, the
teacher, did not know enough about the characteristics of those students
to ask a Level III why question. Although theories existed to explain fail-
ure among students, the nursing students did not seem to fit those theo-
ries. No description could be found of students who failed state boards.
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The appropriate purpose of this study, therefore, is to explore and
describe. The purpose would be stated as follows:

The purpose of this study is to describe the characteristics of generic
nursing students at X School of Nursing who failed state licensing
board examinations between 2005 and 2010.

The setting and the sample are described briefly in general terms;
specifics are given later in the proposal. All Level I statements of purpose
are written exactly the same way because their purpose is always to pro-
vide a description.

Sometimes, Level I studies are explorations of a single process or single
process variables with the express intent of exploring the variable in
depth and describing the process as completely as possible. These stud-
ies all begin with a what question on one variable or one concept, such as
coping strategies, or other social–psychological processes that have not
previously been described in the population of interest. For example:

The purpose of this study is to identify and describe the social–psycho-
logical processes nurses use in a Level III neonatal intensive care unit
(Hutchinson, 1986).

Often studies at this level will look at a single concrete variable in a popu-
lation under two different circumstances. First, the variable may have been
studied before in other populations but not in the present one. Second, the
population may be well known, but the variable has been unexplored. For
example, many studies have documented the behaviors of people dying of
cancer. However, the efforts of dying people to prepare family members for
life without them may not have been studied. This is an unexplored vari-
able. In another case, a variable that is well studied, such as coping mecha-
nisms, may not have been examined in certain populations, such as military
families. These situations are both appropriate cases for Level I studies.

Level II: The Purpose Written as a Question
When you know what you will be observing but cannot predict the find-
ings, your purpose is stated as a question. How much knowledge is
enough but not too much? How can you tell if your study should be at this
level? Let’s look at some sample questions:

What is the relationship between age and rate of learning in autotutor-
ial settings?

What is the relationship between ethnicity and suicide rate?
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These questions start with concepts about which the researcher obvi-
ously has some knowledge because the question asks about relationships
between concepts or among ideas within a concept. The immediate differ-
ence between these questions and the exploratory kind is that these
begin with a concept.

The concepts from which the first question emerges are maturation and
learning. These concepts have to be discussed during the development of
the problem to clarify the frame of reference. You know that the concept of
maturation was based on Erikson’s stages of development, and the con-
cept of learning stemmed from stimulus–response theory. However, noth-
ing in the literature gives any basis for predicting the effect of maturation
on learning; therefore, the question asks, What is the relationship?

This question raises another point. Maturation was described in such a
way that the age of the individual represents the level of maturation.
Other aspects of maturation that might be measured by psychological or
physiological variables are not considered in this study.

One of the effects of the statement of purpose is that it limits the study.
This prevents you from being sidetracked. Therefore, the statement of
purpose should be as specific as possible to make the rest of the proposal
easier to develop.

The purpose of the study derived from a Level II question would look
like this:

The purpose of this study is to answer the question, Is there a signifi-
cant relationship between age and rate of learning pharmacology
among staff nurses in an autotutorial program at the Queens Hospital?

The difference between this purpose, written as a question, and the ini-
tial research question is that the answer will be yes or no as determined
by the data. Because the significance of the findings will also be deter-
mined, the answer to this level of question always requires statistical
analysis. This level of purpose leads to a descriptive design, but one that
is testing the relationship between two known variables, rather than
exploring the unknown as was the declarative statement.

Let’s look at another example of purpose stated as a question.

What is the relationship between ethnicity and suicide rate?

This question deals with two concepts: ethnicity and suicide. Both may
be studied alone or in combination with other variables. In this case, they
are being examined together to determine if they vary together. The ques-
tion is a simple one, asking if ethnic groups differ with regard to suicide
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rate. The literature tells you that in traditional Japanese society, hara-kiri
or seppuku was practiced as an honorable form of death for a warrior.
You might speculate, therefore, that the Japanese American would have a
higher suicide rate than other groups if traditional values about suicide
were retained. Other ethnic groups might have different values that would
affect suicide rates. This is an appropriate question for Level II, and the
purpose would be stated as follows:

The purpose of this study is to answer the question, Is there a signifi-
cant relationship between ethnicity and rate of suicide among adults
between the ages of 30 and 60 years in X community in 2010?

The answer will be that there is, or is not, a statistically significant dif-
ference in the suicide rates among ethnic groups in X community.

As a statement of purpose at Level II, your question changes from What
is the relationship? to Is there a significant relationship? Why couldn’t you
have written your question this way in the first place? The reason is a
matter of emphasis. First, notice the difference between the three levels of
questions: (1) what? (2) what is the relationship? and (3) why? Questions
1 and 2 begin with what because they are descriptive studies. When the
purpose of the study is stated, however, it is written differently because it
evokes a different answer. As a final example of the difference between the
original question and the final statement of purpose, notice the difference
in the complexity of the two.

Level II Question

What is the relationship between a patient’s length of stay and the need
for social support of the patient’s significant others?

Level II Statement of Purpose

The purpose of this study is to answer the question, Is there a statistically
significant relationship between a critical care patient’s length of stay in
an adult medical, surgical, coronary, or combined intensive care unit and
the need for social support of significant others at the University of Iowa
Hospitals and clinics, VAMC, and Mercy Hospital in Iowa City?2

At Level I you cannot predict the answer because you will explore a new
area of research. At Level II, however, you know exactly what the content
of the answer will be because the purpose has limited the scope of the
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study. The statement of purpose at Level II specifically excludes every-
thing except the variables to be studied. The description provided by the
answer will be narrow in focus and will describe the statistical relationship
between the variables. When you originally asked the question at Level II,
you were not sure if this relationship was already known. Asking a What is
the relationship? question emphasizes the descriptive nature of Level II
studies and facilitates searching the literature for related studies. It leaves
the issue of prediction for Level III.

Look back at the questions and purposes on pages 82–84. Note that
two of the variables are age and ethnicity. Both variables are mentioned
first in their individual questions, and both can be assumed to come first
in time; we may even be able to predict that as age increases, the rate of
learning will also increase. So why are we maintaining that these are
Level II questions? Why not Level III? The reason is very simple. All Level
II studies are descriptive studies—they are designed to describe the rela-
tionship among variables—and all Level III studies are experimental stud-
ies in which the investigator manipulates the independent variable.
Neither age nor ethnicity can be directly manipulated by the investigator.
You can create a sample based on different age groups or different ethnic
groups, but this is not manipulation—actually changing something. You
can change the temperature of water, you can show different movies, you
can teach different content using different techniques, but you can only
observe the effects of age and observe the effects of ethnicity as they
occur naturally. You cannot age a person, and you cannot change his or
her ethnic identity—these are inherent human qualities that are not
amenable to experimental manipulation.

It is equally impossible to do Level III studies when manipulation of the
independent variable might cause harm to the subject. Even if you know a
great deal about a disease process, you cannot (ethically) cause that dis-
ease in human beings to have a Level III study. The best you can do at
Level III is a laboratory experiment using tissue cultures or animal sub-
jects. These studies are difficult to generalize to human subjects. Although
you may know a great deal about the variable and its effects, you cannot
write the question or study it at Level III with humans.

Level III: The Purpose Written as a Hypothesis
When you have enough information to predict the outcome of your study
and you intend to test the significance of your prediction, your question is
stated at Level III as a hypothesis.
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A hypothesis is simply an assertion of a specific relationship between
two or more variables. Hypotheses are possible only in studies based on
conceptual or theoretical frameworks. They are supported by an argument
developed during the definition of the problem. Although hypotheses are
sometimes referred to as hunches, in reality they are carefully thought out
proposals that can be supported by theory and previous research.

The term hypothesis in this text is used interchangeably with predictive
hypothesis, in which the exact relationship between two variables is pre-
dicted. A predictive hypothesis specifies which variable is the cause and
which is the effect, or which is independent and which is dependent. We
believe the predictive hypothesis is preferable to the simple statement of
a relationship between two variables found in some literature, such as,
There is a relationship between gender and successful weight loss among
dieters. The latter sounds like a statement of fact and may lead the
researcher to feel that the point has been proved before the study has
been done. We believe that predictive hypotheses are precise statements
of relationships that should not be made unless they can be supported
through the literature. If you cannot predict the direction of the relation-
ship, go back to Level II to identify and describe it first.

Hypotheses are predictions of causal relationships between variables
that must be tested. At this level of study, your focus becomes quite nar-
row. At Level III, the independent variable or cause is the one that you, the
researcher, manipulate. You are fully responsible for this variable because
it is under your full control. Without a good idea of what the result will be,
it is unethical to inflict your independent variable on people. The result is
the dependent variable. That is why predictive hypotheses must be devel-
oped from previous research findings and from the theoretical answer to
the why question. There is always a great deal of information available
about the variables in Level III studies. Without sufficient data, it would be
impossible to predict cause-and-effect relationships. Consider the follow-
ing Level II question:

What is the relationship between ethnicity and suicide rate in Los
Angeles County in the year 2009?

The answer is that Japanese Americans had a significantly lower inci-
dence of suicide in Los Angeles than any other ethnic group.

A search of the literature, however, did not reveal a theory to explain
this finding; therefore there is not enough information to write a predic-
tive hypothesis that would meet ethical guidelines. Likewise, you could
not ethically manipulate ethnicity and suicide in an experimental design.
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Here is another finding from a Level II study:

Nurses who work for 10 years or more in long-term psychiatric facili-
ties are significantly more authoritarian (as measured on an authori-
tarianism scale) than are medical–surgical nurses who work for the
same length of time.

Think about the two variables in this study. If you asked why the rela-
tionship exists, you would have difficulty predicting a cause or effect from
the answer. Which is the causal variable? We don’t know which came first,
authoritarianism or choice of psychiatric nursing. Does the psychiatric
setting foster authoritarianism, or does authoritarianism influence the
choice of nursing specialty? When your knowledge is still too general to
predict exactly how one variable influences another, you are not ready to
write a predictive hypothesis.

Extensive research and theory on teaching and learning by nurses have
been effectively used in the clinical setting. You can predict, for example,
that any structured teaching program is more effective than no teaching
program for all patient populations and for all types of knowledge.
Because there has been extensive research on these theories, they can be
safely tested on patient populations. Varying levels of prediction are pos-
sible, however, based on the level of knowledge gained from patient teach-
ing studies. For example, take the following hypothesis:

Diabetic patients who receive structured group teaching about their
diabetes will have a significantly lower readmission rate than will dia-
betic patients who receive standard teaching on a nursing unit.

In this situation, you are trying to demonstrate that there is a direct
relationship between structured teaching and readmission rates on the
basis of a series of assumptions: structured teaching improves knowledge,
which improves understanding, which improves adherence, which im-
proves health, which decreases the need for hospitalization. The predic-
tive hypothesis was written to indicate that the investigator knew about
teaching–learning theory and was applying it to a specific patient popula-
tion. You can see from the hypothesis that only structured versus unstruc-
tured teaching and readmission rates will be measured in the diabetic
studies. The assumptions themselves are not being tested in this study.
They are accepted as true. If you cannot support these assumptions
through the research literature, you need to go back and test each one
before measuring the effect of teaching on readmission rates. When you
write a predictive hypothesis, you need to be able to list the assumptions
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underlying the prediction you have made regarding your independent
and dependent variables. These assumptions are then supported in your
theoretical framework.

Because each investigation builds on previous results, each subse-
quent patient teaching study should become more precise than the previ-
ous one. Precision, in this case, means a narrower focus on patient
teaching. When you have established that structured teaching affects
other variables, such as readmission rate, you refine structured teaching
into narrower units, such as contrasting group teaching with individual
teaching or comparing multimedia instruction with a lecture format. The
hypothesis would be written like this:

Patients who receive structured group teaching will have a significantly
higher level of knowledge than patients taught by any other method.

To test this general hypothesis, a series of more specific hypotheses
are written:

• Patients who receive structured group teaching will score higher
on the posttest than patients who receive standard teaching on a
nursing unit.

• Patients who receive structured group teaching will score higher
than patients who receive structured individual teaching.

You might consider a series of teaching strategies to test the question,
Is structured group teaching more effective because of the teaching strat-
egy or simply because the teaching is structured? Hypotheses could be
written to test specific teaching techniques, such as the use of videotape
versus lecture, videotape versus printed material, or other combinations
of teaching methods.

To carry this study further, assume you found that structured teaching
plus interpersonal interaction produced better learning. Now you want to
find out if knowledge about diabetes affects patients’ adherence to the
treatment prescribed after discharge. Your hypothesis would read like this:

Patients with greater knowledge of diabetes will have a significantly
higher rate of adherence to the treatment regimen upon returning
home than patients with lesser knowledge of diabetes.

As you can see, with these predictive hypotheses you always provide
at least one comparison group. Your specific hypothesis includes a pre-
diction for what will happen to each set of comparison groups.
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An entirely different study could begin with the following general
hypothesis:

In hospitals where nurses have received assertiveness training, the
nosocomial infection rate will be significantly lower than in hospitals
where nurses have not received that training.

In this situation you assumed that assertiveness training produces
assertive nurses, that assertive nurses will be more likely to demand that
their patients’ visitors follow rules of cleanliness, and that following rules
of cleanliness leads to fewer nosocomial infections.

Once again, this example consists of a chain of assumptions or connec-
tions to explain the cause-and-effect relationship between nurses’ asser-
tiveness and hospital infections, which are not directly tested in this study.
Support is either found for each of these assumptions in the research liter-
ature or it will be necessary to test each assumption before embarking on
the study as proposed. The first step would be to test the effectiveness of
assertiveness training in producing assertive nurses. The next step would
be to test the relationship between assertiveness and patient protective-
ness. In this case, the hypothesis might read as follows:

Nurses who receive an assertiveness training program will have a sig-
nificantly higher patient protectiveness rating than those who do not
receive the training.

At this point, you may find you can support the rest of your assump-
tions from your own previous research findings or from the published
research literature. In other words, you are able to demonstrate that
patient protectiveness leads to following rules of cleanliness and that
good aseptic technique reduces the incidence of nosocomial infections.
Now you are ready to test directly the relationship between assertiveness
and nosocomial infections in the first hypothesis:

In hospitals where nurses have received assertiveness training, the
nosocomial infection rate will be significantly lower than in hospitals
where nurses have not received that training.

Depending on the level of knowledge about a topic and the amount of
research that has preceded your work, the specificity of your hypothesis
will vary. In studies based on physiological measures, for example, the
hypotheses are very specific. Nursing research on human behavior is gen-
erally less specific. The following hypotheses were written for a study to
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test the effect of ice water on the blood pressure and pulse rate of healthy
subjects (Siegel & Sparks, 1980):

Subjects who consume ice water will have significant increases in sys-
tolic and diastolic blood pressure and pulse rate compared to the
same subjects who consume comparable volumes of room tempera-
ture tap water.

To test this general hypothesis, the following specific hypotheses were
developed:

• Subjects who ingest 240 cc of ice water within 5 minutes will have a
significant increase in systolic blood pressure compared with the
same subjects who consume 240 cc of room temperature water
within 5 minutes.

• Subjects who ingest 720 cc of ice water within 10 minutes will have a
significant increase in systolic blood pressure compared with the
same subjects who consume 720 cc of room temperature water
within 10 minutes.

These hypotheses were repeated using diastolic blood pressure and
pulse rate as the dependent variables. As you can see, three independent
variables were tested: amount of water, temperature of water, and time
taken to drink the water. There were three dependent variables, as well:
systolic blood pressure, diastolic blood pressure, and pulse. The investi-
gators were interested in grouping these independent variables in differ-
ent ways to test their influence on the three dependent variables. This
study could have been carried on until all possible combinations of the
three independent variables had been exhausted.

Examining the Components of a Hypothesis
Because Level III studies are designed to test theory, the way the hypothe-
sis is written will greatly affect the study design. Writing the hypothesis
correctly will save effort later.

The way hypotheses are written is similar to that of the examples we
have considered in the preceding pages. For example:

Nurses who receive assertiveness training will have significantly higher
patient protectiveness ratings than those who do not receive the training.

The first clause of a hypothesis will identify both the sample and one
position of the independent variable. In the previous hypothesis, this clause
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is “nurses who receive assertiveness training.” Nurses is the sample, and
receiving assertiveness training is one position of the independent variable.

The next clause specifies the direction the dependent variable is
expected to take as a result of the independent variable. In the example,
this clause is “will have significantly higher patient protectiveness rat-
ings.” The dependent variable is patient protectiveness ratings, and the
direction in which it is expected to change is significantly higher. The last
clause of the hypothesis provides the other position of the independent
variable. In this case, “those who do not receive the training” specifies the
group that will provide the comparison as another position of the inde-
pendent variable.

A well-written hypothesis will contain all three clauses. The first de-
scribes the experimental group, the second specifies the expected result,
and the third describes the comparison group. Here is another example:

Clause 1: Subjects who ingest 720 cc of ice water within 10 minutes

Clause 2: will have a significant increase in systolic blood pressure

Clause 3: compared with the same subjects who consume 720 cc of room
temperature water within 10 minutes.

Dividing your hypothesis into three components and checking that
each component includes the necessary information will make writing the
hypothesis easier.

The Significance of the Statement of Purpose
When your statement of purpose has been written as a declarative
statement, question, or hypothesis, your decision about where your
question belongs in the research literature, as well as the degree of
sophistication of the study, is final. You are now committed to a particu-
lar plan of action.

Stating the Purpose of the Study: A Summary
1. The purpose of a study should include:

a. What you intend to do to collect the data

b. Where you intend to collect the data

c. Who are the subjects of the data collection

2. Purposes can be written as statements, questions, or hypotheses.
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3. Writing the purpose as a statement (Level I questions):

Example: The purpose of this study is to explore and describe the
value orientations of Hutterite women in western Canada.

Example: The purpose of this study is to explore and describe
coping strategies used by intensive care nurses.

4. Writing the purpose as a question (Level II questions):

Example: The purpose of this study is to answer the question, Is
there a significant relationship between perception of postopera-
tive pain and length of convalescence among abdominal surgery
patients at Waverly Hospital in eastern Oregon?

Example: The purpose of this study is to answer the question, 
Is there a significant relationship among health problems, health
services sought, and types of abuse among battered women 
in Pennsylvania?

5. Writing the purpose as a hypothesis (Level III questions):

To write the purpose as a hypothesis, you need to include three
clauses:

a. The first clause gives the first position of the independent
variable plus the sample.

b. The second clause gives the dependent variable.

c. The third clause gives the second (contrast) position of the
independent variable.

The research hypothesis (written as the purpose of the study) is
always written positively. The null hypothesis (there will be no
relationship between the independent and dependent variables)
is used only for statistical data analysis purposes.

Example: The purpose of this study is to test the following hypoth-
esis: Nurses who receive assertiveness training will have signifi-
cantly higher patient protectiveness ratings than nurses who do
not receive assertiveness training.

Example: The purpose of this study is to test the following hypoth-
esis: Decubitus ulcers treated with topical regular insulin will have
a significantly faster rate of healing than decubitus ulcers treated
with any other method.

Example: The purpose of this study is to test the following hypoth-
esis: Persons with Type II diabetes who have a greater knowledge
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of their disease will have a significantly higher rate of adherence
to the treatment regimen than persons with lesser knowledge of
their disease.
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95

Because the research question is the guiding force behind a research proj-
ect, there must be links at every stage of research that all stem from the
question. One such link is created when you define the terms in your ques-
tion. Often the terms we use can mean many different things, but now is
the time to put into words just what you mean by the terms in your ques-
tion. You will then be able to cast away all the other meanings you might
have chosen, but did not, and focus in on exactly what you want to study.

In our discussion about writing a research question, the question was
divided into its component parts: the stem question and the topic. The

 TOPICS

Types of Variables
Defining the Independent Variable
How Variables Are Measured
Terms That Need Definition
Writing Operational Definitions: A Review
Bibliography

 LEARNING OBJECTIVES

• Define operational definitions.
• Differentiate independent from dependent and intervening variables.
• Discuss the types of scales for measurement of variables.
• Choose an appropriate scale for your variables.
• Understand how the definition and measurement of variables relates to

the level of the question.

Defining Your Terms
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stem question directs the research process, and the topic is the actual
focus of the study. The same stem and topic are then used to formulate
the purpose of the study. The literature review is done in relation to the
topic—who has studied it, what was said about it, how the variables were
measured, and whether or not the variables you are using have been put
together in the same way before. The information you find on the topic
helps you to determine the exact purpose of your study. Now you need to
be more precise about the variables themselves.

Recall that we defined a variable as anything that varies or any property
that takes on different values. Before you can define your variables, you
must decide exactly what you want to know. Suppose you are interested in
anxiety. You know that anxiety can be short term or long term, acute or
chronic, normal or abnormal, perceived by an observer or reported by an
individual, manifest or latent, mild or severe. The aspect of anxiety in
which you are interested and the ways in which it varies is what you want
to measure. The aspect of anxiety that you measure and the method you
use constitute its operational definition. Operational definitions describe
what you are going to measure and how you will measure it. The process
of developing operational definitions involves deleting all aspects of the
variable except those in which you are interested and then specifying how
it will be measured.

As an example, your definition of anxiety might read, vague feelings of
alarm that persons report when faced with a stressful situation; or it
could read, behavioral manifestations of persons subjected to stress,
which can be identified by grimaces, muscle tensing, and palmar sweat-
ing. Still another definition might say, a trait possessed by all persons to
some degree, which is reflected in their responses to questions about
their view of life in general.

Each definition measures a completely different concept of anxiety. The
first measures people’s reports of how they feel. The second measures an
observer’s perception of the individual’s behavior. The third requires that
the researcher infer how the individual feels from his or her responses to
questions. None of these is a perfect measure; none is better than the oth-
ers; however, one of these may seem to be a good fit for what you want to
know about anxiety. If not, you will want to look at other ways to define it.

Your operational definition must specify what you want to study and
how you want to study it, and nothing more.

During the development of the problem, you dealt with the whole
realm of literature and theory about anxiety. You decided which frame of
reference you wanted to assume. Now you must eliminate everything
except that which fits your frame of reference and represents what you
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will be measuring. In other words, the operational definition isolates the
central component of the variable under study and excludes all other
components of that variable.

Theoretically, your operational definitions can be anything you want
them to be, as long as they are consistent with your conceptual–theoretical
framework (if you have one). They should have logical, empirical meaning
and should define your concepts explicitly and precisely. In addition, they
should relate directly to the theory on which they are based.

For example, Halbesleben et al. (2008) defined nurse burnout as psy-
chological response to work-related stress, consisting of emotional
exhaustion, depersonalization or pulling away from those associated with
the job, and a belief that one is not as good at the job as one formerly was.
Burnout was measured by the Maslach Burnout Inventory (Halbesleben
et al., 2008, p 365). This operational definition clearly specifies the defini-
tion of the concept and puts it into the context of the theoretical frame-
work of the study, which proposes that the negative impact of burnout is
that nurses with burnout are less likely to invest energy in new nurse–
patient relationships, and this can adversely affect patient care.

Operational definitions of terms, therefore, first define the term and
then state how the term will be studied in this particular research project.
Just as the definition is written in the context of the study, so is the opera-
tionalization of the definition. Usually, your operationalization refers to
the method you will use to collect the data on that variable and can be
either a single method or multiple methods. Let’s say you wanted to study
patients’ attitudes toward bed baths. You know that such attitudes are
feelings, beliefs, or ideas about bed baths, but how do you intend to find
out about those feelings? Generally you will ask patients about their atti-
tudes. But you can ask directly or in a questionnaire—either one is appro-
priate. Your operationalization of attitudes is to state whether you plan to
interview or use a questionnaire.

Similarly, if you are studying stress, you can operationalize your defini-
tion by using an interview, questionnaire, observations, or even physio-
logical measures such as blood pressure, urinalysis, or pulse rate. But
however you decide to study stress, state it briefly as the operational part
of your operational definition of the term. And that’s what is meant by an
operational definition of terms: (1) what you intend to study, specifically,
and (2) how you intend to study it.

The rest of this chapter will focus on how precisely you want to study or
measure your terms and what these terms mean. If your study is at Level I,
you will be doing an exploratory or descriptive study, and your findings
will describe your variable in great detail. At Level I you are not concerned
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with precision of measurement. But, as you proceed through Level II and
Level III studies, the requirement for precision of measurement increases,
so that at Level III your operationalization must be precise and clear.

Here is how it works.
After completing the literature review on your topic and learning all

you can about your variable(s), you made your final decision as to the
level of knowledge about the topic and the level of design you were deter-
mined to use. On the basis of this decision making, you wrote the purpose
of your study as a statement (Level I), as a question (Level II), or as a
hypothesis (Level III). From your review of literature and your statement
of the purpose of your study, you are now ready to develop operational
definitions of terms for your variables, concepts, or topics.

Level I: The purpose of this study is to explore and describe the rea-
sons parents give for taking their children to alternative healthcare
centers for treatment of leukemia.

In this purpose, the variable you need to define is reasons. The rest of
the purpose is either the sample or the dependent clause describing rea-
sons. But your study is about people’s reasons for their behavior.
Therefore, you will need to define what you mean by reasons, in the con-
text of the rest of the purpose. For the preceding study you may define rea-
sons as statements made by parents to explain their process of decision
making in relation to their child’s health care. To operationalize this defini-
tion, you simply need to add how you intend to elicit those statements.
The operational definition then becomes statements made by parents to
explain their process of decision making in relation to their child’s health
care as elicited by a semistructured interview. Another example might be:

Level I: The purpose of this study is to explore and describe the types
of medication errors made by medication nurses at Mercy Hospital.

Here you will define what you mean by types of medication errors and
how you intend to measure them. You could say that types of medication
errors are descriptions of a situation in which a medication was given to a
patient, later discovered to be an error. This definition could then be
operationalized by adding as written on incident reports over a six-month
period and filed in the office of the chief nursing administrator.

At Levels II and III, the operational definitions become even more specific.

Level II: The purpose of this study is to answer the question, Is 
there a significant relationship among ethnicity, maternal diet, and
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full-term newborn birth weight at Community Hospital in Las Cruces,
New Mexico?

In this purpose, three variables need operational definitions. The fol-
lowing examples are simply one way of studying these variables. Ethnicity
is defined as self-identification of cultural background, ethnic identity, or
national origin as checked off on the admission sheet of Community
Hospital. Diet is defined as the adequacy of diet (inclusion of major food
groups as recommended by the Canada Food Guide) consumed each day
as recorded in a food diary kept by pregnant women from the beginning
diagnosis of pregnancy to birth of the child. Determination of adequacy
made on a three-point scale by a registered nutritionist. Newborn birth
weight is defined as the weight in grams of a full-term infant (whose moth-
ers participate in the study as recorded immediately after birth in the
neonates’ charts at Community Hospital).

Another example might be the following:

Level II: The purpose of this study is to answer the question, Is there a
significant relationship between obesity and heart disease among
adults in greater Chicago?

For the purpose of this study, heart disease could be defined as a diag-
nosis of some form of heart ailment (as given in the cardiology diagnostic
manual) listed on the final diagnosis page of all patients’ charts for 2009 at
hospital X. Obesity could be defined as the weight of an individual listed
on the chart at time of admission that is 15% or more over the ideal
weight, as defined by insurance standards.

At Level III, terms are much more specific because you know so much
more about them. For example, because a great deal of research and the-
ory has been done on vitamin C, we can write a hypothesis for an experi-
mental study.

Level III: The purpose of this study is to test the following hypothesis:
periodontal patients who receive 1000 mg of vitamin C daily will have a
significant reduction in calculus compared to patients who receive no
vitamin C.

The independent variable here is vitamin C, which can be defined as a
vitamin supplement synthetically produced by brand X and given daily to
experimental groups of patients in amounts of none, 1000 mg, 2000 mg, or
3000 mg for a period of 12 months. The dependent variable, calculus for-
mation, can be defined as the formation of calculus that is manually
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removed by a dental hygienist or dentist during routinely scheduled dental
hygiene visits, graded, and recorded on patients’ charts every three months
for a period of 12 months.

When you have written your purpose and have operationally defined
your terms, you will have a clear idea of what your research study is
about. The rest of your research plan is simply filling in the details.

Types of Variables
When the research plan hypothesizes relationships between variables, it
is necessary to clarify expected relationships by categorizing them as
independent or dependent. The terms come from experimental research,
where an independent or experimental variable is introduced into a con-
trolled setting, and the result is measured. This result—the response to
the independent variable—is the dependent variable. Changes in the
dependent variable are considered to be caused by the introduction of
the independent variable. When the hypothesis does not predict a causal
relationship but simply an associative one, as you may see in the litera-
ture, the independent variable can still be identified as the one that came
first in time and is thought to be affecting the response or dependent vari-
able. For example, in the finding, turnover of staff nurses was significantly
higher in units where the leadership style was authoritarian, a relation-
ship was found between turnover of staff and authoritarian leadership. No
direct cause-and-effect relationship is specified because too many other
possible variables could be working with authoritarianism to bring about
turnover. The hypothesis, however, implies that authoritarianism is affect-
ing turnover. Therefore, authoritarianism is the independent variable and
turnover is the dependent variable.

One easy way of differentiating between independent and dependent
variables is to remember that independent means standing alone and
dependent means relying on something.

Two other types of variables need to be considered in research at
Levels II and III. Intervening variables are those thought to affect the 
relationship between the independent and dependent variables. In Level
III studies their action must be highly controlled or accounted for.
Extraneous variables are all those that are not of direct interest to the
researcher but that could affect the variables measured. When hypothe-
ses are tested, the major purpose of the research design is to control the
extraneous variables so that the effect of the independent variable on the
dependent variable can be estimated. In testing the effect of authoritarian
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leadership on nursing staff turnover, some extraneous variables would
need to be controlled, such as nurses’ age, educational background, mari-
tal status, and number of children. Other possible extraneous variables
would be things like the staffing mix, the severity of illness of patients,
and the nature of the relationship between nurses and physicians. All of
these variables could affect turnover.

Defining the Independent Variable
In research, the independent variable is the cause or influencing variable
by which the subgroups in the sample are distinguished. In other words,
the researcher must be able to divide the sample into alternative groups
based on this variable. For example, authoritarian–nonauthoritarian and
smoking–nonsmoking are both instances in which the independent vari-
able is divided into two categories. Or you might wish to establish more
than two categories: light, medium, and heavy smokers, based on the
number of cigarettes smoked per day. In some studies, the independent
variable may be divided into numerous precise classes, such as multiple
dosage levels of a drug or exact monthly income. In defining the inde-
pendent variable, the researcher decides on the categories for the sam-
ple. In doing this, there are three important objectives to keep in mind.

First, the various subdivisions or categories of the variable must be
clearly distinguished from one another, and they must be mutually exclu-
sive. There may not be a single case in which a subject would easily fit into
more than one category at a time. The number of cigarettes per day consti-
tuting a medium smoker must be clearly distinguishable from that constitut-
ing a light smoker. The method of measurement for the categories must be
clearly defined so that others who read the study can replicate the results. If
the number of cigarettes is to be counted for a week and then divided by
seven days, the procedure must be clearly stated and understood.

Second, the distinction between the categories should mean something
in terms of the research problem. If age categories are developed to test the
idea that children of different ages respond differently to health teaching,
then the age categories must have some meaning in light of developmental
theory. It is not enough just to set age categories by five-year increments;
the categories selected must relate to the theory behind the study.

Third, the definition of the independent variable must remain constant
during the data collection, as well as during the analysis of the data. If a
nursing intervention is introduced to reduce pain in postoperative patients,
and, part way through the study, it becomes apparent that the intervention
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is not working, it may not be increased or decreased, nor may it be changed
to another intervention to improve the results. A study that shows no dif-
ference between the intervention and nonintervention groups makes an
important contribution to nursing theory.

A more subtle alteration in the definition of the independent variable
can occur in this example. If several members of the nursing staff are
required to carry out the intervention, perhaps even the entire staff of a
particular unit, it may happen that some nurses do not follow the proto-
col of the study unless the researcher is actually present, or some nurses
may carry out the intervention using much better technique than others,
unbeknownst to the researcher. When this happens, an alternative ver-
sion of the independent variable is present, and its effect is being com-
bined with that of the true variable. If the researcher is unaware of the
problem, the relationship that emerges between the independent and
dependent variables might be a spurious one.

The definition of the independent variable is critical to studies in which
the purpose is stated as a question or a hypothesis. When a study is test-
ing the independent variable as the cause or the dependent variable as
the effect of the independent variable, then the description and definition
of the independent variable are mandatory. On the other hand, in
exploratory studies all variables are assumed to be independent. This is
simply due to the lack of knowledge about the variables (see Table 6-1).
Therefore, when a variable’s status is unknown, the variable is treated as
if it were independent.
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TABLE 6-1
Definition of the Independent, Dependent, Intervening, and Extraneous1 Variables

Independent Variable Intervening Variable Dependent Variable

Stands alone Comes between the independent Is affected by the independent 
and dependent variables variables

Cause May interfere Effect

Comes first Comes between Comes later or last

Can mask the effect of the 
independent variable

1 Extraneous variables are variables you feel may influence or mask the dependent variable and is another name
for an intervening variable. Unlike independent variables, extraneous variables are not of primary importance to
the study, however they may be interesting or helpful in understanding the findings.
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How Variables Are Measured
Variables are measured according to what you want to know about them
as well as the amount of knowledge available from the literature. There
are levels of measurement used in data collection, and these are nominal,
ordinal, interval, and ratio scales. Each type of measurement dictates the
way you collect your data and, subsequently, the way you analyze your
data. So it’s best to know, right at the beginning, exactly what these terms
mean, how they are used, and what they do to the rest of your research
plan. Although there are four levels of measurement, only the first three
will be discussed in detail. Because there is little significant difference, for
research, between interval and ratio scales, these levels of measurement
will be discussed together.

The way you study your variable depends on what you want to know.
Your choice of measurement scale depends on the answer you want from
your data. If you want great precision, you will choose an interval (or
ratio) scale. If you want to rank people or things in some order, you need
an ordinal scale. If you simply want to categorize and count things and
neither precision of measurement nor ordering from small to large or bad
to good are possible, you will choose the nominal scale.

There are other reasons for choosing a particular scale or scales to
measure your variables. One reason has to do with the variable itself.
Religious affiliation is measured on a nominal scale made up of categories
into which people can be placed. Similarly, membership in a political
party is measured only in nominal scales because Republican, Democrat,
or Independent is a named category with no numeric significance. Other
variables are numeric scales, such as distance, temperature, and time. As
numeric scales, distance can be given in precise measurement of miles or
kilometers; time can be given in hours and minutes; temperature can be
precisely calibrated in degrees. Each of these scales can be manipulated
mathematically. Yet, at the same time, each of these three variables can
be viewed nominally or ordinally. Time can be viewed as morning or
afternoon; temperature can be given as cold or hot. How and when you
will use a nominal or a numeric scale depends on your particular study
and what you want to know. That is why your literature review is so
important; you will discover the level of measurement of your variables
in previous studies so you can decide how to measure your variables in
this study.

Another factor in choosing how to measure your variables depends on
how you collect your data. If you plan to use unstructured observations,
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your data will be either nominal or ordinal. If you use unstructured ques-
tionnaires, interviews, or projective tests, your data will still be at the nomi-
nal or ordinal level. If, however, you plan to use hospital records on blood
gases, urinalysis, or EKGs, you will find that you have precise numeric
scales to work with.

So your choice of measurement is dependent on your level of study, how
you want to collect your data, and how your variables will occur naturally.

Finally, your choice will depend on the degree of precision you need to
answer your original question.

Nominal Scale
When objects, events, or people are classified into two or more categories,
and there is no difference in size or magnitude of the categories, then the
variables are measured on a nominal scale. A nominal scale is a qualitative
scale in that the qualities of a variable are examined rather than its quan-
tities. The classic example of a nominal scale is the variable gender.
Everyone can be categorized as male or female. There is no magnitude to
maleness compared with femaleness. They are contrasting categories,
labeled with a descriptive title.

The only specified relationship between the categories in nominal scales
is that they are different from each other; they contrast with each other.
There is no suggestion of any magnitude or quality differences. Nominal
scales can have as few as two categories or many categories, as in a tax-
onomy of diagnoses. The categories must be exhaustive so that all varia-
tions of the variables can be classified somewhere. When developing your
categories, you must exhaust the possibilities as to where your sample
will fall on that variable. If you planned to collect data on marital status
and left out the category single, you would lose part of your sample. What
of the people who are never married as opposed to those who were for-
merly married but are now divorced and are, therefore, single again?
When you decide to use a nominal scale, you should have a good idea of
the possible categories.

Finally, nominal scales demand a system of classification that is mutually
exclusive. Each person must fit into one, and only one, category of a given
variable. There must be no question where each person fits. A person can-
not be part Republican and part Democrat. A person must be one or the
other. If you are a Republican, you are not a Democrat or an Independent. If
you are a nurse, then you probably are not an engineer or an accountant. If
you are looking for the presence or absence of a particular trait, a person
who has a little of that trait is classified along with the person who has a lot
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of it. Nominal scales do not allow for a little bit versus a lot because there is
no magnitude to a nominal scale.

Ordinal Scale
Ordinal scales differ from nominal scales in that they rank a variable on
a scale of increasing magnitude. Ordinal scales, like nominal scales, are
generally named categories that, in addition, follow a particular order-
ing system. For example, to measure age on an ordinal scale, you can
develop categories such as young, middle-aged, and old. The magnitude
alters with the age of the individual because an old person is older than
a middle-aged person, who is older than a young person. You do not
attempt to specify how much older an elderly person is than a young
person. The number of years is not relevant here; what is relevant is the
system of ranking. Just as with a nominal scale, the ordinal scale cate-
gories must be mutually exclusive. An individual cannot be rated as
both young and middle-aged. The difference between the categories
must be clearly established so that every person in the sample falls into
only one category.

Many nursing studies use ordinal scales. In attitudinal research, people
are asked to rank their opinions (on the basis of whether they agree or
disagree with a statement) on a scale from strongly disagree to strongly
agree, with several points in between (the classic Likert scale). We can
measure the success of nursing interventions by the level of comfort or
discomfort expressed by the patient or by the degree of learning that has
occurred. Any variable that can be ranked from none to a great deal can
be measured on an ordinal scale.

Interval (and Ratio) Scale
In contrast to nominal and ordinal scales, the interval (and ratio) scale is
a quantitative numeric scale. Its significant feature is that the numbered
intervals between points are equidistant, whether those intervals are
measured in miles, centimeters, pounds, or degrees. (There is little signifi-
cant difference, for research, between interval and ratio scales. The only
thing you need to remember is that ratio scales have an absolute zero,
and interval scales do not. Otherwise, the scales are treated identically in
data analysis.) The intervals can be added or subtracted to provide each
subject with a score on the variable being measured. The scores can then
be analyzed statistically to determine whether subjects are significantly
different from one another.
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Interval scales are used when precise information about variables is
needed. You must know enough about the variable to develop a precise
form of measurement. Therefore, the use of interval scales for variables
that are being explored for the first time must be ruled out.

Most nursing research utilizes nominal and ordinal scales, the most
commonly used scales in behavioral and social research. Increasing use is
also being made of interval and ratio level data, especially in nursing
research that involves biological and physical sciences. Later you will see
how the measurement scale of your variables affects the possibilities for
data analysis.

Let’s look at an example.
If you wanted to do a study on runner’s fatigue and you decided to test

fatigue levels by the presence of blood in the urine, you could set up your
study on the basis of a nominal scale: the presence of blood in the urine
versus no observable blood in the urine. This scale would not measure
the amount of blood in the urine or the degree of fatigue expressed in
terms of severity of bleeding. What is desired in this case is a mutually
exclusive statement on the presence or absence of blood, so a nominal
scale is used.

If you want to measure the presence of blood on an ordinal scale, you
could rank the amount of blood by the color of the urine—from none
(clear yellow), to a little (pink), to moderate (light red), to much (bright
red), to a lot (dark red). Now there is magnitude to the measurement of
blood in the urine, although it is not known how much blood is classified
as moderate versus a little.

Using this same example, an interval scale also could be used. Here you
would test samples of urine for the number of red blood cells present, a
precise measurement of the amount of blood. Now you can describe sub-
jects by the precise amount of hematuria each one has. (With this exam-
ple, you can trace the development of knowledge about the variable
through the levels of measurement. If there were no precise way to meas-
ure blood in the urine other than gross observation, you would not be
able to use a numeric scale.)

You may wonder what scaling has to do with operational definitions.
Every variable in the written purpose must be defined according to a nomi-
nal, ordinal, interval, or ratio scale. The way you define your variable is the
way you will measure it. The way you plan to measure it determines the
methods of data collection you will use. This decision, in turn, requires
certain forms of data analysis. Therefore, when you define your terms
according to a particular scale, you determine the rest of your study.
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At Level I exploratory levels of research, you have either one variable
or one sample that you intend to explore and describe. Because you prob-
ably know little about either, you may not know whether an interval or
ratio scale should be used. You must know something about your variable
to determine if it can be studied quantitatively, but you must know a great
deal to be able to choose an appropriate numeric scale. As a result, Level I
studies generally use either a nominal or an ordinal scale. When exploring
at the most elementary level, you may start with no scale at all. An initial
content analysis of the data may produce categories that can then be
used as a nominal scale. After that, individuals can be classified according
to whether or not they possess the characteristic or variable. The
researcher answers questions like, Does the variable exist? What is it?
When does it exist? Where is it? Who has it? How often does it occur?
Each of these questions can be answered by a word or a name of some-
thing; therefore, a nominal scale is appropriate.

In Level II studies where you are looking at the relationship between
two or more variables, you need to decide which scale would be most
appropriate for each variable (because you can study each variable on a
different scale) so that you can plan your data analysis.

For example, if you were looking at the relationship between distance
running and hematuria, you would be at Level II. Although you have a
hunch that increased running causes bloody urine, you cannot prove it.
First you must do a descriptive survey of runners to see if there is a rela-
tionship between running and hematuria. Using the same example—the
purpose of this study is to answer the question, Is there a significant rela-
tionship between the number of miles run each week and the amount of
hematuria among marathon runners?—you will count the number of
miles per week per runner from zero (the runner may not have run at 
all for a week) to the highest number achieved by one of the runners for 
1 week. You will take urine specimens daily to perform blood counts.
These data also will range from zero to the highest actual number for any
one runner in one week. You will have two ratio scales because both vari-
ables have absolute zeros.

Had your purpose been to test the relationship between miles run per
week and the presence or absence of blood in the urine as reported by
the runner, you would have had a ratio scale for number of miles and a
nominal scale for presence or absence of blood in the urine.

If you wanted to conduct a Level III study, you would first verify the rela-
tionship between running and hematuria. Your hypothesis would predict
that hematuria occurs, for example, when an individual runs more than 50
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miles each week or that the amount of hematuria for a runner will progres-
sively increase in weekly increments from 100 miles per week as the base.

In this case you state that the amount of running causes hematuria and
that a specific number of miles run is necessary for such a physiological
condition to occur. You also state that the more one runs, the more blood
will be found in the urine. You must have a physiological theory of dis-
tance running related to hematuria to hypothesize that increased running
causes more blood in urine. To make this prediction you have to know
that excessive running causes hematuria, that running is the independent
variable, and that hematuria is the dependent variable.

Hypotheses predict relationships, thus you, the researcher, must know
which variable is the cause and which is the effect. Every study has an inde-
pendent variable—one you assume is independent because there are no
others (Level I); one you think is independent, but you are looking for proof
(Level II); and one you know is independent and can be manipulated (Level
III). The level of knowledge about your topic indicates which variables are
independent and which are dependent. If you are testing at Level III, your
knowledge also tells you which variables are intervening or extraneous.

When defining your terms, keep in mind how you intend to measure
your variables and whether the variable is dependent, independent, or
extraneous. Remember, also, to define your terms according to the needs
of your study. Here is an example:

Level I: The purpose of this study is to explore and describe the char-
acteristics of runners at the Boston Marathon Club.

The critical term to define is characteristics. They could be defined as
traits, qualities, or properties that distinguish an individual or a group,
such as standard demographic data that are descriptive of certain
classes of people—age, gender, marital status, education, and occupa-
tional status—as well as number of miles run per week, type of clothing
worn, time of run, and so on. Most of these characteristics are nominal.
Your definition of runners probably would include a minimum number of
miles run per week and the speed of the run. In another example:

Level II: The purpose of this study is to answer the question, Is there a
significant relationship between miles run per week and weight loss
among distance runners in Denver?

Here you could define weight loss as none, little, and much, or under 5
lb, 5 to 10 lb, or according to the actual number of pounds lost. (Of these
three definitions of weight loss, the last is a numeric scale and the first
two examples are ordinal.)
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For a Level III study predicting that successful dieting is accompanied
by regular exercise, successful dieting might be defined as weight loss of
10 lb or more that was not regained 1 year following the end of the diet-
ing program. In this case the scale would be a nominal scale of yes or
no—if the individual was successful or not. Regular exercise must be
defined according to what constitutes exercise and what is meant by reg-
ular exercise.

In a Level I study, the only term needing definition is the variable or
concept under study. So when your purpose is to explore and describe
the strategies used by frail older widows to allow home care providers
access to their homes, the only variable to be defined either conceptually
or operationally is strategies to allow access to their homes. Although
frail older widows needs definition as well, this is better dealt with in the
section on sample (Porter, 2007). If you have a Level I study, you will
define only one variable or concept in the statement of purpose. In a
research proposal, the sample is not defined under definition of terms but
instead in a section called sample.

Many people planning a Level I study define their sample under defini-
tion of terms simply because this group of people has never been studied
or because study of them has been so variable. Homeless men are a good
example of a population that has no real parameters. When a national cen-
sus is taken, it is difficult to establish how many members of the popula-
tion are homeless when the criteria for inclusion in the census requires a
home address. In the same way, a study dealing with menopausal women
would require a definition of the sample simply because there are no cen-
sus data describing this group of the population. A review of the literature
on successful dieters, for example, revealed that there was no consis-
tency as to what was considered to be successful versus unsuccessful. To
plan a study of these populations requires the researcher to set up the
parameters for who will qualify for the study.

Where do these definitions belong when you are planning your re-
search? At the very beginning of your thinking and planning process,
when you are writing out your question and your working definitions, you
need to define your target population (see Chapter 8). You need to con-
sider the criteria for those who will be included in your study group and
for those who will not. Try to use mutually exclusive characteristics to
describe your study population. Then, when you write the proposal itself
(see Chapter 13), you will describe these characteristics in the section on
target population. The criteria for the selection of particular characteris-
tics has already been discussed in your problem simply because you need
to talk about the people you want to study before you actually study
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them. In the chapter on definition of terms, therefore, you will not find a
section to describe your sample as part of the definition of terms.

Terms That Need Definition
The purpose of your study states exactly what you intend to measure.
Because of the specific nature of the purpose, every variable should be
operationally defined. The economy of words in a statement of purpose
necessitates operational definitions.

This chapter has focused on the operational definitions of the independ-
ent and dependent variables as the critical issues for the project.
Remember, in a descriptive study, all variables are assumed to be inde-
pendent; therefore, all variables need definition. In an experimental design,
you, as investigator, are theoretically in complete control of the independ-
ent variable; therefore, you must know everything you can about it. Your
study describes the effect of the independent variables on the dependent
variable. You also need to define the possible intervening or extraneous
variables to show your reader that you have considered them.

Writing Operational Definitions: A Review
1. First, write out what the term (or variable) means in relation to the

purpose of the study. This is the conceptual definition of the term.

Example: The purpose of this study is to explore and describe suc-
cessful dieting programs. (The terms to be defined are underlined.)
Dieting programs: Fee-for-service regimens established to assist
persons to lose weight.

Successful: A dieting program that has a high percentage of clients
who were able to achieve their goal weight and keep that weight off
for one year or more.

2. Second, write out how you intend to study that definition or how
you intend to measure the variable. This is the operational part of
the operational definition of the term.

Example: The purpose of this study is to explore and describe suc-
cessful dieting programs. (The terms to be defined are underlined.)

Dieting programs: Fee-for-service regimens established to assist
persons in losing weight, as listed in the Yellow Pages of the tele-
phone directory of Greater Boston.

110 CHAPTER SIX DEFINING YOUR TERMS

71799_CH06_FINAL.qxd  2/4/10  12:53 PM  Page 110



Successful: A dieting program that has a high percentage of clients
who were able to achieve their goal weight and keep that weight off
for 1 year or more as measured by the successful dieters question-
naire sent to all program participants in the previous year.

3. Combine both parts of the definition to form the operational defi-
nition of the term or variable.

Example: Successful dieting program: Fee-for-service regimen,
established to assist persons in losing weight, that has a high 
percentage of clients who were able to achieve their goal weight
and keep that weight off for one year or more as measured by the
successful dieters questionnaire sent to all program participants
from programs listed in the Yellow Pages of the Greater Boston
telephone directory.

4. Operationally define every major variable in your purpose whether
the purpose is written as a statement, a question, or a hypothesis.

5. Your sample should not be operationally defined.

6. Additional examples of operational definitions:

Purpose of the study:
The purpose of this study is to explore and describe the value ori-
entations of Hutterian women in western Canada.

Definition of terms:
Value orientations: A 23-item ordinal scale instrument designed to
elicit an individual’s beliefs about the best way to solve four basic
common human problems.

Purpose of the study:
The purpose of this study is to answer the question, Is there a sig-
nificant relationship between level of stress and coping strategies
in hospitalized patients?

Definition of terms:
Level of stress: The number and intensity of events, perceived by
the patient as causing strain or tension, that occurred during the
past 12 months as measured by the Holmes and Rahe Significant
Life Events scale.

Coping strategies: A person’s customary pattern of adapting to or
dealing with perceived stressful events as measured by a rating
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scale evaluating both the number of strategies and the frequency
with which the individual uses them.

Purpose of the study:
The purpose of the study is to test the following hypothesis: Nurses
who have had assertiveness training will have significantly higher
patient protectiveness ratings than those who do not have asser-
tiveness training.

Definition of terms:
Assertiveness training: A program designed to increase an indi-
vidual’s ability to select assertive behaviors when faced with a
conflict situation. The experimental group will receive a four-day
program in assertiveness training.

Patient protectiveness rating: A nine-item ordinal scale to meas-
ure a nurse’s feelings of responsibility for preventing harm from
occurring to the patient.
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Up to this point, you have explored the process of deciding what to study.
You have learned how to choose a topic and establish an appropriate ques-
tion to ask about it.

Now that you have a good idea of what you want to study, you are ready
to decide how to study it. The remaining chapters will take you through
the process and help you decide how to study it. You are ready to take the
work you have already done—your stem question, your topic, your opera-
tional definitions, and your statement of purpose—and lay them out into a
working plan, a blueprint for action.

As with any blueprint, you start with an overall picture of the design
before you go on to show close-up pictures of each section. In that way,
you won’t get bogged down in details before you have visualized the end
result. If you tried to design a kitchen by starting with a detailed plan for
the spice cupboard and then tried to fit the rest of the kitchen around it,
you would be in trouble. Similarly, the research plan will suffer if you start
by minutely describing the sample before you know what the overall plan
is to be. The result would be a research design planned to fit the sample
instead of a sample selected to meet the needs of the design.

The purpose of a research design is to provide a plan for answering the
research question. The major concern within the blueprint, or plan, is to
specify the control mechanisms you will use in your study so that the
answer to the question will be clear and valid. The concept of control in
research is an extremely important one, and the extent to which you can
achieve control depends on the level of your study. Control refers to the
control of the variables under study and other variables that may pos-
sibly affect the study. Control is attained by (1) allowing for no variation,
(2) specifying the variation to be allowed, or (3) distributing the variation
equally. Laboratory settings, for example, provide for control by allowing
no variation. Homogeneity of the sample allows for no variation on some
characteristics, and matched samples ensure that some characteristics
are identical. Randomization distributes the variation equally among
study groups.

In experimental studies, control is a major requirement; the only thing
that is allowed to freely vary in the pure experiment is the dependent vari-
able. The experimenter manipulates (controls) the independent variable
and observes the effect on the dependent variable while everything else
is kept stable. Extraneous variables are controlled only if the groups are
formed by random assignment and are kept intact. Any other form of
group assignment or any dropout from the group diminishes control over
extraneous variables. Variables are said to be distributed normally among
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groups or throughout the sample by either random assignment to groups,
in experimental designs, or by the use of probability samples in compara-
tive and correlational designs.

Another type of control is to build extraneous variables into the design.
This is accomplished in one of two ways: either by writing the variable
into the study as part of the purpose as an alternate independent variable
or intervening variable; or by collecting data on the variable and then ana-
lyzing it at the end of the study during the data analysis. When variables
are built into the design, they should be included in the discussion of the
problem and definition of terms, there needs to be literature review on all
variables that are to be measured in the study, and there needs to be dis-
cussion on how the data will be collected and analyzed. When data on
extraneous variables are collected as demographic data, they can later be
treated as intervening variables during data analysis. In this way, their
effect on the dependent variable can be calculated and separated out
from the effect of the independent variable.

Allowing for no variance is accomplished with homogeneous samples
in which everyone is alike on one or more dimensions. When everyone in
the sample is the same gender, or has the same disease, or is of the same
racial or ethnic group, it is a homogeneous sample on that variable be-
cause that particular variable is not allowed to vary or is specified as hav-
ing no variance.

Variables on which data are collected, analyzed, and simply described
at the end of the study are considered to be neither intervening nor extra-
neous; these are usually demographic variables used to describe the sample
and would include things like age, gender, socioeconomic status, occupa-
tion, education, and marital status.

Designing Your Study from the Question
All research designs fall into one of two main categories: descriptive or
experimental. The choice of which to use is made during the development of
the problem. Descriptive designs result in a description of the data, whether
in words, pictures, charts, or tables, and whether the data analysis shows
statistical or merely descriptive relationships. Experimental designs result
in inferences drawn from the data that explain the relationships between 
the variables. If the topic is appropriate for Level I or II, the design will be
descriptive; if your study is at Level III, it requires an experimental design.

What questions invariably lead to descriptive designs; why questions are
always experimental. Thus, the choice of design is made when the question
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is finalized; it can then be given a name and be developed into a detailed
plan of action.

The design is a set of instructions to the researcher to gather and ana-
lyze data in certain ways that will control who and what are to be studied.
Unwanted or extraneous variables can thus be controlled, the variance of
specific variables is enhanced, and the possibility of error in measure-
ment is minimized. In other words, the design makes it possible for you to
isolate the variables you are interested in from all other variables and to
measure them accurately so that your data are reliable and valid.

The design chosen must be the best way to answer the question, that is,
it must fit the level of the question. Variables about which little is known
need to be questioned at a basic level, and the answer will be a description
of those variables.

The design always builds on previous findings. When the specific vari-
ables you are interested in have been the subject of Level I research, you
would normally move on to study them at Level II. The only exception to
this rule is the replication study. If you feel the results of previous research
require further support, your study may replicate the previous research,
following the design exactly as it was in the original study.

Characteristics of Research Designs
When you read research studies that specify the design being used, you can
make judgments about the adequacy of the design to answer the question,
and you can evaluate the study in relation to its goodness of fit with the
requirements of the design. When a research report does not specify the
design being used, then you have to guess what the researcher intended to
do and then evaluate the study in relation to your best guess. Obviously, it
is easier to evaluate a study when the writer tells you in advance the name
of the design rather than your having to figure out the type of design being
used. To help you select a design that meets the requirements of your
stated purpose and evaluate studies more easily, the following areas need
to be considered.

The Setting for the Study
Will your study be conducted in a laboratory setting or field setting?
When you are planning a study, the setting in which it will be conducted is
a first order of decision making. If your study will be conducted in a labo-
ratory, you will have far greater control than if your study is conducted in
a natural setting. If you are doing research in a laboratory but do not build
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in the controls that are usual to this setting, then you are wasting your
setting because you could have done the study anywhere.

Laboratory studies are designed to be more highly controlled in relation
to both the environment in which the study is conducted and the control of
extraneous and intervening variables. You are familiar with physiological
laboratory experiments, chemistry and physics experiments, as well as
psychological and microbiological experiments. All are laboratory experi-
ments designed to control the possibility of extraneous variables influenc-
ing the effect of the independent variable on the dependent variable. In the
laboratory setting, it is possible to control environmental variables, such as
temperature, humidity, light, and sound, as well as physiological variables
such as nutrition and hydration of the subjects during the experiment.

All other studies not conducted in laboratories are called field studies,
which simply means they occur somewhere other than in a controlled lab-
oratory setting. Field studies occur in natural settings and use a variety of
methods, such as field experiments, participant observations in villages
or hospital units, interviews in the home or office, questionnaires sent to
research subjects, and, in fact, anything at all that does not occur in a con-
trolled laboratory setting.

Timing of Data Collection
What type of study do you plan to conduct in relation to time? Will you
look into the past, study present behaviors, or predict future events?
There are several design labels that describe the timing of your data col-
lection. Those looking at events that are underway or expected to occur
in the future are called prospective or longitudinal studies. Those focus-
ing on events that have occurred in the past are called retrospective, ex
post facto, or historical studies. Those in which data collection is strictly
in the present time are called cross-sectional studies. You may find these
labels useful in designing your study because they may help you to clarify
how the timing of your data collection fits into your design. They are also
terms that you will see in the literature, and an understanding of how they
are meant to be used will help you in critiquing research reports.

Of the three labels for studies that focus on events in the past, the first
is the retrospective study. This term is used by epidemiologists to
describe a cause and effect study in which the effect is known (such as
lung cancer) and the cause is sought by examining past events. Social sci-
entists use the label ex post facto to describe this same type of study. In
other words, a phenomenon that occurs in the present is thought to have
a cause that can be found (retrospectively) in the past. Many early studies
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of diseases (such as alcoholism, obesity, lung cancer, and diabetes) were
retrospective (or ex post facto) studies.

Historical studies, on the other hand, are often descriptive studies that
ask people to recall events, other people, and memories from the past, or
they refer to written historical documents and artifacts to reconstruct
past events.

Studies that look to the future are called prospective or longitudinal
studies. These terms generally mean the same thing, but epidemiologists
are apt to use “prospective,” whereas social scientists use “longitudinal,” to
describe studies that are designed to follow the subjects for a period of
time, obtaining repeated measurements, and establishing changes in the
variables over time. In this type of study, the sample is chosen on the basis
of the presence of a presumed causative (independent) variable. The sam-
ple is followed to find out if the dependent variable occurs and/or changes
over time. Prospective or longitudinal studies can be very expensive. They
can require a considerable investment of time because the researcher must
wait for the presumed effect to occur and therefore must be prepared to fol-
low the subjects for long periods, sometimes many years. The strength of
these designs is that they have more control over extraneous variables
than do retrospective studies.

Cross-sectional studies collect data one time only and are meant to
obtain a cross-section of the population at a given moment in time. The
result is a measurement of what exists today, with no attempt to docu-
ment changes over time either in the past or the future.

The decision you make as to whether you will do a retrospective or a
prospective study is based on whether you are looking for causes in the
past (retrospective) or present-day causes for future effects (prospec-
tive); or looking for descriptions of events and things that occurred in the
past (retrospective) or following people into the future to describe events
as they occur (prospective); or using one measurement time to describe
what exists today (cross-sectional).

Sample Selection
The type of sample you will use for your study is an important part of the
design. Two main points to think about are, first, whether or not it will be
a random sample, and second, the degree to which the sample you want
is accessible to you.

In sample selection, a random sample complies with the principle of
randomization, which assumes that every member of a population has
an equal chance of being selected for the sample. When this principle is
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followed, we expect that individuals with certain distinguishing charac-
teristics—male or female, high or low intelligence, religious or not reli-
gious, and so on—will, if selected, be counterbalanced in the long run by
the selection of other members of the population with the opposite quan-
tity or quality of the characteristic. The major benefit of a random sam-
ple is that it gives an accurate picture of the overall population. Also, a
random sample is required for certain statistical tests that might be
needed to analyze the data from a study.

When you are selecting a random sample from a population, the idea 
is to have distinguishing characteristics randomly distributed in the 
sample so that the sample is representative of the population. In other
words, the distribution in the sample approximates that in the popula-
tion. In experimental research, when subjects are randomly assigned to
groups, the principle is used to ensure that these distinguishing charac-
teristics will be equivalently distributed among all the study groups so
that the groups themselves can be considered equivalent at the begin-
ning of the study, before the experimental treatment has been started.
The purpose of randomization is to distribute extraneous or intervening
variables throughout the sample in such a way that no particular group
is favored over another.

Randomness is generally associated with generalizability. The degree to
which the sample represents the population affects the degree to which
the study can be generalized to the same population. These ideas will be
discussed in further detail later.

Accessibility of the sample refers to whether you can reasonably
expect to find enough individuals, animals, events, or units of the popula-
tion that meet the criteria for your study—that is, you can be reasonably
sure they are available to you. If you are looking for people with a rela-
tively rare characteristic, you need to have an accessible target popula-
tion that is large enough for your study. For example, your sample might
require people with rare diseases or characteristics not commonly found
in large numbers in the general population, such as people with Bilharzia,
or triplets, or people who have been married more than five times. Be-
cause these are difficult-to-find populations, your ability to do the study
may be inhibited.

Type of Data to Be Collected
In general, all data can be categorized according to whether it is collected
as qualitative (qualities) or quantitative (numeric). All studies are catego-
rized according to the type of data collected and will emphasize one over
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the other. Qualitative data have names or labels rather than numbers. Any
attribute or variable having a number is called quantitative. Within quan-
titative data, there will be differences in the scale used to measure the
variables (nominal, ordinal, or interval–ratio). These scales, which we
have discussed elsewhere, vary according to how precisely they are able
to measure a variable. Normally higher level designs require higher level
scales of measurement.

Issues of Control
Before discussing the individual research designs for each level of research,
there are two concepts basic to the idea of control that you need to con-
sider. These are internal and external validity.

Internal validity is defined as the extent to which the results of the
study can actually be attributed to the action of the independent variable
and not something else. In this case, validity refers to the truth of the find-
ings as determined by the purity of the design. Internal validity is deter-
mined by the way the experimental and control groups are formed in an
experimental design. If the investigator is able to say with perfect cer-
tainty that all groups were equal at the beginning of the study, and no
other variables were allowed to interfere with the independent variable,
then any change in the dependent variable can be attributed to the effect
of the independent variable. The study then has internal validity. That
means there is no possibility that another, perhaps unknown independent
variable is the actual cause of the change observed in the dependent vari-
able. The degree to which that perfect certainty is compromised indicates
the degree to which the study does not have internal validity. How much
control can you plan to have over your experimental variables? Is this to
be a relatively uncontrolled field experiment or a highly controlled labora-
tory experiment? With all of the methods you plan to use, be sure that
nothing can interfere with the action of your independent variable to
attain internal validity.

External validity refers to the degree to which the findings of the study
are generalizable to the target population. The key issue here is the degree
to which the sample represents the population. Random sampling is
intended to produce a representative sample, providing the sample size is
large enough to incorporate all the relevant extraneous variables. If the
sample is not representative, then the results do not generalize and you can
only describe what you have found in your sample. If you did generalize on
the basis of a nonprobability sample, people would accuse you of making a
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quantum leap from the data to the conclusions. The reason for using ran-
dom sampling is to promote the external validity of your results. Here the
focus is on the degree to which your sample represents the target popula-
tion accurately, so that the results you obtain can be applied to the entire
target population. Chapter 8 discusses in detail the strategies for attaining
external validity through obtaining random or representative samples.

Descriptive Designs
No matter what method is chosen to collect the data, all descriptive
designs have one thing in common: they must provide descriptions of the
variables to answer the question. The type of description that results
from the design depends on how much information the researcher has
about the topic prior to data collection. Look at the design in the same
way that you looked at the question. Level I questions, with little or no
prior knowledge of the topic, lead to exploratory descriptive designs.
Level II questions, where the variables are known but their action cannot
be predicted, lead to descriptive survey designs.

Exploratory Descriptive Designs
At this level, the design is one of two basic models: exploratory or descrip-
tive. Exploratory studies provide an in-depth exploration of a single process,
variable, or concept, such as bereavement or role conflict. Descriptive stud-
ies examine one or more characteristics of a specific population, such as
the health beliefs of aboriginals in Canada or the health concerns among
new immigrants from Southeast Asia. Level I studies always involve one
variable and one population.

When the purpose of a study is exploration, a flexible research design
that provides an opportunity to examine all aspects of the problem is
needed. As knowledge of the variables increases, the researcher may have
to change direction. Ideas occur as data are collected and examined. The
key to a good exploratory design is flexibility.

We emphasize throughout the book that the research process is depend-
ent on what is known about the topic. The word “exploratory” indicates
that not much is known, which means that a survey of the literature failed
to reveal any significant research in the area. Thus, you cannot build on the
work of others; you must explore the topic for yourself.

Even though we talk about the exploratory study as an entity in itself, it
should be remembered that it is an initial step in the development of new
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knowledge. Because of the flexibility of this type of design, very few, if any,
variables are under the researcher’s control. They are said to be under
the control of the situation—in other words, observed as they happen or
as the researcher comes upon them. As a result, no inferences can be
drawn from the data. The data may lead to suggestions of hypotheses for
further study or to an idea for a conceptual framework to explain the
action of the variables, but the exploratory question must be followed by
higher-level questions if new knowledge is to be gained.

There are many areas in nursing that have not previously been studied.
Questions about these areas will lead you to conclude that exploratory
studies are required to build a beginning base of knowledge through
description. For example, a research question might be, What are the
reactions of patients to being transferred from room to room during hos-
pitalization? This is a Level I question. If the literature review reveals no
information on this topic, the purpose of your study will be to explore and
describe patients’ reactions to being moved from room to room during a
hospital stay. In this type of study, you may not ask, What is the effect of
moving patients from room to room? To ask questions about effect, you
must know the cause and have sufficient information to predict the effect;
or you may know the effect, in which case you must be able to predict the
cause. Either option requires a lot of information. You do not have this
type of information in the present example. You have no idea whether
moving patients has an effect on anything at all. And if there is an effect,
you have no idea of its extent. Perhaps it will be temporary annoyance, a
mild disorientation, a severe setback in convalescence, an increase in sen-
sory disturbances, or a loss of social relationships—the list of possibili-
ties could fill volumes. To find out what the patients’ reaction actually is,
you will have to explore all these possibilities. That means asking open-
ended questions and being prepared to shift gears, depending on the
patients’ initial response. You will need to observe patients being moved
and describe what you see; you will need to interview patients and fami-
lies and ask what their reactions are; you will want to question nurses,
unit secretaries, physicians, family members, and others who are in con-
tact with the patient to see what their experiences have been. Your meth-
ods and questions will change depending on what you find out as you go
along. Thus, it is imperative that the design be flexible.

The results of this study will provide detailed descriptions of all the
observations made by the researcher, arranged in some kind of order.
Conclusions drawn from the data include some educated guesses or
hypotheses for further study. A relationship between the observations
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made and a concept such as territorialism might be proposed. Or per-
haps a relationship with systems theory might be seen. Further research
would be required to test these proposals. This is the purpose of
exploratory research.

The basic exploratory design requires the personal involvement of the
researcher with a small number of people (usually less than 25); uses pur-
posive or theoretical sampling; occurs in a small, circumscribed geo-
graphic setting; and uses either field notes or audiotaped transcriptions
of interviews. The strongest exploratory design is based on repeated
interviews, observations, or both of the same people or phenomena. In
this design, more than any other, the data control the investigator, and
not the reverse. Underlying this design are the following assumptions: the
topic has never been studied before, the people in the sample have per-
sonal experience in or knowledge about the topic, and the participants
are able to talk about the topic.

The exploratory design is also known as qualitative research when the
samples are deliberative or convenient; questions and observations are
qualitative; and the analysis of data is via verbal description and, perhaps,
preliminary or tentative theorizing about the findings. Examples of
exploratory–qualitative designs include ethnomethodology and ethnogra-
phy. Other qualitative designs, such as grounded theory or phenomenol-
ogy, do not fit the model of an exploratory design as we use it here
because they have unique philosophic bases that are quite different from
the scientific paradigm used in this book. Exploratory designs, by their
nature, are not replicable.

Exploratory designs, as opposed to descriptive designs, include a begin-
ning exploration of an idea or concept; an attempt at discovery rather than
description; an attempt to find meaning in the data; and an immersion in
the area studied.

Descriptive studies differ from exploratory studies in several ways.
They are studies of known variables in unknown populations, whereas the
exploratory study collects in-depth data on a single abstract concept or
process variable. In the descriptive study, there may be literature on the
variables but the variables have not been studied in a particular popula-
tion. For example, in Brink’s 1984 study of the value orientations of the
Annang of Nigeria, the tool used to measure value orientations had been
used previously in a comparative study of five cultures in the United
States (Kluckhohn & Strodtbeck, 1961), but nothing was known about this
variable for the Annang. For this study, a tool was available to measure a
known variable in an unknown population. Some flexibility is built into a
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descriptive study because there is little information on the population,
and available tools may prove inadequate to measure the variables; but
descriptive studies do not have the degree of flexibility found in exploratory
studies.

Another descriptive design is the census or population study. This de-
scriptive design is used in the collection of census data every ten years by
the US Census Bureau. Similar studies are carried out in Canada and other
countries. In this type of descriptive study, the total population is surveyed
using structured data collection methods. In this instance, the purpose is to
compile a complete description of the population to record changing
trends in population characteristics over a specific period. Each census,
however, is an individual descriptive study. The purpose is not to look for
relationships among variables but rather to provide a descriptive database
for the population. These studies do not have a theoretical or conceptual
base. The Higher Education Research Institute at UCLA collects annual data
on college freshmen. National norms are reported and compared to previ-
ous reports from this same survey. New areas are added from time to time.
For example, in 2008, an election year, particular attention was paid to vari-
ables like political awareness (HERI, 2008). Census studies will always be
fairly structured in design compared to exploratory studies. They usually
have large samples (or total populations), and the type of data to be col-
lected will always be predetermined. The usual form of data collection is
structured questionnaires, although there may be some open-ended ques-
tions to account for areas in which the researcher may be unsure of the
potential responses.

The results of a descriptive study will provide detailed information on
the variable(s) under study. No relationships among variables are pre-
dicted in these studies, although comparisons over time or among whole
populations are frequently made during a secondary analysis, and associ-
ations between demographic characteristics and the study variables are
often sought.

The purpose of the purely descriptive design is to describe a single
variable or a single population. The basic assumptions of this design are
that (1) the variable exists in the population; (2) the variable may have
been studied in other populations (in other words, there is a literature
base for the study) but has not been studied in this population; (3) the
variable is a new variable, such as a new form of influenza not seen previ-
ously or a new population discovered somewhere in the world that
requires a complete description; (4) although a theoretical or conceptual
framework may form the basis for the study, the intent is not to theorize

124 CHAPTER SEVEN THE RESEARCH DESIGN: BLUEPRINT FOR ACTION

71799_CH07_FINAL.qxd  2/4/10  12:53 PM  Page 124



or conceptualize; (5) in the absence of a theoretical or conceptual frame-
work, a thorough rationale for the study is required based on the known
research or literature on the variable; (6) if the population parameters are
known, a probability sample is the basic sampling frame; (7) if the popula-
tion parameters are not known, population characteristics from other
studies on the same (or similar) variable can be used; and (8) the purpose
of the study is to describe the variable as it exists in the specific popula-
tion. Data are controlled through the sample selection methods and the
conditions under which variables are observed and measured.

Several types of descriptive designs usually are associated with a spe-
cific discipline, such as ethnography (anthropology), census studies (gov-
ernment), demography (sociology), and ethology (the observation of
animal behavior). Each design has its own rules, although all must meet
the criteria for a descriptive design.

Methods of data collection in descriptive designs include observation
(both participant and nonparticipant observation); questioning in the
form of either interviews or questionnaires; physiological measures; and
available data, such as artifacts and written records. The level of measure-
ment can be either quantitative or both quantitative and qualitative. Data
analysis involves, therefore, verbal description of the findings, content
analysis to organize the findings into a framework, and descriptive statis-
tics, as in measures of central tendency.

Sampling includes the total available population, as in census studies,
probability sampling techniques, and convenience sampling through 
(1) formal interviewing of key informants, (2) informal interviewing with
available subjects, and (3) participant observation. Remember that sam-
ple size and data collection methods for Level I studies have an inverse
relationship. In other words, the smaller the sample size, the larger the
number of unstructured questions that can be used. Because of the vast
quantity of data produced by unstructured questions, the larger the sam-
ple size, the smaller the number of unstructured questions that can be used
in data collection.

In single method (i.e., questionnaires) descriptive studies (such as cen-
sus studies and demographies), questionnaires and interviews usually
have face and content validity. In ethnographic studies, validity of data in
an unknown culture is established through triangulation of data collection
methods, such as interviews, with observation and available data. In single
method descriptive studies (i.e., interviews), face and content validity of
the data is established through repeated interviews. In historical research,
the document review is the literature review. The study involves making
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connections among pieces of data according to chronology. Each piece of
data must be validated (contextually, comparatively, and by the source).

Descriptive designs differ from correlational designs by studying only
one variable or one population, making no attempt to find statistical rela-
tionships, having either or both qualitative and quantitative data, using
data collection instruments whose validity may not be well developed,
and by not requiring a conceptual framework at the beginning of a study.

These designs are most useful when the variable has not been de-
scribed for the population or when population parameters have not been
established. It is, however, unethical to use these designs when the instru-
mentation is neither valid nor reliable or when there is no possibility of
producing usable results. It is impossible to use a descriptive design when
the variable does not exist in the population or when the population
refuses to be studied.

Both exploratory designs and descriptive designs meet the criteria of a
Level I study based on little prior knowledge of the variable or the popula-
tion under study. Neither design is looking for cause-and-effect relation-
ships but instead are studies of single variables or single populations.

Descriptive Survey Designs
The primary designs at Level II are the correlational and comparative sur-
veys. The major differences between them stem from the level of knowl-
edge of the topic. Correlational designs have a conceptual base and are
looking for cause-and-effect relationships in the results but often cannot
specify the direction of the relationship at the beginning of the study. In
contrast, comparative designs can specify cause and effect at the begin-
ning of a study and are based on a theoretical framework. Both the com-
parative and correlational designs are based on an accurate description
of the variables as they occur naturally. The major difference between the
comparative and the experimental design, and the reason the compara-
tive design is placed at Level II, not Level III, is that the independent vari-
able is not manipulated.

Questions at Level II ask, What is the relationship between or among
variables? You know what the variables are, and you know how to measure
them, so you are beyond the scope of an exploratory study. The variables
you are interested in have been studied before, either independently, as in
an exploratory study, or with other variables, so that there is sufficient
information to ask a question about the relationship between them. You
are able to relate the variables in your study to a concept or conceptual
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framework so that the study builds on previous work. The major consider-
ation is accuracy in the measurement of the variables.

Designs for studies at Level II require a descriptive survey. The design
dictates how the variables are to be measured in testing their relationship.
In this design, the variables are partly controlled by the situation, as they
are in exploratory designs, but they are also partly controlled by the inves-
tigator, usually by the method of choosing a sample for the study. For
example, in a study of the relationship between educational level of nurses
and ability to make sound judgments about patient care, the investigator
controls the first variable by selecting a sample of nurses with all types of
educational backgrounds. The judgments of these nurses are then ana-
lyzed. The nurses’ judgments will be examined in relationship to their edu-
cational level. The purpose of the study will be accomplished by seeing if
the occurrence of sound judgment is related to educational background.

Surveys cover all types of studies in which a group of people are studied
on two or more variables. Some descriptive surveys look at a specific popu-
lation, such as nurses, to see whether their attitude toward some issue,
such as abortion or women’s rights, is related to their age or educational
background. Others take two or more groups, such as men and women or
urban and rural, and see if they differ on some variable, such as life ex-
pectancy or the incidence of a particular health problem. Still others take a
small patient population, such as renal dialysis patients, and study their
coping mechanisms in relation to their acceptance or rejection of a trans-
planted kidney. All of these are descriptive surveys. Just as with exploratory
designs, the answer is in descriptive form, but the description is of the rela-
tionship between the variables rather than of the variables themselves.

Many research questions ask about variables that cannot be subjected
to experimental manipulation, either because the variables cannot be
manipulated or because to look at them outside their natural setting
would be meaningless. For example, in looking at factors leading to men-
tal illness, it would be unethical to isolate a single factor, such as poverty,
and manipulate it to see if it results in mental illness. An experimental
design would require that subjects be assigned to groups and required to
live at different levels of poverty. After the specified length of time had
passed, the groups would be examined to see if mental illness had devel-
oped. The absurdity of such an approach is obvious.

Rather than using experimentation to discover the causes of mental ill-
ness, you start with the effect and select a sample of mentally ill patients.
Then you look for variables that might be related to mental illness. You
might find a significant relationship between poverty and mental illness.
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You might also establish that poverty precedes mental illness in time.
However, you might discover that well-to-do persons are less likely to be
diagnosed as mentally ill even when they have the same symptoms as
persons at the bottom of the poverty scale. The type of health care avail-
able to persons of different economic levels is different, as are educa-
tional opportunities and many other factors. Thus poverty cannot be
isolated as the single cause of mental illness. Other variables cannot be
controlled or ruled out as possible causative factors either. This is the
chance you take when trying to establish causality: alternative explana-
tions are always possible in descriptive surveys. Subjects differ on many
factors, only a few of which can be controlled.

Although absolute proof of causality cannot be established in a descrip-
tive survey, it is possible to accumulate extensive evidence to support
causality. Much of the research on cigarette smoking and lung cancer was
done using descriptive surveys. No experimental research has been or will
be done with human subjects to see if lung cancer can be caused by intro-
ducing cigarette smoking. But, by showing that cigarette smoking is the
one variable preponderant in persons with lung cancer, support grows for
the theory that the disease can be caused by smoking.

Many variables of interest to nursing researchers cannot be experimen-
tally manipulated. Attitudes, beliefs, or behaviors are concepts that are
often thought of as causal in health, illness, response to treatment, and
other effects. The descriptive survey can be of great value in the study of
these variables.

Correlational designs are studies of the relationship of two or more
variables. An outcome variable may be known, but the causative variable
is unknown or thought to be a combination of several variables. Two vari-
ables may be known to coexist, but research has not shown any relation-
ship between them or established the direction of their relationship. In
other words, you may not know if the variables are positively or nega-
tively correlated. These are field studies that may be cross-sectional,
prospective, or retrospective. The concept of control in these studies will
focus on reliability testing of data collection instruments and sample
selection procedures. The central issue in correlational designs is to
establish generalizability to the target population or external validity.

The purpose of correlational designs is to establish definitively the
strength and direction of the relationship between two or more variables
based on the findings from previous research. These designs are different
from comparative designs because they do not require a theoretical frame-
work or explanation; they only look for relationships among variables.
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They may not be able to establish (from the literature) which variable is
independent and which is dependent at the beginning of the study. They
require large probability samples. They are similar to comparative designs
in that there is no control over the independent variable; in other words,
there is no manipulation, and they require reliable and valid measurement
of variables based on previous research literature on the study variables.

All correlational designs demand a conceptual framework or an expla-
nation of why the researcher thinks these variables are related to one
another and how. The basic assumptions of the design are that the vari-
ables exist in the population; the sample represents the population (prob-
ability sampling); the variables can be measured accurately, on a numeric
scale; and there is no manipulation of variables.

Variations of the classic design include systematic or convenience sam-
ples (which must provide detailed information on the population), time
series, and designs that are either retrospective or prospective. Data col-
lection methods must be quantitative, with reliable and valid measure-
ments. Each subject is measured more than once (multiple measurements
on each subject). Because of the type of data collected and the size of the
samples, data analysis usually involves multivariate statistical techniques,
such as correlational analysis, regression analysis, and factor analysis.

Researchers generally use correlational designs when they are not sure
if the variables are related to each other, when they think the variables are
related to each other but are not sure how they are related, or when they
think variables are related to each other but do not know how strong that
relationship really is. It is unethical to use correlational designs when the
instrumentation is neither valid nor reliable and when there is no possibil-
ity of producing usable results. It is impossible to use correlational designs
when there has been no previous research on the variables, when vari-
ables cannot be measured numerically, or when the sample is too small.

When critiquing correlational designs, you should focus on the sam-
pling strategies used as well as the measurement of variables.

Comparative designs are usually field studies in which the independent
variable already exists and the sample is selected on the basis of the inde-
pendent variable. For example, the sample is divided into groups at the
beginning of the study based on the age of the subjects. The comparative
design is distinguished from the quasi-experimental design by not having
researcher manipulation of the independent variable.

The comparative design, like the correlational design, is a descriptive
design because it does not control or manipulate the independent variable.
Therefore, a comparative design cannot prove or disprove theory. It does,
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however, provide information about naturally occurring phenomena in a
way that is impossible for experimental designs. To use this design, it must
be possible to find naturally occurring groups that differ on the independ-
ent variable.

Just like the experimental design, the comparative design must have
the following characteristics: (1) at least two known and previously stud-
ied variables: an independent variable that is believed to be causative and
a dependent variable that is believed to be the effect; (2) the dependent
variable is the only variable that is measured; (3) the design is theory
based; and (4) the design uses a predictive hypothesis rather than a sim-
ple statement of relationship.

Unlike the experimental design, (1) the independent variable is observed
as it occurs naturally in the population; (2) the independent variable can-
not be manipulated in reality or ethically; (3) the design cannot test theory
directly; (4) the design is based on a research question, such as, What are
the differences between groups when the groups represent different posi-
tions of the independent variable? and (5) the design attempts to represent
the population through probability sampling.

The classic comparative design is similar to the experimental design
with two groups: a treatment group and a control group. After the change
or intervention has occurred naturally, the dependent variable is meas-
ured with either a ratio or interval level measurement tool, which has
been previously tested and found to be both valid and reliable. An exam-
ple of a two-group comparative design would be the classic study of
smokers versus nonsmokers (the independent variable) on their length
of life (the dependent variable), based on the predictive hypothesis that
nonsmokers would live longer than smokers. The study would have
been designed on the basis of findings from a correlational survey an-
swering the question, What is the relationship between smoking and
state of health?

The comparative design has more than one form. The study can be ret-
rospective if the sample is selected on the basis of the dependent variable.
The sample could have consisted of individuals with a variety of cancers
(the effect or dependent variable). Their past histories would have been
examined for their smoking history (the assumed cause or independent
variable). Another variation could be a time series comparative design in
which an effect had been noted in a hospital chart (e.g., staphylococcus
infection) as occurring on a specific date in the patient’s stay. Multiple
observations are made before and after the onset of the infection. A third
variation could be the study of existing multiple treatment groups, such as
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nursing management systems in the same or different hospitals compared
to one or more patient outcomes.

In the comparative design, control over the data is accomplished through
the sample selection methods, the conditions under which variables are
observed and measured, and by the statistical techniques used to analyze
the data.

There are several sampling issues in comparative designs. The most
desirable sample is the stratified random sample, a probability sample
based on a known population. The second option, based on unknown pop-
ulation parameters, is the quota or nonprobability stratified sample drawn
on the independent variable. Samples may be either proportionate to the
total population or groups of equal size. The third and most common sam-
pling type is the convenience sample: runners versus nonrunners, normal
weight versus obese subjects. If the samples are not representative of the
population (i.e., probability sampling), then the groups must be equivalent
on all relevant variables except the independent variable.

When collecting data for a comparative design, all quantitative meth-
ods of data collection are acceptable. At this level of design, the reliability
and validity of the measurement instruments are critical because the
validity of the results will depend on accurate discrimination between
groups. The best measurements are on ratio or interval scales. A nominal
or ordinal scale can be used if it is a numeric scale. It is always best to use
known data collection instruments that have been previously tested.

Data analysis procedures involve looking at the differences between
two groups. If we assume probability sampling and interval–ratio levels of
measurement, then the t-test is the appropriate test because it compares
the mean scores on both groups and examines the probability that this
magnitude of difference could have happened by chance. If we used multi-
ple groups, and the independent variable was categorical, then the
ANOVA is appropriate. This tells us if multiple group means are statisti-
cally different from one another. If we have only one independent variable,
then we can use the one-way ANOVA. If the independent variable is quan-
titative, such as annual income, and the dependent variable is also quanti-
tative, use a regression analysis.

Experimental Designs
All experimental designs have one central characteristic: they are based
on manipulating the independent variable and measuring the effect on the
dependent variable.
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Control is achieved in experimental designs by eliminating all sources
of variation except that which the researcher introduces. In a study
designed to measure the outcome of an intervention, for example, every-
thing that happens to the subjects during the study must be equivalent
for both the experimental and control subjects except the fact that the
experimental subjects receive the intervention and the controls do not.
This ensures that differences between these groups, following the inter-
vention, can be attributed to the effect of the intervention.

Even with perfect control of the independent variable, however, the
assumptions of cause and effect cannot be met unless the experimental
and control groups are equivalent to each other before the intervention is
imposed. Extraneous differences between the groups could affect the out-
come of the experiment, which would then falsely be attributed to the
success or failure of the intervention. These extraneous variables are con-
sidered to be controlled when the sample is randomly assigned to the
experimental and control groups, and the groups remain intact for the
duration of the experiment. Other forms of assignment to groups and
large dropout rates diminish the confidence of the investigator in the
results of the experiment.

Another type of control is achieved by building extraneous variables
into the study as independent variables and therefore being able to meas-
ure their effect on the dependent variable(s). This method is generally
used in Level II studies where random assignment to groups is not possi-
ble. Each additional variable added to the study will increase the cost of
the research; therefore, adding variables must be done with care.

The classic experimental design consists of an experimental group and
a control group with a before and after measurement of the dependent
variable. First the dependent variable is measured in both groups. Then
in the experimental group, the independent variable is introduced.
Nothing is changed for the control group. After the specified time has
passed, the dependent variable is measured on both groups again. The
prediction is that the dependent variable in the experimental group will
change in a specific way and that the dependent variable in the control
group will not change.

Independent Dependent 
Variable Variable

Experimental Group Changed Measured

Control Group Unchanged Measured
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When data are analyzed, only the measurements on the dependent
variable for the two groups are contrasted.

For example:

Independent Variable Dependent Variable

Preoperative teaching Postoperative pain, 
medication consumption

No teaching Postoperative pain, 
medication consumption

A number of variations are possible. First, there are designs in which
there is one control group and two or more experimental groups, and the
independent variable is manipulated in several different ways. For example:

Independent Variable Dependent Variable

Usual preoperative teaching Postoperative pain, 
medication consumption

Structured preoperative teaching

Lecture–Discussion Postoperative pain,
medication consumption

Videotape–Discussion Postoperative pain, 
medication consumption

The hypothesis would predict which of the three teaching methods would
be most successful (that is, the group with the lowest pain medication con-
sumption postoperatively). The point is to contrast the three groups.

Another more sophisticated design would pretest all three groups on the
content to be taught. After the teaching (manipulating the independent
variable), the subjects would again be tested on the same content (the
dependent variable). The scores for each subject before and after the
teaching would be compared. The differences among groups would then be
placed side by side to see which teaching method was most effective.
Following the surgery, pain medication consumption would be compared
among all groups (the second dependent variable). Each subject would be
examined in relation to knowledge and consumption of pain medication.
With the addition of pain medication consumption as a dependent variable,
knowledge of the subject would become an intervening variable between
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preoperative teaching and medication consumption. The design would look
like this:

Experiment Medication 
Pretest Teaching Posttest Surgery Consumption

O1 Group 1 O2 Control O3

O4 Group 2 O5 Exp 1 O6

O7 Group 3 O8 Exp 2 O9

We simply have added several other variables to the classic experimen-
tal design and measured them as well, as in the first design. In addition, we
have added groups to the design and tested and compared them as well.

Each group is tested or observed (O) three times: pretest, after the
teaching program, and after the intervening variable of surgery. Group 1 is
the control group and does not receive any form of experimental teach-
ing. Following the teaching, each group is tested on their knowledge base
(second set of Os). The third set of Os follows the surgery and tests the
amount of medication consumed. Subjects therefore can be compared to
themselves, to others in their group, and to other groups.

The most critical characteristic of experimental designs is investiga-
tor manipulation of the independent variable; it is always manipulated,
altered, or changed in some way in the experimental group. In true
experiments there is always a control group and random assignment of
subjects to groups. The theoretical base for the study predicts the direc-
tion of the change in the dependent variable as a result of the introduc-
tion of the independent variable. The distinguishing feature between
true experiments and quasi-experiments is that the quasi-experiment
does not have random assignment to groups and/or does not have a
control group.

Features of the True or Classic Experiment
• Subjects are randomly assigned to groups (R).

• The experimenter manipulates the experimental variable (X).

• There are at least two groups: experimental (X) and control (C).

The control group is used to measure the dependent variable when the
independent variable has not been applied. The experiment is based 
on the assumption that there will be a difference in measurement of 
the dependent variable depending on the manipulation of the independ-
ent variable.
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The following are some examples of experimental designs where R =
random assignment to groups; X = experimental group; C = control
group; O = measurement or observation before or after the experimental
manipulation.

After-Only Design

R X O1

R C O2

In the After-Only design, there are two groups, random assignment to
both groups, experimental manipulation of one group, no manipulation of
the other group, and both groups tested.

Before-After Design

R O1 X O2

R O3 C O4

In the Before-After design, both groups are tested at the same time on
the dependent variable both before and after the experimental manipula-
tion in the experimental group.

Solomon Four Group Design

R O1 X O2

R O3 C O4

R . X O5

R . C O6

In the Solomon Four Group design, the After-Only and the Before-After
designs are combined into one design. The rationale for this combination is
that subjects have been known to do better on a measurement the second
time they are tested no matter what has happened between testing periods.
There is some learning that occurs simply with familiarity with the measur-
ing instrument or the experience itself. For this reason, this design com-
pares the scores of groups who have not had a pretest (After-Only) with the
scores of the two groups who have been pretested. In this way the two
experimental groups are contrasted and the two control groups are con-
trasted to verify the difference in the posttest as a result of the pretest.
Then the After-Only groups are contrasted and the Before and After groups
are contrasted on the dependent variable. Finally the two experimental
groups together are contrasted with the two control groups’ scores.
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Although this may sound like a pointless exercise, it really isn’t. Remem-
ber that the true experimental design is expected to be the most highly
controlled laboratory study possible. As a result, a number of statistical
analyses are required in all types of combinations to test the hypothesis.

Quasi-experimental designs are based solely on experimenter manipu-
lation of the independent variable and lack at least one characteristic of
the true experiment.

Features of the Quasi-Experiment
• Experimental manipulation of the independent variable

• No random assignment to groups, and/or

• No control group(s)

The quasi-experimental design looks much like the previous experimental
designs; simply remove the R for random assignment to groups and the
same type of experiments are possible. Instead of random assignment,
you may substitute matched groups or you may have convenient groups.
A quasi-experimental design without a control group might look like this:

O1 O2 O3 O4 X O5 O6 O7 O8

In this example, the experimental group serves as its own control in a time
series design with one or more measurements before the experiment and
one or more measurements after.

Sometimes a true experimental design is simply not possible to carry
out. Many nursing studies are forced into quasi-experimental designs by
the nature of the study or the natural clinical setting. A study of a new
nursing intervention on an inpatient unit might use a quasi-experimental
time series design like the previous one to test the old intervention over
time before instituting a new one and then testing the new one over time.
Or if two nursing units were fairly similar in their type of patient popula-
tion, the two units might be used for comparison, each using a different
nursing intervention. Both units would serve as a comparison group for
the other in Before-After designs without random assignment to groups.

The limitations of the experimental design are that some variables are
simply not amenable to manipulation (such as age, gender, and ethnicity).
Other variables (such as smoking to cause cancer, use of a placebo in
place of a contraceptive device, nontreatment of a disease for which a
cure is known) are not experimentally ethical. Sometimes experiments are
impractical, sometimes they seem artificial or contrived, and sometimes
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the Hawthorne effect (discussed later in this chapter) causes people to
change their behavior.

A major purpose of the experimental design is to eliminate alternative
explanations or hypotheses to account for the findings. It is the controlled
setting, the contrast groups, and the control over the experimental vari-
able that allow for acceptance or rejection of the hypothesis being tested.
Although the experiment may have turned out correctly, there is still the
outside chance that something other than the experimental variable
caused the effect in the dependent variable. As a result, we always hold
that we tentatively accept the findings in the light of current evidence,
always subject to change with new knowledge.

Controlling Unwanted Influences
To obtain a reliable answer to the research question, the design must indi-
cate how it will control or eliminate possible unwanted influences. The
amount of control that the researcher has over the variables being stud-
ied varies, from very little in exploratory studies to a great deal in experi-
mental design, but the limitations on control must be addressed in every
research proposal.

These unwanted influences stem from one or more of the following:
extraneous variables, bias, the Hawthorne effect, and the passage of time.
These four will be discussed in turn, along with some suggestions for con-
trolling their effects. You will need to identify those that seem relevant to
your question and show how you will control their effects.

Extraneous Variables
As explained in Chapter 6, extraneous variables are variables that can inter-
fere with the action of the ones you are studying. They could as easily have
been chosen as independent variables had you been interested in them
because of their known effect on your variables. Because they are not part
of your study, their influence must be controlled.

In the research literature, you will see extraneous variables also referred
to as intervening, environmental, organismic, confounding, or demographic
variables. Each term, however, defines a slightly different class of extrane-
ous variables. Intervening or confounding variables, found in Level III
experimental designs, directly affect the action of the independent variable
on the dependent variable. They must be controlled in the design even
though they are not of prime interest to the researcher because they will
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affect the results of the experiment. Environmental variables are those that
occur in the study setting. They include economic, physical, and psychoso-
cial variables. Organismic variables refer to person characteristics, such as
physiological, psychological, or demographic variables. Demographic vari-
ables are descriptive characteristics, such as age, gender, marital status,
and education.

Your literature review should help you determine which extraneous
variables might be present in your study. As an example, look at the ques-
tion, What are the relationships among style of leadership, educational
opportunities on the job, and the job satisfaction of staff nurses? Many
factors are known to influence job satisfaction. Why not choose age, mari-
tal status of the nurse, the amount of independence on the job, or the
level of education of the nurse as independent variables? Any of these
could qualify, but, because you are not interested in them, they are not
directly a part of your study. They are extraneous to your study, and you
want to be sure they do not interfere with the relationship between style
of leadership and job satisfaction and between educational opportunities
and job satisfaction.

Extraneous variables usually are not a problem in Level I studies.
Because you are studying only one variable in depth, these variables are
assumed to be independent. They could all be extraneous variables as
well. That is why an exploratory descriptive study explores in depth: all
variables must be accounted for and taken into consideration to be
described adequately.

At Level II, when you do not know which variables are independent and
which are dependent, you must assume that there may be variables that
have not been accounted for that may be related to the dependent vari-
able. Some variables have been shown to be related to one of your vari-
ables in other studies. These are known extraneous variables and must be
considered when designing your study, so that their effect on your vari-
ables can be controlled. At Level II, it is sometimes difficult to establish
which one is the independent variable, even after confirming that there is
a significant relationship between two variables. Unless you can demon-
strate that one variable precedes the other in time, it may be impossible
to determine which is the independent variable. Therefore, it is important
to control extraneous variables when you can identify what they are, so
that you can isolate the relationship between the ones you are interested
in studying.

At Level III, where you are predicting the relationship, you must be very
careful to control all possible extraneous variables that might intervene
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in your test. These variables can be identified from the literature on
your topic.

Methods of controlling extraneous variables include randomization, ho-
mogenous sampling techniques, matching, and building the variables into
the design.

Randomization
Theoretically, randomization is the only method of controlling all possible
extraneous variables. The random assignment of subjects to the various
treatment and control groups means that the groups can be considered
equivalent in all ways at the beginning of the experiment. It does not mean
that they actually are equal for all variables. However, the probability of
their being equal is greater than the probability of their not being equal, if
the random assignment was carried out properly. The exception lies with
small groups where random assignment could result in unequal distribu-
tion of crucial variables. If this possibility exits in your study, perhaps one
of the other methods of control would be more appropriate. In most
instances, however, randomization is the best method of controlling
extraneous variables.

The principle of randomization applies to both Level II and Level III stud-
ies. In Level II studies, a random sampling technique results in a normal
distribution of extraneous variables in the sample, which approximates
the distribution of those variables in the population. Probability theory
demonstrates that this will happen in 95 random samples out of 100 from
the same population. The purpose of randomization at Level II is to ensure
a representative sample so that your result can be generalized from the
sample to the population.

At Level III, randomization comes into play when you randomly assign
subjects to experimental and control groups, thus ensuring that the
groups are as equivalent as possible prior to the manipulation of the inde-
pendent variable. Random assignment ensures that the researcher was
not biased in putting certain people into the experimental groups.
Instead, each subject had an equal chance of being in any of the groups at
the beginning of the assignment process.

Here is one method of random assignment. This method is called sys-
tematic assignment to groups with a random start and is used when the
sample is expected to arrive sequentially, such as patients do in an emer-
gency room on any given day. When the first patient who meets the criteria
for the sample arrives, that person is randomly assigned to one of the
groups. This assignment can be done by flipping a coin or by drawing a
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number out of a hat. If the study has four groups, and the first patient is
assigned to group 2, the next patient goes to group 3, the next to group 4,
the next to group 1, and so on. With this method, you make no choice as to
which group a patient will be in, and the groups will be of approximately
equal size at any given time during the study. This is important if you
expect it to take a long time to fill the groups to the desired size.

If all the subjects are available at the beginning of the study, you can
place tickets in a box with group numbers representing the way you want
the subjects distributed (that is, 30 subjects per group divided into four
groups), and then have each subject draw a number. If you use this
method, and subjects arrive sequentially over a long period, you might
end up with one group filling sooner than the others, which could intro-
duce some bias into your study.

Whichever method is used, every precaution must be taken to remove
subjectivity from the assignment of subjects to groups. Clinical studies,
for example, have been seriously affected by having professional staff
reassign subjects away from the protocol. A research colleague once
reported having to cancel a clinical experiment because the nursing staff,
believing that the experimental variable was highly successful, began
assigning patients who they felt would benefit from it rather than follow-
ing the protocol for random assignment. Such decisions should not be
made by clinical staff, so the research design must be carefully monitored
to make sure the system is carried out.

Homogeneous Sample
One simple and effective way of controlling an extraneous variable is not
to allow it to vary. Choose a sample that is homogeneous for that variable.
For example, if you are concerned about the effect that the patients’ cul-
tural backgrounds might have on your study of pain, choose a sample
from only one cultural group, such as all Asian Americans or all Mexican
Americans. In this way, you have eliminated the possible effect that the
subjects’ cultural backgrounds might have on their responses to pain
because they all represent the same culture. This method has one serious
drawback, however: the ability to generalize the findings is limited. As
you might expect, if you study only Mexican Americans, then your results
apply only to Mexican Americans and not to African Americans, Asian
Americans, or Native Americans. If the sample is limited to one age group,
the results apply only to that age group because the relationship you find
between your variables might be different for other age groups. You will
not know; you can only guess.
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For example, in the example on job satisfaction, the sample could be
limited to nurses with bachelor’s degrees or to nurses older than 50 years
of age. On the other hand, the study could be of nurses on night shift or
nurses who are in critical care units. The sample is being made homo-
geneous for certain variables and not others. Kang, in her study of uncer-
tainty and health locus of control in patients with atrial fibrillation, sought
to have a homogeneous sample on the variable of diagnosis, choosing
only participants diagnosed with atrial fibrillation within the previous six
months. Excluded were people diagnosed more than six months ago,
those with any disease other than atrial fibrillation within the previous
three months, and anyone with a terminal illness. Thus Kang attempted to
control for the potential effect of duration of diagnosis, as well as that of a
new diagnosis and/or the effect of expected death on the participant’s
perceived uncertainty (Kang, 2009).

Matching
When randomization is not possible, or when the experimental groups
are too small and contain some crucial variables, subjects can be
matched for those variables. The experimenter chooses subjects who
match one another for the specified variables, such as gender, age, 
and diagnosis. One of these matched subjects is assigned to the 
control group and the other to the experimental group, thus ensuring
the equality of the groups at the outset. In survey designs, comparison
groups can be created through matching, allowing theory to be tested
without experimentation.

Costanzo et al. examined whether cancer survivors showed impair-
ment, resilience, or growth responses in four domains—mental health
and mood, psychological well-being, social well-being, and spirituality—
compared to a sample matched on age, gender, and educational level who
reported no cancer. All participants in this study were part of a large sur-
vey in the United States. Cancer survivors were a subset of this large sam-
ple. Matching individuals were identified by a computer program, and two
individuals were randomly selected from this group for each cancer sur-
vivor (Costanzo, Ryff, & Singer, 2009).

The process of matching can be time-consuming and often introduces
considerable subjectivity into sample selection. If you use matching, limit
the number of groups to be matched and keep the number of variables for
which the subjects are matched low. Matching with more than five vari-
ables becomes extremely cumbersome, and it is almost impossible to find
enough matched partners for your sample. Matching may be used in all
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research designs (besides Level III) when you are looking at certain out-
comes and want to have as much control as possible.

Building Extraneous Variables into the Design
When extraneous variables cannot be adequately controlled by random-
ization, they can be built into the design as independent variables. They
would have to be added to the data collection plan and tested for signifi-
cance along with your other variables. In this way, their effect can be meas-
ured and separated from the effect of the variables you wanted to study
initially. Particularly in experimental designs, but also in descriptive sur-
veys, the effect of these variables can be removed statistically from the
total action of the variables. This method adds to the cost of the study
because of the additional data collection and analysis required. Therefore,
it should be used with caution.

In exploratory descriptive studies where the nature of the variables is
not known, extraneous variables are said to be built into the design. The
purpose in these studies is to identify the relevant variables and assess
their relationship in the data analysis. Therefore, it is essential that you
treat all variables as independent during the data collection so that no
data that later might point to relationships among variables will be over-
looked. The separation of extraneous variables from independent and
dependent variables is part of the analysis of data in exploratory research.

Bias
Bias results from collecting the data in such a way that one answer to the
research question is given undue favor over another. Bias can be intro-
duced into a study at any point, from the initial writing of the research ques-
tion to the conclusions of the research report, and must be constantly
guarded against when you are developing your research project. All
researchers are biased in relation to their own studies as a natural outcome
of their intense interest in their research topics. We all know how we would
like our studies to come out and what we think we will find when we collect
and analyze the data. We are therefore obligated to avoid influencing the
outcome in any way, even unconsciously. The results must be an objective
reporting of the real situation. Because most researchers are scrupulously
honest in the accuracy with which they handle their data, we will only deal
with the two areas where bias can easily be introduced (even by the most
honest researcher) if care is not taken. These are during the sample selec-
tion and data collection phases of the project. (The other area of concern is
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the interpretation of data, which we do not deal with in this book, but you
need to be aware of it when you are critiquing research reports.)

Because you know what you would like your results to be, you want to
avoid unconsciously swaying the study in that direction. During sample
selection, if you are not able to use random sampling techniques, it is too
easy to acquire a biased sample if you are not careful. Always take precau-
tions to maintain objectivity whenever you can, and use methods to pre-
determine who will be in your sample; do not wait until you are face to
face with potential subjects to decide. For example, if your plan is to inter-
view hospitalized patients on a particular unit, choose the room numbers
you will visit from an available list, and then ask all patients in those
rooms to be interviewed. If an interviewer arrives on a nursing unit to
select patients without these kinds of guidelines, he or she may end up
choosing patients who look as if they would enjoy being interviewed—a
biased sample! Another biased sample could result from asking a staff
member to recommend some patients for interview because you would
not know the staff member’s criteria for the recommendation. Any time
random selection is not possible, make your choice of subjects as objec-
tive as possible by reducing the number of choices available to you by
setting predetermined guidelines.

Bias during the data collection phase of research means that the
researcher is either influencing the responses of the subjects in some way
or is selectively recording data according to conscious or unconscious
predispositions.

In the first case, the subjects’ responses are influenced in any one
direction by the way in which data collection is approached. This is easi-
est to do in an interview, where subjects can be given the impression that
one response will be received more favorably than another or that one
response represents the best choice. Careful training and monitoring of
interviewers is required to prevent undue influence from affecting inter-
view responses.

The second case refers to selective recording of data by the researcher.
This can occur in observational studies and in reviewing audiotapes,
audiovisual tapes, and written documents, even when structured tools
are used to record the data. Selectively focusing on some parts of the data
and overlooking significant opposing views can be easily done by persons
eager to prove a point. Everyone must guard against this happening by
building in checks and balances—such as having an impartial colleague
periodically work along with the researcher. Other checks and balances
are discussed in Chapter 10, in the sections on reliability and validity in
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participant observation. You cannot completely eliminate bias from an
exploratory study because of the essential flexibility of the design. You
can, however, plan for as much objectivity as possible and keep in mind
the limitations of this design when drawing conclusions from your data.

In other levels of designs—descriptive survey designs and experimen-
tal designs—the elimination of bias from the data collection becomes
more critical. The influence of the investigator’s bias in an exploratory
study, though difficult to eliminate, can at least be described along with
the data. If, however, inferences are to be drawn from the data, there is no
room for bias. Therefore, every precaution must be taken to prevent influ-
encing the data collection process.

The Hawthorne Effect
The Hawthorne effect refers to the effect that the knowledge of being the
subjects of a research study has on the subjects’ responses. In experimen-
tal studies, care needs to be taken that the resultant changes in the
dependent variable can be attributed to the independent variable and not
to the special attention given to the subjects in the experimental group.
When testing the effect of nursing interventions, it may be wise to equal-
ize the amount of nursing time spent with patients in both the experimen-
tal and control groups to rule out the possibility that the patient is
responding to the interaction with the nurse rather than to the interven-
tion. The control group can be thought of as a placebo group in which
nursing interaction is provided without the experimental variable.

In the early stages of nursing research, many studies capitalized on the
Hawthorne effect without realizing that they had done so. These early
clinical studies used a two-group experimental design in which the con-
trol group received the usual nursing care and the experimental group
received the full force of a deliberate nursing intervention. In every case,
the experimental group was significantly different from the control group.
Because of the Hawthorne effect, these studies did not prove anything
except that deliberate nursing actions do make a difference. They did not
prove which interventions were better than others.

To minimize the Hawthorne effect in experimental designs, or at least
to account for it, try to use more than one experimental group and prefer-
ably those who are competitive with the point you are trying to make. For
example, in a patient teaching study, have several experimental groups
who receive different teaching methods, or have a group that receives
individualized attention from a nurse for the same length of time as the
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experimental group that receives the experimental variable. Otherwise,
you will prove, once again, that people appreciate being noticed, even as
research subjects.

Time
This category is used to cover those factors resulting from the fact that
life goes on during the research process. Events that occur just before or
during the study period can affect the responses of subjects, yet have
nothing to do with the study—for example, an earthquake, a race riot, or
a movie on television. These events can produce changes in attitudes,
feelings, and behavior; if the researcher is unaware of their effect, they
can lead to erroneous conclusions. Interviewing patients about sensory
disturbances during the aftermath of an earthquake would produce some
interesting data. But the data would be related to the earthquake rather
than to being a patient. If you are questioning people about controversial
issues to assess their attitudes, it would be wise to check the television
schedule for the week of your data collection to avoid coinciding with a
special program on your topic.

Developmental or maturation processes also can influence the vari-
ables you are planning to measure, particularly if your subjects are very
young or very old. This is of special concern when it is necessary to have
a long interval between data collection times. The use of control groups
may be necessary to rule out the possibility of developmental changes. 
A special counseling program for disadvantaged students, for example, is
expected to ease the students’ adjustment to nursing school. A control
group would give substance to the fact that the special counseling pro-
gram did ease adjustment and that the students’ adjustment was not due
simply to the social experience that the school provides.

Level of Study and Degree of Control
In Level I studies, where as much flexibility as possible is encouraged, the
concept of control of the variables in the design has little relevance. What
is needed at Level I is the concept of control of external influences on the
research process itself. Here you are concerned with the biases of the
researcher and how to control or minimize them. You are expected to keep
a journal of events that occur when you are doing exploratory research so
that you can account for possible alterations in the study that may be
related to these events. The Hawthorne effect occurs in Level I studies
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when the subjects react to being studied. It is controlled over time, when
the presence of the investigator becomes so familiar that the subjects be-
come unaware they are being observed.

At Level II, you are more concerned with controlling extraneous vari-
ables in the design and conduct of the study. When you are looking for sig-
nificant relationships between two or more variables, you must be sure
you have accounted for all other variables that might influence the inter-
action of the variable you are studying. These are accounted for by ran-
dom sample selection and by collecting data on key extraneous variables
so that their effect can be measured. At Level II, you are not as concerned
with the bias of the investigator because the objectivity of the structured
data collection methods tends to minimize investigator bias.

In experimental studies at Level III, you must be careful to control extra-
neous variables that occur as a result of time, the Hawthorne effect, or
sampling. To accomplish this control, you attempt to keep the experimen-
tal conditions identical for the various groups in your design. You begin by
randomly assigning the sample to the groups so that they will be equiva-
lent at the beginning of the experiment. In addition, you may select a rela-
tively homogeneous population to begin with so that some extraneous
variables do not have to be considered. Next, make sure that the treatment
of the groups throughout the collection of the data continues to be the
same in every respect except for the application of the independent vari-
able. Data on the dependent variable are collected in the same way from all
groups. An excessive dropout rate from one of your groups may be an indi-
cation that the experimental conditions are not being maintained for all
groups and that some subjects are dissatisfied with their role in the study.

In summary, the research design provides the blueprint for the research
plan specifically in terms of the control mechanisms that will be used to
provide a clear and accurate answer to your research question. The level
at which you can study a given research topic is based on the level of
knowledge already in existence about that topic. This will also affect the
degree of control you can achieve over the variables in your study. To gain
sufficient depth of information, the flexibility that is required for a Level I
exploratory study will limit the degree of control over the study condi-
tions. To achieve maximum control, every detail of a study must be
planned in advance. Therefore, at Level I, control is limited to the choice of
the initial sample and most commonly results in a homogeneous sample.

At Level II, the major concern is to maximize the external validity of the
results; therefore, the critical control mechanism is the random selection
of subjects from the population. When this is not possible in a Level II
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study, it is always considered to be a serious limitation in the design. Also
at this level, you will be concerned with maintaining consistent conditions
throughout the study so that bias in data collection will be minimized.

Experimental designs require maximum possible control over extraneous
and intervening variables so that internal validity can be maximized. You
want to be able to say with some assurance that the results are an accu-
rate reflection of the action of the independent variable. Thus random
assignment to groups is essential, as is maintaining consistent study con-
ditions for all groups. When planning a Level III study, your goal is to be
able to foresee every detail of the design so that unwanted influences can
be avoided.

Regardless of the level of study you are planning, the design phase will
require significant time and effort on your part to think through the ele-
ments that will be required to provide the answer to your question. This
time is well spent, however, in terms of the time and effort it saves later
when you are carrying out the steps in your plan.
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151

 TOPICS

Types of Samples
Sample Size
Level of Study and Sample Selection
Bibliography

 LEARNING OBJECTIVES

• Identify the defining characteristics of probability and nonprobability
samples and outline the specific types of samples that fall into each of
these categories.

• Explain the factors to consider when developing a sampling plan for
probability and nonprobability samples.

• Describe the relationship between the level of the study and the type 
of sample needed for a study.

Selecting the Sample

151

C H A P T E R  E I G H T

When you stop to think about the population for your study, you will real-
ize that by now you have already given considerable thought to this topic
in the process of developing your question into a research problem and in
planning the design for your study. All along you have had a picture in the
back of your mind of the group of subjects that would provide the data for
your study. Usually, in nursing research, the subjects are people, but they
can also be events, animals, cells, cultures, places, or objects. For simplic-
ity’s sake, in this discussion, we will proceed as though the subjects were
always people.
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The total population (or universe) can be defined as everyone in the
world who meets the criteria for the people you are interested in study-
ing. To decide who makes up this group, you need to look back at the pur-
pose of your study. Perhaps you have said you would be studying
pregnant teenagers, or preterm infants, bereaved widows, people with
diabetes, hospitalized inpatients, or the general public. Now is the time to
describe these people as fully as possible in relation to who they are,
where you will find them, and when they will be found. Your total popula-
tion could be all members of a village or tribe, all citizens of a town or city,
all members of the United Nations, all individuals with breast cancer, all
members of a single racial or ethnic group in the United States, or all stu-
dents in baccalaureate nursing programs. Some of these represent very
large groups of people; others are quite small. As you begin to describe
your total population more fully, you will begin to eliminate some people
as possible subjects. Perhaps you will be studying pregnant teenagers but
are only interested in girls between the ages of 10 and 14 years who are in
their first trimester. Now you have narrowed your focus considerably and
have eliminated most of the pregnant teenagers in the world from eligibil-
ity for your study. Or perhaps you now realize, because of the conceptual
framework you have used for your study, that you really want to concen-
trate on girls who reside in juvenile detention centers. This has further
delineated your population. Now your total population looks like this:
pregnant girls, ages 10 to 14 years, in the first trimester of pregnancy, who
are incarcerated in juvenile detention centers in the city of Los Angeles.
This is the group from which you would like to sample and to whom you
would like to generalize your results, so you have answered the who,
where, and when part of the definition of your population. You can now
call this your target population.

The target population is always the theoretically available group to
whom you expect to generalize your results. Sometimes this group is
identical to the total population with which you started. For example, if
your total population had been the current active members of the West
Coast Cocker Spaniel Club, your task would now be simple. To answer the
questions of where and when, you would obtain a mailing list of the cur-
rent members from the club secretary and could draw your sample from
that list at any time during the current fiscal year. Your total and target
populations are identical. The same would be true if your task were to
conduct the United States census in 2000. Your total population would be
everyone residing in this country at the time of the census in 2000, and
your target population is this same group.
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This was not true for the population of pregnant teenagers that we pre-
viously described. It took several steps to get from the universe of preg-
nant teenagers to the target population that represents the group you
really want to study. Even now, however, the target population of pregnant
teenagers in juvenile detention centers in one city is too complex for you
to handle, and so you begin to limit, or target, your study to an even more
accessible group. The total population of pregnant teenagers becomes
more specifically targeted to one juvenile detention center in your city to
which you have access. Remember, the target population is the group that
is theoretically available to you and to which you plan to generalize your
results. The more you limit, or target, this population, the smaller the
group to whom you can generalize in your final analysis. One specific
juvenile detention center in your city is not representative of your original
total population, and so you must change your idea of the total popula-
tion to include inmates of just one juvenile detention center.

Some of the considerations you will make in targeting your population
stem from your own resources. Can you get to the population after you
have defined it? Are the subjects in your geographic location or do you
have funds and transportation to get to them? Can you get permission to
study the subjects you have targeted? Your study population is dependent
on your resources, including the amount of time and money you have avail-
able to do research. If you want to study current college presidents, the
total population in the world is very likely too much to handle, so you may
limit your target population to US college presidents and sample from that
group. You may decide on eastern college presidents or presidents of col-
leges in your own state. Each subsequent geographic narrowing targets the
population further, and with each narrowing you further limit the group to
whom you will generalize your results. At the same time, you are making
your sample selection more and more reasonable. Think of targeting as nar-
rowing or limiting the total population into something reasonable.

One further consideration needs to be made when you are finalizing
the definition of your target population, and that is to make sure the popu-
lation will be accessible to you when you get ready to select your sample
and collect your data. This is the single most serious problem facing any
researcher. Nothing is more discouraging than finding that the subjects
you need are either not accessible or not available when you need them.
Sometimes it is a problem of getting permission to access the subjects.
Several students recently tried to access a population of AIDS patients
for research and found that these patients are very protected by the
organizations responsible for their care. Although as nursing graduate
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students they could get permission to give nursing care through a home
health agency, they were not allowed to collect data for research. For
your own population, you must give serious consideration to whether or
not you will have permission to study them when you get to them. If the
target population is not accessible to you, you cannot proceed.

The question of availability must also be considered. Are you sure
there will be enough subjects available from which to draw your sample?
How many pregnant girls are there at juvenile detention centers between
the ages of 10 and 14 years at any given time? Perhaps even the entire
population will not provide you with enough data to do your study.
These are questions that can be investigated before casting your target
population in cement. It is much better to discover these kinds of prob-
lems during the process of defining your population rather than after the
study is under way.

When you have completely defined your target population, you can
choose your sample from that group. The population is the group of peo-
ple you are interested in studying. The sample merely represents them.
Be as detailed as you can about who qualifies to be in the population, and
your sample selection will be easier.

If you plan to replicate another study, remember that the population in
your study must closely approximate the population used in the original
study. The setting in which you find the subjects will be different, but all
other aspects of the original population should be identical. For example,
if the original study used nurses from two-, three-, and four-year programs;
any age, gender, race, or ethnic background; working at UCLA Hospital
within three years after graduating from nursing school, your replication
study must use a population as close to this one as possible. Perhaps you
are doing the study in Seattle and want to use nurses working at the
University of Washington Hospital. This change is acceptable provided
that you keep the other characteristics of the population the same.

When you replicate a study done by another researcher, you cannot
possibly use the exact target population the other researcher used
because you are not in the same place at the same time. In a sense, the dif-
ference in time and location validates the findings. In multiple concurrent
replication studies (Brink & Wood, 1979) and clinical trials, the replication
of a research project occurs simultaneously in multiple settings. Several
investigators conduct the same study, using the same design, at different
locations. Each can generalize only to the target population in the local
setting. However, the total population can be expanded through compari-
son of the concurrent replication studies.
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Where your subjects will be found is a major element in your popula-
tion description. If you are interested only in ICU nurses at Battleground
Hospital, say so. If you are interested in nursing staff or patients at a par-
ticular nursing home or day care center, specify where the population will
be found. Populations must be defined according to location as well as to
the time when the study will be done.1

Types of Samples
After you have set up the criteria for inclusion in your sample by describ-
ing the population in detail, you must determine whether yours will be a
probability or nonprobability sample (see Table 8-1). In probability sam-
pling, each element in the population has a known probability of being
included in the sample. In nonprobability sampling, this probability is
unknown. Some individuals may have no chance of being included,
whereas others are sure of being subjects in the study, but these chances
are not known to the researcher.

With probability sampling, the sample is much more certain to be repre-
sentative of the population, making it possible to estimate the degree to
which the findings differ from those that would have been obtained if the
whole population had been studied. In addition, it is possible to calculate
the necessary sample size for the margin of error you are willing to accept.

Nonprobability sampling, on the other hand, may or may not accurately
represent the population. It is usually more convenient and economical
and allows the study of populations when they are not amenable to proba-
bility sampling or when it is not possible to locate the entire population.

Probability Samples
The probability sample reduces the possibility of bias in sampling and
ensures a more representative sample because the probability of each per-
son in the population being selected for the sample is known. There must
be an available list of all members of the population from which the sam-
ple can be drawn. This available list of the population is the single most
important criterion in determining whether probability sampling is possi-
ble for a given study. If it is, then one of the three types of random sampling
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TABLE 8-1
Sample Selection

Probability Sampling Nonprobability Sampling 
Assumptions
A complete list of all members of the target No list of all members of the target population is 
population is available. available, or availability is expected to be sequential.
The researcher knows the probability of each There is no way to estimate that all members of the 
subject being in the sample. population have some chance of being in the sample.

Systematic Sampling with Random Start Nonprobability Systematic Sampling 
Obtain a list of the population. No list of the population is available. 
Begin sampling with a random start. Begin with the first available subject. 
Select every nth subject from the list until a Select every nth subject until enough subjects have 
predetermined number has been reached. been obtained. 

Simple Random Sampling Convenience Sampling 
A specified percentage or number from the A minimum number of subjects (or time frame) is 
population is determined in advance. determined in advance. 
All members of the population are assigned a Every person who meets the criteria is asked 
number (such as a Social Security number). to participate. 
From a table of random numbers, select from The researcher goes to the setting and selects the 
the population until the sample size is reached. sample from persons who meet the sample criteria. 
Each member of the population has a known The actual population is unknown; other terms for 
chance of being selected. convenience sample are available sample, accidental

sample, deliberate sample, and chance sample. 

Stratified Random Sampling Quota Sampling 
Divide the population into strata based on the Make up a list of the criteria needed to divide the 
sample criteria. sample into groups (such as age, gender, education). 
Draw a predetermined number from each group Decide on the number from each group you want 
using a simple random sampling technique. in the sample, then go to the setting and select a

convenience sample until you have filled your 
quota in each group. 

Cluster (Multistage) Sampling Network Sampling 
List the relevant geographic locations of the Locate an individual or group that meets the sample 
populations (states, counties, cities). criteria who agrees to be in the study (or a person

known by persons who meet the sample criteria). 
Draw a simple random sample from that list Obtain from the first and each subsequent member 
until your predetermined number is reached. of the sample the names of (or a method of contacting)

other individuals who meet the sample criteria. 
List the sample according to the next relevant Continue the previous steps until the predetermined 
criterion (such as schools or healthcare facilities). number has been reached or until all contacts are

exhausted. 
Draw a simple random sample from the new list 
until the predetermined number is reached. 
Repeat the previous steps until all relevant criteria 
have been exhausted. At the last stage, list all 
members of the population and draw a simple 
random sample to the predetermined number.
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can be used. If there is no list, a nonprobability sample is required. Sample
size is discussed later in this chapter.

Simple Random Samples
The basic probability sampling design is the simple random sample,
which gives every element in the population an equal chance of being
selected. First draw up a numbered list of the population. Then refer to a
table of random numbers. Beginning at some arbitrary point on the page,
move up or down the column of random numbers one by one, counting
off enough to complete your sample size. Now look for numbers from
your population list that correspond to the random numbers, and they
become your sample. Tables of random numbers can be found in many
statistics books and provide a good method of taking simple random sam-
ples. There are also computer programs that will generate random sam-
ples for you.

Examples of population lists that can be used by nurses for simple ran-
dom samples are members of a state or national nursing organization; all
students enrolled at a university; all nurses with a current nursing license;
all members of the county heart association; all babies born in the county
or state during a given day, month, or year; all nursing schools accredited
by the National League for Nursing; all hospitals with more than 200 beds
that are licensed in a given city or state; all records of patients who were
admitted (or discharged) with a given diagnosis within the last year at a
given hospital; or all incident reports related to medication errors within a
hospital or series of hospitals. There are many more possibilities; the key
element is that a list of all members of the population must be available.

The following are some examples of how to draw simple random sam-
ples. Remember that in a simple random sample each element in the avail-
able population should have an equal chance of being selected.

• Example 1: From an available population of all inpatients at Walter
Reed Army Hospital on December 1, 1988, and using the last four
digits of the patient registration number, begin at the top of the fifth
column of a table of random numbers and proceed down the page
until 50 numbers have been selected. Select 10 more numbers to
serve as replacements. Alternatively, using the last four digits of the
patient number, use a computer program to generate a random
sample of patients.

• Example 2: From an available population of all students in a research
class at Azusa Pacific University, all students in the class who agree
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to participate in the research project will pull a slip of paper out of a
box. Thirty percent of the slips of paper will state, “You are a mem-
ber of the sample!” Five percent of the slips will state, “You are an
alternate.” The rest of the slips will be blank. There are just enough
slips for the number of students in the class. As each student selects
a slip, the content of the slip is recorded. During the selection
process the probability of each student being in the sample or an
alternate can be calculated. Again, the alternate list is used for
replacement purposes and is used from first to last.

• Example 3: From a target population of all currently registered grad-
uate nursing students at the University of Alberta, and using a table
of random numbers, select 10% of the listed registration numbers
on February 4, 2010. An alternate list will be established by select-
ing a further 5% at the same time as replacements for those in the
first list who decide not to participate in the study. Alternates will
be approached in the order in which they were selected from the
table of random numbers.

If a simple random sample is both possible and appropriate to your study,
there is no better method of selecting subjects. Objectivity can be obtained
and much bias eliminated, thus strengthening the results of the study.

Stratified Random Samples
This method is based on the same principle as the simple random sample,
except that before the sample is drawn, the population is divided into two
or more strata or groups. A simple random sample is then taken from
each group. For example, if having equal numbers of men and women is
vital to your study, you can divide the population into two groups accord-
ing to gender and then draw an equal number of subjects from each
group. Remember that the variable chosen as a criterion for stratifying a
sample must be important to the purpose of the study.

In a study of the relationship between educational preparation and
nurses’ behavior, a stratified random sample would be very appropriate.
If a simple random sample of nurses is taken, the proportions of subjects
from each type of educational background will not be equal. In fact, some
might be missing altogether. Therefore, it makes sense to first divide the
population into strata according to educational preparation and then
draw random samples from each group. The probability of being selected
can be calculated for each element in the population, even though it may
not be equal among groups.

158 CHAPTER EIGHT SELECTING THE SAMPLE

71799_CH08_FINAL.qxd  2/4/10  12:54 PM  Page 158



Like simple random samples, this method requires a complete list of the
population. It also requires information on the criterion for stratification.
So if you plan to stratify by educational preparation, your list of the popu-
lation must include information about educational preparation. The ease
with which you can obtain the necessary information about the sample
may help you decide whether to use stratified random sampling. Stratified
sampling simply allows you to control the size of the sample from each
stratum but does not increase the validity of your answer.

The whole point of stratifying a sample is to make sure that certain char-
acteristics of a population are in the study. If you were interested in a study
of diabetic behavior and you wanted to be sure that you had specific
groups included, such as type of diabetes or age of onset (childhood or
adult), you would want to stratify your sample on that basis. This way, you
are sure that specific characteristics will be present in the sample. Some-
times studies are stratified by gender to be sure of equal representation.

Sometimes the question is asked, Should I use equal numbers in my
strata or should I use percentages of my population? The answer is up to
you. Do you want to have a particular number of subjects in your final
sample, or is the total sample size irrelevant for your study (outside of the
computation of error and levels of confidence)? In other words, it makes
no significant difference whether you use 10% or a total of ten in each
stratum as far as the sampling technique is concerned. It makes a differ-
ence in relation to your computation of the size of the final sample you
wish to have. Frequently, too, the difference will be determined by the
number of strata and their complexity.

If you were studying the nutritional status of school-aged children
(K–6), you might want to be sure you include both boys and girls as well
as the major ethnic or racial groups represented in your school. First you
stratify your school by grade:

K 1 2 3 4 5 6

Then you stratify by gender:

K 1 2 3 4 5 6

M F M F M F M F M F M F M F

If you want to include ethnic or racial groups, you would have to decide
which ones you want to be sure to include. If your school has a substan-
tial proportion of children who are black (B), Hispanic (H), and white (W),
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you might want to be sure each major group is represented, so your strati-
fication plan would look like this:

K 1 2 3

M F M F M F M F

B H W B H W B H W B H W B H W B H W B H W B H W

This is the way you plan out your stratification procedures prior to doing
any form of data collection. As you can see, the more you stratify, the
more complex your sample becomes. The only reason for stratification in
a study of this nature is to ensure representation of the major elements in
the population. Otherwise, if you had simply drawn a simple random sam-
ple of all children in the school, your final sample may not have had any
kindergarten children, or may have had an overrepresentation of Hispanic
children, or may not have had enough boys. You could have stratified on
grade level, on gender, or on ethnic group, but if you wanted to ensure
representation of ethnic groups and genders at each grade, this is the way
you would have to plan your sample.

Cluster Samples
In large-scale surveys, when the population represents broad geographic
areas or large numbers of people, simple random samples and stratified
samples can be very expensive. A nationwide sample of nurses might
necessitate sending interviewers to scattered localities across the country,
and the expense could become prohibitive. A cluster sample would reduce
the expense while allowing the results to be generalized. The cluster sam-
ple method is also called multistage sampling because the process of sam-
pling moves through stages until the final sample has been selected.

Starting with the overall population for the study, such as all nursing
students in the state, you would proceed as follows: Prepare a list of coun-
ties and draw a random sample. Prepare a list of nursing schools in those
selected counties and take a random sample of the schools. Then prepare
a list of students from these schools and make a random selection of a
sample of students. This three-stage process yields a representative sam-
ple of nursing students in this state, yet the location of the students is lim-
ited first to the counties selected and then to the schools selected from
those counties. The savings in time, travel, and expense can be enormous
by using cluster sampling.

As with simple and stratified random sampling, cluster sampling requires
that lists of elements in the population be available. In cluster sampling,
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however, complete lists of the final subjects are not necessary until you
reach the final stage. Then, you need only obtain complete listings of the
elements needed for that stage.

Nonprobability Samples
The use of nonprobability samples is often a necessity in nursing
research, as in other disciplines. Some populations do not have lists avail-
able. For example, if your population is defined as women in menopause,
you will not find a list of names from any single source. Nor will you find
complete lists of populations of heroin addicts, alcoholics, or persons
with upper-respiratory infections. These populations have no central reg-
istry, no gathering place, and unless you redefine your population to
include only those receiving some type of treatment, you will have no way
to locate a list of the population. This is not to say that you cannot obtain
samples of these populations but, rather, that the sample cannot be a
probability sample and will have to be obtained by some more deliberate
method. Keep in mind that the sample must fit the purpose of the study.
Therefore, your goal must be to find the sample that best represents your
population rather than one that uses the most sophisticated sampling
technique. Nonprobability samples are particularly useful with patients
when the total population is unknown or is not available.

Convenience Samples
A convenience sample (sometimes called an available sample) is a non-
probability sample that happens to be available at the time of the data col-
lection. To obtain a convenience sample of patients, you could simply plan
to include those patients who happened to come in to the clinic on data
collection day, or choose the first 50 people who come into the emergency
room on a particular Saturday night. There is no way of estimating the
potential bias in this kind of sample, but it is possible to plan for objectiv-
ity so that subjects are not deliberately selected by the researcher.

Many samples in nursing studies are convenience samples because of
the availability of patient groups through treatment centers. You will proba-
bly not know in advance who will come in for treatment, and you may have
to wait for a sufficient number of new patients to arrive before the sample
selection is complete. For example, if the target population is defined as
new diabetics being treated for the first time in an outpatient clinic, it may
take considerable time for a sufficient number of new diabetic patients to
present themselves for diagnosis and treatment at the outpatient depart-
ment. However, you can estimate approximately how long it will take to
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obtain your sample because you know from past information how many
patients usually arrive at the clinic each month.

Other examples of convenience samples are all male Caucasian patients
admitted to the coronary care unit for myocardial infarction during the
month of February; all mothers whose premature infants are born during
the study period; all children between the ages of two and four years who
are admitted for tonsillectomy or herniorrhaphy during the study period.

Network Samples
A nonprobability sampling technique that is seldom discussed in the liter-
ature is network sampling.2 This is a method that is useful in studies
where it is difficult or impossible to locate the population. You may know
that the population exists but have no idea where to look for a sample.
Network sampling takes advantage of the fact that all human beings have
social networks. Everyone has friends that have certain characteristics in
common. For this technique, you need only locate one individual who has
the desired characteristics and then ask that person to help you get in
touch with friends who would also meet your sample criteria. Network
sampling is extremely useful in finding socially devalued urban popula-
tions, such as addicts, alcoholics, child abusers, and criminals, because
these people do not readily reveal themselves to strangers or outsiders. It
is also useful for finding groups, such as successful dieters, widows,
women experiencing menopause, and so on. These groups are hard to
locate by the usual methods, but by finding a link in the social network,
one subject will lead the researcher to others. Sometimes it is the only
way to locate a difficult-to-find population.

Quota Samples
Like the convenience sample, the quota sample uses available subjects,
but it takes additional steps to ensure inclusion of representatives from
certain elements in the population. It can ensure that these elements are
present in the same proportion in the sample as they appear in the popu-
lation. This method is used when a convenience sample does not provide
the desired balance of elements. For example, the postpartum unit in your
hospital may have a patient population that is predominantly Hispanic;
therefore, whites and blacks do not appear in sufficient numbers in this
convenience sample. To counteract this problem, ethnic percentages are
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specified so that the proportion of each group in the sample represents
the ethnic breakdown of total population.

Like stratified random sampling, quota sampling allows you to control
the numbers of sample subjects with desired characteristics. When you
have several independent variables (for example, age, education, diagno-
sis, ethnic background), you will have to ensure that you have enough
subjects in each category of independent variable so that you have
enough data to analyze the relationships among your variables. For exam-
ple, if you plan to categorize education according to levels so you can ana-
lyze the differences among them, you must have a sufficient number of
subjects in each category for your analysis to be valid. In this instance, a
quota sample would be appropriate, and it might be a good idea to have
equal numbers of subjects in each group, instead of groups proportionate
to the population distribution of educational level, to simplify the data
analysis. Whether or not you decide to use a proportionate quota sample
or an equal number depends on your research question. Whichever sam-
pling technique best answers your question is the one to use.

Systematic Samples
You will find reference to systematic samples in published research
reports and other research texts. Systematic sampling is the selection of
every nth member of the available population, after beginning with a ran-
dom start. If you used a telephone book or a list of students, you might
select every fifth or every tenth person on the list. If you wanted to inter-
view people on the street, you could decide to approach every third per-
son. If you were interviewing inpatients you could select every other room
or every room with an even number and interview every patient in the win-
dow bed. These are all predetermined methods of selecting a systematic
sample that are obviously not probability samples but are not as subjec-
tive as convenience samples. The purpose here is to try to avoid the sim-
ple human biases that creep into nonprobability sampling techniques:
interviewing people who make eye contact or smile at you, interviewing
your friends, interviewing people who look good, and so on. The decision
about who will be in the sample is predetermined rather than left up to the
researcher at the time of selection. Systematic sampling is a type of non-
probability sampling technique that is intended to control investigator
bias in sample selection but does not meet the criteria for probability sam-
pling because it does not control for environmental bias and does not
ensure random distribution of extraneous variables. In addition, a system-
atic sample can introduce bias into the sample if there is some bias to the
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order in which the population is listed. In using the telephone book, for
example, the sample can omit entire ethnic groups and overrepresent oth-
ers because of the alphabetical listing of the names. Choosing every other
patient room in a hospital unit sounds objective, but there may be some
bias of which you are unaware in the way patients are assigned to rooms.
Therefore, you cannot know the distribution of the extraneous variables in
your study, which is the important point in probability sampling.

Sample Size
The best advice for the novice researcher is to use as large a sample as
possible. Large samples maximize the possibility that the means, percent-
ages, and other statistics are true estimates of the population. They give
the effects of randomness a chance to work. The chance of error goes
down in direct proportion to the increased size of the sample. However,
practical considerations are important, too—for example, how many peo-
ple are available from your resources?

With random samples, it is possible to set the size of the sample accord-
ing to how accurately you want to estimate the actual population parame-
ters or how much sampling error you are willing to accept. The basic
formula for computing the sampling error for a sample estimate of a popu-
lation parameter is as follows:

It is possible to devise a number of sampling plans that will ensure that
your estimates will not differ from the corresponding actual population fig-
ures by, say, more than 5% (sampling error) on more than 10% of the possi-
ble samples that you might draw from the population (level of confidence).
You can also devise plans that will produce correct results within 2%, 99%
of the time. In practice, of course, we do not repeat the same study on an
infinite number of samples drawn from the same population, but it is possi-
ble to predict the probability that the sample will produce data within 5% of
those resulting from a study of the whole population.

If you attempt to predict the necessary sample size for your study
using the formula, you will see that the larger the percentage of possible
error you are willing to accept, the smaller your sample can be. Therefore,
the more accuracy you are trying to achieve, the larger the sample should
be. However, this formula is applicable only to probability samples. When
you do use it, you must know the variance of the measurement you plan
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to use with your population. This means that the measurement must be at
least at an interval scale so that the variance can be calculated. The meas-
urement must also have been used before with the same or a similar 
population so that the variance is known. You will find that if the variance
is small, the sample size need not be as large as when the variance is
large. When none of the measurements vary too far from the mean for the
population, it takes only a small sample to obtain measurements that
accurately reflect the population. But if there is a lot of variation in meas-
urements, a larger group will be needed to incorporate the entire range of
scores in the sample.

Another way to estimate the size of the sample you will need is to do a
power analysis. A power analysis is a method of estimating that the sam-
ple is large enough to assume that your statistical analysis is meaningful
and large enough to detect errors. A power analysis is itself a statistical
analysis based on several factors: the amount of error you are willing 
to tolerate, the level of significance of the test (usually described as the 
p level), the size of the sample, the type of statistical test, and the effect
size. A power analysis accounts for all these factors. If you know any three
factors, the fourth can be calculated. There are books of tables and com-
puter programs that estimate power based on these factors. (An excellent
article on power analysis by Polit and Sherman is listed at the end of the
chapter in the bibliography.)

If you know that you can obtain a probability sample and you know the
variance of the measurement you plan to use, you can decide on your
margin of error and select the optimal sample size to use. But, as men-
tioned before, there are practical factors that sometimes limit your ability
to decide on sample size. If you have access to a group of women under-
going assertiveness training and they meet your criteria for inclusion in
your sample, you will probably use the group for your study, no matter
how large or small it may be. The practical factor influencing your deci-
sion is availability. If there is one such group available, take it. If there are
many such groups available, you can plan for the best sample size.

When you have some choice in planning sample size but cannot use
probability sampling, then the size of the sample will depend on the num-
ber and type of variables that you plan to measure—your goal, once
again, is to ensure sufficient data for your analysis. If you plan to look at
the relationships between variables, a handy rule of thumb is to plan for
at least five observations for each category of each variable. If you plot
your variables in a chart or table, you can see how many subjects you will
need to have enough data. For example, Table 8-2 shows the relationship
among gender, age, and postoperative anxiety level. With these variables
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divided into three categories each, you would need at least 90 subjects.
Each variable is then measured once for each subject.

If you plan to measure the same variable many times for the same sub-
ject over a period of time, then each measurement can be counted in the
same way as you counted subjects in the last example. Look at the table
again. If anxiety level is to be measured five times for each subject, you
will need only one subject for each of the five observations. Therefore, the
minimum sample size becomes 18. In exploratory studies, you will fre-
quently make multiple, in-depth observations of the same subjects, which
means that a small sample size will produce a large quantity of data.

Level of Study and Sample Selection
The type of sample you plan to select depends on the level of study you
have chosen to do. Level I exploratory descriptive studies require non-
probability samples for several reasons. First, there is usually an insuffi-
cient amount of information about the problem and the population to
allow you to plan a probability sample. Second, because of the exploratory
nature of the study and the flexibility of the data collection methods, it is
rarely possible to generalize beyond the immediate sample. As is true with
all sampling techniques, your major interest is to represent the population
to the best of your ability. The reason for a representative sample at Level
I, however, is to enhance your interpretation of the results and to give you
a base on which to build further studies rather than to generalize to a
broader population. Therefore, convenience, network, quota, and system-
atic samples are perfectly adequate techniques.

At the early stages of exploratory research, you begin with conven-
ience sampling or network sampling to find subjects for the study. If you
are studying patients on a ward or nurses in a hospital, you may use
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TABLE 8-2
Relationship among Age, Sex, and Postoperative Anxiety Level

Males Females

Age Age

Anxiety Level 20–30 31–40 41–50 20–30 31–40 41–50

Low 5 5 5 5 5 5

Medium 5 5 5 5 5 5

High 5 5 5 5 5 5
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convenience sampling. But, if you are interested in people out in the com-
munity who are not easy to locate, you may have to advertise in newspa-
pers for volunteers and ask people to refer their families and friends to
you, using any network system to which you have access. Probability
sampling is not possible in these studies.

At the exploratory level, the sample size is usually quite small because
you are interested in doing an in-depth study. Sometimes you find that the
entire population is very small and end up studying everyone. If, for exam-
ple, you were interested in severe acute respiratory syndrome (SARS) and
wanted to explore the characteristics of those who died from it, you
would not wait for a large sample. Rather, you would begin to study all the
victims. Five people may be a small sample, but at the time of your study,
they might constitute the entire known population.

Another facet of sample selection in exploratory descriptive studies is
the amount of time you have to spend collecting your sample. If your
resources are limited, you must plan your study within a reasonable length
of time. Your plan may call for a statement such as, “as many as possible
from January to June who meet criteria, with a minimum of five.” In this
way, you have established a minimum sample size but will do your best to
get a larger sample if you can. In a study of out-of-body experiences follow-
ing cardiac or respiratory arrest, Joy (1979) found that only the pulmonary
arrest patients recall these experiences 24 hours later. Although she inter-
viewed 24 postarrest patients over a 6-month period (all that survived),
her sample that reported out-of-body experiences was only three patients.
At this point, the resources of the researcher determine whether to pro-
ceed with the study or whether to stop and analyze the experiences of
three patients.

In using the multiple concurrent replication concept for exploratory
studies, the sample size can be expanded considerably by having several
investigators work at different locations, collecting data on different groups
of people at the same time. In this way, also, the bias of the individual in-
vestigator can be described and accounted for because each one will be
slightly different from the others.

Finally, the exploratory descriptive design is the most suitable for the
case study approach using one subject or one small group (a total popula-
tion) that the investigator studies in depth. This is the basis for biographi-
cal accounts and early studies of nursing interventions. Level I descriptive
designs that look at the characteristics of a single population typically use
either a total population or a simple random sample.

At Level II, the best approach to sample selection is the probability sam-
ple. Survey designs are based on the concept of generalizing to populations
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from samples. They also utilize nonprobability techniques when a probabil-
ity sample cannot be obtained. At this level, any deviation from the proba-
bility sample must be explained as a limitation of the design because any
such deviation diminishes the confidence you can have in the relationships
you find.

Remember that at Level II you are looking for significant relationships
between variables and that these relationships are meaningful only if 
you can apply them to populations (external validity). Level II studies uti-
lize all three forms of probability sampling techniques, depending on the
question asked.

Comparative designs are always found at Level II. The purpose of the
comparative design is to compare groups to see if they are significantly dif-
ferent on some characteristic or trait. Usually the groups utilize a stratified
random sample technique and are formed at the beginning of the study
during sample selection. There are times, however, when the groups are
not identifiable until the data have been collected using a simple random
sample. In this case, during data analysis the groups will be separated on
the variable and then compared. Thus, a Level II comparative survey can
use either a stratified sample or a simple random sample with subsequent
data analysis to form comparative groups.

Level III is similar to Level I in that nonprobability convenience sam-
pling is the most usual. In experimental designs, the investigator must
have full control of the variables. As far as the sample is concerned, this
control is maintained through assignment to groups (see Chapter 7). The
first concern in an experimental design is that the various experimental
and control groups must be equivalent at the beginning of the study 
so that the effect of the independent variable can be measured. To
ensure the equivalence of the groups, the members of the sample are
randomly assigned to the various groups, thus producing groups that
have equal distribution of the key variables (internal validity). This
works well provided that the sample is large enough. If it is not, the
researcher must ensure the distribution of key variables by some other
method. Matching and selecting from a homogeneous population are
two such methods. The use of random assignment at Level III provides
control of sample variables essential to the experimental design. These
samples are not, however, probability samples. In experimental designs,
samples are obtained by asking people who meet the criteria to consent
to be subjects—convenience samples. In clinical studies, the criteria for
being in the sample usually involve being a patient with a particular prob-
lem at a given time. It is difficult, if not impossible, to obtain a random
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sample of patients who are in need of treatment at the time of the study.
Frequently, the subjects are obtained sequentially, as they arrive for
treatment. The population is unknown; therefore, probability sampling
is impossible.

The main purpose of random sampling is to allow the results from the
sample to be generalized to the population (external validity). Although it
might seem advantageous to be able to do this at Level III, in reality it is
usually impossible. Because of the researcher’s concentration on control
of variables, the sample is usually not representative of the population.
The major emphasis is on identifying the effect of the independent vari-
able on the dependent variable and on controlling all possible variables
that might intervene in that relationship. Thus, because the sample is
selected to hold many variables constant, many elements of the popula-
tion are not included.

Bibliography
Beck, C. T. (1994). Achieving statistical power through research design

sensitivity. Journal of Advanced Nursing, 20, 912–916.
Brink, P. J., & Wood, M. J. (1979). Multiple concurrent replication. Western

Journal of Nursing Research, 1(2), 117–118.
Chein, I. (1976). An introduction to sampling. In C. Selltiz, L. S. Wrightsman

& S. Cook (Eds.), Research methods in social relations (3rd ed., Appendix
A). New York: Holt, Rinehart and Winston.

Cochran, W. G. (1963). Sampling techniques (2nd ed.). New York: Wiley.
Coyne, I. T. (1997). Sampling in qualitative research. Purposeful and theoret-

ical sampling; merging or clear boundaries? Journal of Advanced Nursing,
26, 623–630.

Crosby, F., Ventura, M. R., Finnick, M., Lohr, G., & Feldman, M. J. (1991).
Enhancing subject recruitment for nursing research. Clinical Nurse Spe-
cialist, 5(1), 25–30.

Fink, A. (1995). How to sample in surveys. Thousand Oaks, CA: Sage.
Ford, J. S., & Reutter, L. I. (1990). Ethical dilemmas associated with small

samples. Journal of Advanced Nursing, 15(2), 187–191.
Hauck, W. W., Gilliss, C. L., Donner, A., & Gortner, S. (1991). Randomization

by cluster. Nursing Research, 40(6), 356–358.
Ingram, R. (1998). Power analysis and sample size estimation. NTResearch,

3(2), 132–141.
Joy, F. (1979). Patients’ arrest experiences. Unpublished master’s thesis,

University of California, Los Angeles.

BIBLIOGRAPHY 169

71799_CH08_FINAL.qxd  2/4/10  12:54 PM  Page 169



Kachoyeanos, M. K. (1998). The significance of power in research design
(Part I). MCN, 23(2), 105.

Kachoyeanos, M. K. (1998). The significance of power in research design
(Part II). MCN, 23(3), 155.

Lentz, M. J. (1990). Time series—issues in sampling. Western Journal of
Nursing Research, 12(1), 123–127.

Lipsey, M. W. (1990). Design sensitivity: Statistical power for experimental
research. Newbury Park, CA: Sage.

LoBiondo-Wood, G., & Haber, J. (2002). Nursing research: Methods, critical
appraisal, and utilization (5th ed.). St. Louis, MO: Mosby.

Morse, J. M. (1991). Strategies for sampling. In J. M. Morse (Ed.), Qualitative
nursing research: A contemporary dialogue (Rev. ed., pp. 127–145).
Newbury Park, CA: Sage.

Pavlovich, N. (Ed.). (1981). Readings for nursing research. St. Louis, MO:
Mosby.

Polit, D. F., & Beck, C. T. (2004). Nursing research: Principles and methods
(7th ed.). Philadelphia: Lippincott.

Polit, D. F., & Sherman, R. E. (1990). Statistical power in nursing research.
Nursing Research, 39(6), 365–369.

Ruth, M. V., & White, C. M. (1981). Data collection: Sample. In S. D. Krampitz
& N. Pavlovich (Eds.), Readings for nursing research (pp. 93–97). St.
Louis, MO: Mosby.

Sharp, K. (1998). The case for case studies in nursing research: The prob-
lem of generalization. Journal of Advanced Nursing, 27, 785–789.

Sheldon, L. (1998). Grounded theory: Issues for research in nursing.
Nursing Standard, 12(52), 47–50.

Waltz, C., & Bausell, R. B. (1981). Nursing research: Design, statistics, and
computer analysis. Philadelphia: F. A. Davis.

Williamson, Y. M. (Ed.). (1981). Research methodology and its application to
nursing. New York: Wiley.

Yarandi, H. N. (1991). Planning sample sizes: Comparison of factor level
means. Nursing Research, 40(1), 57–58.

Zeller, R., Good, M., Anderson, G. C., & Zeller, D. L. (1997). Strengthening
experimental design by balancing potentially confounding variables
across treatment groups. Nursing Research, 48(6), 345–348.

170 CHAPTER EIGHT SELECTING THE SAMPLE

71799_CH08_FINAL.qxd  2/4/10  12:54 PM  Page 170



171

 TOPICS

Observation
Questionnaires and Interviews
Available Data
Physiological Measures
Bibliography

 LEARNING OBJECTIVES

• Discuss the relevance and utilization of observation in nursing studies.
• Outline the advantages of and basic considerations in designing 
a questionnaire.

• Describe the value of and operational considerations in using
interviews in research.

• Explore the various sources of data in designing and conducting
nursing research.

• Identify the value of physiological measures that may be used solely or
in combination with other measures in nursing studies.

Selecting a Method to
Answer the Question

171

C H A P T E R  N I N E

Choosing a method for data collection stems from the operational defini-
tions of the variables in your study. At this point in your plan, it is time to
examine these decisions in light of the overall design, and make sure that all
the elements fit together. The method you choose to collect your data
depends on several factors. First, it depends on the level of your question,
or how much is known about your variables. For a Level I study, because
there is little available information in the literature, you want to amass as
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much information as possible, and you are not sure what results to expect.
In this case, the best methods are those that result in a lot of data being col-
lected, as broadly as possible. These are methods such as unstructured
observation, open-ended interviews and questionnaires, participant obser-
vation, and the use of written, available data. Data collection methods must
be flexible because you may have to change the questions you ask or the
situations you observe as you find out more about the variables. You can-
not narrow down the topic too much because you do not know what data
to expect, and trying to narrow down your focus could result in your miss-
ing valuable data.

For a Level II study, in which you are looking for relationships among
variables, you must have accurate techniques for measuring your vari-
ables. Your data must be quantifiable because you are looking for statistical
relationships among the variables. Here, structured observation, question-
naires, and interviews can be used, as well as physiological measures.
Written, available data and projective tests may be considered. Questions
and observations must be comparable from one subject to the next; even
open-ended questions must be the same for each subject. The criterion
here is accuracy rather than flexibility.

In Level III studies, you control the situation and the variables. Therefore,
the method must be structured. Any method that produces structured,
quantifiable data can be used. When there is a choice, you would use the
most precise measure available. Conditions and measurements must be
identical for all subjects because inferential statistics will be used to test
the hypotheses.

Another consideration in selecting a method is which instruments are
available and have already been tested and evaluated to measure your
variables. During your search of the literature, some instruments may
have come to light that other investigators have developed to measure
the variables you are studying. If this is so, by all means use one of these
instruments. Using an already tested instrument provides another link
between your study and a growing body of knowledge about your vari-
ables. You will be adding to this body of knowledge with your data. But be
sure that the instrument fits your definition of the variable. Does it meas-
ure exactly what you want to know? Only you can decide. Remember that
it is possible to adapt an instrument to fit your question, provided you
obtain permission from the person who developed it.

Developing your own instrument is not too difficult if you want to meas-
ure relatively concrete things like demographic characteristics, level of
knowledge of a particular topic, or other factual reporting. If, however, you
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are attempting to measure an abstract concept, such as hope or grief,
measurement becomes more complex. In this case, the development of
measuring instruments is a science of its own, which is why beginning
researchers should not attempt to develop their own instruments to meas-
ure complex concepts.

Instrument or tool development is a specialty area of research that
requires advanced skill and experience. Where does it fit in the research
paradigm? Exploratory studies can provide the basis for tool develop-
ment by providing an in-depth description of the concept. For example,
the concept of hope could be described as it is perceived by patients in a
variety of settings and with various diagnoses and prognoses. From this
exploratory work, the investigator might develop a theoretical perspec-
tive of the concept of hope. From this theoretical perspective, a tool
might be developed to measure levels or types of hope. Using this
approach, instrument development follows Level I studies and must be
done prior to Level II or Level III studies in which the concept of hope is to
be measured. Before the instrument is used, it must be tested extensively
to establish its reliability and validity (see Chapter 10); this process
becomes a study of its own.

If the literature review does not reveal any tools to measure a complex
concept, the beginner should consider whether a Level I study would be
more appropriate. If the study really belongs at Level II or III, there should
be literature representing previous research on the concept, and a tool
will be found that can be used or adapted for use in your study. This chap-
ter focuses on some general guidelines for devising your own instrument
or evaluating an existing one for your study.

Observation
Observation is a method of collecting descriptive behavioral data and is
extremely useful in nursing studies because one can observe behavior as
it occurs. Observation stops being a normal part of everyday life and
becomes a research method if it is systematically planned and recorded
and if both observations and recordings are checked for their validity and
reliability. These factors make the difference between simply observing
the world around you and collecting research data through observation.

Observation is the only way to gather some data. If the information you
need cannot be obtained by asking questions, through available records,
or by directly measuring some quality of the subject, you may have to
observe the behavior of the subject and record what you see. Studying
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the behavior of infants, psychiatric patients, healthcare personnel inter-
acting with dying patients; examining the verbal or nonverbal interaction
between individuals or within groups; looking to see if people behave as
they say they will—these are all well suited to observation.

In nursing studies, observation can provide a rich source of data that
describe patient responses. Observation can be used alone or with other
methods, and it will assist you in interpreting the results obtained through
other methods.

For example, you can use observation in conjunction with interviews to
validate self-report information. Many obesity studies are based on self-
report (interviews about the individual’s personal dieting and weight his-
tory) in conjunction with observation (observing the person’s appearance
and behavior during the interview), plus physiological measures (weighing
the individual on a scale). Observations are frequently used when ques-
tionnaires or interviews cannot be done because the subject is not able to
respond to questions. Observation has produced excellent studies of
infants, people who do not speak English, and brain-damaged individuals
who have lost the ability to speak.

The act of observation itself is usually interactive. Unless you are be-
hind a two-way mirror or viewing a videotape, you are a part of what you
are observing. In addition, the act of observing is selective. It is impossi-
ble to observe everything that is happening at one time. Finally, the act of
recording observations is also selective—you can never record everything
you observe.

Objects in the environment impinge on your consciousness as stimuli,
some of which you select to observe and others which you do not. Some
nurses, for example, have a tendency to observe interpersonal interac-
tions and to neglect the physical environment in which they occur. Some
nurses will observe nuances of facial expression but ignore room temper-
ature, the passage of time, light sources, or weather. Another nurse might
walk into a room, observe the equipment in great detail, and fail to notice
the patient in the bed. So out of innumerable objects to observe, certain
things are selected for observation. In addition, you will find that not all
observations can possibly be recorded. Certain observations are selected
to be recorded, and these then become the database. The way in which
we select observations and record them is not random. Selectivity is
highly patterned both by our culture and by our individual preferences.

All behavior can be observed from two points of view: (1) the insider’s
or actor’s point of view or (2) the outsider’s or observer’s point of view.
Both points of view are true. No two human observers observe the same
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thing or observe in exactly the same way. Observation is an expression of
individuality, personality, preconceptions, and values. As an exercise,
observe a social situation with two other people and then compare notes.
You may be surprised at the results.

Human behaviors can be looked at as individual acts, unrelated to the
setting, or they can be examined in the context in which they are occur-
ring. For example, let us say you were observing the way in which people
walk up and down a flight of stairs. The basic elements of the behavior are
in the stepping procedures, either up or down. If you see a person alone,
going up or down stairs, it is easy to examine the basic elements of how it
is done. When you begin to observe the individual in relation to others,
however, you begin to see patterns to the behavior that give you the idea
that there are rules governing the behavior. You may notice that most
people walk up on the right and walk down on the left side of the stairwell.
You may also notice that if anyone walks up and down the stairs in a dif-
ferent pattern there are bodily collisions. You may begin to assume that
there are rules governing on which side of the stairs one walks. You may
also find that at certain times of the day, everyone is going up, and the
stairs are treated as a one-way street. Someone attempting to go the other
way will be trampled in the traffic. The people in the setting may not be
aware of the rules. A stranger may not know the rules and always walk the
wrong way until he or she becomes familiar with how things are done.

Recording observations provides a description of the behavior and
the setting. The act of description (or recording) is in itself an analytical
process that breaks down the observation into its most indivisible or
basic parts and demonstrates how the parts fit together. Always record
the behavior first, in the same way that you record behavioral data in
the nursing process, and avoid labeling the behavior until you are ready
for the analysis phase of your study. Labels represent a synthesis of
your thinking or a conclusion that you have drawn from your observa-
tion. For example:

The patient was too weak to get out of bed.

The nurse was too tired to finish her work.

Both weak and tired are labels or concepts that stand for generaliza-
tions and value judgments. They are not descriptions of what was seen,
heard, touched, tasted, or felt. After many subsequent observations, you
will not remember when you go back and read your notes what those
words meant. Was the nurse slumped in his chair? Did the patient look
thin and pale? Did she try to get up slowly and without vigor?
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The value of observation in research is that it provides the context in
which social interactions occur. When you are observing a behavior,
describe the setting from both the actor’s and the observer’s perception
of the environment. Look for such things as the geographic setting, the
time of day, the activity within the setting, the people present, and the
relationships among them. Break up your observation into equal time
periods. Try to discover the frequency with which situations are encoun-
tered in a typical setting. Develop an observational record chart with one
observation per actor in every setting.

Notice the way the following recording of a Little League ball game is
described. One activity or unit of behavior is listed per line. The focus is
on the boy with the bat exclusively.

Boy hit ball.

Boy threw bat down.

Boy ran to the base.

Another form of recording is the paragraph summary, in which overall
impressions of an event are listed. You might select one person or several
persons to observe in the activity and summarize their activity in a para-
graph. You might select a family observing a baseball game, or a player on
the team, or even the concessionaire. This data will be quite different
from the very focused recording of the baseball game itself. Using the
paragraph summary, you will notice how much more detail you are able
to rely on later when it comes to data analysis.

Check yourself as an observer. Try some of these observational exer-
cises. Investigate the material objects in the setting, such as all the
objects in the area where you brush your teeth. Observe other people’s
responses to you when you behave out of context (try walking up the
down escalator). Watch a small group of your friends in a social situation
and try to note what each person is doing.

The observational technique you use depends on the purpose of the
study. If detail is not your interest, you need not have detailed observa-
tions and notes. But as in levels of measurement, detailed notes can be
grouped into general statements, but general notes can never result in
detailed analysis. Determining the appropriate observational technique
ultimately depends on the research question being asked. Clinical studies
that combine observation with another method of data collection make
the most of the opportunity to study patient responses and will provide a
depth of data not possible with only one method.
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When you plan to use observation as a method of data collection, you
need to make two decisions before you proceed. First, how involved do
you intend to become with the subjects as participants? Second, how
structured do you intend your observations to be?

Degree of Investigator Involvement
In participant observation studies, the observer is involved in the setting
with the subjects. Examples include observations collected by nurses in
the course of their patient care activities and studies where an investiga-
tor becomes part of the setting to collect data for research. In these stud-
ies, it is easy for bias to be introduced into the data collection process.
Participant observers have unique opportunities to influence the behav-
ior of their subjects; in fact, it is difficult to avoid doing so. If nurses are
observing patient responses while they are giving patient care, it is easy
to influence the patient’s response through subtle changes in approach to
the patient. As a matter of fact, the purpose of nursing care is to influence
change in the patient. Participant observers frequently influence the sub-
jects’ behavior by communicating their expectations to the subject.
These influences are difficult, if not impossible, to control because objec-
tivity is influenced by interaction with subjects. There will always be
some bias in participant observation studies even though the investigator
may make every effort to remain objective and not influence the behavior
of the subjects. Through detailed recording, however, the influence of the
researcher will be described as part of the data.

When the observer is not a participant in the setting but is merely view-
ing the situation, there is less likelihood of undue influence on the partici-
pants by the observer. Frequently, there is some Hawthorne effect in the
initial stages because the subjects are aware of being observed. This effect
diminishes over time as subjects become accustomed to being observed.
Nonparticipant observation studies can range from use of a one-way mir-
ror for observing behavior to face-to-face observation of the subject. In
any event, the observer must try to maintain the naturalness of the situa-
tion and be as unobtrusive as possible. The likelihood of subjects exhibit-
ing normal behavior is directly related to the inconspicuousness of the
researcher as observer. The goal in observational methods is always to
maintain the normal environment of the subjects. This enables you to col-
lect the type of data required by the study.

The advantage of nonparticipant observation is that the observed per-
son will be less influenced by the researcher than will one who is actively
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involved with the researcher. Participant observation, on the other hand,
has the advantage of providing a more normal environment for the sub-
ject because the observer either is a normal part of the environment or
becomes so in the course of the study. In participant observation studies,
the researcher begins the study as a stranger to the setting, so all subjects
must teach the researcher how to behave properly. By the time the
researcher becomes familiar with the people and the setting, the subjects
simply forget the researcher is there.

In many observational studies, the subject is frequently a stranger to
the setting (for example, rooms with one-way mirrors) and alters his or her
behavior to meet the new and unfamiliar environment. If the researcher
follows the subject around, a different dimension is added to the subject’s
life—namely, the researcher.

Determining the appropriate observational method ultimately depends
on the research question being asked.

Degree of Structure
Observational methods vary greatly in the amount of structure provided
for the observer. They range from very unstructured observations, which
attempt to provide as complete and nonselective a description as possi-
ble, to very structured methods, which provide a complete list of expected
behaviors and require only that the observer check which ones occurred.

An unstructured observation method might be used to describe the
behavior of nurses immediately following the death of a patient. It would
involve a complete description of everything the nurse says and does at
this time. Remember that complete recording of an event is virtually impos-
sible. Even with videotaping, exact replication will not be obtained because
of biases introduced by camera angle and lighting. Selectivity is bound to
occur. This fact should be recognized if you use unstructured observation.
Even so, a rich depth of material can be gathered from unstructured obser-
vation—a depth that will never result from the use of structured methods.
As long as the researcher accounts for possible bias in both data analysis
and interpretation, this valuable method can be used to great advantage in
nursing research. Of particular value is the combination of unstructured
observation with structured methods, which gives the data more depth.

Structured observation can take one of several forms, but perhaps the
most common is the checklist. A checklist allows the researcher to record
whether or not a given behavior occurs. The desired behaviors must be
explicitly defined so that there is no question in the mind of the observer
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as to whether or not they occur. For example, unhappy or sad are not suffi-
cient descriptions. As it stands, the observer would have to interpret
observations in light of a personal definition. A good checklist would spec-
ify more operational definitions, such as visibly crying, refuses treatment,
or turns back to nurse. These are all easily identifiable action definitions.

Structured observation requires a knowledge of the expected range of
behaviors in a given situation. When developing a checklist, for example,
the researcher must list all the expected behaviors related to the variable
being measured so that the observer will be able to correctly identify all
relevant behaviors in the subjects.

You can develop checklists for nursing studies when you know approxi-
mately what behaviors to expect. Sometimes a pilot study can be done
with a few subjects to give you an idea of the kinds of behaviors you can
expect. A checklist will simplify data collection. A checklist makes it diffi-
cult to record unexpected behaviors that are not included in the original
list because the observer tends to watch for the expected behaviors on
the checklist and can easily miss the unexpected.

An example of a checklist used in a nursing study is the following in-
strument to measure nurses’ monitor-watching activity in a cardiac care
unit (CCU):

1. Looks at monitor only (at nurses’ station).

2. Looks at monitor, goes to bedside, does not talk to patient.

3. Looks at monitor, goes to bedside, talks to patient.

4. Goes to bedside, talks to patient without checking desk monitor.

This instrument was developed to measure the number of instances in
a given time period that CCU nurses behaved in one of the four listed
ways. In this study, the researcher was interested only in those four activi-
ties and, therefore, had no category for unexpected behaviors.

Structured observation, when appropriate, is an excellent method of
collecting data. Many more subjects can be observed, in less time, than
with unstructured observation, and the data analysis is much simpler.
Taking results from a checklist merely involves counting how many times
a particular behavior occurred. The results of unstructured observation,
on the other hand, consist of quantities of descriptive data because the
observer was trying to record everything that happened. These data must
be sorted out to see if there are any patterns to the observed behavior—a
very time-consuming process.
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Timing of Observations
Because it is usually impossible to observe behaviors for extended peri-
ods because of fatigue and boredom, you must plan how and when you
will make the observations. The two main methods are time sampling and
event sampling.

In time sampling, it is customary to divide the day into units that are
appropriate for your observation. For example, in the previous case of
the CCU nurse activities, 15-minute periods make sense because they
allow ample time for a nurse to exhibit any or all of the expected behav-
iors. One minute would not be sufficient time for one of the behaviors to
occur. Several 15-minute periods during an 8-hour shift would provide a
good sample of an individual nurse’s behavior. The periods can be
either randomly selected or predetermined according to the daily rou-
tine of the CCU.

Event sampling is used when you need to observe an entire event to
give the subject the opportunity to perform all the expected behaviors. If
your purpose is to record breaks in sterile technique during dressing
changes by student nurses, the sensible approach would be to observe
entire dressing change procedures. Time sampling would make no sense
for this study. Describing nurse–patient interaction during admission to
the hospital is another instance when event sampling might be used.

In all of these examples, observation is the best, if not the only, way to
gather the required data. If you want to know about breaks in sterile tech-
nique by student nurses, your alternative research method is to ask the
student or the patient. But neither of these approaches is likely to pro-
duce the data you need. Observation is the best method.

Type of Observation and Level of Study
The level of the study will affect the observational technique you choose
to measure your variables. Unstructured observation is a method for use
in Level I studies where flexible exploration is needed. This type of obser-
vation is not appropriate for Level II and III studies where precision in
measurement of the variables is required. We have emphasized the con-
cept that each level of research builds on the preceding level. To carry this
idea through to choosing data collection methods, we look at the ability to
provide structure in measurement as dependent on knowledge about the
topic and/or variables. It is not possible to develop a structured tool to
observe behavior unless you can base the tool on previous descriptions of
behavior under the same circumstances. Therefore, developing a tool for a
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Level II study requires the results of a Level I study on the same topic.
For example, if you want to develop a structured tool to measure moth-
ers’ skills at managing the behavior of their toddlers, you would need
detailed descriptive data from a Level I study. From the descriptive data,
you could identify all the relevant behaviors that would be built into the
structured tool.

In the same light, the tool used in a Level III study must be precise
enough to differentiate between experimental and control groups. The tool,
therefore, must be highly structured and based on considerable knowledge
of the variable. Remember, the degree of structure increases with the level
of the study and the extent of research and theory available to explain the
action of the variables.

Questionnaires and Interviews
When your objective is to find out what people believe or think, the easi-
est and most effective method is to ask questions directly of the person.
The purpose of asking questions is to find out what is going on in the
minds of subjects—their perceptions, attitudes, beliefs, feelings, motives,
plans, past events, and recall. In research, questionnaires and interviews
are the methods designed to collect primary self-reported data.

Asking questions can provide measurement of many concepts and vari-
ables important to nursing research. Nurses ask questions frequently as
part of assessment and evaluation of patient care. Although nurses are
more accustomed to the interview technique, they quickly see the value
of questionnaires and adapt easily to the idea that the patient’s self-report
is one of the most valuable data collection methods. The important thing
to remember when choosing this method is that it must be the most
appropriate one to measure the variables as you have defined them.

Whether or not you use the interview or questionnaire method (see
Table 9-1), it must be because your operational definition calls for the sub-
ject’s self-report. If it does not, or if there is reason to believe that the per-
son cannot give a valid response (for example, if you are trying to measure
an unconscious process), then these methods are not appropriate.

The major difference between questionnaires and interviews is the
presence of an interviewer. In questionnaires, responses are limited to
answers to predetermined questions. In interviews, because the inter-
viewer is present with the subject, there is additional opportunity to col-
lect nonverbal data as well and to clarify the meaning of questions if the
subjects do not understand.
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Advantages and Disadvantages of Interviews 
and Questionnaires
The written questionnaire has some advantages. For one thing, it is likely
to be less expensive, particularly in time spent collecting the data.
Questionnaires can be given to large numbers of people simultaneously;
they can also be sent by mail, e-mail, or even posted on a Web site for par-
ticipants to respond. Therefore, it is possible to cover wide geographic
areas and to question large numbers of people relatively inexpensively.

Another advantage of questionnaires is that subjects are more likely to
feel that they can remain anonymous and thus may be more likely to
express controversial opinions. This is more difficult in an interview, where
the opinion must be given directly to the interviewer. Also, the written
question is standard from one subject to the next and is not susceptible to
changes in emphasis, as can be the case in oral questioning. There is
always the possibility, however, that the written question will be inter-
preted differently by different readers, which is one reason for carefully
pretesting questionnaires to ensure that they are easily understandable.
Otherwise the subject may come to a difficult question and just stop
answering. Because there is no way to ask for clarification, the question-
naire may be discarded.
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TABLE 9-1
Criteria for Selecting the Interview or Questionnaire

Advantages of the Interview

1. The subject need not be able to read 
or write.

2. The interviewer can observe the 
responses of the subject.

3. Questions may be clarified if they 
are misunderstood.

4. In-depth data may be obtained on any
subject and are not dependent on
predetermined questions.

5. There is a higher response and 
retention rate.

Advantages of the Questionnaire

1. This approach is less expensive in terms of
time and money.

2. Subjects feel a greater sense of anonymity.

3. The format is standard for all subjects and
is not dependent on mood of interviewer.

4. Large samples, covering large geographic
areas, compensate for the expected loss 
of subjects.

5. A greater amount of data over a broad
range of topics may be collected.
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Interviews have many advantages, the most significant of which is ques-
tioning people who cannot write their responses (for example, patients
with eye patches or in traction). This category also includes illiterate sub-
jects or subjects who do not write as fluently as they speak. Oral responses
from these individuals will contain much more information than would
their written responses.

Another advantage of the interview method is that it usually results in a
higher response rate than does the questionnaire. Many people who
would ignore a questionnaire are willing to talk with an interviewer who is
obviously interested in what they have to say. Hospitalized patients are a
good example. Few patients refuse to be interviewed, but questionnaires
left at the bedside or given to patients to take home have a much lower
response rate.

When conducting an interview, you can be sensitive to misunderstand-
ings by your subjects and provide further clarification if a subject misin-
terprets a question. In a questionnaire, on the other hand, you will not
know whether the subject really misunderstood the question unless the
response is quite bizarre. Even then, there is always some doubt as to
what to do with such a response.

Another advantage of the interview technique is that you can plan to
ask questions at several levels to get the most information from the sub-
ject. As an example, the sensory deprivation questionnaires developed by
Jackson and O’Neil (1966) start by asking the patient some ambiguous
questions, such as, How have you felt for the last three days? These are
followed by more structured questions, such as, Did you experience any-
thing out of the ordinary the last three days? If no reports of sensory dis-
turbances are elicited by these two sets of questions, the interviewer
goes on to the very structured questions: Sometimes people who are in
the hospital with conditions like yours do have thoughts, feelings, and
experiences that they wonder about. For example, they see things and
wonder if they are real. If anything like this happened to you the last three
days, would you describe it for me? This approach is unique to the inter-
view. The combination of structured and unstructured questions can pro-
vide depth and richness to the data and, at the same time, elicit data that
are comparable from one subject to the next.

Types of Questions
When looking for a questionnaire or interview schedule to use in your
study or when developing your own tool, you will have to consider the
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various kinds of questions that you can ask to obtain a range of data, and
then decide which method is best suited to your variables. The content of
the questions must be considered first, then the amount of structure in
the format.

Question content or the purpose of the question falls into two basic cat-
egories: those aimed at facts and those aimed at perceptions or feelings.
Factual questions ask subjects for information about themselves or about
events or people about which they know something. Questions asking for
demographic data (for example, age, marital status, income, and educa-
tion) fall into this category. So do questions asking the individual to recall
an event or sequence of events (Tell me about the events leading to your
coming to the hospital).

Nonfactual questions deal with the subjects’ perceptions of what
happened or their feelings about people, events, or things. They may
also deal with the subjects’ explanations for their behavior (Why did
you call the doctor at that particular time?). In these kinds of questions,
you are not interested in whether the subject’s report is accurate but
rather in the subject’s perception, which may or may not accurately re-
flect the facts.

The format of interviews and questionnaires, just as that of observa-
tional methods, can range from very structured to very unstructured,
depending on how much is known about the range of possible responses.

Degree of Structure in Questionnaires and Interviews
Structured questionnaires and interviews are those in which the questions
are presented in exactly the same way, with the same wording, and in the
same order to all subjects. The questions are standardized to ensure that
the subjects’ answers can be compared. The questions can be asked by an
interviewer or can be given to the subject as a paper–pencil test; in either
case, the questions are asked in the same order for all subjects so that the
order of the questions cannot affect the subjects’ responses.

The most structured questions are fixed alternative questions in which
the subject is asked to choose one of the given alternatives. Some exam-
ples of fixed alternative questions are as follows:

A. Check the response that best describes how you feel about the
statement, Alcoholism is basically a character disorder.

 Strongly agree  Agree  Neutral
 Disagree  Strongly disagree
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B. Which of the following is your choice of specialty area? Choose
only one:

 1. Medical or medical intensive care

 2. Surgical or surgical intensive care

 3. Obstetrics: Labor and delivery, postpartum or newborn
nursery, and area specialties

 4. Pediatrics and area specialties

 5. Psychiatry and area specialties

C. Which three of the following life events have been most difficult for
you? Please rank your three choices in order from the most diffi-
cult (1) to the least difficult (3).

 1. Childhood

 2. Marriage

 3. Retirement

 4. Illness of self or spouse

 5. Death of spouse or other close relative

 6. Children leaving home

 7. Parenthood

Questions such as these are the same whether used in a questionnaire
or an interview. They are more commonly used in questionnaires but may
be used in interviews, particularly if the subject is unable or unwilling to
fill out a questionnaire.

In exploratory research, it may not be appropriate to structure the
interview questions in advance, other than to decide on the opening
statement or question. A flexible interview, properly used, can bring out
much useful material because it allows the interviewer to pursue what-
ever seems to be important to the subjects and thus elicit the subjects’
values, beliefs, and attitudes. Their responses will be completely sponta-
neous, self-revealing, and personal.

The flexibility of the interview is both an advantage and a disadvantage
to the researcher. The results will not be comparable from one subject to
the next because the interview format is never the same. However, the
interview is invaluable in exploring the whole range of attitudes, thoughts,
and feelings that exist for the topic.

Sometimes the interview has a focus, as in psychiatric evaluations, in
which the interviewers have a list of topics to cover but can select their
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own method of eliciting the information. Also left up to the interviewer is
whether to pursue an area of particular interest.

Another unstructured interview uses the nondirective technique. Here
the initiative is almost completely in the hands of the subject. The inter-
viewer’s function is to encourage the subject to talk but with a minimum
of guidance. The main function of the interviewer is to show interest in
the subject and anything the subject cares to talk about, thus serving as a
catalyst for the expression of the subject’s feelings. This type of interview
requires considerable skill on the part of the interviewer.

In a questionnaire, it is difficult to be unstructured. Some degree of
structure is always required because you must set your questions in
advance and cannot change them according to the subjects’ responses.
Questions that do not have fixed alternatives, however, are much less
structured than those that do, because they require subjects to respond
in their own words. The extent of the response that the subject must pro-
vide to answer the question will vary from a word to a sentence, a para-
graph, or even an essay. The least structured questionnaires are those
designed to elicit an extensive response from the subject. For example:

Describe an event in your life that has had a significant impact on
your present state of mind.

This questionnaire item is quite unstructured because it defines few
parameters for the subject. The event described can be anything—a
health problem, a social or cultural event, a positive or negative event.
The choice is up to the subject.

Open-ended questions are less structured than the fixed-alternative
kind and give subjects more leeway to provide their own answers. The
question is designed to allow the subject a free response rather than a
response limited to or guided by given alternatives. Some examples of
open-ended questions are as follows:

• How do you feel about abortions?
• What do you think women should do to ensure equal rights?
• What do you like most about nursing school?

Setting Up Your Data Collection Instrument
In this age of computer literacy, you will find it helpful to design your ques-
tionnaire format so that your data can be easily entered into the computer.
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When you are planning your format, remember that the computer reads
only numbers and that it is set up to read across columns of numbers,
either singly or by two or more numbers grouped together. Each variable
that you want the computer to read can be set up on your questionnaire in
numeric form. For example, rather than setting up your questionnaire to
look like this:

What is your current age?

You might set up the same question to look like this:

What is your current age?

What you are doing is providing the correct number of spaces for marking
a person’s actual age. (If you are doing a study of children younger than
age 10 years you will need only one space. If you are doing a study of the
very old, three spaces will be needed.) The placement of the lines at the
far right of the page facilitates entry into the computer because your eye
will simply run down the right side of the page rather than searching all
over for the input. Normally, the first few digits will be used for the sub-
jects’ identification number, after which you begin to enter the data from
your questionnaire. Remember, also, that the computer cannot handle
blank spaces, so if you have allowed two digits to record age, and one of
your subjects is only six years old, the age must be recorded as 06 to not
leave any blank columns. The same procedure would be done if you were
asking for a person’s weight. Rather than ask:

What is your current weight?

Format the question like this:

What is your current weight, in pounds?

As you can see, these are obviously numeric answers. What would you do
if you had nominal or ordinal answers? Setting up the questionnaire for
these answers is more complex but similar. For example:

Please circle your current marital status:

Never married Married Divorced Separated Widowed
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If you were setting this up for a quick computer scan your answer sheet
would look more like this:

Please indicate your current marital status: Never married 1. 

Married 2. 

Divorced 3. 

Separated 4. 

Widowed 5. 

After you have set up your questions and answers for easy input into the
computer, go through the questionnaire and number each space consecu-
tively just as the computer does, leaving room at the beginning of your
numbering system for the number you have given to each individual in
the sample—two spaces if you plan scores lower than 100, three if higher.
You may want to leave other spaces as well. Remember that your number
system is zero to nine for any given space. If your number goes over nine,
you will need two spaces. If it’s over 99, you’ll need three spaces, and so
on. So plan ahead for data collection.

The most usual standardized or structured data you will plan to collect
is the demographic data. Table 9-2 is an example of how to collect demo-
graphic data and how to set up the data collection sheet on each member
of the sample.

Interviews
Although interviews and questionnaires can use the same questions, in-
terviews are most effective when they are based on open-ended rather
than yes–no or numeric answers. A major error that occurs with new re-
searchers is to design an ordinal scale instrument and use it as the basis
for an interview. Few people listening to an interviewer can remember the
details necessary to answer the question. Likert scales were designed for
questionnaires and are best limited to that method of data collection.

Projective Tests
There are times when the variables you are trying to measure are neither
observable nor obtainable from the subject because they represent feelings
or attitudes that the individual is unable or unwilling to report. Projective
techniques are indirect methods of measuring these variables. They typi-
cally involve some type of imaginative activity on the part of the subject in
response to an ambiguous stimulus. The use of these techniques requires
intensive specialized training. Some nurses have this training, and others
will have access to people who do; therefore, this discussion is appropriate.
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TABLE 9-2
Demographic Data Sheet

Subject ID Number
1 2 3

Age (in years)
4 5

Gender 

1. Male 2. Female
6

Ethnic/Racial Identity

1. Native American 2. Latin 3. Caucasian

4. Black 5. Asian/Pacific 6. Other 
7

Marital Status

1. Never Married 2. Married 3. Separated

4. Divorced 5. Widowed

6. Other (Please describe.)
8

Total Annual Income/Household
9 10 11 12 13 14

Religion

1. Catholic

2. Protestant

3. Jewish

4. None

5. Other 
15

Education

(Circle highest degree.)

1. High School diploma

2. Certificate program (Please describe.)

3. Associate of Arts/Science

4. Baccalaureate (BA/BS/BEd, etc.)

5. Master’s (MA/MS/MEd/MPH, etc.)

6. Academic doctorate (PhD, DSc, DNS, etc.)

7. Professional doctorate (MD, ND, DDS, etc.)

8. Other (Please describe.)
16
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The stimuli used in a projective test must be capable of arousing many
different reactions; for example, an inkblot can appear to be many differ-
ent things, a picture can elicit many different stories, and toys can be
used to portray many people and events. The subject’s perception of the
stimulus, the feelings it arouses, and the way the subject organizes his or
her responses provide the data for analysis by an expert. The responses
are not taken at face value but, instead, are interpreted according to pre-
determined conceptualizations.

The Rorschach inkblot test consists of ten cards, each of which depicts
an inkblot. The subject is shown each card and asked, What might this be?
The thematic apperception test (TAT) provides a series of pictures about
which the subject is asked to tell stories. Both of these frequently used
techniques are designed to elicit a rich sample of responses from which a
wide variety of inferences can be drawn. Other commonly used projective
tests are word association, sentence completion, and figure drawing.

All projective tests rely on the fact that people often find it easier to be
expressive when they are not talking specifically about themselves and
their own feelings. Talking through the medium of the projective test allows
the subjects to maintain a distance from their own thoughts and feelings,
which enables them to talk impersonally about themselves. In addition,
feelings of which the subject may not be consciously aware appear in the
responses to the ambiguous stimulus.

If your operational definition calls for a projective measure, you will want
to consider one of these approaches. Keep in mind, however, that most pro-
jective measures require the assistance of an expert to analyze the sub-
jects’ responses. If this help is not available, you may have to abandon this
method of data collection even though it might be the most suitable.

Level of Question and Degree of Structure
With questionnaires, interviews, and observational methods, the level of
the study is related to the degree of structure in the measurement tool.
Unstructured interviews are appropriate for Level I studies but not for
Levels II and III. Starting at Level II, questions must be standardized with
fixed alternatives so that the responses of subjects can be compared. In
addition, the responses at Level III must be sensitive enough to distin-
guish small differences between experimental and control groups; this
task involves structured questions and answers. Therefore, only fixed-
alternative questions may be used at Level III. You will find, when writing
questions, that developing fixed-alternative answers requires a great deal
of knowledge because you need to provide an alternative to fit every
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response. You can do it only if you know the whole range of possible
responses. That means previous research has provided you with the nec-
essary range of responses. If this knowledge is unavailable, the topic is
not appropriate for a Level III study.

Designing the Questionnaire or Interview Guide
If you have decided to use a questionnaire or an interview guide, here are
some suggestions on how to go about it.

1. List your questions in the same order to provide consistency and
also to prevent the interviewers from forgetting something or
from changing the order from one subject to the next. When
determining the best sequence for the content of your questions,
use the following guidelines:

a. Order your questions from impersonal to personal topics.

b. Order your questions from less sensitive to more sensitive (in 
this way the rapport with the investigator is established and trust
is developed prior to asking personal or sensitive questions).

c. In a list of options, alphabetize the order to minimize bias.

d. Earlier questions may influence later questions, so begin from gen-
eral questions first, and move to more specific questions later.

e. Begin questioning with questions that arouse interest.

f. Group questions by topic.

2. In exploratory studies, be as unstructured as possible while get-
ting at what you want to know—the more you know, the more
structured you can become. Examples of unstructured open-
ended interview questions are:

a. Think back to the most difficult experience you ever had. Tell
me about it.

b. In your opinion, why do people commit suicide?

c. If you had it to do over again, what profession would you choose:

Nursing?
Medicine?
Another health science?
Liberal arts?
Other?
Why?
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3. Base your questions on the literature as much as possible—if
there is not enough literature, then ask logical questions—those
derived from findings or unasked questions.

4. Start with topics you want covered. A handy rule is to follow the
outline used in writing your problem. Give your initial question-
naire to others to critique prior to using it in your study (such as
people who write questionnaires or people who know a lot about
your topic). From their comments rewrite your questionnaire.

5. Pretest your questions on people similar to the sample you plan
to study. Discuss the interview questions or questionnaire with
the subject after the session is completed.

6. Remember, interviews take a long time.

Available Data
The health field offers a multitude of available data. Using this data is
economical and has other advantages as well. Most official records have
been collected over time, thus making it possible to follow trends. Time
and money are saved by the availability of a large sample of records in
one location.

An example of available data that comes to mind for nursing research is
the medical record. Hospitals keep medical records on hand for at least five
years and have records dating back much further that are retrievable for
research purposes. Also available through hospital records departments
are admission rates by age, gender, diagnosis, and other variables such as
data on length of stay, types of surgery performed, and so on. Much infor-
mation about work patterns of nurses can be found in personnel records
and in the records of staffing patterns kept by nursing departments.

Data from entire communities can be found in census records and in
records from public health departments. These can be used to look for
trends within a community or to compare one community with another.

Less frequently, data from newspapers, magazines, professional jour-
nals, textbooks, and the like are used for research purposes. In historic
studies, personal documents, such as autobiographies, letters, and diaries,
can provide a wealth of data. Mass communication can also provide useful
information. For example, consider the possibility of analyzing the image
of the nurse as presented on television or in movies. Digital cameras, cell
phone cameras, and similar technological advances present unique new
methods to consider for data collection, assuming that ethical considera-
tions can be resolved.
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Unwritten sources of available data include television, motion pictures,
tape recordings, photographs, and, in rare cases, a historian studying a cul-
ture without written records. The use of historic artifacts, buildings, archi-
tecture, clothing, and the like are examples of unwritten available data and
are possible sources of data for nursing studies.

If your study requires a large sample, consider using available data col-
lected for another study or by a government agency, perhaps for policy
research. If such data is available, it can make it possible for you to utilize
a large database without the expense of collecting the data yourself.
Secondary analysis of data is an excellent way to maximize resources.

The major drawback in using available data, no matter how they were
collected, is that they were not compiled primarily for your study and,
therefore, may not quite fit your definition of terms. For example, if you
were collecting data on the number of times patients are transferred from
room to room during their hospital stay, you might go to the hospital daily
census as a source only to discover that this document lists only transfers
from one nursing unit to another and not those made from room to room
within the same unit. Hopefully, this is something you would find out before
you began to collect data, but sometimes there is no way of knowing how
the data were collected and how the recorders defined the categories of
data. You can, therefore, obtain misleading results from available data.

For example, suppose you wanted to compare the nurse–patient ratio
among several hospitals in your area. Each hospital has data available
that can be translated into a nurse–patient ratio. However, you might find
that one hospital that appears to have fewer patients per nurse actually
includes head nurses and unit secretaries in its staffing figures, whereas
other hospitals do not. If you are not aware of how the data are reported,
you may be misled by your findings.

When using nurses’ notes as a source of data, you must take into account
the fact that the nurses doing the recording had no common operational
definitions for the terms used. Even simple terms like slept well have differ-
ent meanings for different nurses. An operational definition established for
research purposes has to specify exactly what is meant by slept well and
how it is to be differentiated from slept poorly or other categories. Thus,
slept well might become, when checked every half hour during the hours of
midnight to 6 a.m., the patient was asleep. When operational definitions are
not available, the individual data collectors use their own definitions. As
long as this fact is taken into account, much valuable information can be
found in nurses’ notes and other such records.

The amount of structure used to collect available data can usually be
determined from the method of data recording. If predetermined categories

AVAILABLE DATA 193

71799_CH09_FINAL.qxd  2/4/10  12:55 PM  Page 193



were used, such as checklists or fixed-alternative responses, the data will
be more structured than if the recorder used a personal diary or journal to
record the data. Looking at a medical record, you will find many examples
of unstructured data. Progress notes and daily nurses’ notes are usually
written in the individual’s own words. A physical examination, on the other
hand, may be recorded on a checklist, with few statements by the individ-
ual. Vital signs, medication dosages, and surgical checklists are other exam-
ples of structured available data.

Many Level I and Level II studies can utilize available data; unstruc-
tured data will be appropriate only at Level I. Available data can never be
used in experimental designs exclusively because they have, by defini-
tion, already been collected and therefore cannot be manipulated to
measure the effect of an experimental independent variable. In Level III
studies, however, available data may be used to provide background
information about the sample but not to provide measurements of the
independent and dependent variables.

Physiological Measures
As a method of data collection, nurses have the opportunity to utilize a
wealth of physiological measures. These provide objective data relating
to patients’ responses to nursing care and should not be overlooked as
sources of valuable data. Physiological methods can be used alone or
with other methods. They can be used as the data collection method for
your study, or the results of physiological measures can be obtained from
available records, such as patients’ charts.

Physiological measures available to nurses range from simple (such as
weight, blood pressure, pulse, and temperature) to more complex (meas-
urement of blood and urine chemistries, neuroendocrine measures, etc.).
Nurses can use measurements, such as tidal volume and blood gasses, to
measure the response to treatment of respiratory patients. Woods et al.
(2008) tested the feasibility of saliva collection for cortisol measurement
in nursing home residents with advanced dementia. They were able to
demonstrate that this simple technique could provide a valid and reliable
measure of stress. With the complex monitoring equipment available in
critical care units, nurses have the opportunity to study many variables
that formerly could not be accurately measured. Instant and continuous
measures of physiological response can be obtained for patients in criti-
cal care units. In addition, nurses engaged in physiological research can
receive funding to set up laboratories to handle biological specimens and
can do the analysis themselves.
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 LEARNING OBJECTIVES

• Define the types of error in data collection.
• Understand the concept of validity in research.
• Describe the various methods of establishing validity.
• Understand the concept of reliability in research.
• Describe the various ways in which reliability is established.
• Discuss appropriate ways of establishing reliability and validity for
research designs.

Reliability and Validity 
of Measurement

197

C H A P T E R  T E N

Each step of the research process depends on the preceding steps. If a step
is missing or inaccurate, then the succeeding steps will fail. When develop-
ing your research plan, be aware that this principle critically affects your
progress. For example, if you asked your question correctly, you can per-
form an adequate literature review. A good literature review is basic to the
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purpose of the study. The purpose of the study is basic to the operational
definitions. After you have operationalized your terms, you can proceed
with the design, sample selection, and method of data collection. The con-
cepts of reliability and validity will be discussed now because they ulti-
mately will influence the data analysis and the outcome of the final report.

Reliability and validity, in research, refer specifically to the measure-
ment of data as they will be used to answer the research question. The
data you collect will only be as good as the instrument you use to collect
it, and your goal is to have accurate data that represents exactly how your
study participants rate on the variables you are measuring. In other words,
the instrument that measures your variables is the central issue in deter-
mining the reliability and validity of the data.

Whatever data collection method is used, the intent must be accuracy.
How much you can rely on the results depends on the consistency, stabil-
ity, and repeatability of your data collection instrument—in other words,
its reliability. If you were to measure the same variable in the same person
again, under the same circumstances, would your result be the same?

In addition to reliability, you need to know if the measurement tech-
nique used to collect data actually measures what it is supposed to meas-
ure; in other words, is it a valid technique? If you use a questionnaire to
measure an individual’s moral values, did the questionnaire, in fact, meas-
ure that concept or something entirely different, such as religious beliefs?
The degree to which answers actually reflect the individual’s moral values
represents the validity of the questionnaire.

Data collection in nursing research is not a precise science, and there
are many factors that can affect the reliability and validity of the results.
Estimating the degree to which an instrument is valid and reliable is a crit-
ical step in the research process because this determines how much
weight can be placed on the results. This is a crucial part of evaluating
research for application in practice as well and will frequently make the
difference in a decision relating to evidence-informed practice.

This chapter deals with the concepts of reliability and validity of the
instruments used to measure variables. The issues related to the validity
of the research result are covered under the discussion of internal and
external validity in Chapter 7 (Selltiz, Wrightsman, & Cook, 1976).

Errors in Data Collection Procedures
The whole point of doing research is to measure differences among the
subjects in the sample. When you are evaluating nursing interventions,
you want to know whether the intervention really made a difference to the
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outcome for the patient or whether the result reflects an error in the data
collection process. What you are looking for are the true differences that
occur among patients as a result of the nursing intervention. These true
differences are the research objective. Any other differences are errors in
the measurement process. Some errors may be due to the way data were
collected, others to the characteristics of the subjects.

When you are measuring or testing a variable, you want to be sure that
what you are measuring reflects the true differences in the subjects and
not an error either in relation to the characteristic you are measuring or
to the measurement process itself. The process of measurement, how-
ever, is easily affected by error, particularly when we are measuring
abstract concepts that may not be fully understood at the present time.

Errors in the measurement process can be either constant or random.
A constant error will consistently affect the measurement of the variable
in the same way each time measurement is done.1 It will provide an incor-
rect measure of the variable, and the error will be the same for all sub-
jects. An example is a weight scale that consistently weighs 2 grams over
the actual weight. The measurement will appear to be reliable because
repeated measures of the same item will result in the same weight. The
measurement, however, will not be a valid weight because it is always 2
grams over the actual weight of any item.

The two most stable and problematic constant errors in social science
research are social desirability (where the research subjects respond with
what they believe is the positive social response whether or not it is true)
and acquiescent response set (consistently agreeing or disagreeing with
the questions). These two sources of error are examples of constant error
in that they are always present in some people, and those people will con-
sistently bias their responses to any questionnaire or interview. For this
reason, in any personal interaction with human subjects for the purpose of
obtaining information, the researcher must be very careful to present ques-
tions in such a way as to avoid either of these sources of error. Constant
error affects the validity of the measurement or its ability to arrive at true
differences among subjects. Other traits of individuals can also produce
constant error in measurement. Intelligence and test-taking skill are two
examples. Both characteristics can influence a subject’s performance on a
paper-and-pencil test and thereby contaminate the true differences that the
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1The basic concepts used here in reliability and validity were adapted from Selltiz, C., Wrightsman,
L., & Cook, S. W. (1976). Research methods in social relations, (3rd ed., chap. 6). New York: Holt,
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71799_CH10_FINAL.qxd  2/4/10  12:59 PM  Page 199



researcher is looking for on the trait actually being measured. When devel-
oping questionnaires, it is up to the researcher to demonstrate that the tool
is not being affected by traits such as these, and because we are unable to
know directly an individual’s true position on many of the variables that we
measure, we judge the validity of the instrument by the extent to which its
results are comparable with other evidence. Because there are differences
in the types of evidence that are available to establish the validity of vari-
ous instruments, there are different levels and types of validation.

Constant error can be introduced with the independent variable in a
Level III study. This problem is a result of the two-group design, in which
one group receives the nursing intervention and the other group does
not. The validity of the independent variable can be questioned any time
there are only two groups, one of which receives no treatment, because
we know that some improvement will be noted in any study simply from
the extra attention provided to the intervention group, regardless of the
efficacy of the intervention. For example, suppose a special technique of
crisis intervention is being tested for its ability to decrease anxiety. In this
study, the experimental group receives 1 hour of intensive crisis interven-
tion, and the control group receives no special intervention. This design
sets up a special case of constant error because it does not separate out
the attention paid to subjects from the actual intervention. It therefore
does not achieve a valid measurement of crisis intervention. What is
really being tested is something versus nothing. There is no way of truly
isolating the effect of the crisis intervention. This creates a constant error
in applying the independent variable and affects the outcome of the
study. In this case the error is built into the design and will be a factor
with each and every subject in the study. The design can be corrected
easily by including more variation in the independent variable. For exam-
ple, adding one other form of counseling in the form of a second experi-
mental group will improve the validity of the measurement of crisis
intervention in the original group.

Random error, in contrast, is unpredictable error that varies from one
measurement to the next even though the characteristic being measured
has not changed. Random errors are transient in nature and result in
inconsistent data. If measurements are repeated on the same subjects, the
results will not be the same. Random errors directly affect reliability, but
because valid measures must also be reliable, random errors also indi-
rectly affect the validity of the measurement technique.

Random errors can result from many factors related to the research situ-
ation. The subject’s mood, attention span, state of health, and level of pain
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are all examples of transient personal factors that can cause unreliable
responses to measurement and can result in different measurement scores
from one time to another. The researcher’s general state of well-being may
also contribute to random error, in that situations where the data collector
is feeling fatigued, impatient, bored, ill, or distracted can affect the subjects’
responses to measurement. These possibilities for random error need to be
considered in planning the process of measurement in any study because
the goal is to maximize the reliability of the results.

Other transient factors that cause random error in measurement can
stem from the physical environment in which the research occurs, such
as weather, temperature, lighting, noise, and interruptions. Privacy may
be a factor in some studies when subjects may hesitate to answer accu-
rately if they fear they may be overheard by family members or others in
the environment. Care must be taken in planning the procedures for data
collection so that random error is kept to a minimum.

The wording of the questions can affect both the reliability and the
validity of the tool used for an interview or questionnaire. Unclear ques-
tions can affect reliability if they lead some subjects to misinterpret the
question. They can affect validity if they lead to systematic misinterpreta-
tion by all subjects. Either way, they produce both constant and random
errors in measurement.

When you develop a research instrument, there is no way you can pos-
sibly ask every conceivable question about the concept you are trying to
measure. You must include some questions and exclude others. In effect,
you are sampling the universe of possible data about your variable, thus
choosing to collect some data and not others. The sample you select must
be representative of the universe of what is known about your variable.
Ensuring this representativeness is a difficult process. You can never be
completely sure that you have selected a truly representative sample of
content for your tool. If you underrepresent the content needed to meas-
ure a concept, the error affects the validity of your instrument because it
will provide a source of constant error for all your subjects. If you ask
many more questions than you need to estimate the concept you are
measuring, you could create boredom or fatigue in your subjects, which
may affect reliability.

A final source of error comes not from the process of data collection, but
rather from the process of data analysis. Here, you may introduce error in
coding answers when you transpose from one page to another. Or, you
might make a mathematical error in calculating the results of the answers.
These are random errors and will affect the reliability of the final data.
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Error can be permanently damaging to the research project and very
serious or it can be superficial and easily corrected. Error can be obvious
to any external reader or it can be hidden from everyone. Error can be a
problem or a minor irritant. In any case, every researcher attempts to
remove as much error as possible from the research study during the
planning phase to increase the credibility of the results.

Bailey presents a table showing the type of error that is likely to occur
during different phases of the research process. The serious researcher
looks for sources of error during the planning phase, accepting critique
from peers and supervisors early in the process to produce as valid and
reliable a study as is possible under the circumstances (see Table 10-1).

The concepts of reliability and validity presented here are the basic
concepts as they apply to measurement. This chapter is not intended to
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TABLE 10-1
Error in the Research Process

Phase of the Research Process Type of Error

1. The research question 1. Lack of face validity
The research problem
Operational definitions

2. Construction of measurement 2. Faulty or ambiguous wording  
instrument (questionnaire) of questions

Categories not mutually exclusive
Not representative of content

3. Sampling 3. Lack of external validity
a. Sampling error
b. Not representative

4. Data collection (failure to control) 4. Reliability issues:
a. Environment (lighting, heat)
b. Personal characteristics of respondent (fatigue)
c. Relationship between researcher and respondent
d Mechanical defects (faulty recording, 

equipment failure)

5. Coding 5. Coding errors such as missing data, incorrect 
recording, illegible coding

6. Data analysis 6. Incorrect statistics
Faulty interpretation of data

Source: Adapted from Bailey, K. D. (1978). Methods of social research. New York: Free Press.
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provide the mechanisms for testing reliability and validity above the basic
level, but it will give you a good idea of what to look for when you are
choosing a tool to measure your variables and how to decide if the relia-
bility and validity of your measures are adequate for your study. This
chapter will not enable you to develop a reliable and valid measure if one
does not presently exist.

Validity
There are three major methods of estimating the validity of a data collec-
tion instrument or the investigator as a valid participant observer. The
greater the degree of validity of the data collection device, the more confi-
dent you will be that the results you achieve reflect true differences in the
scores of your subjects and not some random or constant error. Because
our concern with validity is primarily one of constant error, the degree of
validity will reflect the degree to which we are controlling or accounting
for constant error.

The degree to which valid measurements can be achieved is directly
related to the level of the study design. Exploratory descriptive designs,
by nature, have a low level of validation and must rely heavily on esti-
mates of reliability. Level II descriptive survey designs can achieve a
greater degree of validity but still rely heavily on reliability estimates.
Level III demands the highest degree of validity and reliability testing. Just
as control over the independent variable must increase with the level of
design, so must control for error in data collection. Methods of establish-
ing validity of the measurement technique fall into one of three cate-
gories: self-evident measures, pragmatic measures, and construct validity.

Self-Evident Measures
These methods of establishing validity deal with basic levels of knowl-
edge about the variable and look at an instrument’s apparent value as a
measurement technique rather than its actual value. In other words, self-
evident measures refer to the fact that the instrument appears to measure
what it is supposed to measure.

Face Validity
At the most basic level, when little or nothing is known about the variable
being measured, the level of validity obtainable is called face validity. “On
the face of it” merely establishes that the tool seems to be an appropriate
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way to find out what you want to know. Looking at the questions you have
developed to ask your subjects, you can say, I think I will find out what I
want to know by asking these questions. It looks all right to me. This is the
extent of face validity. It is the lowest level of validation and is used only
when you are beginning to study a particular idea and have no prior
research literature to provide more information. If there is literature on
the variable, either theory or research, then face validity is not sufficient.
If you have chosen to study a variable that has not been studied before,
you usually will start with face validity because it is the beginning step of
the validation process.

Let’s say that you are interested in discovering patients’ attitudes
toward the labels they are given by nursing staff, and you want to know
what patients would like to be called. You may have found no previous
studies that relate to this area and no questionnaires previously devel-
oped, and therefore you plan to develop your own tool—a questionnaire
or interview schedule. The first step is to write down some questions. For
example, you might decide to ask these questions:

What are the different ways that nurses address patients?

Which of these have been used by nurses who have addressed you?

How do you prefer to be addressed by nurses?

After writing your questions, you look them over and you think they
make sense. Next, you give the questions to your family and friends, and
they agree that the questions make sense. You now have established face
validity. You might also give the questions to some staff nurses and some
patients. You are developing more confidence in your questions because
these groups also agree that they make sense, and you can now say that
your questions have face validity.

Content Validity
Content validity is also a self-evident measure but involves comparing the
content of the measurement technique to the known literature on the topic
and validating the fact that the tool does represent the literature accu-
rately. You want to obtain an adequate sampling of the content area being
studied. Content validity is frequently estimated from the review of the liter-
ature on the topic or through consultation with experts in the field who have
become experts by having done unpublished research in the area. After
you have critically reviewed the literature, you construct your questions or
instruments to cover the known content represented in the literature.
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Content validity is a self-evident measure because it relies on the assur-
ance that you can demonstrate an adequate coverage of the known field. An
expert should be able to judge whether or not the tool adequately samples
the known content. Researchers, therefore, frequently call on experts in the
field to verify content validity for newly developed tools.

In exploratory descriptive studies using participant observation, you
may be in situations where you do not know either the setting or the pop-
ulation. You assume that the persons you select to represent the popula-
tion are knowledgeable about the content you are trying to elicit. In this
case, you assume that the members of a group or population have face
validity as experts in their culture or social roles, and you try to further
validate each person’s report by talking with as many experts as possible.
The more people you question, the more content you will gain and the
more depth of data you will have at your disposal. On the face of it means
your informants appear to have face validity; you establish content valid-
ity of the data by cross-checking the answers with several informants
until you are satisfied that the content is accurate.

Use of Judge Panels
There are times when you want validation from others that, on the face of
it, your data collection instrument is collecting what it is supposed to or
that your categories for discriminating data in content analysis seem
appropriate. In this case, you put together a group of people who you
believe are knowledgeable about the content you are testing or the
process of developing questions. This panel of experts is asked to judge
whether or not, on the face of it, your work appears to be sound, that it
will do what you want it to do. This is your judge panel.

Students can use classmates, a thesis committee, clinical staff (if it is a
clinical study), and so on. Faculty use one another, students in their
courses, as well as clinical and administrative staff where appropriate.
Clinical agency personnel use one another, visiting faculty, and students.
The point is to get opinions other than your own. We become so close to
our own studies we tend to lose sight of alternative responses. The use of
a judge panel, and taking its advice if it is asked for, is a first step in the
development of the validity of your data collection instrument(s). Even if
you are using someone else’s instrument, the use of the judge panel will
assist you in determining its appropriateness to your study.

One use of a judge panel is more closely allied with content validity 
than face validity. In this instance, the panel of experts is drawn together
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because it is familiar with the content area or theoretical formulation of
your study. The judges are usually researchers in the field. You ask them to
look over your questionnaire, interview schedule, or observational tool to
judge whether or not your instrument adequately represents the known
universe of content you want to cover. Their responses are reported in
your proposal according to the percentage of agreement among the judge
panel members with the items you have developed.

Pragmatic Measures
Pragmatic measures of validity essentially test the practical value of a par-
ticular research instrument or tool and focus on the questions, Does it
work? Does it do what it is supposed to do? Pragmatic validation proce-
dures attempt to answer these questions. The two types of pragmatic
measures are called concurrent validity and predictive validity.

Concurrent Validity
Instruments that attempt to test a research subject on some current char-
acteristic have concurrent validity if the results are compared and have a
high correlation with an established (tested) measurement. Suppose you
had developed a behavioral checklist to measure nurses’ job satisfaction.
To validate this test, you would need to compare it with the results of an
established job satisfaction instrument shown to be valid for nurses. A
high correlation between the results of the two dissimilar tests would
indicate concurrent validity for your checklist.

A classic study by Walbek and Gordon (1980) assessed the concurrent
validity of three self-report measures of assertiveness by comparing them
with trait ratings of experts in assertiveness behavior. They found that
although the three self-reports correlated highly with one another, there
was not a high correlation between any of them and the trait ratings.
Therefore, concurrent validity was not established for the self-report meas-
ures. This example points out the necessity of requiring either a test for
which validity has been established or a measure that approaches the con-
cept differently as a criterion for concurrent validity.

Predictive Validity
Instruments that accurately predict some future occurrence have predic-
tive validity. Measures designed to predict success in educational pro-
grams fall into this category, as do aptitude tests. They are designed to
measure some current characteristic that is expected to predict something
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that will occur sometime in the future. Predictive validity is established by
measuring the trait now and waiting to see if the event occurs as pre-
dicted. Once predictive validity has been established, the instrument can
be used with confidence to discriminate between people on the basis of
expected outcome.

Both concurrent and predictive validity can be used for the same instru-
ment, as in the following example by Selltiz and Kidder (1981). A test was
designed for insurance salespeople that attempted to predict their ability
to sell insurance. To be validated, the test was first given to a sales force
currently selling insurance. Scores were compared with the amount of
insurance each person sold in the prior year. This established the concur-
rent validity of the test. The next step was to follow a new sales force for
five years, giving them the test initially and then keeping track of their
sales records and noting those who stopped selling insurance. The extent
to which the test was able to predict the ability to sell insurance was deter-
mined by the accuracy with which it differentiated between successful and
unsuccessful salespeople at the end of a five-year period.

This two-step process can be used to develop many instruments
intended to predict success. First, concurrent validity is tested by giving
the test to groups who are currently demonstrating the characteristic
being measured: selling insurance, practicing nursing, and recovering
from surgery. If it discriminates between degree of success and failure in a
population currently demonstrating the characteristic, then it has some
concurrent validity and can be tested further on other groups to deter-
mine its value as a predictor. The second step, predictive validation, in-
volves a longitudinal approach, following a sample of people over time to
validate the prediction.

In exploratory descriptive studies with no structured tests available
and little knowledge of the characteristics held by people in the sample,
you must depend on others in the society to point out this information. As
a participant observer in a new setting, you often do not know who is a
good nurse or who does the best nursing care plans, so you must ask
other people in the setting to point out the person to whom you should
speak. This is the most fundamental step in concurrent validation of the
source of your data—the discovery of who possesses the particular trait
or characteristic that you want to find. When you are in an unfamiliar set-
ting and you don’t know the rules of the social system, you must rely on
pragmatic validation procedures, such as asking other people.

In participant observation you can use predictive validity also. Here,
you ask your informants to predict what will occur in a given situation
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and then actually observe the event with the informant. Then, if some-
thing happens that was not predicted or happens differently from predic-
tion, you can ask for clarification at that time. This is a beginning level of
predictive validation prior to the development of a standardized and
structured test or measuring instrument.

Construct Validity
Construct validity is useful mainly for measures of traits or feelings, such
as generosity, grief, or satisfaction. The theoretical base for the concept is
tested by determining the extent to which the instrument actually meas-
ures that concept. Construct validity can be determined using one of
three approaches:

• Contrasted groups
• Experimental manipulation
• The multitrait–multimethod approach (Waltz, Strickland, & Lenz,

1991)

The contrasted groups approach is carried out by comparing two
groups, one of which is known to score very high on the concept being
measured by the tool and the other very low on that concept. For exam-
ple, a group of recently bereaved individuals would be expected to score
very high on a measure of grief, whereas a group of people who have not
suffered any losses should score very low. The tool can be given to both
groups and the scores compared. If the tool is valid, the mean scores of
these two groups will be significantly different.

Experimental manipulation requires that an experiment be designed to
test the theory or conceptual framework underlying the instrument. Such
an experiment would have hypotheses that predict the behavior of peo-
ple who score at various levels on the tool. Data will then be collected,
testing the hypotheses to determine whether the theory underlying the
tool is adequate to explain the data collected (Waltz, et al., 1991).

The third method, the multitrait–multimethod approach, was proposed
by Campbell and Fiske in 1956 to evaluate of the validity of measurement
tools. This is the preferred method of establishing construct validity
whenever it is possible to use it. The multimethod approach is based on
the premise that different measures of the same construct should pro-
duce very similar results and that measures of different constructs should
produce very different results. To perform this type of validity, you must
have access to more than one method of measuring the construct under
study, and you must be able to measure another construct at the same
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time. Thus, you have data from two or more tools designed to measure
the construct you are studying and one or more measures of a different
construct. If there is good construct validity, you will see a high correla-
tion between the tools that are measuring the same construct. In addition,
the measurement of the different construct will allow you to discriminate
between the two constructs, and it will be clear that the tools are measur-
ing different traits (Galassi, Delo, Galassi, & Bastien, 1979).

For example, Galassi and others (Gough & Heilbrun, 1979) have reported
extensive construct validity testing on a College Self-Expression Scale
(CSES). This scale measures general assertiveness. The key concepts were
determined to be assertiveness, self-expression, and self-denial. The
authors correlated the scores of their CSES with the 24 scales of Gough and
Heilbrun’s adjective checklist (1979). The two scales were found to corre-
late highly on defensiveness, self-confidence, achievement, dominance,
exhibition, and autonomy. The new scale was shown to correlate highly
with an existing measure on some of the concepts falling within the con-
struct of assertiveness. Next, the CSES scale was determined to be different
from similar constructs, such as aggressiveness. Each step increased the
construct validity of the instrument. Each step actually tested the theoreti-
cal construct of assertiveness, as defined by the authors.

Reliability
Reliability refers to the consistency, stability, and repeatability of a data
collection instrument. A reliable instrument does not respond to chance
factors or environmental conditions; it will have consistent results if
repeated over time on the same person or if used by two different investi-
gators. The reliability of an instrument says nothing about its validity. 
It can be measuring the wrong concept in a consistent, stable fashion.
Reliability only means that the instrument provides consistent, stable,
and repeatable results.

Even if you plan to carry out construct validation procedures on your
measuring instrument, you still need to be concerned about its reliability.
If an instrument could be proven to have absolute validity, there would be
no need to test for reliability because the instrument would automatically
have perfect reliability. But because no measurement instrument can
have absolute validity, we test for reliability of all instruments, and you
will need to include reliability testing in your research design.

There are three methods of testing the reliability of research instru-
ments: tests for the stability of the instrument (how stable it is over time),
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tests for equivalence (consistency of the results by different investigators
or similar tests at the same time), and internal consistency (the measure-
ment of the concept is consistent in all parts of the test). Each test of relia-
bility looks at a different aspect of the instrument. When developing,
adapting, or utilizing someone else’s research instrument, you need to use
one or more of these tests to establish the level of reliability of the instru-
ment for your own use.

Tests of Stability
Stability is undoubtedly the best indicator of an instrument’s reliability. A
stable research instrument is one that can be repeated over and over on
the same research subject and will produce the same results. Testing for
stability, however, has one major limitation: it can be done only when you
can assume that the trait being measured will remain constant over time.
An example of a stable concept is intelligence. It should be possible to
measure intelligence repeatedly, at regular intervals, and to obtain the
same score. An unstable concept such as pain, on the other hand, is
changeable and subject to frequent fluctuations even in persons with
chronic pain. Repeated measures of pain in a subject would result in
widely different scores. These differences would not mean that the instru-
ment was unstable, but rather that the individual’s pain was changing.
This reflects expected differences due to changes in the variable being
measured. Tests of stability will not be able to make this distinction. Thus,
although stability is a good indicator of reliability when the variable being
measured remains constant, it is not useful in the measurement of change-
able or transient states. Tests of stability are in two categories: test–retest
and repeated observations.

Test–Retest
The classic test of stability is test–retest. Repeated measurements over
time using the same instrument on the same subjects is expected to pro-
duce the same results. It is easiest to visualize in the field of education for
the development of reliable tests of knowledge. For example, a test is
developed to measure knowledge of mathematics. The test is given to a
group of students and repeated two weeks later. Assuming that the stu-
dents have had no additional instruction in mathematics during the two-
week period between tests, their scores will be very similar at both
testings if the test measures reliably. Knowledge of mathematics is not a
trait that is expected to change significantly according to the day of the
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week or the weather. Results from the first testing can be correlated with
results of the second testing, and a high correlation should result (+0.8 or
higher). Any time you are measuring a relatively stable trait or character-
istic, you should be able to ask the same questions and get the same
answers every time, regardless of the individual’s mood or frame of mind.
A reliable questionnaire will give you consistent results over time. If the
results are not consistent, the test is not considered to be reliable and will
need to be revised until it does measure consistently. Test–retest is used
primarily with questionnaires, but the concept of repeated measurement
to establish stability can also be used with such tools as thermometers
and hemodynamic monitors and in instances where the variable being
measured is not expected to fluctuate.

Test–retest is used in interviewing as well as in examinations and ques-
tionnaires. Here the investigator interviews the research subject over
time on the same topic. Assuming that the topic of the interview is a sta-
ble one, the answers to the same questions should be the same. The only
allowable differentiation is that frequently subjects will remember more
about a topic when interviewed and will expand on all subsequent inter-
views. Subsequent interviews will incorporate questions on the new
material and be asked about as a test–retest. Test–retest would be an
inappropriate test of reliability if you were interviewing subjects on, What
did you have for dinner last night? Dinner menus are expected to change.
But if the question was, What did you have for dinner last Thanksgiving?
the answers should be consistent from interview to interview with the
addition of recalled food items between interviews. Then, these added
items also should be recalled over time.

Repeated Observations
When using observational methods of data collection, the test of stability of
the instrument is called repeated observations. This method has the same
basic elements as test–retest. The measurement of the variable or trait is
repeated over time, and the results at each measurement time are expected
to be very similar. If you have developed an observational scale to rate
nurses’ behavior during the process of counting narcotics, you would
expect that the same nurse who counted narcotics three days in a row
would have a similar rating each day. If you get different ratings each day,
you will question: (1) whether or not you have a reliable rating, (2) whether
or not you are measuring a stable trait or characteristic, or (3) whether or
not you are observing the same way each day (that is, whether you are a
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consistent observer). This last point is not a problem when your instru-
ment is a questionnaire, but when you are using observation as your
method of collecting data, an evaluation of your reliability as a data collec-
tor is part of the testing of the instrument.

Tests of Equivalence
When the concept or trait being measured is not a stable one, the reliabil-
ity of an instrument cannot be tested by repeated measures. When a
group of subjects is collected to test an instrument’s reliability on a trait
that is known to fluctuate over time, any testing will have to be done
within a short enough time so that the trait will not have changed and an
estimate of the consistency of the instrument to measure the trait can be
obtained. Tests of equivalence attempt to determine if similar tests given
at the same time yield the same results, or if the same results can be
obtained using different observers at the same time. Equivalence is based
on the idea of using alternate forms of measurement of the same trait at
the same time and comparing the results.

Alternate Form
A test of equivalence using alternate forms of paper and pencil tests con-
sisting of two sets of similar questions designed to measure the same trait
is called alternate form testing. The two tests are based on the same con-
tent, but the individual items are different. When these two tests are
administered to subjects at the same time, the results can be compared
just as with the test–retest method, only this time it is the equivalence of
the two measures that is tested rather than the stability of one instru-
ment. Obtaining similar results on the two alternate forms of the instru-
ment gives support for the reliability of both forms of the instrument.

A number of alternative forms of objective tests are used in education.
For example, an instructor in the public school system might use this con-
cept for examinations of students in high school courses. Here the instruc-
tor, using the same content but different questions, develops two tests for
use in the same course. Sometimes the instructor will pass out two sets of
examinations alternately to the class at the same time. In this way, if a stu-
dent looked over another student’s shoulder, he or she would see a differ-
ent test. In this case, the alternate form of the test is to prevent dishonesty
among the students rather than to measure the reliability of the test. At
other times the alternate test is used for makeup examinations for stu-
dents who missed the examination due to illness. The idea of alternate
tests is that the tests will be equivalent. If one student were to take two
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forms of the test, the results should reflect the same level of knowledge, if
the tests are reliable.

Alternate form is used in interview situations in very much the same
way as it is used in questionnaires. Because interviews generally take
much longer to complete than questionnaires, the interviewer will not
repeat all of the content in an alternate form, but rather will incorporate
into the interview schedule a few questions that ask for the same content
in a different way. The way in which the subject answers the questions
provides a measure of the consistency or reliability of the questions.

The major problem with alternate form questions is that they tend to
be boring for the subject. When the questionnaire or interview is already
very long, the addition of another questionnaire of the same length or
even the addition of a few extra interview questions may be too tiring for
the subjects, and you may actually be introducing new sources of error
through subject fatigue and boredom. This is the major factor to con-
sider when deciding whether you can use the alternate form method to
test for reliability.

Interrater Reliability
This is the method of testing for equivalence when the design calls for
observation. It is used to determine whether two observers using the
same instrument at the same time will obtain similar results. A reliable
instrument should produce the same results if both observers are using it
the same way. An observational tool designed to measure assertiveness in
social interactions is an example of an appropriate use of interrater relia-
bility. Two researchers observe an interaction together, and each one sep-
arately rates the assertiveness of the participants using the same scale.
These ratings are then compared for equivalence. The extent to which
they agree serves as a measure of the reliability of the tool.

Interrater reliability is the most common method of testing observa-
tional tools for reliability because it can be used with situations that are
changeable. Most social interaction situations are not repeated, and so
you will rarely get to do repeated observations to test the reliability of
your observational tool. However, you can usually find another observer
to work with you in testing the tool.

This method is also very useful to test the reliability of interpreting
physiological tools. For example, you might expect that every nurse who
reads a glass thermometer will read it in the same way and come up with
the same results. Nothing could be further from the truth. In actuality, ther-
mometer reading can be quite unreliable unless the data collectors are all
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trained to read the thermometer exactly the same way specifically for the
research project. Although the thermometer being used for the research
may have been shown to be reliable on test–retest when read by one indi-
vidual, when two different individuals read the same thermometer they
may not arrive at the same numeric score. To test for the equivalence of
their thermometer readings, interrater reliability testing is used prior to
the onset of the actual data collection.

Manual blood pressure readings using a stethoscope and sphygmo-
manometer will also appear to provide unreliable data on test–retest
when the reading is done with less than ten minutes between tests. This is
because blood pressure readings change before and after the use of a
tourniquet—a blood pressure cuff—so sphygmomanometers are known
to result in different readings on a test–retest procedure. To test the inter-
rater reliability of a blood pressure reading, a double stethoscope is used,
which enables two people to listen and agree on blood pressure readings
at the same time.

The concepts basic to equivalence are the use of two measures using
alternate form questions or two observers comparing their ratings of the
same event using the same data collection tool. Equivalence is used in sit-
uations where the characteristic being measured is changeable and is not
expected to remain stable over time.

Tests of Internal Consistency
Internal consistency refers to the extent to which all parts of the measure-
ment technique are measuring the same concept. For example, when
developing a questionnaire to measure depression, each question should
provide a measure of depression consistent with the overall results of the
test. In laboratory tests, this concept includes the idea that the results
obtained from counting the red blood cells in one drop of blood from a
specimen should be the same as those obtained from another drop of
blood from the same specimen. Hospital laboratories commonly check
their own reliability by reserving parts of blood and tissue samples to be
separately run through the appropriate testing procedures. Comparison
of the results gives a measure of the reliability of the procedures.

All structured questionnaires designed to measure single concepts,
traits, or phenomena on a quantitative scale are tested for internal con-
sistency to ensure that all items on the questionnaire are contributing
consistently to the overall measure of the concept. Internal consistency
is usually established in addition to tests of stability or equivalence that
may be used as measures of reliability. Sometimes, however, internal
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consistency may be the only measure of reliability that can used with a
particular instrument. If the trait being measured is a changeable one,
test–retest cannot be used. If alternate form questions are not possible
because the length of the questionnaires would prohibit asking subjects to
complete two at the same time, then equivalence is not an option. Internal
consistency will provide a useful measure of reliability in these cases.

Tests of internal consistency are based on the idea of split-half correla-
tions in which scores on one half of a subject’s responses are compared to
scores on the other half. If all items are consistently measuring the overall
concept, then the scores on the two halves of the test should be highly
correlated. To provide a good measure of reliability, the division of the
test into halves must be done in an unbiased manner. Random division is
best because all choice will be removed from the researcher. Special sta-
tistical tests have been developed to provide measures of internal consis-
tency for questionnaires. Cronbach’s alpha coefficient is the test most
frequently used to establish internal consistency (1990). The alpha coeffi-
cient correlates each individual item with each other item and the overall
score, thus giving an overall measure of the consistency with which the
score on an item can be used to predict the overall attribute being meas-
ured. In addition to providing a measure of reliability, it also assists the
researcher in identifying individual problem questions. Internal consis-
tency must be established before an instrument can be used for research
purposes. Any new instrument that you might develop will require pilot
testing before you use it in your research project. If you revise an existing
tool, you should treat it as a new tool for purposes of reliability testing,
and even an established instrument should be tested for internal consis-
tency each time it is used with a new population.

Internal consistency is a useful device for establishing reliability in a
highly structured quantitative data collection instrument. It is not useful
in open-ended questionnaires or interviews, unstructured observations,
projective tests, available data, or other qualitative data collection meth-
ods and instruments.

Reliability and Validity Issues in Field Research Using 
Participant Observation

When research is conducted in naturalistic or field settings using qualita-
tive or predominantly unstructured data collection instruments, repeata-
bility of the research procedures and reliability of outcomes is difficult to
achieve. The reasons are inherent in the setting itself. Field settings are in
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the process of change all the time. Social interactions among the same
participants will differ from one hour to the next. What was studied one
year will probably not be the same the next year in the same setting. The
people have changed, the setting has changed, and possibly even the
problem has changed—sometimes perceptibly, sometimes imperceptibly.
For this reason, a second researcher entering the field to study the same
phenomena using the same data-collection procedures will be unlikely to
replicate the original study and produce the same results.2 Many quantita-
tive researchers question the validity of qualitative field research, particu-
larly when participant observation is the major method of data collection.
In nursing, however, these types of studies are gaining more acceptance
as we are able to see the wealth of data they produce about the behavior
of people and to gain an appreciation for the value of this research.

Due to the problem with replication and control over the field situation,
field researchers, of necessity, have developed strategies for ascertaining
the validity and reliability of their research using slight modifications of
the concepts discussed previously.

A significant difference between field and laboratory research is that in
field research it is the researcher, particularly as a participant observer,
that is the primary research instrument. It is the researcher, not a
mechanical research instrument or measurement device, that collects
and measures the data through observations and talking to people. The
researcher, using participant observation as the major data collection
method, is the principal research instrument.

Field research was developed by anthropologists and sociologists to
study human behavior over time in natural settings. The researcher, as par-
ticipant observer, either lives with the subjects, as anthropologists do, or
spends time collecting data by visiting the research site regularly over a
long period of time. Fieldwork consists of a combination of the following
data collection methods: participant observation, in-depth interviewing of
key informants, life histories, census taking, kinship charts (genealogies or
genograms), collection of written and unwritten available data, photogra-
phy (stills, movies, and videos), audio recording of events and interviews,
observation of special and repetitive events, and participation with inform-
ants in all social events. The purpose of the researcher is to live the life of
the subjects as much as possible, to learn the rules of behavior as well as
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possible by living them, and eventually to describe the social life of the peo-
ple being studied from their perspective. Because data are collected using
many instruments or data collection devices; because data collection
occurs over long periods of time; because the researcher’s training in field
methods, objectivity as an observer, ability to record with clarity and preci-
sion, sensitivity to the nuances of behavior, and ability to ask relevant and
clear questions are critical to the outcome of the research, the issues of reli-
ability and validity and sources of error become very complex.

Issues of reliability are concerned with the consistency, stability, and
repeatability of the informant’s accounts and the investigator’s ability to
collect and record information accurately. When key informants are inter-
viewed over time, their responses to the same questions on the same
topic should be answered with essentially the same information. This is 
a type of test–retest of the same informants on the same material. To 
further test the reliability of the informants, the researcher tape records
interviews, transcribes them, then presents the informants with literal
transcriptions of the interviews for verification of what was said. Fre-
quently these verification sessions will clarify the content as well as the
verbatim terminology, expand on the information by clarifying unclear or
incomplete materials, and essentially validate that this material is correct.
Over time, this procedure is repeated with the same informants, until by
the end of the fieldwork period, the material is considered to be both
valid and reliable.

When the field researcher is interviewing an informant for a single time
only, the use of alternate form questions within the interview itself is a
standard test of the reliability of that particular informant. The same
question will be asked in the same way two to three times during the
interview as a measure of stability. In addition, the subject will be asked
two to three different types of questions on the same topic for alternate
form reliability.

Several methods are used in the field situation to establish the reliability
of the investigator. Because participant observers are often alone in the
field and cannot use equivalence with another researcher, equivalence is
developed by working with informants. Early in the fieldwork situation
when the investigator is a stranger and unfamiliar with the rules of behav-
ior and the setting, establishing equivalence of observation of events is
critical. In the traditional anthropology situation, the investigator usually
hires an informant, who observes the occasion also. The investigator then
records the activity on the spot, either taking field notes, taping a running
documentary of the events, or photographing events in still photographs
or on film. (A written record along with photographic evidence has greater
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validity than either one alone.) The written record is then reviewed with
the informant for completeness and comprehensiveness of the coverage.
Any conclusions or inferences drawn are also verified with the informant.
This is also an excellent time for the informant to explain what has
occurred and why (this discussion–interview is, of course, tape recorded).
Taking along an informant during these observations is critical to the field-
work because questions about the event can be asked and answered at the
time it is being observed so that discrepancies between what is observed
and what is explained can be clarified. Also, the informant is more inter-
ested and involved at the time of the activity and so is more willing to dis-
cuss it. The researcher does not have to rely on anyone’s memory of the
event and thus avoids distortion caused by selective memory.

Validity issues are of greatest concern in field studies. Social desirability
and acquiescent response set are as much a factor in field studies as in
other questionnaires or interviews, thus the fieldworker needs to try to
minimize these sources of error. Although all field researchers usually give
their final reports to their informants for verification, many informants will
not critique the material. They may not want to contradict the investigator,
whom they see as a high-status individual; or they may deliberately want
to keep their world a secret and want falsehoods to be published. Final
reports are often shared with other researchers in the area as well as with
several key informants, not just one. All comments are recorded to find dis-
crepancies between comments and the final report.

A major method of verification of the truth of the data is by the use of
multiple methods. Here we are relying on pragmatic validation proce-
dures. Interview materials are always verified by direct observation of the
event, interaction, or person. Any discrepancy can be examined more
closely. If you are studying mother–infant interaction, it is not sufficient to
ask mothers what they do in particular situations; the field researcher
knows that what one says is not always what one does. Therefore, obser-
vations of mother–infant interactions are critical validation procedures. It
is insufficient to interview informants about birth customs without also
validating those reports by observing birthing. Both the observation and
the interview (verbatim to the degree possible) are reported. This estab-
lishes the reporter’s verification procedures and assures the reader that
the results are reliable.

The fieldworker always looks for written reports on the groups being
studied, whether they are reports of colonial officers, prior research
reports, letters, diaries, newspapers, or historic documents; all are sought
for verification purposes. The use of videotaping and photography vali-
dates observational notes (concurrent validity) and also provides a means
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for repeated observations of the same event (stability). Tape recordings of
interviews and social events not only allow for repeated replay (stability)
but also can be used as the basis for further interviewing, for clarification
of previous interviews, or to elicit new material.

These methods are all critical for an anthropologist working in a field
setting, such as an African village, particularly when the researcher is not
facile with the language and the customs. When the researcher enters the
field as a stranger, everything is new and unfamiliar. Validation of learning
is essential while you are becoming familiar with the setting. For the par-
ticipant observer, fortunately, many social events and interactions are
patterned and repetitive; through repeated observations many social
rules of behavior are learned early. The observer then uses this knowl-
edge (content validity) and through trial and error discovers what is
being done correctly and what is being done incorrectly and why (prag-
matic validation). Over time and with greater familiarity with the culture,
more and more observations and interview data (both formal and infor-
mal) are collected and verified, proving—simply by weight of evidence—
that the material is correct. Intensive interpersonal contact with research
subjects over long periods of time provides repetitive, and sometimes
overwhelming, amounts of data on the topic. The degree to which the
field researcher has collected and transcribed data verbatim (in the sub-
ject’s own words), has verified each transcription with the original inform-
ant, and has cross-checked all data against all forms of data collection
establishes the validity of the collected data.

Reliability and Validity in the Research Plan
In exploratory descriptive studies, validation procedures frequently reflect
self-evident measures or, at most, pragmatic measures; they rely heavily
on reliability tests. If you were interested in developing a research program
designed to describe and eventually test certain types of nursing interven-
tions, you might begin your program at the exploratory descriptive level
by observing nurses intervening with patients in particular settings. You
might be interested in specific nursing diagnoses found in the nursing care
plans and observe each nurse at planned intervals as care relative to those
diagnoses is given. You then interview these nurses to see what nursing
interventions they said were used. Your observations are repeated over
time as you observe the same nurse with the same patient. In addition, you
observe different nurses with the same patient and the same nurse with
different patients. To test for equivalence, you would need another person
observing with you in certain selected situations, thus determining your
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reliability as an observer. By virtue of the in-depth study, you have utilized
both self-evident and pragmatic measures of validity, as well as stability
and equivalence as measures of reliability.

At the descriptive survey level of design, you need to be concerned
with the reliability of your measurements because accuracy in measure-
ment is the key to a reliable Level II study. Instruments must be tested for
reliability and validity, and frequently this is done in a pilot study. Even if
the instrument has been previously tested in another study, it should be
retested as part of your study because it has been shown that both relia-
bility and validity can change over time. Neither is constant.

Level III experimental designs ideally require instruments that have
construct validity. Only in this way can there be true confidence in the
results of experiments. So few instruments in nursing research have
reached the construct validity level of sophistication that studies often
are carried out without the validation. This factor must be considered in
interpreting the results of these studies.

Each level of research requires some facet of reliability and validity test-
ing of the measurements, whether the research tool is you, the observer, 
a questionnaire, or a mechanical device. The point is that the results
obtained from your measurement should be true results and not due to
errors in your instrument. These critical concepts of reliability and validity
can make the difference between good research and poor research.

Self-Test
The following is a series of examples of research measures commonly
used in nursing studies. We first give you the item and ask you what kind
of reliability or validity test you would want to use to detect either con-
stant or random errors, then we give you some answers. You may find
other answers just as appropriate.

Test Measures
1. A 40-item questionnaire to measure knowledge of diabetes to be

used in a before–after experimental design.

2. An observational scale to measure a nurse’s assertiveness in role-
playing situations. Responses to be rated as passive, assertive, or
aggressive.

3. Blood pressure readings using a sphygmomanometer and stetho-
scope.
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4. Twenty-four-hour urinalysis for sodium, potassium, and catecho-
lamines as a measure of stress.

5. Unstructured interview designed to elicit patients’ understanding
of their diagnoses or surgery, to be subjected to content analysis.

Answers
1. You can use a test of internal consistency, such as Cronbach’s

alpha, and you can use a test–retest procedure on the control
group as part of your before–after design. In addition, you may
build in alternate-form questions as a test of equivalence. If the
test was based on the literature on diabetes, and you have sub-
jected it to a panel of expert judges who confirmed that it cov-
ered the material necessary for diabetics to know, then you have
self-evident validity. You may use a different test in conjunction
with this one as a test of concurrent validity. You also may use a
test with construct validity.

2. If the observational scale is being used for the first time, ask two
observers to use it and compare their results—a test of equiva-
lence. If their results are discrepant, train them to use the scale,
then give them another assignment and compare those results. If
their results continue to be discrepant, either the tool needs revi-
sion or you need two new observers. The validity of the tool
should reflect content validity—the items have been developed
from the literature. Document the source of each item and write a
rationale for inclusion.

3. The test of blood pressure has a physiological explanatory base,
so the use of the instrument has construct validity. We must,
however, check to be sure that the particular instrument we are
using in our research is both valid (measures accurately) and reli-
able (is consistent). We can check its accuracy by comparing the
results of our blood pressure equipment to another means of
measuring blood pressure, such as a cardiac monitor. We can
check the reliability of our observers by training two observers
to use the equipment (equivalence) and providing a stethoscope
with two sets of earphones so they can listen simultaneously and
compare readings. We can check the reliability of the cuff by
using it on a subject in a test–retest situation, allowing enough
time to elapse for the pressure in the arm to return to baseline.
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4. These measures of stress must be validated and justified by the
literature. If you are looking at stress as a short-term phenomenon
(ten-minute stress), is a 24-hour urine specimen appropriate to
test the theory? To test your assumption, use a different measure
of stress while collecting the 24-hour urine specimen. Compare
the results (concurrent validity). Urine is easily tested for internal
consistency by sending two specimens from the same collection
to the same laboratory and the same technician. If the results are
identical, both the technician and the equipment used are reliable
on test–retest. Two samples of urine can be sent to two different
technicians for a test of equivalence of the technicians.

5. In unstructured interviews the subject has face validity—you
assume the subject is telling the truth. You can build in a few
alternate form questions for equivalence to see if the subject
answers with the same information. The questions also may have
face validity if the subject gleans what the researcher wants to
know. The questions also may have content validity if they are
based on relevant literature. The interview can be pretested prior
to the study to determine whether the subject understands the
question and if the interviewer asks questions consistently. Using
a tape recorder to review interviewing techniques is a useful test
of both reliability and validity.
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 LEARNING OBJECTIVES

• Outline why it is necessary to protect the rights of human subjects 
in research.

• Identify some of the problems that have arisen as a result of violations
of the rights of individuals participating in research projects.

• Describe the meaning of informed consent and identify issues relating
to it in research on human subjects.

• Determine the considerations that must be weighed when balancing
potential benefits and costs in research with particular reference to
maintaining subjects’ anonymity and confidentiality of information.

• Outline the nature of federal guidelines for the review of research
proposals involving human subjects.

• Discuss the major ethical principles that guide researchers in their work.

Ethics in Nursing Research
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What happens to people who take part in research? Who is concerned with
their welfare? Until recently, these questions received little attention. In the
past, some researchers involved their subjects in research without obtain-
ing their permission, gave false information about the subjects’ role in the
study, or involved people in physically and psychologically harmful experi-
ments. Little attention was paid to the rights of subjects. The scientific con-
tribution of the research was all-important.

Today, the rights of research subjects in all disciplines must be protected
to the fullest possible extent. When subjects are vulnerable (as is true of
clients of the healthcare system), the research proposal must explain how
subjects’ rights will be protected.

The movement to protect human rights in research began after the
Nuremberg trials that followed World War II. The world was so appalled
by the biomedical experiments conducted on concentration camp prison-
ers that a code of behavior for researchers was drafted. The Nuremberg
Code, drawn up and accepted by the United Nations in 1948, was the first
set of guidelines protecting the rights of research subjects. It was an
excellent beginning but left out two major classes of research subjects:
children and the mentally incompetent. The Declaration of Helsinki, origi-
nally written in 1965 by the World Medical Association and updated
through 2009, remedied that omission by including children if parental
permission was obtained and the mentally incompetent if proxy consents
were obtained. Between 1945 and 1966, 2000 research projects were
approved by the National Institutes of Health (NIH) where informed con-
sents were not required of participants. During this time the drug thalido-
mide was being developed. Even though the drug had not received US
Food and Drug Administration (FDA) approval because there were con-
cerns about its safety, it was prescribed for thousands of women in the
United States and Canada who were not informed of the risks of the drug.
They essentially took part in a drug trial without their knowledge or con-
sent. The scandal that erupted following the birth of the babies with
severe birth defects born to women who took thalidomide led to amend-
ments to the Federal Food, Drug, and Cosmetic Act. As a result, physi-
cians were required to inform individuals if they were taking a drug that
had not received FDA approval.

In 1966, the surgeon general of the United States issued guidelines to
protect the rights and welfare of research subjects. These guidelines initi-
ated a system of review of research proposals at the local level (institu-
tional review boards) and accepted the notion of proxy consents. The
guidelines also established rules that researchers must follow to obtain
informed consent for drug trials.
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Problems resulting from biomedical research were the subject of Senate
hearings in 1973. Two of the most famous were the Tuskegee case and the
Willowbrook case (Veatch, 1977). The Willowbrook case concerned an
experimental design in which children living in an institution for the men-
tally retarded were injected with hepatitis virus. In the Tuskegee case,
black male prisoners were used for a classic experimental design for treat-
ment of syphilis. One group of infected men received no treatment, and
their disease progressed to third-stage syphilis. These cases, among oth-
ers, raised several ethical issues requiring a set of guidelines and princi-
ples on which to judge the ethical nature of research.

In 1974, Congress established the National Commission for the Pro-
tection of Human Subjects of Biomedical and Behavioral Research. This
commission explored basic ethical issues of human subjects in research
and identified principles to assist with the planning and conducting of ethi-
cal research. The 1979 Belmont Report summarized the basic ethical prin-
ciples developed by the commission and addressed informed consent.
Recommendations specified that researchers have a duty to keep subjects
informed throughout a research project and explain the risks and benefits
fully to ensure subjects’ understanding. These recommendations applied
to all health-related research, including nursing studies.

In Canada, the Tri-Council Policy Statement: Ethical Conduct for Re-
search Involving Humans has been widely adopted as the definitive policy
statement for health research. Research conducted in a wide variety of
Canadian agencies is governed by the principles and standards specified
in this document. The principles discussed in the report are based on
guidelines of the federal research councils over a period of some years
and on standards widely accepted in the international community.

As nurses become more involved in research, the issue of protection
of human subjects becomes critical. The profession is responsible for
establishing guidelines for ethical practices in nursing research. The
International Council of Nurses developed the Code for Nurses: Ethical
Concepts Applied to Nursing in 1953. Although no reference was made to
research at that time, the most recent update (2000) of the code specifies
that ethical principles outlined shall apply to research.

But you may ask, Why do we need to bother about ethical guidelines
for research? Aren’t people protected by law? The law is a written man-
date for behavior, based on what people believe is good and bad behav-
ior—their ethics. Before writing down laws, people must decide what they
believe in. Frequently, laws are a set of instructions on what you are not
allowed to do rather than a set of instructions on what you should do.
Ethics outlines a set of principles that can be used to determine which
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actions are right and which are wrong. Ethical judgments are the decisions
a person makes on whether a particular act is right or wrong. Finally, ethi-
cal theory provides a means of understanding ethical principles, and
bioethics is the application of general moral principles to the area of
health–illness action and events (Beauchamp & Childress, 1979). When an
action deriving from an ethical principle becomes law, people can be pun-
ished for immoral behavior. The law is normally in a catch-up position in
relation to ethical values and practices. Ethical values and practices
change over time, and there may be a need to enact laws to ensure that
they are observed. The question of do-not-resuscitate (DNR) protocols is a
good example of a change in practice based on ethics. The development of
laws to ensure that DNR protocols are allowed in particular circumstances
is occurring throughout the Western world. The problem arose because
the development of lifesaving technologies led to the possibility of main-
taining or restoring life following adverse health events. Many people had
difficulty with the idea of themselves or their loved ones being kept alive
through artificial means. Health professionals also had difficulty in such
circumstances. After many court challenges over cases where people were
being kept alive by artificial means, laws are gradually being enacted to
allow the use of DNR protocols under particular circumstances. Because
the law is frequently many years behind ethical–moral conduct, it cannot
be relied upon to set guidelines for ethical behavior in nursing practice or
research. Therefore, you need to think through the situations you will face
in your research and make decisions based on what is reasonable and ethi-
cal in each particular situation.

Problems Involving Ethics
Anything that violates an individual’s basic rights becomes an ethical issue.
There are many such occurrences in research. Most violations arise from
the difficulty of obtaining truly informed consent, whether this stems from
the subject’s lack of understanding or the researcher’s failure to inform the
subject adequately. Expert views on the topic of informed consent vary
widely, from those who believe that everyone has a moral obligation to par-
ticipate in biomedical research for the good of humanity (Visscher, 1981) to
those who think that no one but another researcher in the same field can
truly give informed consent (Ingelfinger, 1981). The chances that the sub-
ject has complete understanding of the research and feels totally free to
make a choice are perhaps unlikely. If the subject is a patient in the health-
care system, there are additional constraints to free choice. The patient
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may feel it is necessary to please those on whom he or she is dependent,
such as the physician or nurse. In nursing, as in other professions, the state
of the art cannot move forward without research. Therefore, human sub-
jects must be solicited to test ideas and answer questions. The protection
of the subject is the obligation of every nurse researcher.

If the subject is not aware of the true nature of the research and the
subject gives consent willingly to participate in a research project, the
consent is not informed. The researcher has not obtained an informed
consent if only partial information is given about the study in general
terms or if false information about the purpose of the study or the proce-
dures to be followed is provided. Both methods of obtaining consent are
questionable in that both inhibit the right of free choice. The use of
deception is considered more unethical than the withholding of informa-
tion, although the line separating the two may be undistinguishable.
Withholding of information is widely used in studies where it is believed
that complete information about the purpose of the study will influence
the subject’s response. Thus, subjects might be told they will be partici-
pating in a study to improve nursing care, when the actual question could
be, What are patients’ attitudes toward male nurses? or What is the rela-
tionship between ethnic background and perception of pain?

Another instance of withholding information is found in the use of
placebos to compare the effect of the real treatment. Participants are not
informed whether they are receiving the placebo or the real treatment.
For example, when testing the effect of a new teaching method on the abil-
ities of diabetic individuals to control blood sugar, study participants
might not be told whether they are receiving the new or the old teaching
method in an attempt to prevent this knowledge from influencing the
results. These practices are so widely accepted that the participant’s
right to complete knowledge before consenting is rarely considered.

The National Commission for the Protection of Human Subjects of
Biomedical and Behavioral Research has considered the problem of with-
holding information from subjects. A commission report states strongly
that such research can be justified only if the researcher can demonstrate
that informing the subjects would truly invalidate the research and not
just cause the researcher inconvenience. In addition, there can be no
undisclosed risks to the subjects. If these criteria are met, the research
might be approved, but there must also be a plan for giving the subjects
complete information after the study is over. Under no circumstances
may the investigator lie to the subject, even though a direct answer may
make that particular subject ineligible for the study.
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Professionals use a number of rationalizations for withholding informa-
tion from participants. One is that informed consent is necessary only
when there is some risk for the participant. If the researcher determines
that no risk factor exists, that individual may reach the conclusion that
subjects do not need complete information about the study. Another
rationalization is that researchers are obligated to give only the informa-
tion that the subject requests about the study and that the responsibility
for ensuring informed consent, therefore, belongs to the subjects. An
assumption that often underlies this rationalization is that people are not
really interested in the research question, only in what will happen to them
as subjects. None of these positions can override the subject’s basic right
to autonomy and respect, and, therefore, none are acceptable practices.

Deliberate deception of human subjects was a common practice among
researchers at one time. A number of outstanding studies based on
deception produced far-reaching results and provided previously unavail-
able information about human behavior. This practice was based on the
belief that the data would not have been obtainable if the subject knew
the true nature of the research. For that reason, subjects were deliber-
ately misled about the study or the experiment. In some cases, subjects
received the results of the study after it was completed. In others, the sub-
jects never knew.

Examples of deceiving research subjects include telling subjects that
they are being tested for one thing when they are being tested for some-
thing else, not telling control subjects that they have received a placebo
when they have come for the experimental item (such as birth control
methods), telling subjects that someone else is being observed instead of
them, and not telling subjects that they are involved in a research project
even when they ask. Deception of research subjects is unethical.

Coercion of Subjects to Participate
The assumption behind the concept of informed consent is that, given suf-
ficient information on which to base a decision, the subject’s consent to
participate is made freely. However, there are various ways in which con-
sent may be partly, or even wholly, coerced by the circumstances under
which it is obtained.

Many times, the researcher is in a position to influence subjects’ partici-
pation in the study. For example, the researcher may be the subject’s
employer or teacher and thus may exert considerable control. An employer
or a teacher may require that individuals participate as a condition of re-
maining employed or passing a course. Without question, this is coercion.
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Another type of coercion occurs when individuals are required to give
consent to participate in research to be accepted for treatment at a partic-
ular healthcare facility. This might happen in medical centers and spe-
cialty hospitals, such as those specializing in the treatment of catastrophic
illnesses. The individual is likely to feel that the last chance of being ac-
cepted rests with that institution and, therefore, feels compelled to con-
sent to anything.

Coercion also occurs when people are given the option to refuse but with
the sense that refusal will not go unpunished. For example, when a nursing
supervisor brings questionnaires to a nursing unit, distributes them, and
says she will be back to pick them up in an hour, at least some of the nurses
are likely to feel that a refusal will offend their supervisor, even though they
are given the option, perhaps thinking it will have an effect on their days off
or their shift rotation.

Healthcare clients are particularly vulnerable to requests to participate
in research when the person making the request is someone on whom the
individual must depend for critical needs. The physician and the primary
nurse can easily take advantage of an individual’s vulnerability.

The ethical position is to recognize that people are never obligated to
assist with research. Many times it may seem obvious that it will be to the
advantage of the individual to participate in the research. Perhaps the
individual will benefit from extra nursing care or a special teaching pro-
gram. Perhaps employees will reap the benefits of shorter working hours,
less shift rotation, or improved supervision. Although this may be true, it
is still the individual’s right to decide. Thus, although the advantages of
participation can be mentioned as part of the information needed for
informed consent, the decision should never be made for that person.

Withholding Benefits from Control Subjects
This issue is particularly critical for studies in which the new treatment
would be of value to all the subjects, including the control group, or when a
control group is deprived of something the members of the group had
access to earlier to obtain a more accurate assessment of the new treat-
ment. Both instances provide ethical dilemmas for researchers. Remember,
however, the majority of control groups suffer no deprivation.

Sometimes problems with control-group deprivation occur because of
the overzealousness of an inexperienced researcher, when, in fact, they are
not necessary. For example, in a study to test the effectiveness of a preoper-
ative teaching program on postoperative anxiety, the nursing staff was told
not to answer any questions from the participants in the treatment or the
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families in the control group. This overzealousness deprived the control
group of expected privileges and introduced a new variable—withholding
of information—which was not part of the research question. This kind of
mistake can easily be identified in the proposal if the researcher addresses
the topic of human rights for all subjects, including the control group.

In some experimental studies, the benefit of the experimental variable
is so obvious that those who are cooperating with the researcher in carry-
ing out the study will refuse to deprive the control group of the benefit.
This kind of study is particularly difficult for nurses to carry out because
their primary responsibility is the care of people and not experimenta-
tion. Dedicated nurses would find it difficult to deprive a group of individ-
uals of an obvious beneficial treatment, such as a simple relaxation
exercise that relieves postoperative pain. If this difficulty could be pre-
dicted, perhaps control data should be collected before introducing the
experimental variable, thus avoiding the problem for the attending nurse.

Sometimes, withholding benefits from the control group can be recti-
fied at the end of the experiment by making the benefits available at that
time. A method of teaching diabetics that has proved to be immensely
successful could be provided for the control patients after the data have
been collected. Remember, however, that this effort must be planned in
advance along with the actual experiment so that time and money are
budgeted for carrying it out.

Invasion of Privacy
All research has the potential of being invasive, whether it is simple
observation and recording of behavior or an experimental design. If you,
the researcher, decide to take movies of persons leaving a bar, a church,
or a jail, you may unintentionally be taking movies of people who don’t
want others to know where they were. When you show these movies pub-
licly, you are invading the privacy of the persons you have photographed.
When you go to people’s homes for interviews, particularly when the
topic is sensitive, you are again invading individuals’ privacy. These per-
sons have a right to refuse to participate in your research or to have all
identifying data about themselves removed from your study.

Another violation of privacy is observing individuals on units when
they are living in a healthcare facility such as a long-term or continuing
care institution. These individuals have as much right to privacy in the
hospital as you do in your home. Because their privacy is limited, it must
be protected even more. Hospital records are private documents—not to
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be shared for the sake of curiosity. As private citizens, we have the right
not to have our private lives spread all over the front page of a newspaper
or be placed on TV for the purpose of research. Without our permission,
researchers simply don’t have the right to violate that principle.

Informed Consent
Just as all patients entering the healthcare delivery system have the
right to know what will happen to them and to sign a consent form for
any procedures, so do the participants in a research project. The protec-
tion of the rights of the research subject revolves around the concept of
informed consent.

Informed consent has three major elements: the type of information
needed by the research subject; the degree of understanding required of
the subject to give consent; and, finally, the fact that the subject has a free
choice in giving consent.

Information
All research subjects need to know in full detail what will happen to them
during the research project. To receive consent, the researcher must
explain the study and the subject’s participation in the study. Therefore,
the informed portion refers to the amount and type of information that
should be given so that the research subject is thoroughly oriented. The
information needed by research subjects includes the nature, duration,
and purpose of the study; the methods and procedures by which data will
be collected; how the data will be used; all the inconveniences, potential
harm, or possible discomforts that may reasonably be expected from the
research protocol; the benefits to be gained from the study; the results,
effects, and side effects that may come from participation in the study;
and the alternatives available to the subjects. In addition, the researcher
must inform the subjects that they may withdraw from the study at any
time without prejudice. Subjects should also be told if they will receive
any compensation for being in the study and, if so, what, and how any
injuries resulting from participation will be treated (Code of Federal
Regulations, 1978). In an experimental design in which the researcher
manipulates the independent variable (such as in a clinical trial or clinical
experiment), subjects must be told about the entire experiment, including
the risks and benefits, and that they may be assigned to either the control
or the experimental group. To give consent as informed, knowledgeable
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subjects, participants need as much data as possible to make a decision.
Just imagine how you would feel if you were a research subject and found
out about the hazards of the research later!

The information given to the research subject must be presented in
such a way that the subject can understand the study in its entirety. The
researcher, therefore, is obligated to inform the potential research subject
about the research so that the subject fully understands all the ramifica-
tions of the study. To do this, subjects must be informed in their own lan-
guage, at their own level of understanding, and in their own common
vocabulary. When healthcare professionals explain to individuals that
they must void or have an EMG right after they have been prepped, they
are not communicating in terms that most people would understand
unless they too were healthcare professionals. Therefore, all research or
medical jargon should be eliminated from the information given to the
potential subject. In experimental designs especially, language that is
loaded in favor of consenting to participate in the study should be
avoided as much as possible because biased language does not provide
the balanced explanation needed for full comprehension. Lay terminol-
ogy, rather than professional jargon, must be used to describe the study.

Free Choice
This last aspect of informed consent implies that the subject should not be
coerced, in any way, to participate in the study. Coercion in this sense
ranges from mild coercion, such as the offering of remuneration that may
be irresistible, to severe coercion, such as threat of failure in school,
refusal of treatment, physical punishments, and so on. When an individual
feels coerced or threatened, choice is not free. Similarly, excessive rewards
limit freedom of choice. The subject may feel constrained to act in one way
or another. For this reason, subjects must be told that they are free to 
withdraw at any time before or during the study. In this way, the subject is
ensured freedom of choice.

When you plan your research project, consider the issue of informed
consent in your research proposal. Write down exactly how you intend to
tell the research subject about the study. Write out what you will say in
simple language and look up synonyms for words you think may not be
clearly understood. As you write your explanation, make sure that the
nature and amount of information your subjects will be given, as well as
the steps you intend to take to ensure freedom of choice, are present in
the informed consent portion of your proposal.
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Obviously, not all research meets the criteria for informed consent.
Many studies fail in one or more of these areas to protect the subjects’
rights fully, often because completely informed consent is impossible.
The reasons vary—from using data from deceased subjects to giving
subjects incomplete information so as not to bias the data. Whatever
the reason and however sound, just, and reasonable it may be, all viola-
tions of the basic right of subjects to informed consent result in ethical
problems for the researcher. These problems must be attacked in the
proposal and may be so pervasive that the researcher should consider
abandoning the study.

Proxy Consents for Research
Ethical guidelines for research demand that the subject’s informed con-
sent be based on enough information, comprehension of that information,
and freedom to choose. There are certain groups in society who do not
meet these basic criteria for informed consent. Those who are cognitively
impaired may lack the ability to comprehend. Children, because of their
parents’ legal rights, may lack the right to make a free choice. Other
groups who cannot meet one or more of these essential criteria are coma-
tose individuals and fetuses. The researcher who wishes to study these
groups has an additional burden to assume—that of assuring that the
human rights of the subjects will be protected and obtaining legal permis-
sion (usually by proxy from a parent or guardian). Federal guidelines
require that consent be obtained from the subject and permission be
obtained from the guardian, if possible. If the subjects are children, the
researcher must explain the study, at the appropriate level so that the
child understands the explanation, and obtain consent from the child as
well. Similar guidelines apply to the cognitively impaired. If the subject
cannot understand either the spoken or the written word, then only the
permission of the guardian is required.

Balancing Potential Benefit Against Actual Cost
In all disciplines, scientists must develop new knowledge through research.
In any research proposal, the researcher is obligated to weigh the potential
contribution of the research, both to the discipline and to society, against
the costs to participants in the study. In some cases there is no problem.
Full, informed consent can be obtained from the participants. They can
make a free choice based on sufficient information. In other cases, because
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of the nature of the question and the procedures necessary to elicit the
required data, there is some violation of the rights of the subjects. The
benefits of the research must be carefully examined in light of the cost of
these subjects.

The process of weighing the costs and benefits is always a subjective
one. The investigator will always be slanted in favor of the research. To
reduce subjectivity, three areas should be addressed: potential contribu-
tion to knowledge, practical value to society, and benefit to the subject.
The first includes the development of theory to explain nursing practice
and an improvement in the consumers’ understanding of healthcare deliv-
ery. The second involves improvement in the delivery of health care to
the public and improved assessment of the healthcare needs of ethnic
minorities. The third might be more rapid recovery from illness because
of improved nursing care or increased understanding of preventive health
measures. Addressing one or more of these three areas should produce
substantial evidence to balance the potential cost to the subject.

The process of balancing potential benefits and costs requires analysis
of degree as well as benefit or cost. How important is the problem under
study? It is frequently difficult to say. Questions about current issues in
nursing will assume more relevance and importance than those of interest
only to the researcher. The same question can be asked of the potential
cost to the subject. How serious is the potential infringement on the sub-
ject’s rights? How much harm might it do? Is it likely to be fleeting or last-
ing? Answers to these questions will meet with considerable disagreement
among colleagues. Once again, the researcher is likely to be biased in favor
of the research. Therefore, all possible resources should be used to help
make the decision to go ahead.

Consultation can be obtained from a number of sources to evaluate the
protection of the rights of subjects in the proposal. People who are inter-
ested in the same or similar research area are a valuable resource. You
may obtain helpful advice on how to proceed from other researchers who
have faced the same dilemma. There is one shortcoming to using col-
leagues: they may be as biased as you are in favor of the proposed
research. Because it is difficult for one who is closely involved in the field
to be objective about balancing pluses and minuses, there may be a ten-
dency to view the potential contribution as much more valuable than
would be the case by someone not involved in the research subject.

Persons with different backgrounds, from other disciplines, and even lay
people can help to assess the importance of both the contribution of the
study to society and the potential effect on the subjects. Many nursing
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studies would also benefit from consultation with potential subjects regard-
ing their view of the dilemma.

Medical centers, schools, universities, and many hospitals have formed
committees to review research proposals for the purpose of monitoring
the protection of subjects’ rights. These committees must approve pro-
posals before research can be carried out and often provide consultations
to researchers relative to protecting the rights of subjects. Accustomed to
reviewing proposals, these committees can sometimes help to put the
study in proper ethical perspective for the researcher.

There are no easy rules for solving the ethical issues in planning re-
search. The major consideration must always be the safety and well-being
of the participants. After this, the research question should be looked at
in relation to the rights of the subjects. When there is a conflict, priority
must be given to protection of the subjects.

Maintaining Anonymity and Confidentiality
As a researcher, you may find yourself in the position of having to promise
confidentiality and anonymity to your subjects before they sign a consent
form. The meaning of these terms is important. Confidentiality implies that
you will keep all records closed and that only persons involved in the
research will have access to them. Therefore, only you, the investigator,
your research committee, and other researchers who wish to replicate
your findings can have access to the raw data. Thus, your promise of confi-
dentiality implies that you will screen individuals before they have access
to the data. Anonymity means that you will not publish the names and
addresses of your data sources and that you will make every attempt to
group your data so that personal characteristics will not become known.
Basically, you promise to publish or report your findings in such a way that
the subjects will remain anonymous.

When promising subjects anonymity and confidentiality, it is wise to
plan ahead for problems that might prevent you from keeping these prom-
ises. For example, the institution where you plan to collect the data may
expect you to share them with their administration. Parents may expect to
have access to research data involving their children. Other researchers
may request your data to use in their own research. None of these possibil-
ities become a problem if you have planned ahead. The institution must
understand and agree that it will have access only to the summarized
results and not to the raw data. If this is not acceptable, either do not
promise anonymity to the subjects or select another institution. Whatever

MAINTAINING ANONYMITY AND CONFIDENTIALITY 237

71799_CH11_FINAL.qxd  2/4/10  1:00 PM  Page 237



the request for access to the data might be and however innocuous, no
information should be released without the subject’s permission.

All researchers should be aware that confidentiality of research data is
not recognized by law. This means that research data can be subpoenaed
for use in court and that a researcher may be required to testify about
people who have been research subjects. When your subjects are heroin
addicts, child abusers, and others who may have broken the law, you
need to consider the possibility that you may be required to surrender
your records or to testify against your subjects.

Before they consent to participate, your subjects need to be told that
you intend to publish the results of your study. In studies of groups of
people, it is frequently impossible to maintain anonymity of the group
when publishing your findings. It may be the only group of its kind, so
that, even disguising names and location, it is possible to identify the
members. This possibility can prove to be embarrassing to the individual
members, and they need to be aware of it before they can give full consent
to participate in the study.

Your method of data analysis can cause loss of anonymity for your sub-
jects if you are not careful. If, for example, you are reporting findings in an
attitude study of staff nurses, and you cross-tabulate them by shift, unit,
and position, you may find that there is only one RN on the night shift of a
particular unit, and her responses will be easily identified. To maintain
anonymity, you may be required to omit some of your data analysis from
the published report.

These potential difficulties in maintaining confidentiality can be avoided
by planning ahead. It is not enough just to avoid promising what you can’t
deliver. The onus is on the research to inform the subject that some or all
of the data will become public knowledge or that some individuals other
than the researcher will have access to them. Otherwise, the subject has
the right to assume that all data will be kept confidential.

Federal Guidelines on the Submission of Proposals for Review
When you have written your research proposal, you probably will be
asked to submit it to the institutional review board (IRB) at your institu-
tion. If you plan to collect data in a hospital setting or in the community,
you will have to submit your proposal to those IRBs as well. All review
boards have the same general guidelines based on the federal guidelines;
you need to be aware of these guidelines and how to incorporate them
into your research plan.
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In the United States, the National Institutes of Health sponsored the
development of the first Public Health Service Policy on the Protection of
Human Subjects issued in 1966. At the outset, the policy applied only 
to extramural research but was later expanded to include all research
involving human subjects either conducted or supported by the De-
partment of Health, Education, and Welfare (HEW). In 1974 the National
Research Act was passed requiring HEW to develop a code that would 
be the basis of federal regulations for the protection of human subjects 
in research.

At the same time the National Commission for the Protection of Human
Subjects of Biomedical and Behavioral Research was formed to evaluate
the existing HEW system. This body issued a number of reports, including
the Belmont Report of 1979, a landmark document that outlined the dis-
tinction between therapeutic medicine and research, identified three ethi-
cal principles for the protection of human subjects, and demonstrated
how these should be applied to research involving human subjects. In
1981, the new Department of Health and Human Services (HHS) approved
Title 45, Code of Federal Regulations, Part 46 Protection of Human Subjects
(45 CFR 46) (Code of Federal Regulations, 1978). Although at the outset
these regulations were applicable only to HHS conducted or supported
research, in June, 1991, 45 CFR Part 46 was revised and extended to govern
all federally supported research. This continues to be applicable to re-
search sponsored by the federal government.

You are responsible only for submitting your proposals to the IRBs that
are relevant to your research, following their requirements for submis-
sion. The regulations unequivocally state that only proposals funded by a
federal agency must be reviewed. In the past, all research conducted in 
a setting funded by federal grants was reviewed, whether directly funded
or not. Second, broad categories of certain behavioral and social science
research have been exempted from review. These studies “normally pres-
ent little or no risk or harm to subjects” (Hastings Center Report, 1981, 
p. 3). The exempted categories include research on normal educational
practices and surveys, interviews, or observation of public behavior that
does not in any way identify the subjects or place them at risk if their par-
ticipation becomes known or that does not involve some sensitive aspect
of behavior. The collection of available data, such as documents, records,
pathology reports, and diagnostic specimens, is exempted if the informa-
tion recorded maintains the privacy of the subject.

Certain categories of research that can be processed via an expedited
review process include the collection of nail clippings or human hair,
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excreta, dental plaque, records of routine noninvasive clinical proce-
dures, moderate exercises on normal, healthy subjects, as well as individ-
ual or group behavior or characteristics of individuals, such as studies of
perception, cognition, game theory, or test development (Hastings Center
Report, 1981).

The regulations place the burden of protecting human rights on the
investigator rather than on the IRB, thus reopening the question of who is
to decide whether a research proposal is ethical (Veatch, 1981).

If there is an IRB at your institution, ask for its guidelines on protection
of human subjects and incorporate the relevant guidelines to protect your
research subjects. If you are using animals in your research, you need to
know how they are protected, and your institution will also have those
federal regulations.

In Canada, the Tri-Council Policy Statement: Ethical Conduct for
Research Involving Humans is used in a great many Canadian agencies as
the policy governing health research. It is based on similar ethical princi-
ples as are used in the United States and the international community.

Ethical Principles Underlying Protection of Human Subjects
Three major ethical principles guide researchers: autonomy, benefi-
cence, and nonmaleficence. Each is important, and each must be valued
by the researcher. Different researchers, however, will emphasize one
principle over the others or will rank order them according to their im-
portance in a particular piece of research. In the following paragraphs,
the three principles are defined, then examples are given as to their use
by different researchers.

Autonomy refers to the individual having the right to self-determination.
People are considered to be individuals and not just members of a group.
Individuals are not interchangeable. Each has worth, and each has the free-
dom to decide whether to participate in a research project.

Beneficence is the principle of doing good for another. Doing good for
another person requires that someone make the decision that the act will
be good for that individual. Someone needs to decide. The principle is
fairly clear in a simple description of parent–child interaction. The parent
teaches the child about dental hygiene to prevent tooth decay. The parent
is doing good for the child despite the child’s attempts to avoid the daily
scrub. Our society also has decided that it is good for its citizens to be
protected from infectious diseases. Some individuals, however, are aller-
gic to vaccines. In medical research, beneficence includes developing new
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treatment procedures as well as preventive interventions. These are all
intended to benefit the patient.

Nonmaleficence, or do no harm, requires that the researcher do no
direct harm, although indirect and unanticipated harm may occur. This
concept is specific to experimental designs in which the experimenter
cannot intend harm to either the experimental or the control group. The
Willowbrook and the Tuskegee studies described earlier are examples of
maleficence—the experimenter directly harmed the research subjects to
see what would happen to them. In the Willowbrook case, the children
were infected with hepatitis, and in the Tuskegee case, the patients with
syphilis were untreated. In both cases, there was direct harm to the sub-
jects. At the same time, the researchers sincerely believed that they were
acting on the principle of beneficence—doing good—by studying the
effects of these diseases in a controlled experiment. Today, studies like
the Tuskegee case are not allowed because we know the outcome of
untreated syphilis.

The question posed by human subjects review committees is, Can
the information be found from any other source or with any other
research methods than the one in which there is direct, anticipated
harm to the subjects?

These three ethical principles form the basis of ethical review of
research proposals. Each is weighed against the other two. Assuming that
the research protocol is sound, approval of the research will depend on
the degree to which the investigator plans to protect the rights of subjects.

In an analysis of all professional codes of conduct, Veatch (1989) con-
cluded that the Code of Ethics for Nurses developed by the American
Nurses Association was heavily influenced by the principle of autonomy,
whereas medicine and dentistry were more influenced by nonmalefi-
cence. Just as professional codes of conduct emphasize one ethical prin-
ciple over another, so do research review committees.

From these three ethical principles, the following research issues are
derived (see Table 11-1). The ethical principle of autonomy underlies sev-
eral research issues. First is the issue of obtaining informed consent from
the research subject by (1) providing adequate information so the subject
is able to judge whether to participate and (2) providing that information in
a form that is clearly understandable to the subject. The second research
issue is that the subject must feel free to make the decision; there must be
no known coercion to participate either overtly or covertly. There is an
ordinal scale of pressure to participate, however, from mild pressure to
extreme coercion. The committee needs to establish where on that ordinal
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scale the particular proposal lies. Finally, issues of confidentiality and
anonymity also are based on the principle of autonomy. A person has the
right to privacy. Persons need to be told, if or when they lose their privacy,
how this loss will be handled by the researcher.

The principle of beneficence underlies the determination of what good
this study is going to do anyone. Is it going to benefit the research subject
directly? If not, will anyone else benefit from the research findings? This
determination is very important because if there is any harm at all to the
research subject, the good must outweigh the harm. In medical research
particularly, the risk–benefit ratio is critical.

The principle of nonmaleficence simply reaffirms that no research shall
be undertaken that has direct harm to the research subject as its primary
goal. Although this may sound somewhat silly, an article in the Western
Journal of Nursing Research by Hilda Steppe (1992) poignantly describes
what happens to the ethics of nurses when they live and work in a totali-
tarian environment. There are oppressive environments in which nurses
work every day. They may not be as blatant or as maleficent as the one
described by Steppe, but they may be just as harmful to the patient.

Finally, the principle of social justice is beginning to be discussed in
research circles. Feminists argue from this principle when they protest the
lack of women in samples ostensibly on human beings. For years, drug
companies have avoided including women as subjects in their drug trials
on the assumption that they would skew the data. Many drug studies,
therefore, were done on male-only samples and the findings generalized to
females. Feminists assert, rightly, that women have as much right to know
what will happen in their bodies when they take a certain drug as men do.
This is the principle of social justice. The operationalization of this princi-
ple is to include both men and women in any study of human beings.
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TABLE 11-1
Legal/Ethical Matrix

Legal Illegal

Ethical Marriage Rosa Parks

Unethical Cheating on examinations Murder

Source: Judith M. Saunders, RN, DNS, FAAN.
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 TOPICS

Descriptive Analysis
Inferential Analysis
Choosing a Statistical Test: What Does Your Hypothesis Ask?
The Answer Is in the Question
Bibliography

 LEARNING OBJECTIVES

• Understand the basic features of descriptive analysis.
• Choose appropriate ways to analyze structured and unstructured

descriptive data.
• Understand the principles of inferential analysis.
• Review appropriate data analysis techniques for each of the three

levels of research question.

Planning for Analysis 
of Data

247

C H A P T E R  T W E LV E

The goal of data analysis is to provide answers to the research questions.
The plan for data analysis comes directly from the question, the design,
the method of data collection, and the level of measurement of the data.
The choices you have made in these areas will both direct and limit what
you can do to analyze your data.

The basic differentiation in plans for analysis lies between descriptive
and inferential analysis. Descriptive analysis provides a description of the
data from your particular sample. Therefore, your conclusions must refer
only to your sample. Inferential analysis, on the other hand, provides 
statistical support for the answer to your research question, allowing you
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to draw inferences about the larger population from which your sample 
is drawn.

Descriptive analysis includes content analysis of unstructured data,
which results in summarizing the data into categories. It also includes pre-
senting categories of data in tables or graphs that provide a pictorial
description of the sample, the use of descriptive statistics to further de-
scribe individual variables, and the use of statistical analysis for the pur-
pose of looking for relationships among categories or variables.

Inferential analysis always involves the use of statistical tests, either to
test for significant relationships among variables or to test for differences
between groups in an experimental or quasi-experimental design. In either
case, your purpose is to support your explanation of the relationships
among your variables, or differences between groups, thus testing the con-
ceptual or theoretical framework behind your study.

The data analysis is intended to provide the answer to your research
question. Thus, it must be planned ahead along with the rest of your
study. Too often, researchers stop planning after they complete their
plans for data collection, thinking that the analysis can be done later.
Later may bring a rude awakening when you suddenly discover that the
data collected will not provide the answers needed. Then it is too late to
plan the analysis. Keep in mind that you want to answer your question.
Critically examine your data analysis plan with this thought in mind, and
you will not become bogged down in masses of irrelevant statistics.

This chapter will present descriptive analysis, followed by a discussion
of inferential analysis. Because there are many excellent references for the
actual performance of statistical tests, the tests will be discussed here
only as they relate to answering the research question, and then only in
general terms.

Descriptive Analysis
Within descriptive analysis there is a wide range of choices for planning the
analysis of the data, from simple to complex. But descriptive methods all
have one thing in common—they summarize the data. Summarization
ranges from the use of content analysis to organize the data into categories
so that you can use descriptive statistics, such as frequency distributions
and measures of central tendency. A descriptive analysis might also include
looking for statistical relationships among categories or variables.

The type of analysis you choose depends on how precisely you were
able to measure your variables, the level of question you asked, and the
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number of subjects in the sample. Very imprecise, crude measurement is
apt to be nonquantifiable or quantifiable only at the nominal level. There-
fore, the analysis is limited to depicting the data summary in charts or
graphs. You can categorize, list, and describe your findings, giving a
graphic representation of how your sample might fall in each category.
Then all that is left for you to do when you have collected your data is to
describe how each case was different from or similar to each other case
and on what dimension.

For some studies, this analysis technique is sufficient, particularly if
you are using a new or different way of categorizing and describing your
variable, or if you are describing something for the first time. On the other
hand, you might want to investigate which categories are most frequently
associated with others, which always stand alone, and which seem to
vary depending on the interaction with one or more factors. Because you
are exploring relationships, all possible combinations of these relation-
ships need to be described and given some kind of rationale. Exploratory
studies require the most time-consuming and detailed analysis of data of
any research. Do not be fooled by the simplicity of the design; the analysis
is the hardest part of this type of study simply because you know so little
about what you are studying. And, obviously, from the literature review,
neither does anyone else. Therefore, it is up to you, the one who asked
the question, to describe in detail everything you observed so that your
study is informative and capable of being replicated.

The time and effort involved in the analysis of exploratory studies can-
not be overemphasized. The simplicity and flexibility of the design lead
many novice researchers to think that exploratory studies are the easiest
to conduct. These people obviously have not considered the analysis of
data. Take, for example, an exploratory study of stress reactions of hospi-
talized children. This study can be likened to a series of in-depth case stud-
ies of individuals undergoing the stress of hospitalization. Initially, the
subjects are chosen for their similarity to one another; they are all chil-
dren, and they are all hospitalized patients. Perhaps they even have similar
diagnoses. However, as soon as you begin to observe them in depth, differ-
ences begin to emerge. The more you observe, the more differences you
see. When you have finished data collection, there will be a tremendous
volume of material describing a lot of different children and their reactions
to a stressful situation. These data could be reported as a series of case
studies in story form with no analysis on your part. But as an exploratory
researcher, you are obligated to organize the data from these individual
children in such a way that the similarities and trends can be examined as
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well as any differences. Further, when differences are described, they must
be looked at in terms of other descriptive characteristics of the children so
that tentative hypotheses can be formulated for further study.

In descriptive analysis, the process is very similar in all types of stud-
ies, but more precise measurement enables you to use more techniques in
your analysis. The choice always depends first on your question and then
on the type of measurement you plan to use.

Structured Versus Unstructured Data
When you plan your data collection procedures, you choose one of the
major methods of data collection: questionnaires, interviews, physiologi-
cal measures, available data, or observation. Your plan for data collection
becomes more structured at each level of design, so that no matter which
method you choose, the level of design influences the structure of your
data. At Level I, when you are doing exploratory descriptive studies, your
data are predominantly descriptive and unstructured. At Level II, when
you are comparing and contrasting two or more variables, your data must
be far more structured, although you might have some unstructured data
as well. At Level III, the experimental or quasi-experimental design calls
for highly structured data collection techniques. If any unstructured data
are collected, they will not be central to the hypotheses. The degree of
structure of the collected data influences the ease and rapidity of data
analysis. The more structured the data, the more likely it is that there will
be a statistical program that is just right to answer your question. The
less structured your data, the more likely it is that you will have to spend
time introducing order to the data so that they make sense. Unfortunately,
no one will be willing to read all your field notes, diaries, and interviews 
to find out what you studied. You must condense all that unstructured
material into a summarized form so that it can be communicated to others.

Content Analysis: Structuring Unstructured Data
One of the most difficult steps in data analysis is to structure unstruc-
tured data. Whether the data are a result of participant observation tech-
niques, projective tests such as Goodenough draw-a-man, or open-ended
interviews, the process is the same—to develop categories of answers
and either describe those categories or make frequency tabulations of
them. Structuring unstructured data takes both an extremely creative
mind and an extremely analytical one. The fields of biology and anthro-
pology have been based on this type of research. Sometimes, there is no
preset structure into which to place the data; sometimes there is. When
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you categorize unstructured data, you are following in Darwin’s foot-
steps. Darwin compiled an extensive collection of observations of the
plants and animals he saw around the world. The categories developed
from these observations formed the basis for the science of biology, pro-
vided the basic biological taxonomies used today, and represented the
beginning of his theory of evolution. Collecting unstructured data still
has a place in scientific circles, but knowing what to do with the data is
what separates the scientific, analytical mind from the simple observer.

The process of structuring unstructured data is called content analysis.
Because all unstructured data are subject to content analysis, you need to
be aware of the complexity of this process when you are planning your
study. If the process of content analysis does not appeal to you, then plan
your data collection procedures so that you do not need to collect unstruc-
tured data. Whether your unstructured data are the result of participant
observation, interviews, or available data, the process of analysis takes the
same form.

The first step in the process is to look for themes in the data. What are
the groupings of similar data that fall into mutually exclusive categories?
The term “theme” is used to denote the fact that the data are grouped
around a central theme or issue. When you are looking over your data,
sometimes these themes arise naturally out of the data themselves. Other
times, you must make some decisions about how to organize the content.

In a study of the way in which the media portrayed nurses during the
SARS crisis in Toronto, the researchers first developed a comprehensive
summary of the media portrayal of nurses during the crisis. During the
first round of analysis, these materials were categorized according to
their main topics. Some articles covered more than one topic, and these
were included under multiple codes. Data within each category were
then explored in depth, according to how the media accounts presented
various aspects of the SARS crisis. The researchers identified six themes:
(1) changing schemas of nursing practice: the new normal; (2) barriers to
relational nursing work; (3) the process of events; (4) nursing virtue:
nurses as heroes and professionals; (5) paradoxical responses to nurses
from the community; and (6) leadership in nursing during the SARS crisis
(Hall, et al., 2004).

These themes represent categories that are mutually exclusive, nominal
scale categories. Interestingly enough, the actual categories developed
from unstructured data are dependent on the point of view and personality
of the researcher. Another person or group could group the data in an
entirely different way. In this study, however, several researchers agreed on
the themes that were selected, which gives a stronger sense of validity.
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Another example of content analysis can be found in a study of personal
understandings of illness among people with type 2 diabetes in which
Hornsten and her colleagues interviewed persons who were diagnosed
with diabetes during the previous two years. These interviews focused on
the patients’ experience as depicted in their stories about their experi-
ence. Content analysis of the text of the interviews began with the
research team reading the text several times and discussing what they
read. They then proceeded to divide the text into meaning units, or state-
ments that related to the same central meaning, using a software program
to code these units. Using the software program, the codes were then
sorted into tentative categories and subcategories and then organized in
relation to the course of the disease. Six categories and 16 subcategories
were the outcome of this process. The main categories were labeled image
of the disease, meaning of the diagnosis, integration of the illness, space
for the illness, responsibility for care, and future prospects (Hornsten,
Sanderstrom, & Lundman, 2004).

The last step in structuring unstructured data is to develop frequency
tabulations for the categories you have developed. Frequencies indicate
for each category how often that response occurred, how many subjects
gave that response, and how many times each subject gave that response.
Now you have completed the circle—from reams of data to a few cate-
gories. Your data can now be described in terms of how many times each
response occurred. These frequencies can then be looked at in relation to
the characteristics of the subjects.

One of the reasons this discussion on data reduction has been exten-
sive is that many beginning researchers think that qualitative research is
the easiest form of research, so they set out to ask open-ended questions
of many people. But they don’t know what to do with the reams of data
they collect. To prevent you from making the same mistake, we may have
provided an overly detailed description of the difficulties involved in con-
tent analysis. However, if you limit your sample size to fewer than 20 and
limit the number of open-ended questions to fewer than 15, then you have
a manageable first study. This type of study is exciting and fun to do if it
remains of manageable size. When it becomes unmanageable, it is less
likely you will finish the analysis.

Reliability and Validity in Content Analysis
The subjective nature of developing categories for the data underscores
the need for reliability as the responses are placed in the categories. The
definition of each category should be clearly different from those of all
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other categories, and the results should be mutually exclusive. The sim-
plest measure of reliability of this process is to ensure agreement between
two or more persons analyzing the same data. These persons should
agree which category best describes each response. It is up to you to
develop the categories and to define them, after which anyone should be
able to categorize the data. To establish the reliability of the content
analysis, you need to have a random sample of your data analyzed by one
or more people. This procedure is a type of equivalency similar to that
used in estimating the reliability of instruments.

Validity in content analysis refers to the extent to which the categories
represent the theme or concept on which they are based. In studies where
the categories come from a theoretical or conceptual framework, their
content validity must be established. This is done by explaining where
they came from, why they fit the theory or concept, and how they measure
a single theme or concept. If you are classifying nurses’ responses to
physicians as assertive, passive, and aggressive, you must first relate the
three categories to your conceptual framework and then show that they
are on a continuum measuring one dimension of the theme and not three
independent concepts.

Most exploratory studies do not have theoretical or conceptual frame-
works. Therefore, it is not possible to establish more than face validity for
the categories. This is done by developing a rationale for the categories
and their definitions and by showing that they are appropriate to the data.
Face validity is further supported by the ease with which the responses
can be classified into the categories and the apparent relevance of the cat-
egories to the research question. Further studies using these categories
add support to their validity.

Structured Data: Statistical Analysis
A major concept in statistical analysis of data is the use of a frequency dis-
tribution to predict the probability that a specific event will occur.
Descriptive statistics are used to communicate the results when there is
no intent to generalize beyond the study sample. Inferential statistics are
intended to determine the likelihood that the results of the study could
have happened by chance (Norman & Streiner, 2008).

Descriptive Statistics
The various methods of summarizing numeric data for descriptive pur-
poses are only briefly discussed here because they can readily be found
in any statistics text.
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Measures of central tendency—mean, median, and mode—isolate one
response that is representative of the sample. Each requires a specific level
of measurement. To have a meaningful measure of central tendency, the
appropriate one must be used. The mean requires interval or ratio data; the
median requires ordinal data; and the mode requires nominal data.

To arrive at a mean, the scores of the sample are totaled and the sum is
divided by the number of scores. The mean represents the average score
of the sample. You can use the mean with physiological variables, such as
blood pressure, pulse, and blood volume, or with age, income, time, and
other measures.

The median is meant to be used with ordinal data, although you can
certainly use it with interval and ratio data, as well. The median is simply
a point on a scale where half of the scores fall above and half fall below.
You can use the median with any rating scale.

When the measurement scale is nominal, the mode is the only appro-
priate measure of central tendency. The mode indicates the category that
occurs with greatest frequency. In Table 12-1 the categories of anesthetic
and no anesthetic were nominal data. The measure of central tendency
from the data in that table indicates that no anesthetic is the modal cate-
gory because the majority of subjects fall in that category.

Measures of variation describe how widely the individuals in the sam-
ple vary. Are your subjects quite similar to one another or is there a great
diversity among them? The most often-used measures of variation are the
range, the quartile range, the standard deviation, and the variance.

The range shows the highest and lowest scores in the group, or the
extremes of variation. The range can be used with ordinal, interval, or
ratio data. As an example, you might say, The ages of the subjects ranged
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TABLE 12-1
Frequencies of Nonverbal Indicators of Stress and Use of Local Anesthetic

Anesthetic No Anesthetic Total

Relaxed 47 35 82

Tense 5 21 26

Total 52 56 108

Chi-square = 11.5, d.f . = 1, p = .01
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from three months to 97 years. As you can see, the range is affected by ex-
treme cases and gives no indication of what lies between the highest and
lowest scores.

The quartile range gives the middle points between which half of the
subjects fall. For example, if the ages of subjects range from three months
to 97 years, the quartile range might be from 45 to 60 years. That tells you
that one-fourth of the sample is below 45, one-fourth is above 60, and the
remaining half is between 45 and 60. Now you have a much better picture
of the age range than you did before.

The standard deviation, on the other hand, is a measure of the average
distance of each subject from the group mean. Like the mean, the stan-
dard deviation requires interval or ratio data. The standard deviation
derives from the normal curve, so you know that approximately 75% of
the sample falls within two standard deviations above or below the mean.
Thus, if the mean age is 52 years and the standard deviation is four years,
you know that 75% of the sample is between 44 and 60 years of age (eight
years, or two standard deviations, above and below the mean age of 52).

If you have nominal data, the number of categories needed to represent
a theme or concept indicates how much variation there is in the sample. If
two diagnostic categories are sufficient to represent the range of diag-
noses in the sample, that indicates less variation in diagnoses than if sev-
eral are required.

Table 12-2 clarifies the different types of statistics used in descriptive
studies and relates them to the level of measurement of the data. It will
help you choose the appropriate methods of describing your data in Level
I and Level II studies.

Cross-Tabulation
The old saying that a picture is worth a thousand words describes the
reason for developing tables. A cross-tabulation is simply a tabular pres-
entation of data, either in frequency or percentage form, or both, in
which variables can be examined for any relationships among them.
Cross-tabulations enable the researcher not only to look at the relations
among variables but also to organize the data into a convenient form for
statistical analysis.

The variables used to cross-tabulate the data are either the categories
resulting from content analysis or the variables found in the purpose of
the study. Although cross-tabulations are used mainly with nominal data,
they can also be used as a first step in more complex analysis.
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Imagine a descriptive study of stress in which the purpose is to de-
scribe patients’ reactions to stress while in the dental chair. Data will be
collected by observing nonverbal behavior and by measuring blood pres-
sure, pulse, and palmar sweat volume. Data will be compiled on the proce-
dures and instruments used by the dentist, the length of the procedures,
and demographic variables from the patients. In this descriptive study,
you know in advance what you will observe, how, and what instruments
you will use to collect data. Most of the data will be in numeric form. In
developing a plan to analyze the data from this study, you would start by
cross-tabulating the variables.

The simplest cross-tabulation is a 2 3 2 table. In the dental patient
study, look at nonverbal behavior (relaxed or tense) according to whether
or not the dentist used an anesthetic (see Table 12-1).

In this example, the categories are set up using variables found in the
purpose of the study. In another study, they could just as easily be the cat-
egories that result from content analysis. The categories used in cross-
tabulation must meet the same criteria as those developed in content
analysis; they must be independent, mutually exclusive, and constructed
so that there is a category for all observations. (In Table 12-1 there is no
category for general anesthetic, so it is possible that it does not meet all
the criteria.)
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TABLE 12-2
Selecting the Appropriate Descriptive Statistic

Type of Statistic Level of Measurement Statistic

Measures of central tendency Nominal scale Mode

Ordinal scale Median

Interval/ratio scale Mean

Measures of variation Nominal sale Number of categories

Ordinal scale Range

Interval/ratio scale Standard deviation

Tests of relationships Nominal data Chi-square (X2)

Ordinal data Spearman rank

Interval/ratio data Pearson r
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Cross-tabulations can be used to describe three or four variables, each
one of which has multiple categories. Theoretically, it is possible to cross-
tabulate any number of variables, but when more than three are used, the
table becomes confusing to read and loses its major value, simplification
of the data.

Table 12-3 illustrates the cross-tabulation of three variables. In this case,
increase in apical pulse is used as a measure of patient stress during dental
work and is examined in relation to the age and gender of the patients.

It is now possible to compare males and females in each of the age
groups on apical pulse increase. This can be done for any number of
sets of variables you wish to examine. Statistical analyses of data, in-
cluding descriptive statistics, are usually carried out on a data analysis
software program.

If cross-tabulation is appropriate to your study, it must be planned in
advance. As pointed out in the discussion on sample size, the number of
variables you plan to cross-tabulate can affect your sample size. Therefore,
it is wise to plot out your tables ahead of time. Make up some fictitious
data while you are planning your tables. This will give you a good idea of
what your results will look like so you can be sure that you will be able to
answer the research question.

Parametric and Nonparametric Statistical Tests
Every statistical test is based on certain assumptions that set out the con-
ditions under which the test is valid. The line between parametric and
nonparametric statistics is somewhat fluid. Parametric tests generally 
are based on strong assumptions about the population from which the
observations (measurements of the variable) were drawn. If the popula-
tion meets these assumptions, the parametric test is very powerful and,

DESCRIPTIVE ANALYSIS 257

TABLE 12-3
Relationships among Age, Sex, and Average Increase in Apical Pulse during Dental Work

Males Females
20–30 31–40 41–50 20–30 31–40 41–50

Apical pulse increase

> 10/min. 25 60 10 30 40 25

< 10/min. 75 40 90 70 60 75
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hence, the most likely to reject a null hypothesis when it is, in fact, false.
Nonparametric tests are based on fewer assumptions and are less power-
ful. They can be used to analyze data from populations about which very
little is known. Because the nonparametric test is less powerful, it is
sometimes safer to use with data from unknown populations because the
risk of error will be smaller. This is particularly true when the sample size
is small.

The parametric test can be used if the population meets the following
assumptions:

• Known distribution: The distribution of the variable in the popula-
tion is known. For many tests, the variable must be normally dis-
tributed in the population. The sample must be randomly selected
so its distribution is the same as that for the population.

• Equal variances: When two or more groups are being compared on a
particular variable, variances of scores are assumed to be the same
among the groups. In other words, the variances are homogeneous
from group to group.

• Equal intervals: Because of the arithmetic operations used in com-
puting parametric tests, the variables are usually measured on an
interval or ratio scale. Ordinal scales are also acceptable under cer-
tain conditions.

Since the 1940s, researchers have insisted that measurements using
parametric tests must be used with interval or ratio scale data. However,
use of these tests with ordinal scales has not made a significant difference
to the results of data analysis (that is, it has not increased the likelihood
of a Type II error) and so it is now considered quite acceptable to use
parametric statistics for ordinal data as well (Cohen, 2001). However, cau-
tion should be exercised in the case of ordinal data collected from a small
sample (less than 30). Here, nonparametric statistical tests should be
used. In this text, we continue to discuss the equivalent nonparametric
test whenever appropriate so that in the event you are working with ordi-
nal data but a small sample, you will know which test to choose.

Nonparametric tests do not specify conditions about the parameters of
the population from which the sample was drawn. They are sometimes
said to be distribution free and thus can be used when you do not know
the distribution of the population. Also, there are nonparametric tests for
use with nominal data. In behavioral research, we frequently measure vari-
ables on nominal scales. Therefore, nonparametric tests assume a promi-
nent role in data analysis.
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Looking for Relationships
In descriptive studies, the plan is to describe the variables and also to look
for significant relationships among them. For example, you may wish to
know if patients’ ethnic backgrounds are related to their responses to
group therapy. Or you may wonder if education and income level are asso-
ciated with career choice in high-school students. You may have a long list
of demographic variables and want to know if any one or a combination of
these variables is related to a student’s success in nursing school.

There are several statistical methods of showing the relationships
between variables, and some of the more commonly used ones will be dis-
cussed. Remember, however, that in descriptive studies, no attempt is
made to draw conclusions about causal relationships from the data.
Rather, hypotheses are formulated from statistically significant relation-
ships, and these relationships are later tested in more controlled studies
from which causal relationships might be developed.

Chi-square analysis is designed for analyzing categories of nominal
data that have been set up in cross-tabulation form. The chi-square test is
based on the assumption that if there is no relationship between two or
more variables, then the likelihood of the individuals in your sample
falling into the various categories of each variable is a chance occurrence.
For example, in Table 12-1, if there is no relationship between stress (as
measured by relaxed or tense) and use of local anesthetic, then the 52
subjects who received local anesthetic should have an equal chance of
falling into either category of stress; this chance would be the same for
the no anesthetic group. The chi-square test picks up the significance of
any true departures from the frequencies that would be expected by
chance alone. When you find significantly more subjects in one category
than would be expected by chance alone, you can interpret this finding as
an association between the two variables being tested.

In Table 12-1, a chi-square analysis was done using the method described
by Siegel and Castellan (1988). The results indicate that there is a significant
relationship between local anesthetic and nonverbal indicators of stress.
The probability of the sample falling into the categories of relaxed and
tense, as they would simply by chance alone, was less than 0.05 (the actual
probability was 0.01). Therefore, the results are considered to be statisti-
cally significant.

If your data consist of pairs of numbers (that is, two variables have
been measured for each subject in your sample), then a measure of corre-
lation can be used to tell if these variables are related to each other. For
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example, you might be planning to measure IQ and attitude toward
women’s rights, blood pressure and temperature, or self-image and body
weight. A correlational test will tell you whether these pairs of variables
have a tendency to vary together. Does blood pressure increase (or
decrease) as the body temperature goes up? Is a negative self-image
related to being overweight, and, therefore, does self-image go down as
weight goes up? If the direction of the relationship is positive (both vari-
ables increase or decrease together), the numeric value of the correlation
will be positive (somewhere between 0 and 1/21). If the direction of the
relationship is negative (as one variable increases, the other decreases),
the correlation will be negative (somewhere between 0 and 21). The
strength of the relationship between the two variables is greater as the
correlation approaches 1/21, so that a correlation of 0.9 is much
stronger than a correlation of 0.3.

All measures of correlation require at least ordinal data. If you plan to
have nominal data for one or both of your variables, use a chi-square
analysis instead. Ordinal measurements require at least a three-point scale
to qualify as an ordinal scale for statistical testing. A scale that measures
old–young or pass–fail, therefore, must be used as a nominal scale even
though it has some degree of quality or quantity to its measurement.

If your variables are measured on ordinal, interval, or ratio scales, you
will be able to test for correlation between your variables. The usual para-
metric test of correlation is the Pearson product moment correlation (r).
The correlation coefficient (r) obtained with this test tells us the extent
and type of relationship that exists between two variables (that is, some-
where between 11 and 21, and either positive or negative). When you
have obtained the correlation coefficient, a further test can demonstrate
whether or not the coefficient you obtained is significantly different from
what you would find from chance alone. If you use a statistical computer
program, the level of statistical significance will be given to you automati-
cally. If not, you will find tables in most statistics books in which you can
look up the “Critical Values of the Correlation Coefficient.” A rule of thumb
to keep in mind to clarify the meaning of correlation coefficients is that
the coefficient squared (r2) is a measure of the shared variance between
your two variables. Thus if r 5 0.5, r2 5 0.25. You can interpret that to
mean that one of your variables accounts for 25% of the variance of the
other. This is a considerable amount but still leaves 75% variance unac-
counted for. This illustration demonstrates why relationships between
variables, even when statistically significant, do not support cause and
effect. There are still other factors influencing these variables that are not
part of your study.
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If you wanted to do a nonparametric test of correlation, the Spearman
rho or the Kendall tau would give you a correlation coefficient similar to
that of Pearson r. If you are hand calculating your own statistics, you will
find Spearman’s rho easy to do by hand. Kendall’s tau, on the other hand,
is available as an integral part of an SPSS software program.

Inferential Analysis
In Level III studies, it is not enough to describe the data. You are expected
to draw conclusions from those data. Statistical inference, based on prob-
ability theory, is the process of generalizing from samples to whole popu-
lations. The tools of statistics help identify valid generalizations and
those that are likely to stand up under further study.

Statistical techniques are designed to objectively evaluate the outcome
of a study and help the researcher to decide whether or not the results
occurred by chance. Probability theory is the basis for this evaluation.
Look at the following example:

Each research subject is seated in a room with two doors, one blue
and one yellow. For ten minutes, loud music is played over the inter-
com. Then a voice tells the subject to leave the room. The researcher
notes which door each subject chooses. When this experiment was
done with ten subjects, seven subjects chose the blue door. The
researcher concluded that loud music causes people to choose a blue
door over a yellow one.

Is this a valid generalization? Of course not. The fact is that those results
could be purely chance happenings.

Now consider another experiment in which a drug was injected into ten
healthy subjects. Within five minutes, seven subjects were vomiting and
the other three apparently were fine. The researcher concluded that the
drug causes vomiting. Recalling the previous experiment with the blue and
yellow doors, would you argue that the results of this experiment could
also easily have occurred by chance? Let’s examine the probabilities.

In the first experiment, each person had a 50–50 chance of choosing the
blue door, without the music being a factor in the choice. Seven out of ten is
not enough to show a relationship between music and the color of the door
when five of the ten are expected to choose either door by chance. In the
drug experiment, however, the chance that seven out of ten persons would
have started to vomit without exposure to the drug is extremely slim.
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Therefore, seven out of ten in this case may be conclusive evidence that the
vomiting was caused by the drug. The results of these two experiments
must be measured against different probabilities. Statistical analysis pro-
vides the means of eliminating most of the subjectivity that goes into the
researcher’s conclusions, thus separating science from opinion. This is
done by using statistical models against which the results of research can
be compared.

Because statistical procedures dictate some of the conditions for col-
lecting the evidence, they must be part of the research plan. If planning
data analysis is left until after the data are collected, often the optimal sta-
tistical technique cannot be used because some necessary condition of
data collection was overlooked.

The basic steps in planning data analysis are summarized in Table 12-4.

Testing Hypotheses
The overall aim of experimental or quasi-experimental research is to
determine the acceptability of hypotheses. The outcome of the study 
may be to accept or reject the hypothesis and the theory from which it
was derived. To reach an objective conclusion, there must be an objective
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TABLE 12-4
Basic Steps in Planning Data Analysis

Level I

Step 1: Content analysis of unstructured data.

Step 2: Descriptive summaries of data categories.

Step 3: Placing the data in charts, graphs, and tables.

Step 4: Tests of association between sample characteristics and data categories.

Level II

Step 1: Placing the data in charts, graphs, and tables.

Step 2: Correlational analysis of relationship among the variables.

Level III

Step 1: Placing data into charts, graphs, and tables.

Step 2: Analysis of the differences among the groups on the dependent variable.
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procedure for either rejecting or accepting that hypothesis. This proce-
dure is based on the data to be collected and on the amount of risk the
researcher is willing to take that the decision to accept or reject the
hypothesis will not be correct.

The Null Hypothesis
The first step in planning a decision-making statistical procedure is to
state the null hypothesis. Null hypotheses usually state the opposite of
what you expect to find, which means stating that there will be no rela-
tionship between the variables. The reason for using null hypotheses is
that statistical tests are designed to reject rather than accept hypotheses.
In this sense, rejection is an action word, whereas acceptance is a passive
one. Active rejection of the null hypothesis is as close as you can come to
proving your hypothesis. You never actively reject your research hypoth-
esis because it is never directly tested; only the null hypothesis is directly
tested. Your goal in statistical analysis is to reject the null hypothesis,
thus giving support to your research hypothesis as the alternative. Failure
to reject the null hypothesis means only that you failed to support your
research hypothesis in this particular study, leaving the door open for
you to test it again under other circumstances.

If your hypothesis states, During dental procedures, those patients
given a local anesthetic will exhibit less stress than those not given a local
anesthetic, the null hypothesis would be written as: There will be no dif-
ference between the stress exhibited by patients receiving local anes-
thetic and the stress exhibited by patients not receiving local anesthetic
during dental procedures. There are two possible alternatives to this null
hypothesis:

• Patients given a local anesthetic will exhibit more stress than those
not given a local anesthetic.

• Patients given a local anesthetic will exhibit less stress than those
not given a local anesthetic.

Because this latter alternative is the one predicted by your research
hypothesis, you will apply a one-tailed test, which will reject the null
hypothesis only if there is less stress among the local anesthetic group.

Two types of error can be made when testing the null hypothesis. The
first, called Type I error, is to reject the null hypothesis when it is actually
true. The level of significance that you select for your statistical analysis
is the probability that Type I error may occur. If the level of significance is
0.05, the researcher runs the risk that five times out of a hundred the null
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hypothesis may be rejected when it is actually true. You always determine
the level of significance in advance so that the decision to reject or accept
the null hypothesis remains objective.

The second type of error (Type II) is to accept the null hypothesis
when it is actually false and should have been rejected. The probability of
committing a Type II error can be decreased by increasing the sample size
(which is another reason for having as large a sample as possible).

Choosing a Statistical Test: What Does Your Hypothesis Ask?
Although the field of statistical analysis is quite complex, you can use
some simple guidelines to help you choose the appropriate technique.
The best indication of what general technique to use can be found in your
own hypothesis. Look at what it says. Are you looking for a significant dif-
ference between two groups or among several groups? Are you interested
in significant correlations between (or among) variables? Or are you try-
ing to estimate what the population is like from findings in your sample?
The technique you choose will depend on which of these questions your
hypothesis is asking. Let’s look at each one individually.

Difference Between Two Groups
In some studies the subjects are randomly assigned to two groups, one of
which is subjected to an experimental independent variable. In other
studies, the sample is selected from two populations—for example, two
ethnic groups or two educational groups. Both types of studies are inter-
ested in the same kind of data analysis. They ask, Is there a difference
between the two groups?

The t-test is the classic technique for analyzing the differences between
the means of two groups. It is a powerful parametric test, and thus, the
data must meet the following four assumptions:

• The dependent variable is normally distributed in the population.
• There are equal variances between the two groups (that is, they

represent a single population).
• You are using interval data.
• The two groups are independent (that is, a single subject will not be

in more than one group).

If your data do not meet these assumptions, a nonparametric test such
as the Fisher exact probability test or the Mann-Whitney U test can be
used to test for a significant difference between the two groups.
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Sometimes you have two sets of scores from the same group, such as
before-and-after measurements of some variable. In this case, you are
looking for a change in scores from one measurement time to another, and
you want to know if the change is statistically significant. Often a differ-
ence score will be obtained for each subject by subtracting one measure-
ment from the other. The t-test can be used to test for the significance of
the difference if the assumptions are met. When the t-test cannot be used,
nonparametric tests for ordinal data include the Sign test and the
Wilcoxon signed rank test. The McNemar change test can be used with
nominal data. These tests are all designed to analyze the significance of
the difference in two sets of scores from the same group of subjects.

Difference Among Multiple Groups
In reality, there are few studies that compare only two groups. A study is
more likely to involve several groups, particularly if it is an experimental
or quasi-experimental design. Your study may be comparing several
groups on a particular measure and determining whether the groups vary
from one another in the way they score on that measure. For example,
you might include four groups receiving different patient teaching strate-
gies and compare their postoperative anxiety levels. This could be tested
using several t-tests, but running multiple tests increases the possibility
of a Type I error. To avoid this possibility, you can examine the differences
among the groups through an analysis that looks at variation across all
groups at once. This test is the analysis of variance (ANOVA). The result-
ing F-test indicates whether any of the groups are significantly different
from the others. It does not, however, tell us which of the groups being
compared is different from the others. For that, further analysis is
required, and several tests are available to clarify the source of the differ-
ence, for example, the Tukey test for multiple comparisons or the Scheffé
test. ANOVA can be used for groups numbering from two upward (for two
groups it will provide the same results as a t-test). The ANOVA tests
whether group means differ from one another. It requires that the inde-
pendent variable be at the nominal level and the dependent variable be
interval or ratio level. The null hypothesis assumes that all groups are
equal, that is, drawn from the same population.

The usual assumptions for parametric tests are required for analysis of
variance. If these do not hold, there are several nonparametric tests from
which to choose. For nominal data, the chi-square test can be used with
multiple groups. Table 12-5 gives an example of what the chi-square table
might look like. The chi-square test tells you whether certain ethnic
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groups choose any of the healthcare systems more often than would be
expected by chance alone.

If the data are on ordinal scales, and you have small groups (15 sub-
jects per group), the Kruskal-Wallis one-way analysis of variance by ranks
can be used. This technique tests the null hypothesis that the groups
come from the same population or from identical populations with
respect to the variable being measured. It is the most powerful of the non-
parametric tests for independent groups.

Correlation Between Variables
In Level II studies, the purpose is usually to find out if a significant rela-
tionship exists between two or more variables. The Pearson product
moment correlation coefficient (r) is used when two or more variables
have been measured on each subject and the goal is to test for a signifi-
cant relationship among them. For example, in a study of obesity, you
might be interested in the relationship between body mass index (BMI)
and amount of daily exercise in your subjects. It is possible to use any
level of data when calculating r. Even nominal data can be coded for use
with r. Meeting the assumptions of the test, however, will ensure that the
results can be generalized beyond the sample, which, after all, is the main
purpose of a survey design.

The assumptions are first that the sample is representative of the popu-
lation from which it was selected. Next, the variables (e.g., BMI and
amount of exercise) must each have a normal distribution, and their
scores must have equal variability. Thus, for every possible BMI score, the
distribution of exercise scores must have approximately equal variability.
Lastly, the relationship between the variables must be linear so that when
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TABLE 12-5
Frequency of Selecting a Private Physician, Government System, or Health
Maintenance Organization by Subjects from Five Ethnic Groups

Healthcare System Caucasian Asian Black Native American Hispanic Total

Private physician 14 12 10 2 6 44

Government system 1 2 11 25 4 43

Health maintenance 3 14 20 20 1 58
organization 

Total 18 28 41 47 11 145
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they are entered into a graph they would tend to form a line, rather than a
clump or a curve.

The results of the Pearson r will provide you with indicators of the
direction (plus or minus) and the strength of the relationship between the
two variables, along with a measure of the exact probability of this r cor-
relation occurring by chance. The significance of a correlation coefficient
increases dramatically with the sample size, so that in a very large sam-
ple, a small correlation may well be statistically significant. The correla-
tion itself may not be meaningful because it may not explain much of the
variance in the two variables. To counteract this possibility, the coeffi-
cient of determination (r2) is calculated to provide a measure of the
meaningfulness of r because it approximates the shared variance between
the two variables. If the correlation between BMI and exercise were 0.7,
for example, r2 would be 0.49, and we could say that exercise accounts for
half of the variance in BMI. The other half would presumably be explained
by many other factors, such as genetics, age, or diet, making the relation-
ship between BMI and exercise a powerful one.

In addition to testing the relationship between two variables, one inde-
pendent and one dependent, correlation can be extended to measure the
relationship between one dependent variable and several independent
variables, simultaneously. In multiple correlation, the statistic R can range
from 0 to 1, and R2 represents the amount of variance accounted for in the
dependent variable by all the independent variables together. These tests
of correlation are among the most commonly used techniques for the
analysis of data in nursing research. With ordinal data and small samples,
the nonparametric test called Spearman rho will provide a good test of
correlation, and chi-square is often used for nominal data to establish
whether or not the observations could have occurred by chance.

Estimation of Population Parameters from Sample Data
Your hypothesis may predict a population parameter (such as the mean
or variance) from the sample statistic. For example, you might plan to use
the mean IQ from a sample of registered nurses to predict the IQ of the
whole population of registered nurses. An ideal estimator provides an
unbiased estimate of the unknown population parameter. As such, it will
correspond closely to the population value when a large number of sam-
ple estimates are averaged.

All the descriptive statistics discussed in the previous section are exam-
ples of sample statistics that can be used to predict population parameters
(such as means, medians, and standard deviations). An individual estimate
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obtained from one sample, however, will not necessarily be an accurate
estimate of the population parameter. It usually is necessary to take the
average mean from a large number of samples to get an accurate estimate
of the population mean. Because you will not generally use a large number
of samples, you must establish the accuracy with which your sample sta-
tistic predicts the population parameter. This is done by the use of a confi-
dence interval.

A confidence interval gives you a range of values within which the true
value of the population parameter is estimated to fall. You decide in
advance how confident you would like to be in your estimate (say, 95% or
99%). Then, instead of saying that the population mean is 80, you will say
that you estimate the population mean to be somewhere between 75 and
83 and that you are 99% certain your estimate is correct. The range
between 75 and 83 is your confidence interval.

Confidence intervals for the mean and standard deviation can be
obtained using the versatile t-test, provided that the observations come
from a normally distributed population with equal variances and are
measured on an interval scale. Nonparametric tests for establishing confi-
dence intervals include Tukey’s confidence interval for the median and
the binomial test for the confidence intervals of quartiles.

Be Sure You Can Answer Your Question
The brief discussion of statistical analysis presented here has been for the
sole purpose of guiding you to plan a simple analysis for a simple ques-
tion. The major criterion for analysis technique is that the results provide
the answer to the question. It follows from this that you must understand
the technique. If you choose a technique that is beyond your understand-
ing, it will be difficult to interpret the results of your study. It is better to
be simple and sure than complex and incomprehensible.

The Answer Is in the Question
The plan for data analysis is intended to provide support for one answer
to your research question. As we have emphasized throughout this book,
the type of answer you require depends on how you asked the question.
Look again at the table in the front of the book that outlines the three 
levels of studies. Now is the time to review your plan to make sure that 
it logically follows one of the three levels and that the answer you have
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planned will be the answer to your original question. If your plan is con-
sistent and logical, the data analysis plan will help you distinguish the
best answer among possible alternatives. So look now at your stem ques-
tion because it specifies the answer you need.

Level I Questions
As you have seen, Level I questions lead to exploratory descriptive re-
search designs that, in turn, dictate primarily unstructured data obtained
from small convenience samples. The quality of the answer you obtain de-
pends on how successfully you have mastered the steps in data analysis.

You will have masses of data, both structured and unstructured, and
your primary task will be to order those data into some form that can be
described, tabulated, and perhaps even subjected to tests of association.
Therefore, unlike the other two levels of research, Level I studies have at
least two (and sometimes three) steps to the process of data analysis.

The two basic steps in the analysis of data at Level I are those of con-
tent analysis and frequency tabulations. You must make some sense out
of the data and subject them to categorization of some sort. These cate-
gories usually will be scaled on a nominal scale, although occasionally an
ordinal scale might be developed. As you develop the categories, you
must define them carefully so that you know they are mutually exclusive.

After development of the categories, your content analysis will not be
complete until you have verbally described what you found. This is called
a descriptive summary of the data. You may want to go on to the next step
and develop charts and graphs that further describe what you found.
These charts usually include a summary of the characteristics of your
sample as well as frequency tabulations based on your categories. These
visual pictures of your results can help clarify your description of the
data. These charts and graphs can include descriptive statistics so that
the reader will have an even better idea of the sample characteristics
(such as mean age and education level). To do this, you must have col-
lected some structured demographic data on your sample, so be sure to
plan for this information even if the rest of your data are unstructured.

When you have completed these two steps, structured your data into
categories, and compiled frequencies and descriptive statistics, you may
attempt to do some tests of association if you feel this will enhance the
answer to your question. (See Table 12-2 for the appropriate test of asso-
ciation for your level of data.)
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Level II Questions
Questions at Level II ask about the relationship between (or among) vari-
ables and lead to descriptive survey designs and to structured or quanti-
tative data. Answers at Level II require statistical analysis to determine
the significance of the relationship between the variables.

The first step in the analysis of Level II data involves placing the results
into tables, charts, and graphs. It is the same process as the second step
of the analysis of unstructured data. At Level II, you always present a
cross-tabulation of your variables, which would look somewhat like the
following chart for the relationship between anxiety and pulse rate in pre-
operative patients.

In this cross-tabulation, you need only fill in the number of patients
who were highly anxious and had a high pulse rate and those with low
anxiety and a high pulse rate. Then fill in those with high anxiety and a
low pulse rate and those with low anxiety and a low pulse rate. Now you
have a complete picture of the relationship between these two variables.
A test of association will tell you if the relationship is significant. The tests
of correlation in Level II studies involve both parametric and nonparamet-
ric tests, depending on the level of measurement of the variables.

At Level II, you have two steps in the data analysis. The first is to put
the data into tables for descriptive statistics; the second is to test for the
significance of the relationships.

Level III Questions
At Level III, your original why question leads to an experimental or quasi-
experimental design for which you have developed hypotheses. Data
analysis at Level III focuses on testing the hypotheses.

An experimental design provides at least two groups of subjects, and
the hypotheses predict how these groups will respond in the experimen-
tal situation. The data analysis must test for the difference between (or
among) groups. No matter what the original question asked, the analysis
at this level will always examine the difference between or among groups,
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and this difference will relate only to the dependent variable. The inde-
pendent variable has been manipulated by you, in that you have applied
it, in its various forms, to the experimental and control groups. You have
controlled extraneous variables through sample selection. Now you are
ready to test your hypothesis: are the measurements of the dependent
variable significantly different between the groups in the design?

The type of statistical test you will choose at Level III, as at Level II,
depends on the level of measurement of the dependent variable and
whether or not you can assume a normal distribution from your sample.
These factors affect your choice of a parametric or nonparametric test.
Table 12-6 will help you to select the best technique for data analysis.
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TABLE 12-6
Selecting the Appropriate Test for Statistical Analysis

Parametric tests Nonparametric tests

Assumptions: The distribution of the variable Assumptions: Thought to be “distribution-free.”
in the population is known. Parameters of the population are unknown.

Variables are measured on either interval or Used with nominal and ordinal data, as well as
ratio scales. with interval scales.

Difference between Two Groups

t test Fisher exact test (small groups) (nominal data)

Mann-Whitney U test (ordinal data)

Two Sets of Scores for the Same Group (Before and After)

t test McNemar Chi-square test for nominal data

Sign test or Wilcoxon test for ordinal data

Differences among Multiple Groups

One-way analysis of variance (F test) Chi-square test for nominal data

Kruskall-Wallis one-way analysis of variance for
ordinal data

Correlations between Variables

Pearson r Chi-square test (nominal data)

Spearman rank correlation (ordinal data)
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 LEARNING OBJECTIVES

• Review the structure of a research proposal.
• Describe the essence of the introductory section.
• Understand the relationship of the research problem to the rest of 

the proposal.
• Review the format of the research design, sample, and methods sections.
• Integrate the discussion of reliability, validity, and data analysis into 

the proposal.
• Review the ethical considerations in a research proposal.

Writing the 
Research Proposal
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From the beginning of this book, you have read over and over again that 
the research plan is the most critical phase of the research process because
it forms the basis for the rest of the process. As you know, it is easier to
change a plan before you have started than it is to change an almost fin-
ished product based on a faulty plan.

Now that all the parts of the research plan have been considered, all that
is left is to write a final proposal. All research requires a written proposal
before it is undertaken. Every part of research, from the beginning question
to the final report, needs to be written down. Therefore, a research plan
that is not written into a proposal is not complete.

You may be asking how we differentiate research plan from research pro-
posal at this late date. In our opinion, the difference between the two is as
great as that between your initial working definitions and your final opera-
tional definitions. The research plan is the basic outline of your entire
research idea, with your references, your working definitions, and so on.
Your research proposal is the essay that fills in all the gaps of the outline,
makes all the logical transitions for the reader, and shows the consistent
development of the idea from question to answer.

The art of writing the proposal in such a way that someone else can fol-
low your train of thought requires serious consideration. You don’t want
your project to be lost at this stage simply because you were inarticulate.
This final step is worth the effort.

Every research proposal has a slightly different character, as you will
notice when you look over those in the Appendixes. The reason is rather
basic—a research proposal reflects the personality of the writer. Although
the basic parts of a proposal are identical and include every major point
in this book, the way that you write each aspect of the proposal is a reflec-
tion of you.

There are two major parts of any research plan, whether you write it
for yourself, for a class, or for a grant proposal: the introductory matter
and the research design. Both parts are always present, though the titles
may differ. Each part has its particular components, though they too may
have different terms. Both the structure and the components within the
structure are derived from the research question.

Chapters 1, 2, and 3 described the process of converting the topic of
your research question into the problem of the research proposal.
Because the research question is the basis for your research plan, and
because the problem is the foundation of the rest of the research pro-
posal, the emphasis on these two areas was quite deliberate.
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Your research question is your guide to the entire process, including
what you have to do and think and read and plan to arrive at your
research proposal. Your question is an activity guide; your proposal is
the end product. Put another way, your question is the process; your pro-
posal is the content.

The process of developing a research proposal is similar to using the
nursing process to develop a nursing care plan for a patient. You begin the
nursing process with a question such as, What care will this patient need?
You begin by gathering information from the patient, the patient’s chart,
and available resources on the pathology and medical interventions and
by looking up medications and treatments with which you are not familiar.
You then put these data together, analyze them, and arrive at your final
formulation of the patient’s problems and needs. The culmination of all
your questioning, reading, and analysis is written in a final form called the
nursing care plan. You didn’t write down your entire step-by-step process;
you wrote only the end result.

The same process is used for the research proposal. The question
guides and directs your activities; the proposal is your end result.

The basic structure and the components of the research plan are fairly
standardized across many disciplines, and each component is based on
the previous ones, thus we will discuss each of the basic components in
turn. In addition, the concepts of reliability and validity of the research
and the protection of human rights for the people involved also will be
discussed even though their placement in the proposal is not standard-
ized. Omitting them from the proposal would seriously jeopardize your
chances of eventually doing your project.

The Introductory Section: Research Problem
The introductory section is the place where you introduce your readers to
the research you are proposing to do. It is often titled “The Research
Problem,” but it can also be something like “The Problem,” “Introduction,”
“Rationale,” “Conceptual (or “Theoretical”) Framework,” or even “What
This Study Is All About.” Whatever the title, the purpose of the first section
is to introduce the reader to the subject matter of the research. This part of
the proposal should always include the problem, the purpose (or hypothe-
ses), and definitions of terms. The order may vary, but not the content. We
recommend that you use no title at all. The title of the proposal serves as
the title for the introductory matter and is placed at the head of the first
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page of the proposal. Following the proposal title is an essay about the
topic, the format of which is discussed in the next section.

When choosing a title for your project, try to be brief and to the point.
In nursing research, there is a tendency to write what we call “colon-ized
titles” or titles with colons. There is no good reason for this practice. A
thoughtful researcher can write a straightforward title for a research proj-
ect that is brief and informative. Novice researchers tend to put every-
thing into a title, which may take up half a page. You can see many
examples of colonized titles in the bibliography at the end of each chap-
ter. Many of these titles could be a single, brief, descriptive title had the
researcher taken a little time and effort. Remember, you can usually follow
the title with an abstract if you want your reader to know more about
your research at the beginning.

Form of the Final Research Problem
The first portion of any proposal introduces the subject matter of the
research, the rationale for selecting the problem, the literature to sub-
stantiate the rationale, and the direction the study will take. As you have
seen, the problem is derived from the topic of the research question. If
you have thought through your problem well, the theory and the litera-
ture will substantiate your choice of topic. You don’t need to be repetitive
to get your point across. You can, however, subhead your problem
according to the different theories or concepts that relate to your subject.
This is often done, particularly when more than one theory is used to
form a theoretical framework, but a well-written problem can introduce
the entire research plan under one heading.

Whether you end up with one page or 26, the form and shape of the full
and final research problem will be the same. Like an essay, article, or term
paper, the research problem has an introduction, a middle part, and a
conclusion. In fact, your final problem has the same requirements as a
good essay: you introduce your question, you point out the pros and cons
for your argument, and you end with the statement of what you are going
to study and why. The rest of the research plan is an expansion of the
problem and focuses on the activities you will carry out to find the
answer to your question.

Your research plan is only as good as your research problem. If you have
a strong method but a weak problem, you will have a weak piece of
research. Although the reverse is just as true, it’s easier to salvage a weak
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method than a weak problem. There is nothing worse than using a sophisti-
cated method to answer a trifling question. If anyone reads it, few will use it,
and all your work is wasted. And because usability is a keynote for nursing
research, you don’t want your efforts to be considered irrelevant. So, for
now, concentrate on writing the best possible problem. Not only will you
have a sense of satisfaction, but your credibility will increase enormously.

The Introduction
Regardless of the length of your problem, you need to introduce your topic
to the reader. This should occur at the very beginning of your proposal. All
introductions follow the same pattern and include the same kinds of infor-
mation. Your introduction does not need to be any longer than one para-
graph—and a short one at that—but if it isn’t there, it’s like trying to read a
road map before you know where you are going. The introduction is the
preparation for the rest of your discussion.

Introductions are exactly what you think they are; they introduce the
subject under discussion. The first sentence in the introduction sets the
general tone and direction for the subject matter. The middle sentence (or
sentences) narrows the focus. The last sentence begins with such words
as “Therefore” or “Finally.”

We recommend that you use your original question as the first sen-
tence of your introduction. This immediately sets the tone for the paper
and lets the reader know exactly what your proposal is all about. You can
rephrase your question or use it as written, but if you begin your paper
with your question no one needs to hunt for your topic. Follow your ques-
tion with a few brief statements about what your study is about and then
state your intention to answer this question in your study.

One function of the introductory paragraph is that it tells the reader
what the rest of the research problem will discuss; it is the abstract of
your problem. The rest of the problem flows from the introductory para-
graph in which each sentence will be substantiated, argued, and sup-
ported. When you are writing your research problem, write the body first,
then go back and write the introduction.

The Body
The body of the research problem is where you present arguments for your
project, supported by your cited literature. Subtitle your problem accord-
ing to the concepts you are discussing, or have one long uninterrupted
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series of arguments from general to specific. Whether you use subheads or
not is up to you, but use descriptive labels for the content. Avoid terms
such as “conceptual framework” and “theoretical framework” as your head-
ings or subheadings. They are simply labels and do not describe the con-
tent you are using. Your problem could be headed with the terms you used
for your topic in your original question, and your subheadings can reflect
the different areas you have looked up in the literature to support your
choice of topic. Look at the way other students have headed their content
areas in the proposals at the end of the book. Build up to your major point.
Be sure that you account for the three major elements of the problem:
rationale, literature review, and theoretical–conceptual framework.

Use your theory or concept outline and your references here. This is
not the place to describe your sample or your methods of data collection.
Both topics are dealt with elsewhere in the proposal, under their own
headings, so do not waste this precious space detailing the method of
data collection used by someone else. You may introduce it, of course,
along with methods used by others, but the full exposition of your meth-
ods, the specific instruments, and who developed them and what they
found is left to the design section. Fill in the outline with your reading.
Paraphrase as much as possible. There is nothing more boring than read-
ing a series of quotations. The readers want to know what you think and
what your argument is; if they want other opinions, they can check the
sources you have cited. Write this section as much as possible in your
own words. When you cannot improve or paraphrase an author’s state-
ment, then quote, but only sparingly. When you are quoting (copying
work verbatim) from one published source or document, you are allowed
to quote up to 300 words, total, throughout your paper without request-
ing permission, but for anything more than that you must ask permission
to reprint from the publisher. When received, the permission is then cited
as an acknowledgement at the beginning of the paper or at the end.

Use repetition only for emphasis. If you want to emphasize a point, para-
phrase several authors who make the same statement. Or quote one, par-
aphrase another, and list several others who have said essentially the
same thing. But use this technique only to emphasize major points.
Otherwise, quote or paraphrase the originator of an idea or research and
then simply list the authors who agree. You can type pages and pages of
everyone’s position on the same idea, but all that work will go unread.

Because you are using references to substantiate your points, you may
find yourself beginning each statement with “Jones said,” or “Maxwell
stated,” or “According to Pinchpenny.” Don’t worry about it as you are
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working on the first draft of your problem, but never let it stand that way.
After you have finished writing the body and have exhausted every single
argument for every part of your question, go back and rewrite every sen-
tence that begins with “Jones stated” or “A comment by Jones et al.”
Reference Jones at the end of the quotation or at the end of your para-
phrased paragraph. The whole point in the body of your problem is to
maintain the flow of ideas, not to list sources. When you introduce each
sentence with a source, you are essentially writing a Who’s Who in the lit-
erature, not a statement of your argument. The difference is critical.

This section of the proposal is also called an integrated literature review.
All of the relevant literature is integrated into an interesting explanation of
why this project is necessary and appropriate.

The Rationale for Your Research
Every research proposal, whether for a student thesis or dissertation or
for a major national grant, has an explanation of why the research is being
conducted. Grant funding agencies entitle this section of the proposal
“Significance.” Student theses and dissertations have two sections: “The
Problem” in Chapter 1 and “The Literature Review” in Chapter 2. Both sec-
tions are required in the traditional format. Whatever the label, this sec-
tion supports the entire research process. This section explains why the
research is being conducted in the way it is being conducted; why the
variables were chosen for study; why the variables are expected to vary;
and why the research instruments, the sample, and the data analysis are
right for the study. In other words, the researcher’s decision on what and
how to do this piece of research is supported by relevant literature. The
researcher writes what is known as an integrated literature review to sup-
port the rest of the proposal.

An integrated literature review is really an essay about the topic cho-
sen for the research supported by the relevant literature. The title for this
section is not “The Integrated Literature Review”; rather, the title should
reflect the major conceptual topic(s) dealt with in the project, such as
“Self-Concept” or “Uncertainty.” Look at the proposals at the end of the
book. Notice how the titles of the proposals reflect the topic of the re-
search. The titles are not all “Proposal.” The same idea applies to the
problem segment of the proposal. Label it by the content area and give
the reader an idea of what is to come. Leanne Fontanie’s proposal is on
the use of the partograph as a tool to prevent maternal death. Her prob-
lem statement, supported by an integrated literature review, should have
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that heading or something that reflects that content. When the reader
sees this heading, assumptions are made about what the literature will
cover. We can assume that Leanne will discuss the literature relating to
maternal mortality and the development and use of the partograph. Had
she simply entitled this section “Literature Review,” we would have no
clear idea of what she plans to talk about.

As with an essay, there is a logical flow between paragraphs. The re-
searcher takes us through a chain of thinking demonstrating how the
research is an integrated whole. A mistake that novice researchers make
is to write an annotated bibliography rather than an integrated literature
review. An annotated bibliography is a summary of each relevant article,
with one article summarized per paragraph, strung together under a sin-
gle topic heading. Sometimes the student arranges these summaries by
date of publication, sometimes in alphabetical order by author. This is not
the correct form to present the literature base for the research.

The integrated literature review should include all the literature used
to build the argument for the study being proposed. This will not be all
the literature you may have read about your topic because much of it is
likely not directly relevant. To make the review representative, you will
have gone through an analytical process of culling literature that is not
relevant, is redundant, or is based on secondary sources. You want the
strongest argument for the study, so use the strongest literary support for
the argument. The strongest literature review uses a variety of sources,
not just one journal or medium, and represents the characteristics of the
primary research.

One way in which researchers arrive at an integrated review is through
the use of a conceptual map. (Some people find that mapping the con-
cepts in the research question helps them to visualize the entire process.)
Begin by writing the central concepts on a large sheet of paper. Then try
to indicate, by arrows, how each concept interacts with the other con-
cepts. The concepts are represented by circles or squares, which are
arranged in order of their importance to the project: central variables in
the middle of the page, extraneous variables on the edges of the page.
Then each variable is connected. Sometimes central variables are repre-
sented by large circles, with smaller supportive variables inside the circle.
Use whichever way you find easiest to visualize how your concepts and
variables work together in your research plan.

When you have the basic visual map, list the articles dealing with those
concepts and variables under that concept. (Some students find that put-
ting these sheets of paper on the walls of their study room is extremely
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helpful. By doing so, for example, they may find that they have read a
great deal on one variable but very little on the others.) The articles can
be listed either alphabetically or chronologically. Sometimes the same
article will be listed under more than one topic heading.

Another step in the process is to use a spreadsheet format (Table 13-1)
with headings such as author, date of publication, source, variables stud-
ied, purpose and hypothesis, methods, instruments, sample, data analy-
sis, and major findings and conclusions. As each article on the topic is
read, it is entered into the database. When viewed in the spreadsheet for-
mat, similarities in certain articles become immediately apparent. Articles
can be grouped according to methodologies or designs, sample sizes or
characteristics, date of publication, author(s), major references, variables
studied, or findings and conclusions. With every rearrangement, you can
see more clearly new insights that were not possible when simply reading
one article after another. These insights might be explicitly stated in yet
another column of the spreadsheet. These rearrangements form the basis
for the integrated literature review. If you used a bibliographic software
package for your literature review, you will have downloaded the results
of the search of the various databases into the software package, and it is
then available for you to sort in any of the ways previously described.
This will greatly simplify the process of integrating your literature review.

Sometimes a single author or researcher appears to be overly repre-
sented. In reading that person’s work, you may find that the person has
quoted him- or herself extensively. This may be because he or she is the
only person writing on the topic, or this person coined the term or cre-
ated the area. If, however, you find many other authors writing on the
same topic but this one author rarely cites the other authors, you may
feel free to question this author’s scholarship and include or not include
his or her work in your review. (These issues become very clear if you
have a heading for the major references listed.)

Each of us has a different visualization process. You may have created a
conceptual map of the variables and concepts in your research at the very
beginning and used this as a basis for your literature review. You may have
found that as you read, you had to expand (or contract) your conceptual
map. The most complex maps to draw are, of course, the maps for experi-
mental designs. That’s because so much research has been previously
done. Your independent and dependent variables form the center of the
map, with an arrow indicating which variable influences the other and indi-
cating the direction of the influence. You know you must survey all the
available literature on each variable and the literature on all research that
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studied the two variables together. From that research, you discovered all
the intervening variables that are to be accounted for in your study. You
may have a separate column for these in your spreadsheet. You also map
them. You need to indicate how and when these variables intervene in the
action of the primary variables and how they influence and counterinflu-
ence one another. The intervening variables must also be included in your
integrated literature review. The next step is to map the extraneous vari-
ables in your study—those that may or may not influence the action of the
independent on the dependent variable but that are not of direct interest
to the research design. If you planned ahead, you have a column for these
in your spreadsheet. If not, you can always add a column. These variables
also need to be discussed in the literature review. (Recall that the extrane-
ous variables often include the research environment or type of sampling.)

Whatever your method of mapping or visualization, this process will
help you to see what you need to include in your literature review and
how to organize it logically.

As you develop the body of your problem, remember to leave the
strongest, most central point for last. You are leading the reader along the
path of your logic, and you want to make your strongest point just before
the conclusion. You want to leave the impression that there is not one sin-
gle i that has not been dotted, a single comma left out, nor a point neg-
lected. You have used and manipulated each point in your outline to its
fullest extent, and you have led up to your research question—again.

The Conclusion
Like the introduction, the conclusion should be no more than one para-
graph in length. Unlike an essay, in which the conclusion moves from the
specific to the general for closure, the conclusion of the research problem
serves as the introduction to the rest of the research plan. Your conclusion
pulls all the strands of your argument together and ties up loose ends. It
ends with your revised research question written as a statement. Your
question is better rewritten as a statement introduced by “Therefore, this
study,” or “For this reason, this study,” or “As a result, this study.”

Your conclusion places your rationale, thinking, and arguments into one
neat package. You want to leave the reader—and yourself—with the feel-
ing that there is nothing further to be said, explained, or argued about your
choice of topic. You have closed the door on this aspect of your proposal.

One way of writing a conclusion is to rephrase the introduction. Because
the body of the problem simply expands and explains the introduction, the
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conclusion can restate the introduction with authority. In this way, the con-
clusion ties in with both the introduction and the problem, and the sense of
completeness is achieved.

At the same time, the conclusion also leaves the reader on a high note,
with a sense of anticipation of what is to come. This is achieved through
the restatement of the research question that appeared in the introduc-
tion. Although this brings the reader full circle from question back to
question, the answer and how it is to be reached are yet to come. The
reader is fully aware of this if your problem is well written.

So, keeping in mind that you don’t need to repeat everything you have
already said, use your conclusion to pull together all the major points cov-
ered in the body of the problem and lead directly into the research ques-
tion. Remember, keep it brief, keep it to the point, and keep it interesting.

Statement of the Purpose of the Study
After you have written the problem of your study in full detail, you need
to state the purpose of the study in a separate section entitled “Purpose
of the Study.” Simply head this section and write your purpose as shown
in Chapter 5. Don’t introduce your statement of purpose. Your problem
has already done this, and another introduction would be redundant. Just
state your purpose under its own heading.

This is also the place in which you are required to write the hypothesis
(or hypotheses if you have more than one) that you intend to test. Write
your hypothesis as a research hypothesis, not as a null hypothesis. When
you write the data analysis section of the proposal, you may rewrite your
hypothesis as a null hypothesis, but under the section entitled “Purpose
of the Study,” simply state: “The purpose of this study is to test the follow-
ing hypothesis.”

The statement of the purpose of your study is as simple as that. Set it
off and state your purpose as a declarative statement (Level I), as a ques-
tion (Level II), or as a hypothesis (Level III).

Definition of Terms
The next step in your proposal is the section entitled “Definition of
Terms.” Here you will list the variables you intend to study (one or more)
and operationally define them as you learned to do in Chapter 6. The defi-
nition of terms always follows the statement of purpose of the study so
that the reader knows exactly what you mean by the key variables in your
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purpose and how you intend to measure them. Check and double-check
your definitions to be sure that you have included what you mean by the
term and how you intend to measure the variable. Many proposals fall
short at the operational definitions.

When you are at a Level I exploratory descriptive study, you will usu-
ally have one variable that needs to be defined—the central variable you
are studying. You may find that the one variable has several components
that also need definition. Go ahead and include all the operational defini-
tions you think are necessary for the clarity of your proposal. When some-
one looks over your final proposal for you, he or she will tell you whether
you are being unnecessarily exhaustive.

At Levels II and III you need to define each variable completely, particu-
larly at Level III. In fact, this is probably the most precise point of definition
in Level III studies, and you will need to concentrate heavily on this aspect
of your proposal. The definitions must fit with your theoretical framework.

You have now finished explaining your problem and have convincingly
argued for the way in which you will study the variables. The logic of your
conclusion will be clear. You have introduced your research topic and
explained the reasons for your choice; you have described whom you are
studying; and you have explained the theoretical basis for your study and
how you will measure your terms. You are now ready to proceed to the
research design.

The Research Design
You may have noticed in the table of contents that the chapter on research
design is subtitled “Blueprint for Action.” That’s exactly what the design is
all about. It is your blueprint, or guide, to your activity. If you have ever
seen the blueprint or plan for a house, you know that on one page is a mas-
ter print of the building, which shows the number of stories and their basic
outlines. You can see the number of rooms on each floor, the relationship
of the rooms to one another, the placement of doors and windows, and so
on. Succeeding pages deal with each room separately. The smaller the area
being planned, the more specific the detail. Your research design follows
the same principle. Your problem statement is the master plan; you are
now going to deal with each section separately and in detail.

Although not required, it is often helpful to introduce the design with a
general statement about what it will encompass. Frequently, this introduc-
tion states the general direction the research will take. When you identify
and label your design, give it the appropriate title: exploratory, descriptive,
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correlational, comparative, quasi-experimental, experimental, historic, and
so on. If you are not using all the required elements of a particular design, it
is best to use a more generic label for the design. When you say, “This is a
Level II design” you are misusing the concept of levels. The level refers to
the level of knowledge and/or theory about the topic, which in turn directs
and guides the thinking and planning for the research. A level is not a name
of a design. This introduction puts the reader in the right frame of reference
and also makes you, the researcher, more careful in handling the rest of
your proposal.

You should be aware at this point that the level of study you have cho-
sen to do will be reflected in the amount of detail that goes into the
research proposal. At Level I, when you may have only a vague idea of
what you will find because you are doing an exploratory study, your pro-
posal will not have the detail based on research findings that you will
need for Level II. Level III studies are the most highly detailed and exhaus-
tive in the review of literature and in relation to the experiment itself.
Therefore, the design discussion of the proposal must be meticulously
written and referenced, more so than at either of the other two levels. The
reason becomes very clear after you have had some actual research expe-
rience. At Level I, most of the work of the research goes into the content
analysis of the data and the final write-up of the project. At Level III, most
of the work goes into the proposal because everything must be planned in
advance. If you keep this in mind as you write your proposal, you will find
it easier to understand what you have to do for each level.

The Sample
Following the introduction of the research design, you may describe
either the sample or the methods of data collection. However, your design
section will flow better if you describe the sample next because it will be
easier to discuss methods and procedures of data collection just prior to
data analysis.

The heading for this section of the proposal can simply be “The Sample.”
Other headings just as acceptable are “Criteria for Sample Selection,” “Sam-
ple Selection Procedures,” and “Sample Selection.”

Target Population
When you describe your sample, begin with a description of the popula-
tion from which you intend to draw your sample. Describe the population
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in great detail, discussing who they are, where they are located, and when
they can be found. Here is where you will probably mention whether or not
there is a listing of your population anywhere and if that listing is available
to you.

If you are doing a Level I study, describe your target population in as
much detail as you possibly can. Because you may be doing a conven-
ience sampling technique, your reader needs to know what you know
about your population and just how representative your sample may or
may not be. If you know nothing about your sample except what you have
read in the literature, be honest and say so. If anyone knows the popula-
tion you are referring to, it will be obvious in reading your proposal that
you have no firsthand information. Don’t try to fake it; just tell what you
know. If you know anything at all about the people, describe them as best
you can according to age range, gender, educational level, and so on. The
demographic characteristics of a population need to be included here—if
you have those data. If you are studying burn patients on X hospital ward,
say so. If you are investigating runners, dieters in Weight Watchers, crys-
tal meth addicts, or staff nurses, say exactly who it is you are studying.

Where you intend to study your population is also important informa-
tion. If you intend to sample from the entire country, you need to let the
reader be aware of the population to which you wish to generalize. If you
are limiting your target population to a particular city, school, or hospital,
say that too, because that is the population to which you generalize.

Give the time frame for your study here because sometimes you will
have to stop a study before you have achieved your ideal sample. You may
want to have a certain minimum number of people in your study, but if you
cannot get that number in the amount of time you wish to spend collecting
the data, say so. Because your proposal will be reviewed more than once
for different purposes, have as much information as possible in it about
your population so that you don’t have to write several different drafts.

Sample Selection
When you have exhausted the subject of the population from which you
plan to select your sample, you can discuss the sample selection tech-
niques. Because you have been precise about your description of the popu-
lation, you have little left to do by way of description. At Level I, you will
mention your sampling technique and specify the number of research sub-
jects or time limits of the study. At Level III, you will need to justify the sam-
ple size you have chosen, and you will spell out exactly what your method
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of assigning the subjects to groups will be. Whether you are conducting
your experiment in one setting or several, you will have to describe the pro-
cedures explicitly and in detail, clarifying the number of experimental and
control groups, how you intend to do the random assignment, how many
you need in each group, what you intend to do about replacement, and so
on. If you are using a matched sampling technique, you must detail the
process of matching and on what variables. Again, precision and clarity are
key at Level III.

If you are at Level II, remember that the method of sample selection is
critical to generalizing your findings back to the population. The ideal
method on which survey designs are based is the probability sample. Be
sure when you are describing your sample selection procedures that you
identify what type of probability sample you plan to use—simple random,
stratified random, multistage, or cluster. Give your reason for the choice,
state the sample size you intend to obtain, and identify the percentage of
the population it represents. There are statistical programs available for
estimating the power of your sample size. Be sure to include all the infor-
mation you have. Then specify how you intend to go about obtaining the
sample. It is not enough to say what the sample will be; you must describe
your procedures for getting subjects. Describe the numbering used in your
list—and whether you will use those numbers or will assign new num-
bers—and then tell how you will make your selection—computer gener-
ated or by hand using a table of random numbers. It sounds tedious, but
the more detailed your procedures are during the planning, the less error
in the end. If you are not using a probability sampling method for your
Level II study, you must explain why you are not and point out to your
readers that this is a limitation of your study.

You will need to discuss the concept of replacement at Level II or III. You
want to have a specified number of people in your sample. What will you
do about dropouts, no-shows, and people who refuse permission? Will you
replace them, or will you go on without them? Here is where you discuss
your method of obtaining an alternate list for dropouts using the same
probability sampling technique you used to obtain the original sample. We
recommend that you plan to use approximately 10% more subjects than
you need as replacements. These issues must be discussed here along
with the rationale for your decision.

It is easier to be detailed in the proposal stage than to make these deci-
sions later in the study when the usual disasters occur. Obtaining the
sample is usually the most troublesome step in carrying out a research
project, so try to imagine what might go wrong. If you plan ahead for your
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sample, for every possible contingency, and write it down in your pro-
posal, you have a guide for yourself to follow if things go wrong. So be pre-
cise, be detailed, and be complete.

Methods and Instruments
You should now describe the method or methods you intend to use to col-
lect your data. These include anything from observations, questionnaires,
and interviews to physiologic measures or laboratory tests. If you are
using more than one method, you will need to explain your rationale for
each method, how the methods interrelate, and why they are appropriate
in view of your sample selection.

Your methods must be consistent with your sample. On the basis of the
method selected, you are now ready to discuss which research instru-
ment you have chosen to collect the data from your sample. You will need
to explain why you have chosen this instrument, discuss its strengths and
weaknesses, and outline what tests of reliability and validity have been
done on the instrument and on what populations it has been used before.
If you have decided to develop your own instrument, the same type of
rationale must be presented. Always keep in mind that the instruments
must be consistent with the methods.

Here again, you will need to have reviewed the literature thoroughly to
present the arguments for your choice of instruments with an authorita-
tive voice.

Reliability and Validity
When you are discussing your research instrument or instruments, incor-
porate your discussion of reliability and validity testing in that section.
Entitle that section “Procedures for Establishing Reliability and Validity of
X Instrument,” and then describe what you will do and how you will do it. If
you are planning to do a test of internal consistency by a split-half correla-
tion, describe how you will do it, which test you will use, and what correla-
tion you will accept. The same would be true for an alternate form test or a
series of repeated observations or test–retest situations. Establishing face
and content validity is accomplished by a review of the literature and the
use of a judge panel to determine completeness of content. Concurrent val-
idation procedures are described by contrasting your instrument with the
research findings from another instrument. If you are using an instrument
that only has face validity, you will need to judge its content validity and

RELIABILITY AND VALIDITY 291

71799_CH13_FINAL.qxd  2/4/10  1:02 PM  Page 291



perhaps test its concurrent validity and establish why the test is as good
as the one you used for comparison. If you prefer, you may have a separate
section just for these issues, particularly if you are planning to develop
your own research instrument. If you are doing participant observation,
describe how you will attempt to ensure that your research instrument is
reliable, valid, or both. It’s easier to discuss reliability and validity of data
collection when you are using someone else’s instruments. Simply describe
how those were tested, if you know, and indicate how you intend to test
them for your study.

In Level I studies, you will need to discuss reliability and validity issues
in content analysis. You may discuss this subject either under the heading
“Data Analysis” or under a separate heading. The choice is up to you.

Level III experimental designs provide a test of the theory underlying
the experiment, and a discussion of the reliability and validity of the
instruments is a major focus of the proposal. You can still decide whether
to discuss these concepts separately or in conjunction with the data col-
lection procedures. If you deal with them separately, you may find that
you have a more complete discussion of both the instrument and its tests.
If you discuss them together, you may overlook certain details critical to
your plan. But again, it is up to you.

Remember that a discussion of reliability and validity refers to the way in
which you will attempt to eliminate or minimize error in data collection or
to account for the error that will occur. So when you are writing your pro-
posal, this section is a very important one that needs particular attention.

Data Analysis
This is probably the easiest part of the research proposal to write because
it usually follows the section on data collection. Because data analysis
procedures follow directly from sample selection and data collection
techniques, by now you should know precisely which analytical tech-
nique you will use. You can either describe the steps in detail or name the
analytical tools you will use and provide a brief justification for your
choice. As long as you know in advance how you will analyze your data,
and say so, you are in fine shape. Although this might be the hardest part
of the proposal for you to do, it’s probably the easiest to write. Go back to
the tables in Chapter 12 on data analysis (Tables 12-4 and 12-6), check
how many steps are involved at each level of research design, look up the
measurement scale you intend to use, and find the appropriate research
data analysis technique.
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Ethics
This last section of your research proposal should describe in detail
exactly how you intend to protect the rights of the participants in your
study. You need to include statements on how you intend to obtain their
informed consent to be research subjects, how you intend to protect their
anonymity as research subjects (make sure that no one can possibly
know who they are), and how you intend to explain your research to them
so that they can understand it. Here you will probably want to write a
complete statement of what you will say to them, beginning with “Hello,
my name is.”

If you are a student, you may be asked to submit your research proposal
to your institutional review board (IRB), or ethics review board (ERB) in
Canada, for the protection of human rights. If you are a staff member, your
hospital or agency will have an IRB to which you will be expected to sub-
mit your research proposal. The IRB will have specific requirements for
the format of your submission because they usually do not want the entire
proposal submitted to them on its own. Always follow their format to
describe the protection of human rights for your sample. You may also be
asked to attach your entire research proposal in case they have questions
about your procedures. In some institutions, you will be asked to attend an
ethics committee meeting at which your proposal will be discussed so that
you can answer questions from committee members.

One of the key issues on which IRBs base their decisions is weighing
the benefits against the risks of a study. This is an aspect of your state-
ment of the protection of human subjects that you simply cannot neglect.
If you can see no possible benefit to humanity from your study (except 
to yourself because you will get your degree from it), no one will approve
it. A no-benefit study cannot possibly outweigh even the slightest risk.
Remember, every time you do research, you are posing some degree of
risk to someone in your sample because you are intruding in their life. No
matter how slight, it is still a risk. Any kind of risk needs to be counterbal-
anced by some kind of benefit, so don’t neglect this aspect of your pro-
posal. The knowledge gained from your study must, at minimum, be seen
as having the possibility to improve the situation for future people in the
target population.

You will need to include a copy of the informed consent form that your
subjects will be asked to sign or a complete transcript of an oral informed
consent statement and an explanation of why you will not have it signed.
Because requiring signatures is the norm, an exception must be made for
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any study where the researcher will not be obtaining signatures. The
rationale must be sound and well explained.

In Summary
You now have completed the basic outline for the research design section
of the proposal. You will have noticed that each section follows directly
from the previous ones. Over and over you keep reading that this must be
consistent with that. Because each section is based on the previous ones,
they must be logically related and you must show this relationship. You
must make the connection and close any gaps. In other words, don’t throw
something into a section because it looks sophisticated. If it doesn’t fit,
don’t use it. If it wasn’t introduced, it doesn’t belong.

And, finally, you will have noticed that from time to time in this book a
reference was made to looking up something in the literature. You weren’t
really finished with your literature review when you wrote your problem.
Every item in your proposal should command authority. If you don’t know
enough about reliability and validity, look them up. If you don’t know
which method of data analysis to use, look it up. If you don’t know any-
thing about your sample or your methods, go to the literature. No one
else can do this for you. Because you need a rationale for every part of the
proposal, make sure your rationales are based on fact, not hearsay. By the
end of your proposal you are not just an expert in your content area; you
are an expert on the people you are studying, the particular method and
design, and a specific form of data analysis. And by becoming an expert,
you have developed credibility. You will be sought out by your peers and
by employers because of your expertise. And you will have developed
self-confidence as a nurse researcher.

Variations in the Proposal Format
The proposal outline you have just read is suitable for a number of func-
tions. It is, first and foremost, the model for every proposal you will write
now and in the future. You should retain this proposal in a form where it
can be accessed for other purposes.

Second, if you do not deviate substantially from the proposal, you may
use it as the basis for the first article you write for publication after com-
pleting your study. All you have to do is change your future tense to past;
update and abbreviate your problem essay to four typed pages or less;
make changes in the proposal that reflect the changes you may have made
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during the course of the study (in the actual sample, data collection
process, and data analysis); enter your findings and conclusions; and
presto! you have an article for publication in the approved format for a
nursing research journal.

Thesis or Dissertation
If you are using this proposal as the basis for a thesis or dissertation pro-
posal, talk to your advisor and find out the approved format at your
school. Then alter this proposal to suit that format. For example, some
schools require master’s and doctoral students to present the first three
chapters of their thesis or dissertation to their committee and are orally
examined on those chapters prior to entering the data collection phase. In
this instance, the first three chapters, references, and appendices would
include the following information:

• Chapter 1: This is the problem chapter that includes the introduc-
tion with a very abbreviated literature review to substantiate the
choice of this problem. This follows with a paragraph called “The
Problem,” which is an expanded statement of purpose followed by
hypotheses or a list of research questions that further expand on
the problem.

• Chapter 2: This chapter is the literature review, which is, in essence,
an expanded version of your problem essay. More detail is given and
more references are cited here than we have recommended in our
abbreviated proposal. Your committee may want a justification for
not using other theories, concepts, or methods in addition to those
you have chosen to support your study. This is an area you should
discuss with your thesis advisor.

• Chapter 3: This chapter is design and methodology. Here you simply
put everything else in your proposal: design, sample, methods, data
analysis, reliability and validity, and protection of human subjects.

• References: Here you need to use the style required by your institu-
tion and call it a bibliography or a list of references according to the
style your school requires.

• Appendixes: These will be presented in the format required by your
school. Each appendix will be given a different letter (beginning
with A) and grouped by content: human subjects forms, letters of
agreement from agencies stating they will let you do research at
their institution, maps of the region if needed, copy of the data col-
lection instrument(s), and so on.
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Grant Proposals
If you are writing a grant proposal, the granting agency’s requirements
determine how you will alter your original proposal. If you are submitting
to a foundation or private agency, write and ask for their guidelines on
how they like to have proposals submitted to them. In other words, ask
for their proposal specifications and then follow that format. Sometimes it
is a simple matter of abbreviating the proposal you have just written.
Foundations frequently want a brief summary of your idea first, and then
if they are interested in the study you will be asked to submit a more
detailed proposal. Requirements and forms for grant applications are usu-
ally on the Web site of the funding agency. Some agencies require that you
submit the application online using a form as provided.

If you are planning to write a federal grant, the requirements are fairly
standard. The grants office in your college or university may provide sup-
port services that will assist you to meet the guidelines. However, these
proposals all follow the same basic format and include the following:

Abstract of Research Plan

A. Specific Aims

B. Significance

C. Preliminary Studies

D. Design and Methods

E. Ethics

F. Consultants

G. Collaborations

H. References

I. Appendix

There will be a separate form for submission of a budget and personnel
requirements.

If not submitted online, this material is to be printed (using a letter-
quality printer) within the margins specified, using the recommended font
size, on copies of the sample page.

The Web site for the National Institute of Nursing Research (www.ninr.
nih.gov/) gives detailed information about the submission of grants in the
various categories for which funding is available. The appropriate forms
are provided and can be printed from the Web site.
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The Finished Proposal
The difference between the first draft of a research proposal and the final,
polished version is enormous and generally reflects the amount of time
spent on it.

Students usually have a limited amount of time for learning how to write
a proposal, performing all the steps involved in the research process, and
actually submitting that proposal. As a result, the submitted product is
often a first draft—rough, awkward, and almost inarticulate.

To minimize these defects, we suggest that a friend review the first
draft before you submit it to the instructor. Have the friend describe the
project to you. This will tell you if the proposal is clear and logical. On the
basis of this initial critique, changes should be made in the paper prior to
submitting it. If your friend doesn’t understand what you are doing, it is
likely that your instructor won’t either.

If possible, put your first draft of the proposal away and let it sit for a
period of time (days, weeks, or months). You will be amazed at what hap-
pens to your thinking when you can see what you have written with a crit-
ical, analytical eye—not the eye of a fond parent. Your mistakes will loom
before you—now your sentences seem muddy, your logic obscure, and
your ideas poorly articulated. Now you are ready to polish the first draft.
This is simply a matter of editing and rewriting. Now is the time to clarify
your ideas, write transition sentences, make the tenses consistent, clean
up typographical errors, and so on. You may end up revising the entire
proposal, but better that than having it turned down because it failed to
communicate your ideas.

Check Your References
When you write a research proposal, you are expected to be accurate in all
details, major and minor. But most important is to be accurate in your ref-
erencing. Nothing is worse, especially in research, than misquoting, misref-
erencing, or failing to give proper credit.

Unfortunately, human beings tend to make errors. To be sure that you
have listed all the references cited in the body of the paper, reread your
entire proposal just for the references, and check each one against your
list. Time consuming? Yes. Worth it? Definitely. You are required to give
proper credit to the authors whose work came before yours and provided
the foundation for your proposal.
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One of the most difficult things to remember when writing from your
notes is where those notes came from. They may have come from a lec-
ture, a letter, a book, or a reading—in fact, any source for someone else’s
ideas. We all do this; it’s not at all unusual. In fact, that’s the way some
people do all their writing. But when you do this, you run the risk of being
accused of plagiarism. Plagiarism means using someone else’s work with-
out acknowledging the source. Using someone else’s work refers to using
their ideas, literally copying their words, or following their phraseology
without acknowledgment. It is insufficient to say “Some authors” when, in
fact, the idea came from one specific source. So keep your notes as com-
plete as possible at the time you take them. You will be very glad later as
you write your finished proposal.

Polishing the Draft
The finished proposal should have a sense of closure and completeness
about it. All parts are present and accounted for, including the title page.

Completed proposals look good. They are printed double-spaced and
have page numbers. Handwritten proposals simply are not acceptable,
nor are proposals that have been edited so much that they are practically
handwritten. Clean, neat proposals are not just pleasing to the eye; they
also create a positive impression on the reader. Don’t let typographical
errors stand uncorrected in the final copy. By all means, correct your
typos. If you have too many, reprint the page.

Your finished proposal, ideally fewer than 25 typed pages, is what you
will present to your instructor at the end of the course or to a thesis com-
mittee. It will also serve as the basis for any grant proposal you may
decide to write later. Most importantly, however, it also will guide you
through the rest of the research process. Because it serves so many func-
tions, make more than one copy of the proposal and back up your com-
puter files; consider how you would feel if it were lost. Also, make sure
everything you need for your future research is included in the proposal,
because that is probably all you will refer to, rather than your stacks of
notes and papers. If you keep the uses of the proposal in mind, you may
consider brevity a virtue—and, indeed, it is. Be as brief as possible with-
out losing your train of thought or neglecting an important point.

The final polish includes reviewing the manuscript for grammar, style, and
appropriate language. Some of us persist in the use of sexist language and
language that is not politically correct, forgetting the subtle influence of lan-
guage in our lives and in our thinking. Biased language needs to be ruthlessly
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abandoned in our research. Not all humans are he and not all nurses are she.
Simply eliminate these pronouns from a sentence by rewriting it. Avoid
words such as “should,” which is a moralistic judgment, and substitute
“could,” which indicates possibility. Sentences that either begin with or
include clauses such as “it has been stated that,” “it is assumed that,” or “it is
clear that” use up a number of words to sound scholarly. Rewrite them to
eliminate everything from “it” to “that” and begin with the next word. Or just
say “clearly.” Other editing hints refer to sentences that use phrases such as
“the findings of this study reveal that” or “the findings state.” Cut your sen-
tences to say something like “the findings were” or “the study resulted in”
and let it go at that. The more you attempt to sound scholarly, the more pon-
derous you become.

As your write up your final proposal, try to remember that what you
are writing about is what you intend to do in the future. Therefore, your
proposal should be written in future tense. Write clearly, with as little
superfluity, pomposity, and garrulousness as possible. Some people
believe that a scholarly proposal is unintelligible to the general reader.
This does not have to be true. Write it so you can understand it; when you
read it a month or two later, you will remember what you were thinking
about and can go on from there.

The finished research paper, whether written by one person or a group,
is a reflection of the time and thinking that went into the plan from ques-
tion to proposal. The finished proposal marks the end of one phase of
research—it is a milestone achieved.
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Introduction
Maternal mortality remains a global concern, with women in low-income
countries bearing the greatest burden. Every year, an estimated 536,000
women die from complications of pregnancy and childbirth, 99% of which
occur in low- and very-low-income countries (Obaid, 2007). The Safe
Motherhood Initiative was introduced in 1987 as an international cam-
paign to reduce maternal mortality (AbouZahr, 2003). This campaign was
the first of its kind to recommend that all pregnant women in labor be
managed by appropriately trained personnel using practical and relevant
and evidence-based technology, including the partograph (Chalmers,
Mangiaterra, & Porter, 2001). The partograph is an assessment tool used
by birth attendants to monitor both maternal and fetal well-being during
the labor process. Previous research conducted in Ghana concluded that
there appears to be a disconnect between the reported value of the parto-
graph and the buy-in of those who provide the intrapartum care (Gans-
Lartey, 2006). Further research on the utilization of the partograph by the
nurse–midwives is recommended. This study will examine the experience
of nurse–midwives in the use of the partograph with the hope that more
effective use of this tool can be promoted in the future.

The partograph needs widespread acceptance by its users to be suc-
cessfully implemented within the system and effectively utilized. In addi-
tion to monitoring maternal and fetal well-being during active labor, the
partograph can be used to diagnose prolonged and obstructed labor,
which is one of the main causes of maternal death in sub-Saharan Africa
(Ronsmans & Graham, 2006). Obstructed labor, if left untreated, can lead

The Experiences of
Ghanaian Nurse–Midwives
in Utilizing the Partograph
Leanne Fontanie

303

A P P E N D I X  B

71799_APPB_FINAL.qxd  2/4/10  1:06 PM  Page 303



to sepsis, ruptured uterus, postpartum hemorrhage, and obstetric fistula
(Arrowsmith, Hamlin, & Wall, 1996; Hofmeyr, 2004). All of these, except
obstetric fistula, are associated with maternal death.

Women with fistulas experience many physical impairments, including
urine and feces incontinence. If the fistula is not repaired, serious social
problems may develop, including isolation from family and friends, exclu-
sion from activities, increased poverty, and lifelong suffering (Arrowsmith,
et al., 1996). In addition to increased severe morbidity and mortality for
women, improper usage of the partograph can lead to an increase in unnec-
essary interventions (Groeschel & Glover, 2001).

The death of a mother has a negative effect on the health of her children
and other family members. Motherless children die more frequently, are at
an increased risk of becoming malnourished, and are less likely to enroll in
school (World Health Organization [WHO], 2005). The future health of the
children is directly associated with the health of their mother. In 2000, the
United Nations developed the Millennium Development Goals (MDGs) and
identified improving maternal health as Goal 5. The partograph, when
used effectively, is a tool that can help prevent the tragic death of women
in labor and in turn enable progress toward MDG 5. Findings from this
study will be used to aid the nurse–midwives in overcoming barriers that
inhibit the effective implementation of this safe motherhood initiative and
to develop strategies that will facilitate its use.

Literature Review
The strategy used for the literature review included searching the following
databases: CINAHL, MEDLINE, Global Health, PubMed, EMBASE, Scopus,
and Google Scholar. The keywords searched were maternal health, mater-
nal mortality, partograph or partogram, World Health Organization, nurse,
midwife, safe motherhood initiatives, Africa, and Ghana. These words were
searched separately and in various combinations. The use of the parto-
graph has not been studied extensively, and limited research articles are
available. I have noted a gap in the literature that this research proposal
will address. No qualitative research study was found that exclusively
examines the factors that inhibit and support the use of the partograph
from the perspective of the nurse–midwife.

Maternal Mortality
According to the ICD-10 definition by the WHO (2004), maternal death is
defined as the death of a woman at any point during her pregnancy to less
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than one year after the termination of the pregnancy. Maternal death is
any death directly or indirectly related to the pregnancy or its manage-
ment, but it is not from accidental or incidental causes. The main causes
of direct maternal deaths in low-income countries include hemorrhage,
sepsis, hypertensive disorders, obstructed labor, and complications from
abortion. Indirect causes of death include existing medical conditions,
such as HIV–AIDS, tuberculosis, and malaria, that complicate pregnancy
(Ronsmans & Graham, 2006; WHO, 2005).

The highest maternal mortality ratio is found in sub-Saharan Africa,
where there are 900 maternal deaths for every 100,000 live births (WHO,
2007a). Of the estimated annual 536,000 maternal deaths, 270,000 occur in
the sub-Saharan Africa region. The adult lifetime risk of maternal death is
highest in Africa at 26 (WHO, 2007a). In other words, for every 26 women
in this region, one will die of maternal causes. In Ghana, the adjusted
maternal mortality ratio is 560 deaths per 100,000 live births (WHO,
2007b). To put this in perspective, the maternal mortality ratio in Canada
is 6.1 deaths per 100,000 live births (Health Canada, 2004). The stark con-
trast in maternal mortality ratios between low- and high-income countries
are outstanding and demonstrate the greatest global health disparity.

The Partograph As a Safe Motherhood Initiative
The first graphical representation of labor progression was developed in
the United States and included plotting cervical dilatation against the
number of hours a woman was in labor (Friedman, 1955). This seminal
work was the basis for further development of the partograph in 1972 as a
tool to assess and manage the progress of labor (Lavender & Malcolmson,
1999). Philpott and Castle further developed the partograph in 1972 as a
tool to assess and manage the process of labor. In the partograph, they
included an area to record the woman’s cervical dilatation, presenting
part and station, presence of caput or molding, timing of uterine contrac-
tions, and fetal heart rate (Groeschel & Glover, 2001; Philpott & Castle,
1972). The WHO (1994b) adapted their own version of the partograph
from the work of Philpott and Castle (1972) and currently promotes its
use worldwide in all hospitals and healthcare centers that have skilled
attendants and educational materials available. Their partograph consists
of three sections: the fetal condition, the maternal condition, and the
progress of labor (WHO, 1994b). This partograph assesses the same areas
as the original partograph developed by Philpott and Castle with a few
additions that include assessment of membranes and amniotic fluid,
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maternal vital signs and urine analysis, drug administration, maternal
positioning, and behavior.

The partograph allows for a graphic recording of cervical dilation in
centimeters against the number of hours a woman is in labor. The alert
and action lines were placed on the partograph to help identify maternal
or fetal risk factors and/or labors that do not progress within normal
parameters or are obstructed (Groeschel & Glover, 2001). The first stage
of labor has two stages: latent and active. The healthcare provider should
not begin using the partograph until the woman is in active labor, which 
is defined as being three centimeters dilated and contracting regularly. If
the cervical dilation moves to the right of the alert line on the partograph, 
the healthcare provider is aware that the labor is progressing slowly and
the woman should be monitored closely. If the action line is crossed, an
intervention should occur, such as starting an oxytocin augmentation,
artificially rupturing the membranes, or completing a cesarean section if
necessary (Dangal, 2007).

The partograph provides objective data that is required to make clini-
cal decisions by presenting a continuous pictorial overview of the well-
being of both the fetus and the mother (WHO, 1994b). The effective use of
the partograph ensures that there is a comprehensive monitoring of the
progress of labor as well as maternal and fetal well-being. It is then possi-
ble to address in a timely manner the complications that arise (WHO,
1994b). The introduction of the partograph led to a reduction in pro-
longed labor, augmentation, and cesarean section rate (Studd, 1973; WHO,
1994a). While effective assessment could theoretically increase rates of
induction and operative birth as a response to obstructed labor, it is pos-
sible that these contradictory findings were the result of not implement-
ing necessary interventions.

In a UK survey of midwifery views regarding the partograph, midwives
(n = 71) were asked if a partograph was necessary; 97.2% agreed that it
was and acknowledged the benefit of “being able to see at a glance what is
happening” (Lavender & Malcolmson, 1999, p. 24). They concluded that
although the partograph is an effective tool, it should not prevent mid-
wives from using their own judgment and clinical skills. In a qualitative
Angolan study, participants (n = 11) found the partograph valuable in
guiding decisions, helpful in providing continuing care, and a useful docu-
ment in liability cases (Pettersson, Svensson, & Christensson, 2001).

The partograph was originally designed for use in low-income coun-
tries. However, it has been effectively utilized in higher-income countries
since 1980 and is part of routine obstetrical care provided at healthcare
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centers in Canada (Lavender & Malcolmson, 1999; Liston & Crane, 2002).
Although there are many medical and nonmedical determinants of mater-
nal mortality, a discrepancy between high- and low-income countries is
clear. To improve maternal and newborn outcomes, the partograph is a
valuable resource for low- and very-low-income countries, such as those
in sub-Saharan Africa.

Partograph Utilization in Africa
There is some evidence that healthcare professionals in Africa are not using
the partograph consistently or correctly. A pilot study was conducted in
Zambia to examine the routine care of women experiencing normal deliver-
ies; it was found that the use of the partograph was not adequate in any of
the healthcare settings, including a university teaching hospital, two urban
healthcare centers, and eight rural hospitals (Maimbolwa, Ransjo-Arvidson,
Ng’andu, Sikazwe, & Diwan, 1997). A round partograph was introduced in
rural Burkina Faso and compared to the WHO partograph (Wacker, Kyelem,
Bastert, Utz, & Lankoande, 1998). It was reported that only 46.6% of the par-
tographs were properly completed despite the continuous supervision
given during the study period.

In a Tanzanian study (n = 196), it was concluded that although the par-
tograph was available for most eligible deliveries in the three hospitals
studied, “the overall proportion of satisfactory implementation was only
58%” (Bosse, Massawe, & Jahn, 2002, p. 244). Unsatisfactory fetal and
maternal outcomes were associated with poor partograph-based monitor-
ing. In a Nigerian study (2004 to 2005) it was found that overall only 39 out
of 216 (9.8%) healthcare professionals routinely used the partograph
(Oladapo, Daniel, & Olatunji, 2006). A quasi-experimental research study
conducted in Angola examined the use of the WHO partograph in a
peripheral delivery unit following an educational intervention (Pettersson
et al., 2001). The researchers found that although documentation of the
partographs by midwives was adequate, the information gathered was
not consistently utilized as evidenced by a high number of missed trans-
fers. In another Nigerian study, researchers found that 95% of physicians
(n = 200) and 84% of midwives (n = 163) had heard of the partograph, but
75% of midwives and 40% of physicians could not provide a correct defini-
tion (Umezulike, Onah, & Okaro, 1999).

The Ghanaians adopted the use of the WHO partograph in labor wards
throughout the country in 1990 with the intention of improving maternal
health and reducing maternal and perinatal mortality (Gans-Lartey, 2006;
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Seffah, 2003). Few studies were found where the use of the partograph in
Ghana was examined. Only 64 women of 384 (16.7%) who were referred
during labor to the Korle Bu teaching hospital in Accra came with a parto-
graph (Nkyekyer, 2000). When the incidence of ruptured uterus was com-
pared to whether or not the partograph was used, Seffah found that the
partographs were not being utilized effectively (2003). For example, it was
reported that 49% of the women had uterine rupture after the action line
was crossed, indicating the length of time for normal labor was exceeded
and that labor was possibly obstructed. It can be inferred from this find-
ing that the provider was unable or unwilling to initiate an intervention
after a risk was identified. Only 17% of births in healthcare facilities at the
primary care level met the criteria of good practice, and midwifery assis-
tants attended as many as one-third of hospital births without supervi-
sion (Hussein, et al., 2004 as cited in Koblinsky, et al., 2006).

Consistent with the other African studies, Gans-Lartey (2006) found
that despite having access to the partograph, the nurse–midwives at a
national teaching hospital were not using the partograph adequately. Of
the 1845 charts reviewed, 472 (25.6%) of the partographs were correctly
filled out in accordance with WHO guidelines, and 1373 (74.4%) par-
tographs were incorrectly filled out. In 464 charts (25.1%) where the
action line was crossed, an intervention was not implemented in a timely
manner for 238 charts (51.3%).

The research conducted by Gans-Lartey is alarming because the parto-
graph had been implemented 16 years prior to her study, yet the majority
of providers for charts reviewed were not effectively using this tool. Only
25.6% of the partographs were filled out correctly. More importantly,
when the action line was crossed on the partograph, more than half of the
charts showed that an intervention was not being executed. The parto-
graph is a valuable tool that is not being utilized in the largest and most
advanced hospital in Ghana. The development of technology to improve
maternal health is important, but “it must be adapted to each country’s
context in order to be of optimal value to the users” (Pettersson, et al.,
2001, p. 110). As a result, further research is recommended to examine the
buy-in of the partograph by nurse–midwives.

Why the partographs are not utilized effectively was briefly addressed.
It was reported that the time it took to complete the partograph was a 
factor in its poor utilization (Wacker, et al., 1998). Maternal cervical dilata-
tion upon admission to the hospital is a factor because when women
arrived at the institution fully dilated, a partograph obviously cannot be
started. Awareness and utilization of the partograph among study partici-
pants in one study was low, and lack of continuing education and lack of
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quality assurance measures on the unit were identified as probable reasons
(Oladapo, et al., 2006). In another study, the unavailability of the parto-
graph was identified as a reason for its low usage (Umezulike, et al., 1999).

Equity Framework
The global inequity in maternal health between low- and high-income
countries is internationally recognized, yet the appalling disparity still
exists. The maternal mortality ratio is the main health indicator that
reveals the greatest gap between rich and poor women (Obaid, 2007).
Maternal health is directly linked to poverty and gender inequality.
Efforts to reduce maternal mortality must also consider social and cul-
tural factors that affect women’s health and access to services (Filippi, 
et al., 2006). Women will have increased access to maternal healthcare
services and a lower risk of maternal death if the education of women 
is improved, employment opportunities are created, and women are
involved in deciding key aspects of their lives (Yinger, 2007). Therefore,
improving maternal mortality directly links to four other Millennium
Development Goals: MDG 1, poverty reduction; 3, women’s empower-
ment; 4, child survival; and 6, infectious diseases (Filippi, et al., 2006;
United Nations, 2006). To ensure the health of future, the largely prevent-
able and unnecessary deaths of so many socially and economically dis-
advantaged mothers, especially those living in poverty in low- and very
low-income countries, need to be eliminated. To survive pregnancy is a
basic human right for all women.

Purpose
The purpose of this research project is to understand the factors that influ-
ence the effective use of the WHO partograph by nurse–midwives in Ghana,
Africa. The acceptability of the partograph among the nurse–midwives will
be explored, as well as insights that increase our understanding of facilita-
tors of and barriers to its utilization.

The research question is as follows:

What is the experience of the Ghanaian nurse–midwives with the WHO
partograph? More specifically, an understanding of facilitators of and
barriers to the effective use of the partograph by nurse–midwives in
Ghana will be gained. This will provide insights into how the partograph
can be more effectively implemented into birthing centers and will iden-
tify the areas that need to be addressed within the centers to ensure
consistent and correct use of the partograph by nurse–midwives.
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Design
Ethnography
A focused ethnography is proposed as the qualitative research methodol-
ogy that is best suited to answer the research question. Ethnographic
methods can be implemented to describe a specific culture or way of life;
patterns of behavior can be examined to understand why people do what
they do (Creswell, 1998; Roper & Shapira, 2000). Ethnography emerges
from a naturalist perspective or the assumption that people are best stud-
ied in their natural setting (Hammersley & Atkinson, 1995). Traditionally it
was used by anthropologists to explore cultural groups and societies, and
the word “ethnography” was defined as a “portrait of a people” (Burns &
Grove, 2007, p. 69), in this case the culture of Ghanaian nurse–midwives. It
is important to point out that culture is defined broadly and can relate
professional groups or other groups with shared beliefs within a given
society. Ethnography allows the researcher to explore a culture’s cus-
toms, beliefs, and traditions that in turn influence its behavior. It is a
means to learn about people by learning from people (Roper & Shapira,
2000). The process of ethnography is inductive because there are no pre-
dicted outcomes, only an interest in gaining insights into the values and
beliefs of a specific culture (Morse, 1991).

Culture is the central concept of ethnography, and its definition requires
exploration. In 1960, Leininger, a nurse anthropologist, defined culture as
“the learned and shared beliefs, values, and lifeways of a designated or
particular group that are generally transmitted intergenerationally and
influence one’s thinking and action modes” (Leininger & McFarland, 2002,
p. 9). Culture is found in any group of people, including those in a class-
room, a hospital unit, or a religious ceremony, and it is not limited to an
indigenous community traditionally studied by ethnographers. The cul-
ture under study in this research is Ghanaian nurse–midwives in intra-
partum practice settings. It is an assumption of ethnography that a group
of humans situated together for a length of time will develop a culture
(Patton, 1989).

Roper and Shapira (2000) stress the importance of taking a holistic per-
spective of a culture to come to an understanding of the complexity of the
community of people. They also conclude that it is imperative for the
researcher to place all the information gathered in context to the larger
perspective. In other words, how the people behave, the relationships that
are formed, and the events they attend need to be analyzed with consider-
ation and understanding of the people’s meanings, beliefs, and historic
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influences. Consistent with all qualitative methods, it is assumed that mul-
tiple realities based on the context of one’s life exist and there is no single
truth (Mayan, 2007).

Focused Ethnography
Focused ethnography has the same core characteristics as a traditional
ethnography but is completed in a shorter timeframe. To achieve this, a
specific problem is identified and a research question is formulated prior
to entering the field (Roper & Shapira, 2000).

When questions requiring an ethnographic approach are asked by
nurses, it is common to choose focused ethnography (Roper & Shapira,
2000). Nurses are natural ethnographers in that there are parallels between
the research methodology and the nursing process. Nurses need to have
excellent assessment skills in their practice and gather information through
dialogue and observation. The result of a focused ethnography in nursing is
expected to have a useful and practical application for the healthcare pro-
fessionals, particularly nurses (Meucke, 1994). The goal of all ethnographic
research is to gain an “emic insight,” that is, to understand from the point of
view of insiders why people do what they do or believe what they do
(Roper & Shapira, 2000, p. 9).

A focused ethnography is appropriate to address the research purpose
of describing the influences that facilitate or create barriers to the effec-
tive use of the partograph by healthcare providers, specifically nurse–
midwives in a low-income West African country where maternal mortality
rates are high. Insights with respect to the context in which the parto-
graph is utilized will be described.

Setting
Ghana is a low-income country situated in West Africa with a population
of more than 22 million people (WHO, 2007). Ghana has been an independ-
ent republic since 1957 and is the most politically stable country in West
Africa (Ghana Information Services Department, 1994). The health system
in Ghana is in a state of change. A form of national health insurance was
implemented in 2006, but the majority of Ghanaians do not have insur-
ance for their health care. Similar to other low-income nations, there is a
lack of available human resources to work within the healthcare system.
In 2007, only 0.15 physicians and 0.91 nurses were available for every 1000
people in Ghana (WHO, 2007).
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Sample
In ethnographic research, it is important to identify key informants and
gatekeepers to gain access to the community (Creswell, 1998). A key
informant is an individual who can provide useful insights into the group
and can provide guidance and names of individuals to contact. I have
identified two key informants for my proposed research, Florence Gans-
Lartey and Dr. Beverley O’Brien. Ms. Gans-Lartey is the researcher who
conducted the previous study on the use of the partograph in Ghana. She
is a nurse–midwife who can introduce me to the key contacts at the hospi-
tal where my proposed research will occur. Dr. Beverley O’Brien is a pro-
fessor on the faculty of nursing at the University of Alberta. She has an
established relationship with the nursing faculty in Ghana, has supervised
Florence Gans-Lartey, and has traveled to Ghana numerous times. I have
established contact with both key informants. Gatekeepers can control
access to the research site (Hodgson, 2001). Ms. Gans-Lartey has agreed
to support me while in Ghana and introduce me to those who could
potentially facilitate data collection.

In qualitative research the sample size must be large enough to identify
themes and concepts within the data (Burns & Grove, 2007). The focus of
qualitative methods is a phenomenon or event rather than a person, so
the emphasis is on the quality of data obtained from carefully selected
participants rather than the number of participants (Sandelowski, 1995).
It is necessary to collect data until saturation occurs, that is, until no new
themes or concepts emerge from the data (Gagliari, 1991, as cited in
Roper & Shapira, 2000). Focused ethnographers typically recruit smaller
samples than do traditional ethnographers.

The initial recruitment for the proposed study will be initiated with the
help of the key informants, including Ms. Gans-Lartey. Posters will be
placed on the unit in the study site to recruit nurse–midwives for the for-
mal interviews. Initially, volunteers will be interviewed and it is hoped
that will result in a snowballing technique to recruit the sample in a 
purposeful way (Roper & Shapira, 2000). It may be possible that, con-
sistent with focused ethnography design, individuals other than nurse–
midwives, such as students, physicians, or nurse–midwives from other
health clinics, may participate if it is deemed that they are able to provide
important insights that will increase understanding of the phenomenon.
These individuals will be invited to participate in the interviews only if
they approach the principal investigator either directly or express interest
to a neutral person on the unit. My focus sample is the nurse–midwives,
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but I acknowledge that other people may have information that can en-
hance my research.

The sample size cannot be determined a priori in qualitative studies,
but it is usually about eight to ten individual interviews to be included in a
master’s thesis. All participants will be given oral and written information
about the study (see Exhibit B-1), and only those who sign an informed
consent form, which will be signed by both myself and the participant,
will be interviewed (see Exhibit B-2). All nurses who express interest will
be eligible to participate, and I will collect demographic information, such
as age range and number of years in practice.

Data Collection
Three data collection strategies are employed by ethnographers: partici-
pant observation, formal interviews, and examination of documents.
Participant observation is regarded as central to ethnography and can
range from complete observer to complete participant (Roper & Shapira,
2000). In this proposed research, I will be a complete observer and not a
participant on the obstetrical unit. This is partially due to time con-
straints but is also related to the legalities to which I, as a nurse, can par-
ticipate in the care of patients in another country. My role will be that of a
researcher rather than a clinical nurse. An idea associated with partici-
pant observation is that an individual’s actions probably tell more than
their verbal accounts (Oliffe, 2005). It is imperative in ethnography to
understand the observations within the context in which they occur and
to not make assumptions that can discredit the data (Oliffe, 2005).

Ethnographers observe situations as they occur in the natural setting. 
I will initially observe clinical settings before focusing on selective obser-
vations. The exploratory phase allows the researcher to immerse herself
into the setting and to observe the whole picture (Roper & Shapira, 2000).
It also provides an opportunity for participants to become used to my
presence in the research setting. I will be able to gain understanding on
how the unit is organized and observe the nurse–midwives at work.

The selective observation period will allow me to observe the parto-
graph in context. Because I will be in the field for a limited period of time, 
I plan to develop a checklist to use as a guide in the field to capture the
activities related to the partograph. A checklist was identified by Roper &
Shapira (2000) as a way to “capture behaviors and events systemically” (p.
71). The data collected during the exploratory phase will help direct the
information necessary to include on the checklist. I anticipate some
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aspects of the checklist will include when the nurse–midwives chart on the
partograph, how often they chart, the location of the partograph, how long
after the alert line is crossed that an action is taken, and the resources that
are available to the nurse–midwives. This checklist will be revised in the
field as new knowledge is gained through interviews and through contin-
ued observation.

Field notes will be taken during both the exploratory and selective
observations. Field notes are a written documentation of the events the
researcher observed, conversations with and among people, interpreta-
tions for further questioning, and emotions that were felt (Roper &
Shapira, 2000). I will follow the technique presented by Roper & Shapira
(2000), where I will keep a notebook to record my observations and I will
divide each page in half. On the left-hand side I will record the observed
events as they occur, and the on right-hand side I will record my interpre-
tations and comments. 

To document conversations, I will place conversations in which I have
direct recall in quotation marks, I will use apostrophes when paraphras-
ing, and I will not use any marks when I have a fair recall of the conversa-
tion (Strauss & Corbin, 1990). This will maintain the accuracy of the data
and will be important for analysis. All entries will be identified by loca-
tion, date, and time. When I am unable to complete full field notes, I will
write partial notes and complete them as soon as possible following 
the event or conversation. Koch (1994) found that if she did not complete
her notes daily, she was unable to accurately recall the event, which
decreased the rigor in which the data were reported.

There are challenges to be addressed with participant observation. The
presence of the researcher may affect the behaviors that are being ob-
served (Creswell, 1998). For example, there is a potential to disrupt nursing
care as well as make the nurses feel judged (Field, 1989). To address this
challenge, it is recommended that the researcher spend time in the study
setting before initiating the data collection. I will spend approximately two
weeks getting to know the country of Ghana, the setting, and the nurses.
The selection observation will follow this period of time and will occur for
approximately one week. Therefore, it is not until three weeks into the
process that I will begin to collect specific observation and interview infor-
mation. I hope that this time will allow the nurses to become accustomed to
my presence and to conduct their work normally, as if I were not present.

Another form of data collection that will be utilized for the proposed
research is the interview. Semistructured interviews with open-ended
questions will be conducted. It is anticipated that the interviews will last
up to one hour. McCracken (1988), as cited in Oliffe (2005), states that the
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interview “is one of the most powerful qualitative methods which takes
the ethnographer into the world of the participant and allows him/her to
see the content and patterns of daily experience” (p. 397). Open-ended
questions are utilized when the researcher wants participants to answer
in their own words, and an interview guide ensures that specific content
will be addressed (Burns & Grove, 2007). The questions that are initially
formulated will continually be refined as new data are collected through
observation and dialogue (see Exhibit B-3).

To conduct the interview I will utilize a constructivist approach, which
is appropriate for ethnographic research. The notion is that the researcher
and the participant are cocreating knowledge by engaging in a conversa-
tion. Therefore, knowledge is constructed, and both the researcher and
the participant are changed from the interview (Mayan, 2007).

It is important that the interview occurs in a safe, private, comfortable,
and mutually agreed upon location. If the nurse–midwife does not wish to
discuss the partograph at her place of work, we will establish a private
location, at her convenience, where we will not be seen or overheard. 
I will seek the assistance of Florence to establish such an interview loca-
tion after I am in Ghana. The interviews will be audiotaped and tran-
scribed. I will seek the assistance of a transcriber if my key informant is
able to recommend an individual who is capable and willing to assist me
in transcribing the interviews. I will ensure that this person does not have
a conflict of interest prior to his or her commencement on the research
and will sign a confidentiality agreement. If there is no such person avail-
able, I will transcribe the audiotapes myself.

The last method of data collection that I will use is an examination of
related documents. I plan to read the educational materials on the parto-
graph that are available to the nurse–midwives on the unit. I will also seek
information on the obstetrical curriculum, including the partograph,
taught to undergraduate nursing and midwifery students. I will read the
hospital and unit policies on labor management and the use of the parto-
graph, if available. I plan to examine partographs that are on the unit dur-
ing the observation period. The purpose is so I can better understand the
charting on the partograph and have an understanding of the information
available to the nurse–midwives.

Data Analysis
A large amount of data will be collected from observations, interviews,
and documents. The important aspect of analysis for ethnographers is to
organize and understand the data during the research process because
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the analysis is driven by the data (Roper & Shapira, 2000). It is a continu-
ous experience of gathering and analyzing data as opposed to collecting
all the data and then analyzing it at a later time. I will follow the analytic
techniques identified by Roper & Shapira (2000): coding the field notes,
sorting to identify patterns, generalizing constructs and theories, and
memoing to note personal reflections (p. 93). It is important to remember
that this is not a linear process but rather an iterative process. The tech-
niques can occur concurrently. I will analyze the data without the use of
computer software.

Coding the data involves assigning broad descriptive labels to segments
of words or sentences (Miles & Huberman, 1994). I will use the data I collect
by interview, observation, and personal field notes to direct the labels 
I need to create. I will underline keywords in the data and identify in the
margins any repeated terms I observe, which in turn will become my codes.

I will then place the descriptive labels into groups to sort for patterns in
the data. At this point I may develop an initial understanding of the connec-
tions between the data I have collected, which then can direct the remain-
ing observations and interviews (Roper & Shapira, 2000). It is important to
identify outliers in the data, or any information that does not fit with the
rest of the data. If this is present in the data, I will use them to “test the rest
of the data” because they may enhance the analysis and create a better
explanation of the findings (Miles & Huberman, 1994, p. 269).

I will also record any reflective insights I have about the data, which
Roper & Shapira (2000) refer to as “memoing” (p. 101). These memos may
be questions or ideas that can lead to theoretical understandings (Miles &
Huberman, 1994). It is important to distinguish these notes from the data
so they are not placed in the text by mistake. I will organize my analysis
by highlighting keywords in the text, writing patterns in the left margin,
and recording reflections with a different color pen. This reflective analy-
sis occurs at all stages of the research process and will be included in my
field notes.

Rigor
Because participants are studied in their natural environment, it is impor-
tant that the researcher ensures that participants are sharing the truth
about their everyday activities (Roper & Shapira, 2000). I will spend time at
the hospital with the participants, which will enhance my understanding of
what actually occurs at the study setting. Participants may initially respond
with the correct answer, but my presence over time will allow me to assess
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the accuracy of their responses and my analysis (Roper & Shapira, 2000). 
I will confirm the information I gather during the observation period with
the participants in the formal interviews. I will also use the information
gathered from the documents in both my observations and interviews. This
will allow for triangulation, which enhances the rigor of the research. I will
begin conducting the interviews approximately three weeks after I have
begun the observation process.

The data collection method needs to be transparent in that the same or
different researchers could replicate the method (Burns & Grove, 2007).
The systematic process of ethnography fosters this type of reliability
because the researcher has the opportunity to observe many events and
to repeat interviews with participants, which increases the chance that
the views of the group are represented (LeCompte & Goetz, 1982). To
ensure interrater reliability, I will provide my supervisor, Dr. Beverley
O’Brien, with the interview transcripts to confirm that she would catego-
rize the data in a similar manner.

Other strategies I will incorporate into my research process to ensure
rigor include both an audit trail and maintaining a journal. An audit trail is
the record of the study that includes the details of the data analysis and
information on how the researcher came to understand the findings in the
results section (Wolf, 2003). It allows the auditor to locate the raw data
that lead to interpretations in the analysis and vice versa. All decisions
made during the research process for this study will be documented. The
audit trail will help to establish credibility and ensure rigor within this
qualitative study. I will send emerging codes and examples to my supervi-
sor as I develop them so that she is able to ask questions and confirm the
effectiveness of my audit trail.

The concept of reflexivity is instrumental in ethnography and also helps
to achieve rigor within the research. Reflexivity infers that the researcher
requires an awareness of how she affects both the research process and
the outcomes (Pellatt, 2002). The researcher and the research are not sep-
arate identities because it is impossible for the researcher to put her own
knowledge of the world aside to obtain objectivity (Pellatt, 2002). To
obtain reflexivity, I will maintain a reflective journal, which will be different
from my field notes and will be kept private. In this journal I will attempt to
record a continuous self-critique by examining my thoughts and emotions
to understand the impact my beliefs, interests, and values have had on the
research (Mulhall, 1997). I will also identify any preconceived ideas and
biases I have regarding Ghanaian nurse–midwives. This acknowledgement
and personal awareness will help to enhance the rigor of the research.
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Ethical Issues
The Health Review Ethics Board at the University of Alberta and the ethi-
cal review committee at the hospital where the research will be con-
ducted will approve the proposed study prior to the commencement of
data collection. There are several important ethical considerations. The
first issue is the notion of insider versus outsider role, and the fact that I
am not Ghanaian will separate me from the culture of the unit. I will work
closely with the Ghanaians to understand their perceptions and beliefs.
There is also the potential for the nurse researcher to experience role
conflict (Baillie, 1995). Conflict can occur when incorrect nursing practice
is observed or when the unit is short staffed and the researcher experi-
ences guilt for not helping in the care of patients (Robertson & Boyle,
1984). Nurse researchers have a tendency to go into worker mode (Morse
& Lipson, 1989). I am a registered nurse with labor and delivery experi-
ence, and I will conduct research in a different setting but within a clinical
area that is familiar to me. I will be in the researcher rather than the nurse
role while conducting this study. The dilemma occurs when these two
roles are confused and the nurse researcher feels a need to advocate on a
patient’s behalf (Roper & Shapira, 2000). 

The participants are nurse–midwives and not patients; however, my only
role is to examine the partograph in its use. I will observe practice on the
unit, and I may witness a situation that puts a patient at risk or be asked to
participate in the care of a laboring woman during an emergency. I am then
put in a situation to question my obligation and professional integrity. I will
clearly define my role as nurse researcher and not participate in any clinical
care. It is important to maintain a balance and to understand the role one
has as a researcher to maintain the “scientific integrity of the study as well
as the immediate safety of patients” (Baillie, 1995, p. 15). I will not be regis-
tered as a nurse in Ghana and thus not licensed to practice. It would be
inappropriate to intervene in a professional nursing role.

Within the initial exploratory phase of observation, I will observe the
nurse–midwives use of the partograph and gather information on the re-
sources available on the unit. The partographs may be located in patients’
rooms, and as a result I may overtly observe patient care. I will explain to
the patient that I am a researcher working with the nurse and that I am not
involved in her care. I will ensure privacy and confidentiality to the patient
by not recording any identifiable information because it is not the inten-
tion of the research to focus on the laboring women.
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Privacy for the participants is another issue to be addressed in the study.
I will not name specific nurses during the observation period. However, 
I will meet with individual nurses who volunteer for the interviews. I will not
use names but rather assign each nurse a number and keep the list of par-
ticipants confidential. The interview will be held in a private location. All of
my field notes, interview tapes, and transcriptions will be kept off-site in a
locked cabinet at my accommodation, and I will have the key in my posses-
sion at all times. I will keep the consent forms in a sealed envelope separate
from the data in a locked cabinet. Upon completion of the research, the
data will be transported back to the University of Alberta in Edmonton,
where it will be locked in a secure location for a total of seven years, when
at that time the data will be destroyed.

The nurses who participate in the interviews will be given an honorar-
ium at the end of the session. I will discuss what is appropriate to give the
nurse–midwives with Ms. Gans-Lartey upon arrival in Ghana to ensure
that the honorarium does not influence or coerce the participants in any
way. The honorarium is given to thank the nurse–midwives for taking the
time to commit to my project and share their knowledge.

Safety for myself, the researcher, is an ethical concern within this
study. I will be in a setting that is unfamiliar to me in an area where I do
not know many people. Upon arrival to Ghana I will register with the
Canadian High Commission and provide them with updates on my loca-
tion. I will maintain close contact with both of my key informants and with
the other nursing graduate student from the University of Alberta, who
will be in Ghana at the same time. If I need to conduct an interview away
from the hospital, I will ensure someone knows the location and time-
frame of the interview. I will have a cell phone with me at all times, both
for safety reasons and to allow participants to contact me.

Dissemination–Knowledge Transfer Strategies
It is important to disseminate the knowledge obtained from the research
back to the participants in the study. I will give a presentation to the unit
on the preliminary results before I leave Ghana so the nurse–midwives
have immediate feedback on my research. When the thesis is com-
pleted, I will prepare a report to be given to the hospital where the
research is conducted. I will write a scholarly paper on what factors
influence the use of the partograph and plan to publish the results in a
nursing journal.

DISSEMINATION–KNOWLEDGE TRANSFER STRATEGIES 319

71799_APPB_FINAL.qxd  2/4/10  1:06 PM  Page 319



References
AbouZahr, C. (2003). Safe motherhood: A brief history of the global move-

ment 1947–2002. British Medical Journal, 67, 13–25.
Arrowsmith, S., Hamlin, C., & Wall, L. (1996). Obstructed labour injury com-

plex: Obstetric fistula formation and the multifaceted morbidity of mater-
nal birth trauma in the developing world. Obstetrics and Gynecology, 51,
568–574.

Baillie, L. (1995). Ethnography and nursing research: A critical appraisal.
Nurse Researcher, 3, 5–21.

Bosse, G., Massawe, S., & Jahn, A. (2002). The partograph in daily prac-
tice: It’s quality that matters. International Journal of Gynaecology &
Obstetrics, 77, 243–244.

Burns, N., & Grove, S. (2007). Understanding nursing research: Building an
evidence-based practice (4th ed.). St. Louis, MO: Saunders.

Cartmill, R., & Thornton, J. (1992). Effect of presentation of partogram
information on obstetric decision-making (see comment). Lancet, 339,
1520–1522.

Chalmers, B., Mangiaterra, V., & Porter, R. (2001). WHO principles of peri-
natal care: The essential antenatal, perinatal, and postpartum care
course. Birth, 28, 202–207.

Creswell, J. (1998). Qualitative inquiry and research design: Choosing among
five traditions. Thousand Oaks, CA: Sage.

Dangal, D. (2007). Preventing prolonged labor by using the partograph.
The Internet Journal of Gynecology and Obstetrics, 7(1).

Field, P. (1989). Doing fieldwork in your own culture. In J. Morse (Ed.),
Qualitative nursing research: A contemporary dialogue. Newbury Park,
CA: Sage.

Filippi, V., Ronsmans, C., Campbell, O., Graham, W., Mills, A., & Borghi, J.,
et al. (2006). Maternal health in poor countries: The broader context
and a call for action. The Lancet, 368(9546), 1535–1541.

Gagliari, B. (1991). The family’s experience living with a child with
Duchenne muscular dystrophy. Applied Nursing Research, 4(4), 159–164.

Gans-Lartey, F. (2006). Relationship between the use of the WHO partogram
and maternal/newborn outcomes. Unpublished M’Phil thesis, University
of Ghana, Legon, Ghana.

Ghana Information Services Department. (1994). Ghana—a brief guide.
Accra, Ghana: Author.

Govindaraj, R., Obuobi, A., Enjimayew, N., Antwi, P., & Ofosu-Amaah, S.
(1996). Hospital autonomy in Ghana: The experience of Korle Bu and

320 APPENDIX B THE EXPERIENCES OF GHANAIAN NURSE–MIDWIVES

71799_APPB_FINAL.qxd  2/4/10  1:06 PM  Page 320



Komfu Anokye teaching hospitals. Accra, Ghana: School of Public Health,
University of Ghana and Harvard School of Public Health.

Groeschel, N., & Glover, P. (2001). The partograph. Used daily but rarely
questioned. Australian Journal of Midwifery, 14, 22–26.

Hammersley, M., & Atkinson, P. (1995). Ethnography: Principles in practice
(2nd ed.). London: Routledge.

Health Canada. (2004). Special report on maternal mortality and severe mor-
bidity in Canada. Ottawa, Ontario: Author.

Hodgson, I. (2001). Engaging in cultures: Reflections on entering the ethno-
graphic field. Nurse Researcher, 9(1), 41–51.

Hofmeyr, G. (2004). Obstructed labour: Using better technologies to reduce
mortality. International Journal of Gynaecology & Obstetrics, 85(Suppl. 1),
S62–S72.

Koblinsky, M., Matthews, Z., Hussein, J., Mavalankar, M., Anwar, I., Achadi,
E., et al. (2006). Maternal survival 3: Going to scale with professional
skilled care. The Lancet, 368(9544), 1377–1386.

Koch, T. (1994). Establishing rigor in qualitative research: The decision
trail. Journal of Advanced Nursing, 19, 976–986.

Lavender, T., & Malcolmson, L. (1999). Is the partogram a help or a hin-
drance? An exploratory study of midwives’ views. The Practising Midwife,
2(8), 23–27.

LeCompte, M., & Goetz, J. (1982). Problems of reliability and validity in
ethnographic research. Review of Educational Research, 52(1), 31–60.

Leininger, M., & McFarland, M. (2002). Transcultural nursing: Concepts, the-
ories, research and practice (3rd ed.). New York: McGraw-Hill.

Liston, R., & Crane, J. (2002). Fetal health surveillance in labour. Ottawa,
Ontario, Canada: Society of Obstetricians and Gynaecologists.

Maimbolwa, M., Ransjo-Arvidson, A., Ng’andu, N., Sikazwe, N., & Diwan, V.
(1997). Routine care of women experiencing normal deliveries in
Zambian maternity wards: A pilot study. Midwifery, 13(3), 125–131.

Mayan, M. (2007). Unpublished class PowerPoint presentation, INTD 560,
University of Alberta, Canada.

McCracken, G. (1988). The long interview. Newbury Park, CA: Sage.
Meuke, M. (1994). On evaluation of ethnographies. In J. Morse (Ed.),

Critical issues in qualitative research methods (pp. 187–209). Thousand
Oaks, CA: Sage.

Miles, M., & Huberman, A. (1994). An expanded sourcebook: Qualitative
data analysis. Thousand Oaks, CA: Sage.

Morse, J. (1991). Editorial: Evaluation of qualitative proposals. Qualitative
Health Research, 1, 147–151.

REFERENCES 321

71799_APPB_FINAL.qxd  2/4/10  1:06 PM  Page 321



Morse, J., & Lipson, J. (1989). Dialogue. In J. Morse (Ed.), Qualitative nurs-
ing research. Newbury Park, CA: Sage.

Mulhall, A. (1997). Nursing research: Our world not theirs? Journal of
Advanced Nursing, 25, 969–976.

Nkyekyer, K. (2000). Peripartum referrals to Korle Bu teaching hospital,
Ghana—a descriptive study. Tropical Medicine & International Health,
5(11), 811–817.

Obaid, T. (2007). No woman should die giving birth. Lancet, 370, 1287–1288.
Oladapo, O., Daniel, O., & Olatunji, A. (2006). Knowledge and use of the

partograph among healthcare personnel at the peripheral maternity
centres in Nigeria. Journal of Obstetrics & Gynaecology, 26, 538–541.

Oliffe, J. (2005). Why not ethnography. Urologic Nursing, 25(5), 395–399.
Patton, M. (1989). Qualitative evaluation and research methods (2nd ed.).

Newbury Park, CA: Sage.
Pellatt, J. (2002). Ethnography and reflexivity: Emotions and feelings in

fieldwork. Nurse Researcher, 10(3), 28–36.
Pettersson, K., Svensson, M., & Christensson, K. (2001). Evaluation of an

adapted model of the World Health Organization partograph used by
Angolan midwives in a peripheral delivery unit. Midwifery, 16, 82–88.

Philpott, R., & Castle, W. (1972). Cervicographs in the management of
labour in primigravidae. Journal of Obstetrics and Gynaecology of the
British Commonwealth, 79, 592–602.

Riley, R., & Manias, E. (2003). Snap-shots of live theatre: The use of pho-
tography to research governance in operating room nursing. Nursing
Inquiry, 10, 81–90.

Robertson, M., & Boyle, J. (1984). Ethnography: Contributions to nursing
research. Journal of Advanced Nursing, 9, 43–49.

Ronsmans, C., & Graham, W. (2006). Maternal mortality: Who, when,
where, and why. Lancet, 368(9542), 1189–1200.

Roper, J., & Shapira, J. (2000). Ethnography in nursing research. Thousand
Oaks, CA: Sage.

Sandelowski, M. (1995). Sample size in qualitative research. Research in
Nursing & Health, 18(2), 179–183.

Seffah, J. (2003). Ruptured uterus and the partograph. International Journal
of Gynaecology & Obstetrics, 80(2), 169–170.

Smith, F. (2002). Reflections on healthcare in Ghana. The Pharmaceutical
Journal, 268, 278.

Strauss, A., & Corbin, J. (1990). Basics of qualitative research: Grounded
theory procedures and techniques. Newbury Park, CA: Sage.

322 APPENDIX B THE EXPERIENCES OF GHANAIAN NURSE–MIDWIVES

71799_APPB_FINAL.qxd  2/4/10  1:06 PM  Page 322



Studd, J. (1973). Partograms and nomograms of cervical dilatation in the
management of primigravid labour. British Medical Journal, 4, 451–455.

Umezulike, A., Onah, H., & Okaro, J. (1999). Use of the partograph among
medical personnel in Enugu, Nigeria. International Journal of Gynaecology
& Obstetrics, 65(2), 203–205.

United Nations. (2006). Millennium development goals report. New York:
Author.

Wacker, J., Kyelem, D., Bastert, G., Utz, B., & Lankoande, J. (1998).
Introduction of a simplified round partogram in rural maternity units:
Seno province, Burkina Faso, West-Africa. Tropical Doctor, 28(3), 146–152.

Wolf, Z. (2003). Exploring the audit trail for qualitative investigations.
Nurse Educator, 28(4), 175–178.

World Health Organization. (1994a). Partograph in management of labour.
Lancet, 343(8910), 1399–1404.

World Health Organization. (1994b). Preventing prolonged labour: A practi-
cal guide. The partograph. Geneva, Switzerland: Author.

World Health Organization. (2004). Maternal mortality in 2000: Estimates
developed by WHO, UNICEF, UNFPA. Geneva, Switzerland: Author.

World Health Organization. (2005). Make every mother and child count.
Geneva, Switzerland: Author.

World Health Organization. (2007a). Ghana country profile. Geneva, Switzer-
land: Author.

World Health Organization. (2007b). Maternal mortality in 2005. Geneva,
Switzerland: Author.

Yinger, N. (2007). Women deliver for development: Executive summary. Re-
trieved from http://www.womendeliver.org/assets/Executive_Summary_
English.pdf

REFERENCES 323

71799_APPB_FINAL.qxd  2/4/10  1:06 PM  Page 323



EXHIBIT B-1
Information Letter

Title of Research Study
Attitudes and beliefs of Ghanaian nurse–midwives about the partograph

Principal Investigator
Leanne Fontanie, RN, BSN, MN candidate

Coinvestigator
Beverley O’Brien, RN, RM, PhD

Background
The partograph is used in many countries to monitor a woman’s progress throughout labor. It is also
used to monitor the well-being of a woman and her fetus. The partograph is used more in some
countries than others. I want to learn more about how nurses and midwives in Ghana feel about it.

Purpose

You are being asked to be in a study to talk about your experience with the partograph, including what
you like and what you don’t like about it.

Procedure

If you decide to take part in this study, you will meet with the researcher, Leanne Fontanie. You will be
asked to talk about the partograph and about how important you feel it is for your practice. The talk will
not last for more than one hour. What you say will be tape-recorded so that later everything you say
will be remembered. You can request at any time that the tape recorder be turned off. No one else will
know what you say or even if you decided to take part in the study. We can meet in a private room in
the hospital or somewhere near the hospital that is convenient for both of us.

Possible Benefits

Another possible benefit is that it is an opportunity to share your partograph experiences with others
who may be able to recommend changes to fix problems that you identify.

Possible Risks

There are no known risks to being in the study.

Confidentiality

No one will know what you say or even if you decided to be in the study. Your name will not be linked
to the information you share during the talk. It is possible that the study will be published in a journal.
Leanne Fontanie will present what she learns to the nurses on the unit, but you will not be identified by
name. What you say could be used in a future study. That can only happen if the appropriate ethics
committee approves.
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Voluntary Participation

You do not have to be in the study unless you want to be in it. You can stop being in the study at any
time just by telling the researcher.

Reimbursement of Expenses

You will be given money to pay for your travel expenses and your time.

Contact Names and Telephone Numbers

If you have concerns about your rights as a study participant, you may contact:

Director
The Research and Development Office
Hospital where the research will occur
Contact name and number will be made available when in Ghana.

Please contact the following individuals if you have any questions or concerns. Contact Leanne
Fontanie if you wish to participate in this study:

Dr. Beverley O’Brien
Mentor: Florence Gans-Lartey
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EXHIBIT B-2
Consent Form for Participants

Title of Project: Attitudes and beliefs of Ghanaian nurse–midwives about the partograph

Principal Investigator: Leanne Fontanie

Phone Number: Will be made available upon arrival in Ghana

Coinvestigator: Beverley O’Brien

Phone Number: XXX-XXX-XXXX

Mentor (on-site): Florence Gans-Lartey

Phone Number: XXX-XXX-XXXX

Yes No
Do you understand that you have been asked to be in a research study?  

Have you read and received a copy of the attached Information Letter?  

Do you understand the benefits and risks involved in taking part in this research study?  

Have you had an opportunity to ask questions and discuss this study?  

Do you understand that you are free to withdraw from the study at any time, without 
having to give a reason?  

Has the issue of confidentiality been explained to you?  

Do you understand who will have access to the information?  

Do you understand that all records of the research will be kept for at least seven years 
in a locked cabinet at the University of Alberta in Edmonton, Canada?  

This study was explained to me by:

I agree to take part in this study:

Yes  No 

I agree that information from this interview can be used for secondary analysis if the appropriate ethics
committee approves:

Yes  No 

Signature of Research Subject:

Printed Name:

Date:

I believe that the person signing this form understands what is involved in the study and voluntarily
agrees to participate.

Signature of Investigator or Designee:

Date:

The Information Letter must be attached to this consent form and a copy given to the research subject.
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EXHIBIT B-3
Semistructured Interview Guide

Note: This guide will be revised during the observation period and initial interviews.

Tell me about your experience with the partograph.

Prompts:

What do you find helpful about the partograph? What do you find not helpful about using 
the partograph?

What can be done to make the partograph more useful for you?

Tell me about a time when the partograph made a difference in the outcome or care you were 
giving to a laboring patient. Can you think of a time when it did not make a difference?

Has your perception of the partograph changed since you first began to use it?

Who should use the partograph? How does the partograph influence decisions you make about 
the care needed by women in labor?
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Introduction
Statement of the Problem
The experience of premature birth and subsequent admission into the
neonatal intensive care unit (NICU) environment is considered to be a
stressful, even traumatic event for parents. After the birth of a premature
infant, parents are thrown into a world of the unknown. The NICU is a
world where every beep and every light seems significant because par-
ents may not understand the alarms and what they mean for their infant.
Parental dreams of a perfect term infant are superseded by images of a
tiny infant connected to wires, tubes, and machines. Physical separation
from the infant occurs immediately after birth, and parental role adjust-
ments have to be made because of their inability to hold or to provide
care to their infant. Feelings of parental stress, detachment, helplessness,
and increased anxiety are common (Miles, Funk, & Kasper, 1991). The
time following the birth of a premature infant is a time clouded with
parental uncertainty and most often one where the parents had little or
no time to prepare. There are uncertainties regarding parental expecta-
tions after birth, such as the appearance and behavior of the infant and
severity of illness. Uncertainties and fear of potential loss may contribute
to feelings of stress for parents.

It has been proposed that the stress of premature birth can be defined
as a traumatic stressor, one capable of having short-term and long-term

The Incidence of Acute Stress
Disorder Among Parents of
Premature Infants Admitted into
the Neonatal Intensive Care Unit
By Jocelyn M. Jubinville
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effects on the emotional well-being of parents (Affleck & Tennen, 1991;
Holditch-Davis, Bartlett, Blickman, & Miles, 2003; Kersting, et al., 2004;
Peebles-Kleiger, 2000; Shaw, et al., 2006; Singer, et al., 1999). Barriers to
parenting and emotional reactions to the environment may negatively
influence the parent–infant relationship and the infant’s developmental
outcome (Affleck & Tennen, 1991). Extended emotional and psychological
stress and postponement of parenting have been found to decrease emo-
tional attachment to the infant (Shaw, et al., 2006). Symptoms of posttrau-
matic stress have been found in parents of premature infants immediately
after discharge and in the months following discharge (Holditch-Davis, et
al., 2003; Kersting, et al., 2004; Singer, et al., 1999). Symptoms of posttrau-
matic stress in parents have been associated with increased parental per-
ception of stress from the NICU (Holditch-Davis, et al., 2003). Negative
parental response to premature birth leading to posttraumatic stress
symptoms has implications with regard to transition to parenthood and
parental competency, which could have direct and indirect effects on the
child later on in life (Pierrehumbert, Nicole, Muller-Nix, Forcada-Guex, &
Ansermet, 2003).

It is proposed that stress symptoms typically emerge early in the NICU
experience and can lead to the development of acute stress disorder
(ASD). Shaw and associates (2006) performed one of the first studies
describing evidence of ASD symptoms in parents of NICU infants. This
retrospective study included all infants admitted to NICU and did not 
separate stress related to NICU admission from stress related to being
parents of a premature baby. No previous literature has examined the
impact of gestational age as a predictor of ASD. Parents of premature
infants, regardless of gestational age, may be at risk for ASD symptoms;
however, due to resources and time issues, this study will focus on par-
ents of infants born less than 33 weeks gestational age.

Purpose of the Study
The overall purpose of this study is to determine if parents of premature
infants within the study population have symptoms of ASD.

Study Objectives
The specific objectives of this study are (1) to measure the incidence
rate of ASD among parents of premature infants admitted to the NICU; 
(2) to describe the symptom profiles of acute stress in mothers and in
fathers of premature infants; (3) to examine the number and severity of
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ASD symptoms from each of the following categories: intrusion, avoid-
ance, hyperarousal, and dissociation; (4) to determine if the number of
ASD symptoms reported in the first seven to ten days after birth (Time 1)
diminish or persist one month following birth (Time 2); (5) to determine
which factors are independently associated with the total SASRQ score;
and (6) to determine the factors that may increase the risk of ASD among
parents of premature infants admitted to the NICU.

Definition of Terms
For the purpose of this study, the following terms are defined as indicated:

Acute stress disorder (ASD): Experience or witnessing of an event that
has been threatening to oneself or another person which involves a
reaction of intense fear, helplessness, or horror. The response leads to
the development of characteristic anxiety, dissociation, and other
symptoms that occur during the period of time of 48 hours to 28 days
posttrauma (Bryant & Harvey, 2000).

Posttraumatic stress disorder (PTSD): Experiencing of a serious threat to
the physical integrity of self or others, which involves a reaction involv-
ing intense fear, helplessness, or horror with resulting characteristic
symptoms present for greater than one month posttrauma (American
Psychiatric Association, 2000).

Stress: A process in which environmental demands or experiences
exceed the capacity of an individual to adapt, resulting in psychologi-
cal and biological responses that may place an individual at risk for
disease (Cohen, Kessler, & Gordon, 1997).

Stressor: A demand or experience that leads to a stress response.

Significance of the Study
Previous research has repeatedly shown that the birth of a premature
infant and the many aspects of the experience creates parental stress, 
and in many cases extreme distress (DeMier, et al., 2000; DeMier, Hynan,
Harris, & Manniello, 1996; Feldman Reichman, Miller, Gordon, & Hendricks-
Munoz, 2000; Franck, Cox, Allen, & Winter, 2005; Jackson, Ternestedt, &
Schollin, 2003; Miles, Carlson, & Funk, 1996; Miles, et al.,1991; Miles, Funk,
& Kasper, 1992; Perehudoff, 1990; Reid & Bramwell, 2003; Shaw, et al., 2006;
Singer, Davillier, Bruening, Hawkins, & Yamashita, 1996; Singer, et al., 1999;
Spear, Leef, Epps, & Locke, 2002; Thomas, Renaud, & DePaul, 2004; Young
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Seideman, Watson, Corff, Odle, Haase, & Bowerman, 1997). The psycholog-
ical distress has been shown to persist in mothers of preterm infants even
one year after delivery (Garel, Dardennes, & Blondel, 2006).

The birth of a premature infant is a potentially life-threatening event
and has been defined as a traumatic stressor (Peebles-Kleiger, 2000).
Feelings of anxiety, helplessness, and psychological distress are common
in parents, which negatively impacts the parent–infant relationship
(Jackson, et al., 2003) and impacts the infant’s developmental outcome
(Affleck & Tennen, 1991). Many of the symptoms reported by parents in
the studies on parental stress previously listed are the same symptoms
examined within ASD diagnosis. Thus, the emotional distress created by
the traumatic event of premature birth and subsequent NICU hospitaliza-
tion may be understood as an acute stress response. It is important to
recognize that the traumatic event of premature birth may lead to the
development of symptoms of ASD in parents of these infants. The associa-
tion of increasing prematurity with higher anxiety and symptoms of
depression in parents also substantiates the need to examine symptoms
of ASD in parents of premature infants.

The proposed study will provide knowledge of the parental NICU expe-
rience and reaction to the birth of a premature infant by measuring the
nature and severity of ASD symptoms within the time period defined for
ASD by the American Psychiatric Association in the DSM-IV. The link
between NICU hospitalization and ASD symptoms of parents has been
studied very limitedly (Shaw, et al., 2006). To the author’s knowledge at
present, ASD symptoms have not been studied specifically in parents of
premature infants. The identification of the incidence of ASD and the pat-
terns and severity of ASD symptomatology in parents after the birth of a
premature infant and subsequent admission to NICU will provide valuable
knowledge of the parental experience and reactions to premature birth.

Although controversial, symptoms of ASD have the potential to predict
further development of PTSD symptoms (Balluffi, Kassam-Adams, Kazak,
Tucker, Dominguez, & Helfaer, 2004; Birmes, et al., 2003; Classen, Koopman,
Hales, & Spiegel, 1998; Creamer, O’Donnell, & Pattison, 2004; Diefe, et al.,
2002; Elklit & Brink, 2004). This increases the importance and significance
of a study of this nature.

Gaining a greater awareness of the stress reactions of parents within
the experience of premature birth may facilitate the development of
appropriate screening and intervention strategies to assist parents who
are at risk for psychological distress and parenting stress after birth.
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Literature Review
The experience of giving birth to a preterm infant can be considered a
traumatic event for parents. Current research studies are critically exam-
ined to provide evidence regarding the impact of the NICU experience on
parents. This provides a starting point for grasping the rationale, signifi-
cance, and gaps found within the literature related to parental stress, anx-
iety, and role adaptation within the NICU environment. Searching the
literature to gain an understanding of parental stress will make evident
the parallels of ASD symptoms and the reactions of parents after prema-
ture birth. The purpose of this literature review is also to identify, cri-
tique, and examine the results of studies on ASD in parents, as well as to
explore how ASD is measured.

The key search terms utilized to compile this literature review were
acute stress disorder, premature birth, premature infant, parental stress,
NICU environment, neonatal period, neonatal intensive care, pediatrics,
pediatric intensive care, depression, parents, and posttraumatic stress disor-
der. The following databases were explored from the years 1990 to 2007:
CINAHL Plus with Full Text, Cochrane Database of Systematic Reviews,
EMBASE, Evidence-Based Medicine Reviews (EBMR), Family and Society
Studies Worldwide, Gender Studies Database, Health Source, Health &
Psychosocial Instruments, Ovid MEDLINE, PubMed, Psychology &
Behavioral Sciences Collection, PsycINFO, PsychiatryOnline, Scopus, and
Social Work Abstracts. Secondary searches were also performed on the
reference lists of potentially relevant literature.

The Parental Experience of Premature Birth
Statistics Canada reported 352,848 births in Canada from 2006 to 2007.
Approximately 7.9% of these births can be defined as premature births
occurring prior to 37 completed gestational weeks, according to 2004
national preterm birth rate (Statistics Canada, 2004). Advances in the man-
agement of high-risk pregnancy have increased the rate of premature birth
(Singer, et al., 1999), and it has even been described as a silent epidemic.
Medical advances in the NICU, such as assisted ventilation, surfactant
therapy, and the increased use of antenatal steroid therapy, have
increased survival rates of premature infants (Hack & Fanaroff, 2000).
Survival has increased within the limits of viability, which is considered to
be 23 to 24 weeks’ gestation, contributing to a common occurrence of very
low birth weight (VLBW) infants and extremely low birth weight (ELBW)
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infants within the NICU. The birth of a preterm infant commences a jour-
ney of struggle and survival, often described as a roller coaster ride of ups
and downs for the infants, parents, and families of this population.

The technological advances within the NICU that are partly responsible
for the improved survival rates of premature infants have been shown to
affect the parental experience. In a phenomenological study it was found
that the technological environment and equipment within the NICU had a
negative impact on the experience by all the parents involved (Jamsa &
Jamsa, 1998). These findings resulted from questioning parents about
their experience within the NICU and the meanings these experiences cre-
ated for them. Seven parents of full-term infants with unexpected illness
and admission into the NICU were interviewed on four occasions prior to
discharge and three times in the family home immediately following dis-
charge. The parents considered the NICU environment to be shocking,
oppressive, and a factor in their feelings of anxiety. The environment
caused the parents to feel like outsiders in their parental role. There was
evidence that the NICU environment caused fear and anxiety in parents
and interfered with the holistic care of the infant. The importance of pro-
viding relevant information to parents to decrease fears was stressed by
the researchers. The NICU environment did affect the parents of the term
infants in this study. The unexpected admission to the NICU and the ill-
ness that precipitated the admission of these term infants played a factor
in increasing the parents’ feelings of anxiety.

Premature birth begins an often-unexpected journey into parenthood.
It is a time of transition not only into parenthood but also into the role of
the parent within the NICU environment. The experiences of parenthood
over time were examined in a qualitative study by interviewing seven con-
secutive sets of mothers and fathers of preterm infants (Jackson, et al.,
2003). The infants were less than 34 weeks gestation at birth and were
defined, prior to enrollment, as having a good chance of survival. The tim-
ing of data collection was supported by previous research and occurred
at one to two weeks after birth, at the time of discharge, at six months of
age, and at 18 months. The phenomenon of parenthood within the NICU
and after discharge home was examined. Over the span of data collection
and analysis, synthesis of the interview information was verified and vali-
dated by a second author.

Being a mother and father was described as a process that changed
over time, from feelings of alienation and responsibility to feelings of
increased confidence and familiarity. Common themes of parental feelings
of alienation, detachment, and ambivalence concerning parenthood and
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responsibility transpired during the phase that the infant–parent dyad
was within the NICU environment. Parents were more likely to report feel-
ings of confidence six months after discharge and familiarity at 18 months.
The researchers provided clear conceptualizations of the experiences of
mothers and fathers. Mothers reported more ambivalence, concern for
the baby, and need to have control of the care of the infant, whereas
fathers reported feelings of unreality surrounding the experience, con-
cern for the baby, and wanting to transfer infant care to staff. Both parents
reported feelings of responsibility and insecurity surrounding the dis-
charge of their infant. The role of the NICU environment in creating these
feelings was found to be an important consideration. Mothers expressed
how the NICU environment reduced the possibility of participating in
their infant’s care, limited their privacy, and led to uncertainty in their
maternal role. It is important to acknowledge that the parents were inter-
viewed together, which created a risk of interference with mothers’ and
fathers’ stories. Nevertheless, the qualitative nature of this research pro-
vided evidence that the parental experience within the NICU can be an
influencing factor on how the experience of parenthood evolves.

Throughout the literature it appears evident that parental stress and
anxiety are common reactions to the NICU environment and affect
parental adaptation. Parental stress and parental anxiety are interrelated.
In a quasi-experimental study, potential stressors were identified within
the NICU environment and levels of stress that these experiences engen-
dered were explored (Miles, et al., 1991). A convenience sample of 79
mothers and 43 fathers completed the Parental Stressor Scale: NICU
(PSS:NICU) and the State Trait Anxiety Inventory (STAI) so the relation-
ship between NICU environmental stress and parental anxiety levels
could be explored. Both instruments had good internal consistency relia-
bility as measured by Cronbach’s alpha. Data collection occurred through
interviews by trained data collectors following a set protocol.

Overall stress from the NICU environment was found to be low, and spe-
cific stress from the sights and sounds of the unit was perceived as low to
moderate by the parents. It is important to note that 70% of the sample
had prior exposure to intensive care units, which may have led to an
underscoring of the perception of stress from the environment by par-
ents. This suggests that exposure may be a potential factor in reducing
stress from the NICU environment and one that needs to be further
explored. In addition, parents in this study perceived the condition of
their infant to be moderate to severe, which may have led to a general
feeling of increased stress and anxiety. The appearance of the infant was
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identified as a moderate source of stress, which is congruent with previ-
ous research (Miles, et al., 1991).

Using Pearson’s correlation coefficients, statistically significant rela-
tionships were found between the total stress and trait-state anxiety
scores and between the PSS:NICU and the trait-state anxiety scores. Trait
anxiety scores were similar to average adults; therefore, there was no
need to separate the high trait anxiety group to control for baseline. State
anxiety scores of the parents were similar to anxious adults. It is sug-
gested that the environment of the NICU may be related to anxiety; how-
ever, it is plausible that more highly anxious parents view the NICU
environment as more stressful. Parental role alterations were also found
to be a moderate source of stress for parents. This included parental feel-
ings of helplessness, separation, lack of ability to protect their infant, not
knowing how to help their infant, and fear of holding their infant. These
findings are consistent with the themes identified in the qualitative
research studies described previously, even though the qualitative sam-
ples consisted of less ill infants. Clearly, having an infant in the NICU is a
stressful time for parents.

Knowledge of parental stress and anxiety and how it is affected by
parental role adjustments, by the infant, and by the NICU environment 
is just the beginning when exploring the nature of the parental experi-
ence within the NICU. Research on the psychosocial impact of prema-
ture birth is important, given that it has the potential to interfere with
parental attachment.

A cohort longitudinal quasi-experimental study was conducted to ex-
plore the degree and type of stress experienced by mothers of VLBW
infants, born less than 1500 g (Singer, et al., 1999). The intention was to
determine if the degree of prematurity and severity of illness affects the
degree of parental stress after birth. Three comparison groups consisting of
mothers of high-risk VLBW infants with chronic lung disease (mean GA = 27
weeks, SD 2, n = 122), low-risk VLBW infants without chronic lung disease
(mean GA = 30 weeks, SD 2, n = 84), and term infants with no medical condi-
tion (mean GA = 40 weeks, SD 1, n = 123) were recruited. Demographic
homogeneity was found among the three groups. The following scales were
used in this study: Brief Symptom Inventory Scale (psychiatric symptoms
and patterns), the Parenting Stress Index (PSI, parental perceptions of the
degree of stress related to the parenting role), Impact on Family Scale
(maternal perceptions of the child’s impact on the family), the Family
Inventory of Life Events and Changes (to assess other life stressors poten-
tially affecting the family), and the Bayley Scales of Infant Development (to

336 APPENDIX C THE INCIDENCE OF ACUTE STRESS DISORDER AMONG PARENTS

71799_APPC_FINAL.qxd  2/4/10  1:08 PM  Page 336



measure infant cognitive development). Throughout the three-year study
mothers of high-risk VLBW infants reported higher levels of psychological
distress than mothers of low-risk VLBW infants and term infants. Nine 
percent of mothers in both VLBW groups reported severe symptoms of
depression, defined as greater than 98th percentile for female norms. One
month after birth, mothers of the high-risk VLBW infant group scored
higher on dimensions of psychological distress, anxiety, depression, and
obsessive-compulsive behaviors than mothers of term infants and low-risk
VLBW infants. This supports the notion that higher infant risk is related to
severity of psychological distress. Thirteen percent of mothers in the high-
and low-risk VLBW groups reported severe symptoms of overall distress
contrasted to 1% of term mothers. The severity of symptoms varied over
time. By eight to 12 months after birth there were no differences among
the groups, and the scores were within normal ranges, except 20% of moth-
ers of high-risk infants continued to have significant symptoms of anxiety,
which was much higher than the other two groups. Also, at two years, the
high-risk group mothers were more likely to report symptoms of moderate
depression, compared to none of the mothers of low-risk and term groups.

Significantly higher stress levels were evident in mothers of the VLBW
high-risk infants as compared to mothers of the term infants. Symptoms
of depression, anxiety, and obsessive-compulsive behaviors in mothers
were most prominent during the neonatal period. Increased severity of
maternal depression was related to decreased child developmental out-
comes in the high- and low-risk VLBW infants, with no relationship in the
term group. The researchers concluded that the psychosocial impact of
VLBW birth on mothers during the neonatal period is significant and
varies over time. It was concluded that the stress of premature birth does
create psychological reactions and that there is a need to prepare parents
for these reactions (Singer, et al., 1999).

Psychological Stress Reactions of Parents to Premature Birth
Studies have consistently shown that premature birth and the resulting
admittance into the NICU environment results in a wide diversity of psy-
chological stress reactions and physiological responses in parents.
Gender differences seem to exist; however, research is limited. There is a
relationship between parental stress and anxiety and the NICU environ-
ment, but more specifically, alterations in parental role and aspects of the
parent–infant relationship are significantly correlated with increased per-
ceptions of stress and anxiety. Knowledge of specific stress symptoms
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and associated risk factors will help the health professional to identify
psychological stress reactions of parents. This will improve the ability to
provide anticipatory guidance and support to parents during the stressful
time of premature birth. Understanding of the family and their reactions
to the stressful event of NICU hospitalization is important to the provision
of family centered care.

The birth of a premature infant leads to many psychological reactions in
parents identified within the literature. Feelings of helplessness and anxi-
ety are common symptoms experienced by parents of premature infants
(Affonso, et al., 1992; Brooten, et al., 1988; Carter, Mulder, Bartram, &
Darlow, 2005; Doering, Dracup, & Moser, 1999; Doering, Moser, & Dracup,
2000; Feldman Reichman, et al., 2000; Franck, et al., 2005; Holditch-
Davis, et al., 2003; Jamsa & Jamsa, 1998; Kersting, et al., 2004; Miles, et al.,
1991; Miles, et al., 1992; Nystrom & Axelsson, 2002; Padden & Glenn, 1997;
Pinelli, 2000; Reid & Bramwell, 2003; Shields-Poe & Pinelli, 1997; Singer, et
al., 1999; Wigert, Johansson, Berg, & Hellstrom, 2006; Young Seideman et
al., 1997). Depressive symptoms have also been found in mothers follow-
ing premature birth, with estimates varying depending upon the scale
used and timing of measurement (Brooten, et al., 1988; Davis, Edwards,
Mohay, & Wollin, 2003; Doering, et al., 1999; Doering, et al., 2000; Feldman
Reichman, et al., 2000; Kersting, et al., 2004; Miles, Holditch-Davis,
Schwartz, & Sher, 2007; O’Brien, Heron Asay, & McCluskey-Fawcett, 1999;
Singer, et al., 1999; Spear, et al., 2002). Davis and associates (2003) found
40% significant depressive symptomatology in mothers of very premature
infants compared to 10 to 15% of the population norms. Maternal stress
symptoms were the most significant variable associated with symptoms
of depression.

According to Spear and associates (2002), there appears to be no rela-
tionship between infant illness severity (as measured by the Score of
Neonatal Acute Physiology, SNAP) and depressive symptoms in parents.
Other significant predictors of postpartum depression identified in the lit-
erature are prenatal depression, self-esteem, child care stress, prenatal
anxiety, life stress, social support, marital relationship, a history of previ-
ous depression, infant temperament, maternity blues, marital status,
socioeconomic status, and unplanned or unwanted pregnancy (Beck,
2001). Depressive maternal symptoms have been associated with infant
cognitive and emotional delay and may affect child development (Grace,
Evindar, & Stewart, 2003). Feelings of hostility and psychological distress
have also been found in mothers of premature infants (Brooten, et al.,
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1988; Doering, et al., 1999; Doering, et al., 2000; Feldman Reichman, et al.,
2000; Singer, et al., 1999; Thompson, Oehler, Catlett, & Johndrow, 1993).
Psychological distress in mothers has been shown to continue even up to
one year after discharge (Garel, et al., 2006).

Davis and colleagues (2003) studied the impact of very premature birth
on the psychological health of mothers. The EPDS scale, Depression and
Anxiety and Stress Scales, Social Support Interview, Coping Health
Inventory for Parents, the Nurse Parent Support Tool, and demographic
data were collected on 72 mothers of premature infants (less than 32
weeks gestation). Gestational ages ranged from 24 to 32 weeks (mean 28
weeks, SD 2.4), with birth weights ranging from 513 to 2002 grams (mean
1088 grams, SD 359). There was a statistically significant relationship
between maternal stress and depressive symptoms; each one-point
increase in stress score increased the risk of depression by 14%. Ges-
tational age was not found to be significant in this study; however, the
small gestational age range of infants, 24 to 32 weeks, and the average
weight being 1088 grams may have increased the fragility of these in-
fants, making the difference between gestational ages unappreciable. The
interview revealed that other concurrent life stressors (i.e., bereavement,
financial, and work concerns) may have also contributed to maternal
symptoms of depression.

Similarities have been shown between psychological stress reactions of
parents of premature infants and symptoms of ASD (Shaw, et al., 2006)
and PTSD (DeMier, et al., 1996; DeMier, et al., 2000; Holditch-Davis, et al.,
2003; Kersting, et al., 2004), with ASD being the one less studied. Parental
psychological reactions to premature birth compromise the emotional
well-being of parents. Whenever parental emotional well-being is compro-
mised, there is a potential effect on the infant, which makes this an impor-
tant area of study.

Creedy, Shochet, and Horsfall (2000) studied 592 mothers of term
infants and found that one in three women reported a stressful birth expe-
rience and three or more symptoms of trauma on the Posttraumatic
Stress Symptoms Interview (measured four to six weeks after delivery).
DSM-IV criteria for acute posttraumatic stress disorder were met by 5.6%
of the mothers even though 75.6% of the women reported being well pre-
pared for childbirth. Factors that contributed to acute trauma symptoms
were level of obstetric intervention (emergency c-section), perception of
partner support, and perception of skill of obstetric staff. Antenatal fac-
tors, such as obstetric risk, anticipatory anxiety, state anxiety, partner
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support, preparation for childbirth, and likelihood of birth complications,
were not statistically associated with the development of symptoms.

Ayers, Wright, and Wells (2007) studied 64 couples (mothers and
fathers) of term healthy infants and found symptoms of PTSD in the par-
ents. All parents of infants transferred to NICU or stillborn were excluded.
The Impact of Events Scale was used to measure traumatic stress symp-
toms, and greater than 20 symptoms were used to diagnose clinical PTSD
(sensitivity of 0.94 and specificity of 0.33). Five percent of the parents
studied had severe PTSD symptoms (greater than 20 symptoms) nine
weeks after birth, which corresponds with previous research. PTSD symp-
toms were predicted by reports of birth complications, emotions during
birth, and problems at delivery and were not associated by parent–infant
bond or the relationship of the couples studied. It is suggested that when
a birth is particularly traumatic it can affect both members of the couple.

Bailham and Joseph (2003) examined the literature to explore the rela-
tionship between the experience of difficult childbirth and the develop-
ment of PTSD. The authors concluded that there is evidence that women
who experience traumatic childbirth may exhibit clinical symptoms con-
sistent with DSM-IV criteria of avoidance, reexperiencing, and increased
arousal. This has implications for maternal well-being, relationships, and
disruption in the maternal–infant bond. Risk factors for PTSD were evi-
dent; however, more longitudinal research is needed. It is important to
acknowledge the complexity of the relationships among factors and indi-
vidual differences that exist, which may give explanation for the develop-
ment of PTSD in some women and not in others. Evidence for PTSD after a
term delivery makes it even more plausible that the trauma of premature
birth may also exhibit similar symptoms in parents of premature infants.

Findings by Kersting and colleagues (2004) support the notion that
birth of the VLBW infant is an emotionally traumatic life event capable of
producing psychological reactions in parents. Of 50 mothers studied com-
paring mothers of VLBW infants and control term infants, all mothers of
VLBW infants experienced significantly more traumatic symptoms than
control mothers. These mothers also had significantly higher rates of
depression and anxiety two weeks after birth. Symptoms of posttraumatic
stress were significantly higher during the initial period after giving birth
and over a period of 14 months postpartum. Kersting et al. (2004) sug-
gested that the response to the birth of a VLBW infant should be seen as
an ongoing traumatic life event.

Holditch-Davis and associates (2003) used a convenience sample of 30
mothers of high-risk premature infants to retrospectively examine mothers’
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responses to having a premature infant in NICU. A descriptive, correla-
tional design was used and interviews were analyzed for symptoms of 
the three major criteria of PTSD (reexperiencing the traumatic event,
avoidance of thoughts of the traumatic event, and increased arousal level,
such as insomnia, irritability, and difficulty concentrating). Data collection
occurred before discharge and at six months corrected age. Mothers
described emotional responses similar to a posttraumatic stress response.
All mothers had at least one symptom of PTSD. A reexperience of aspects
of the event through triggers and reminders of the NICU experience were
reported by 80% of the mothers. Many spoke of avoiding aspects of the
birth and hospitalization or being numb to the reminders. Feelings of
overprotection of the infant; fears of infant death, illness, or injury; gener-
alized anxiety; and sleep difficulties were described by 87% of the moth-
ers, which fulfilled the criteria of arousal. Mothers with more PTSD
symptoms at six months after discharge also reported greater perceived
stress from the NICU environment (measured by PSS:NICU scale). Infant
illness severity was unrelated to the number of posttraumatic stress
symptoms. This is inconsistent with other studies that have found that
severity of perinatal risk does increase the likelihood of parents develop-
ing posttraumatic stress symptoms (DeMier, et al., 1996; DeMier, et al.,
2000; Pierrehumbert, et al., 2003). Different scales used to measure the
severity of infant illness may have led to the inconsistency among studies,
and other confounding factors may have been involved.

Pierrehumbert and colleagues (2003) reported similar findings in moth-
ers and found that fathers also suffered from symptoms of posttraumatic
stress. The Perinatal PTSD Questionnaire (PPQ) (sensitivity coefficient 0.89
and specificity coefficient 0.87) was used to examine PTSD symptoms in 50
families, which were split into low-risk and high-risk groups as determined
by the Perinatal Risk Inventory (PRI). The 18 item PRI provides an indica-
tion of premature infant stress by describing infant–perinatal factors (birth
weight, gestational age) as an index. It has been highly correlated with
length of stay and intensive care procedures. A score of 0 to 4 was consid-
ered to be low risk, and greater than 4 was considered to be high risk,
which was derived from clinical practice experience. Parents of premature
infants were found to have high indices of posttraumatic stress reactions
and an increased likelihood of developing PTSD as severity of perinatal risk
increased. DeMier and associates (2000) also used the PPQ to measure
postnatal emotional distress in mothers of premature infants and discussed
an association among perinatal medical risk and maternal distress, poorer
developmental outcomes, and disruptions in family functioning.
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Acute Stress Disorder
The birth of a premature infant and subsequent NICU hospitalization can
be paralleled with a traumatic event or stressor with the potential to
affect maternal and paternal psychological well-being. The previously dis-
cussed studies provide evidence to support the occurrence of psycholog-
ical symptoms in parents of premature infants consistent with PTSD
symptoms (DeMier, et al., 1996; DeMier, et al., 2000; Holditch-Davis, et al.,
2003; Kersting, et al., 2004; Pierrehumbert, et al., 2003). According to the
APA’s DSM-IV (2000) criteria, PTSD is defined as occurring at least one
month or more posttrauma. There is preliminary evidence supporting
ASD and symptoms of acute stress among parents of infants admitted into
NICU (Shaw, et al., 2006).

ASD diagnosis, as described by DSM-IV criteria, is outlined by Bryant
and Harvey (2000). According to the criteria, a prerequisite of the diagno-
sis of ASD is the experience of a precipitating stressor, either witnessed 
or experienced, that has been threatening to either himself or herself or
to another person within one month of exposure (Criterion A). ASD is dis-
tinguished from PTSD by dissociative symptoms. To satisfy dissociative
criteria of ASD (Criterion B), a person must display at least three dissocia-
tive symptoms, which are described as a subjective sense of numbing 
or detachment; reduced awareness of his or her surroundings; and 
derealization, depersonalization, and dissociative amnesia. The diagnosis
of ASD also requires the reexperiencing of the trauma (Criterion C)
through recurrent thoughts, images, dreams, illusions, flashback epi-
sodes, sense of reliving the experience, or distress when exposed to
reminders of the traumatic stressor (Bryant & Harvey, 2000). There
must be signs of avoidance of thoughts, feelings, or places that may
remind the person of the traumatic event (Criterion D). Symptoms of
anxiety or arousal after the trauma, such as restlessness, insomnia, irri-
tability, and difficulties concentrating, are also evident (Criterion E).
There must also be a clinically significant disturbance to social or occu-
pational functioning (Criterion F) that must last for at least two days
after the trauma (Criterion G) but not persist more than one month
(after one month, PTSD is a more suitable diagnosis). The symptoms
must not be due to a medical condition, drug or medication, or a preex-
isting mental disorder (Criterion H).

ASD diagnosis has not been without controversies since its introduc-
tion in 1994 in the DSM-IV by the American Psychiatric Association
(Bryant, 2003). The reasons behind the development of ASD diagnosis
were not based on empirical research but on the theoretical premise that
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a gap existed within the period of one month posttrauma where no diag-
nosis was available. Theoretical dissociative symptoms were also evident
within this initial period of trauma response, setting the acute stress
response apart from PTSD (Harvey & Bryant, 2002). With the develop-
ment of ASD criteria and diagnosis, there was the intention of identifica-
tion of the acutely traumatized individuals who would then go on to
develop chronic PTSD. ASD diagnosis has triggered debate and criticisms
due to equivocal data regarding the role of peritraumatic dissociation in
the acute trauma response and the ability of ASD diagnosis to predict
PTSD diagnosis (Harvey & Bryant, 2002). According to Harvey (2003), ASD
has a reasonable ability to predict PTSD; however, there are also individu-
als who develop PTSD but do not meet all ASD criteria. The criteria for
ASD diagnosis is not met when there is an absence of severe dissociative
symptoms; however, research suggests that some of these individuals still
go on to develop PTSD symptoms. Higher rates of dissociative symptoms
have also been found in individuals with PTSD (Marshall, Spitzer, &
Liebowitz, 1999), even though dissociation is not part of PTSD diagnosis.
This has led to criticism surrounding the relevance of dissociative symp-
toms to ASD diagnosis. There is also a concern that ASD diagnosis may
create pathology around a normal transient reaction to a traumatic event
(Marshall, et al., 1999).

ASD diagnosis has created a resurgence of research within the acute
period of a traumatic event that has provided strong evidence that acute
stress responses are common and typically transient in nature (Bryant,
2003). Research has focused on a wide variety of traumatic events, such
as rape, terrorist attacks, assault, motor vehicle accidents, cancer diagno-
sis, burn injury, and intensive care hospitalization. Additional research is
necessary to elucidate the distinction between a normal reaction to
trauma and psychopathology (Marshall, et al., 1999).

Studies conducted to specifically measure the incidence of ASD, using
the Acute Stress Disorder Interview (ASDI), have been performed by
Harvey and Bryant (2002). Measurement of ASD post–motor vehicle acci-
dent yielded an incidence of 13% and 21% of the individuals presented
with subclinical ASD (having all symptom clusters except dissociation) 
two days posttrauma to one month posttrauma. Motor vehicle accident
survivors with a mild traumatic brain injury yielded a 14% incident rate
with a 5% subclinical diagnosis. The incidence of ASD across a wide vari-
ety of traumas (such as assault, burns, and industrial accidents) have
ranged from 12 to 16%, with subclinical ASD ranging from 19 to 10%. The
incidence of ASD symptoms in parents from a variety of traumas, such as
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pediatric intensive care unit (PICU) admission, NICU admission, pediatric
cancer, and pediatric traffic injury, range from 4.7 to 32%, depending on
which scale was used and the timing of measurement. A study on children
newly diagnosed with pediatric cancer showed incidence rates of 51% in
mothers and 40% in fathers (Patino-Fernandez, et al., 2007).

Symptoms of ASD are evident within past research studies of parental
stress and the NICU experience. Parental responses to the NICU experi-
ence involve intense fear, helplessness, or horror (Affonso, et al., 1992;
Jackson, et al., 2003; Jamsa & Jamsa, 1998; Miles, et al., 1991). The identifi-
cation of the birth of the premature infant as a traumatic event meets
Criterion A. Dissociative and avoidance symptoms (Criteria B and D), such
as numbing, detachment, avoidance, and feelings of unreality, have been
described as reactions of parents to the birth of the premature infant
(DeMier, et al., 1996; Feldman Reichman, et al., 2000; Holditch-Davis, et al.,
2003; Hughes, McCollum, Sheftel, & Sanchez, 1994; Hynan, 2005; Jackson,
et al., 2003). Dissociative symptoms may be underrepresented within the
literature because many studies use specific tools that measure anxiety,
depressive symptoms, and symptoms of posttraumatic stress and not dis-
sociative symptoms. Also, it is plausible that parents in a state of denial or
avoidance (Criterion D) may not be actively visiting the NICU or willing to
give consent to participate in a research study. Studies where dissociative
symptoms are described by parents are often qualitative in nature
(Holditch-Davis, et al., 2003). Different times of data collection evident
within research studies on parental stress in the NICU provide evidence
that the disturbance and symptoms last for a minimum of two days and a
maximum of four weeks after the traumatic event (Criterion G). Parental
reexperience of premature birth (Criterion C) is apparent in qualitative
studies but not as evident in studies that use tools to measure parental
stress. Unless a specific tool is used to measure ASD symptoms among par-
ents of premature infants, evidence for parental reexperience of the
trauma may be lost. There is a need for ASD symptoms to be studied
specifically using a reliable tool of measurement.

Measurement of ASD
Measurement of ASD has been problematic because the diagnosis was
published in DSM-IV without standardized and validated tools used to
measure symptoms (Harvey & Bryant, 2002). The diagnosis has driven
research on the acute reactions after a traumatic stressor and has led to
the development of measures designed specifically to measure ASD symp-
toms. Measurement tools need to be sensitive with proven specificity to
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limit false positive or false negative results to result in credible research
findings. There are currently four tools available to measure all symptoms
of ASD (Harvey & Bryant, 2002). Each will be reviewed and compared for
sensitivity, reliability, validity, specificity, and ease of use.

The Structured Clinical Interview for DSM-IV Dissociative Disorders
(SCID-D) is an interview that specifically explores dissociative pathology;
however, it is limited in assessment for other symptoms of ASD, such as
intrusive, avoidance, and arousal symptoms. It indexes symptoms for
presence, absence, or subthreshold presence, which limits its use as a
measurement of severity of symptoms (Bryant & Harvey, 2000). Another
limitation of this tool is the nonavailability of validity or reliability data
relevant to ASD diagnosis.

The Acute Stress Disorder Interview (ASDI) was designed by Bryant,
Moulds, and Guthrie (2000) to evaluate ASD. The interview was based on
specific DSM-IV criteria and has been tested in a number of samples, includ-
ing victims of motor vehicle accidents, nonsexual assaults, and industrial
accidents. It has excellent internal consistency (r = 0.90 for the entire scale),
good concurrent validity (compared with independent clinical interview),
and good test–retest reliability (r = 0.88). This scale is scored dichoto-
mously and has specific guidelines for ASD diagnosis. The need for a self-
report measure based on the ASDI led to the development of the Acute
Stress Disorder Scale (ASDS) (Bryant, et al., 2000). This scale has demon-
strated reasonable internal consistency, convergent validity, and test–
retest reliability. It has the ability to identify 95% of the individuals who
were diagnosed with ASD on the ASDI and 83% who were not diagnosed
with ASD, but it has limited ability to predict PTSD (Bryant, et al., 2000).

The Stanford Acute Stress Reaction Questionnaire (SASRQ) was devel-
oped and revised by Cardena, Koopman, Classen, Waelde, and Spiegel
(2000) to evaluate DSM-IV criteria for ASD by evaluating anxiety and disso-
ciative symptoms after a traumatic event. It is a 30-item self-report instru-
ment that assesses each of the criteria of ASD diagnosis specifically:
dissociation (ten items), reexperiencing the trauma (six items), avoidance 
(six items), anxiety and hyperarousal (six items), and impairment in func-
tioning (two items). The presence of each symptom is scored either as a
Likert-type scale (0 to 5) or dichotomously (0–2 is scored as 0; 3–5 is
scored as 1). This tool began as a 98-item scale, was modified to a 67-item
scale, and finally revised to the current 30-item format. It possesses high
internal consistency (Cronbach’s alpha 0.8 to 0.95), good concurrent
validity with tools measuring PTSD, good to excellent reliability, and has
proven to be predictive of subsequent PTSD severity (Cardena, et al.,
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2000; Harvey, 2003; Harvey & Bryant, 2002). The psychometric properties
of this tool are comparable to the ASDI with practical advantages, such as
ease and efficiency of administration and scoring (Cardena, et al., 2000).
Although it has been used in a diverse number of studies and samples to
measure ASD symptoms and has the ability to identify symptoms of ASD,
it should be compared to clinical interviews that diagnose ASD and the
ASDI to substantiate its use as a diagnostic tool for ASD.

Research tools that assess individuals during a traumatic experience
may be regarded as a potential risk to the study participant by study
questions eliciting memories or causing distress. Kassam-Adams and
Newman (2005) investigated child and parent reactions to participation in
clinical research and specifically assessed reactions after completing the
SASRQ. Self-reported distress from study participation was uncommon
(5% of parents), with positive appraisals of the research process being
more common (90% of parents). This study shows that participation has
minimal risks of participation and supports the feasibility of using stan-
dardized assessment tools.

Tools to measure specific symptoms of ASD, such as dissociative symp-
toms, anxiety, and symptoms of avoidance, are also available (Bryant &
Harvey, 2000). Examples of scales that measure dissociation are the Dis-
sociative Experiences Scale (DES), Clinician-Administered Dissociative
States Scale (CADSS), and Peritraumatic Dissociative Experiences Ques-
tionnaire (PDEQ). These scales have the ability to identify dissociative
symptoms but were not designed to evaluate other parameters required for
ASD diagnosis and often require a trained interviewer (Cardena, et al., 2000).
One of the most commonly used scales to measure anxiety is Spielberger
State-Trait Anxiety Inventory (STAI). The Impact of Event Scale (IES) has
also been developed to measure intrusive and avoidance symptoms.
These tools are useful to use as comparisons when determining the con-
vergent validity of the aforementioned ASD measurement tools.

Studies of Acute Stress Disorder Symptoms in Parents
The literature was reviewed to provide a comprehensive overview of
studies on ASD in parents within various sample settings and the scales
that were used to measure symptoms. The timing of measurement of
parental ASD symptoms and scoring methods were also compared. Eight
studies specifically measured parental ASD symptoms (Balluffi, et al.,
2004; Bryant, Mayou, Wiggs, Ehlers, & Stores, 2004; Daviss, et al., 2000;
Kassam-Adams, Garcia-Espana, Miller, & Winston, 2006; Patino-Fernandez,
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et al., 2007; Shaw, et al., 2006; Winston, et al., 2002; Winston, Baxt, Kassam-
Adams, Elliott, & Kallan, 2005).

Four of the eight studies used the SASRQ scale to measure parental ASD
(Cronbach’s alpha 0.93 and 0.90 when stated) and two used the ASD scale.
One study did not use a formal scale, and one study used the Post-
traumatic Stress Diagnostic Scale (as cited in Foa, Cashman, Jaycox, &
Perry, 1997) to measure parental ASD. Traumatic events varied from
NICU/PICU admission to pediatric injury, motor vehicle accident, traffic
injury, and recent diagnosis of pediatric malignancy. In all but one study,
measurement of ASD occurred within one month of the trauma. One study
was retrospective and thus measurement occurred two to four weeks after
discharge. Studies generally occurred within the hospital setting or outpa-
tient clinic, except one that used telephone interviews. The percentage of
ASD varied between studies and ranged between 4.7 and 51%. The reason
for the varied results may be due to the variance in traumatic events stud-
ied, differences in defining symptom criteria for ASD, and the use of diver-
gent measurement tools. The scoring method used for determining criteria
for ASD was not always explicitly stated by the researchers. Only three of
the eight studies examined ASD in mothers and fathers to study the diver-
gence of ASD symptoms present within gender. Two of those studies found
the differences to be significant (Patino-Fernandez, et al., 2007; Shaw, et al.,
2006). More research is needed to examine how mothers and fathers differ
in the portrayal of symptoms of ASD. Gender-specific interventions may be
needed if differences are found to exist.

Shaw and associates (2006) specifically studied ASD symptoms in par-
ents of infants admitted to NICU. Using a retrospective cross-sectional
design, the stress symptoms of generally well-educated parents (n = 40)
were assessed two to four weeks after an NICU hospitalization experience.
The focus of this study was on parents of infants hospitalized in NICU.
Interestingly, the mean gestational age of infants in this study was 31.46
weeks (SD 4.91), which indicates that premature infants were of the major-
ity. ASD symptoms were found to be significantly related to parental stress
as measured by the PSS:NICU, developed and revised by M. Miles. This
instrument has been shown to measure parental perception of stressors
arising from the NICU environment with high reliability supported by pre-
vious research (Miles, Funk, & Carlson, 1993); however, it does not take
into account other sources of stress. This study was the first to document
ASD symptoms in NICU parents, although the small sample makes these
findings preliminary in nature. In all, 28% of the parents met all symptom
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criteria of ASD (of the 28%, all were women). Specific determinants of
meeting symptom criteria considered to be diagnostic of ASD as measured
by the SASRQ were not implicitly stated. The severity of the neonates’
medical conditions failed to be associated with ASD symptoms as previous
studies on PTSD have revealed (Shaw, et al., 2006). Data collection
occurred two to four weeks after discharge from NICU; thus measurement
of ASD symptoms occurred long after the birth of the premature infant,
and the association with the infants’ severity of illness may have been
weakened. ASD symptoms were found to be related to concerns with
parental role alteration. Increased stress from parental role alteration, sup-
ported by findings in this study, is congruent with previous research
(Miles, et al., 1991). Concerns with parental role alteration may have been
from the home or from the NICU experience; nonetheless, ASD symptoms
were significantly related to parental stress. The retrospective design may
have prevented the NICU environment from having a direct effect on the
parents while the data was collected. It is debatable if the acute stress dis-
order symptoms being measured were from the NICU environment or from
the transition to home, which has also been described as a stressful time.
The timing of data collection at two to four weeks after NICU hospitaliza-
tion, where the mean length of stay in NICU was 58 days (SD 36), makes it
undetermined if this study was measuring ASD and not PTSD because ASD
is diagnosable only within one month posttrauma. Assessment for symp-
toms of ASD should occur within one month posttrauma (Bryant & Harvey,
2003). Although the results support the importance of preparing parents
for the psychological reactions that naturally occur during this experi-
ence, weaknesses in the design support the need for future research.

Research into ASD symptoms in parents of infants in NICU is limited,
but its relevance and significance should not be disregarded. ASD symp-
toms have been reported in parents of children admitted to PICU, a simi-
lar intensive care environment with similar parental psychological
reactions as NICU. Balluffi and associates (2004) used a prospective
cohort study to measure the prevalence of parental ASD and PTSD using
the ASD scale and PTSD scale (n = 272, 82% mothers, 16% fathers, 2%
other female guardians). Data collection occurred at Time 1, the second
day after admission to PICU (to measure ASD symptoms), and Time 2,
which was two months after discharge from PICU (to measure PTSD
symptoms). Of the parents studied, 32% met symptom criteria for ASD
(dissociation, reexperiencing, avoidance, and hyperarousal). The sever-
ity of ASD symptoms was associated with unexpected admission and par-
ents’ degree of worry that the child might die. ASD symptom presence or
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severity was not associated with severity of illness, demographic factors,
or number of days in PICU, as was found by Shaw et al. (2006) in NICU.
Symptom criteria of PTSD were met by 21% of parents and were also
associated with degree of worry that the child might die (assessed at
Time 1). Parental ASD symptom severity assessed at Time 1 predicted
PTSD severity at Time 2. If ASD diagnostic criteria were met, parents
were more likely to meet diagnostic criteria for PTSD (of the 58% diag-
nosed with ASD, 42% went on to be diagnosed with PTSD). These findings
have clinical implications in regard to follow-up and are actually lower
than other studies showing the relationship between ASD and PTSD. In a
study of motor vehicle accident survivors by Harvey and Bryant (2003),
it was found that 92% of females and 57% of males diagnosed with ASD
met criteria for PTSD at a follow-up assessment. Birmes and associates
(2003) also confirmed the predictive power of peritraumatic dissociation
and ASD to later development of PTSD in a study of assault victims.
Balluffi et al. (2004) also found ASD symptoms to be common in parents
with a child admitted to PICU. One or more ASD symptoms were experi-
enced by most parents; 90% reported hyperarousal, 75% reported disso-
ciation or reexperiencing symptoms, and 67% reported symptoms of
avoidance. This study revealed higher levels of ASD symptoms compared
to other studies, possibly due to early data collection at median of two
days postadmission (Balluffi, et al., 2004).

In this study, mothers were more likely than fathers to develop PTSD;
however, this finding was weakened by the small number of fathers stud-
ied compared to mothers. Previous literature examining gender differ-
ences in PTSD and ASD support this finding. Bryant and Harvey (2003)
studied motor vehicle accident survivors and found that full criteria of
ASD and PTSD were met by more females than males. Females also
reported higher depression scores than males, and it appeared that the
diagnosis of ASD was a more accurate predictor of PTSD for females than
for males. Males and females appear to have a different incident rate of
ASD; however, continued research is needed in this area. Results from this
study support the potential for screening parents after PICU admission to
identify families at higher risk for developing later PTSD symptoms.
Screening should be done with consideration of the usual initial stress
reactions of parents with the potential to persist and evolve into ASD.
Research involving parents with a child admitted into PICU gives support
for further research regarding ASD in parents within the NICU because
both units are comparable in nature and ascertained to be a potential
traumatic stressor for families (Peebles-Kleiger, 2000).
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Summary
The results of this literature review support the depiction of premature
birth as a traumatic event. The subsequent admission into NICU adds fur-
ther trauma, and stress creates an environment where ASD symptoms
may emerge. Infant prematurity has been associated with higher levels of
stress, anxiety, and depression in both mothers and fathers. Limited infor-
mation is available about ASD symptoms among parents within the expe-
rience of preterm birth. ASD symptoms among parents of premature
infants as a focus have not been studied. There is a need to examine the
incidence of ASD symptoms along with possible confounding variables to
gain a further understanding of stress reactions of parents after the birth
of a premature infant. Information about parental stress responses to pre-
mature birth will enable healthcare professionals to reassure parents on
the normal reactions to premature birth and to grasp an awareness of the
depth to which parents are affected. This knowledge can be used to iden-
tify factors that may place parents most at risk and may assist in further
development of intervention strategies not only to support parents but
also to assist in the prevention of psychological distress in parents of pre-
mature infants.

Theoretical Framework
In family theory the premise that a family needs to be supported as it
moves into a new phase of functioning, such as the birth of a premature
infant, is reinforced. The Resiliency Model of Stress, Adjustment &
Adaptation (evolved from Hill’s ABCX model) has been used as a frame-
work to understand and to predict family stress (DeMarco, Ford-Gilboe,
Friedemann, McCubbin, & McCubbin, 2000). ASD may be conceptualized
within this model to understand and predict family stress and adaptation
to the traumatic stressor of preterm birth. Stressor (A) is a life event that
creates a maturational developmental crisis (i.e., preterm birth, labor and
delivery, and adaptation to parenthood) and can be regarded as a trau-
matic event as defined in the criteria for ASD. The experience of high-risk
pregnancy magnifies tensions and fears with the increased possibility of
the unexpected occurring during labor (Zwelling, 2000). There are two 
distinct crises: the normal developmental crisis of childbirth; and the
recognition that the pregnancy is not following the expected patterns, cul-
minating with the birth of the premature infant, and admission of the infant
into an intensive care environment. The appraisal of the stressor (C) (the
traumatic event) is how the family defines the stressor (planned versus
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unplanned, normal versus high risk, expected versus unexpected). Family
appraisal of the stressor may also be influenced by many factors, including
fear of impending death or a previous infant who was admitted into NICU.
Parental stress and the NICU environment would likely have an impact on
the pileup of stressors (AA) and lead to vulnerability (V), which would
influence patterns of functioning and may result in symptoms of ASD. In
the proposed study, parents will be assessed for ASD symptoms seven to
ten days after birth to determine degree of vulnerability. After the trau-
matic initial period after premature birth, parents begin to adapt to the
stressor by entering the circle of situational appraisal. Resources within
the family assist the family in problem solving and coping and lead to pat-
terns of functioning. The family members’ perception of the degree to
which situations in one’s life are appraised as stressful may also affect this
process. The family may prove to be resilient and show signs of bonadap-
tation, or family adaptation may result in maladjustment. The parents will
be assessed a second time for ASD symptoms one month after birth to
determine if symptoms of ASD persist. This conceptualization of ASD
within the context of the Resiliency Model of Family Stress, Adjustment,
and Adaptation exemplifies the importance of assessing parents for ASD
and symptom severity. It is also important to recognize that the assess-
ment of ASD symptoms will provide just a snapshot of symptoms and feel-
ings within this experience for the mothers and fathers of these premature
infants and that a complex interaction of factors all play a role in this
process. However, in the attempt to understand the experience, healthcare
professionals will be better able to provide appropriate support to fami-
lies. An improved understanding of the process of family stress and adap-
tation may assist in the development of appropriate strategies to increase
adaptive resources, which may facilitate families in dealing with stressors
more effectively. Adaptive resources, such as effective coping strategies,
flexibility–resiliency, family connectedness, family support, communica-
tion and problem-solving process, and social and economic resources, can
assist families in dealing with adversity (Walsh, 2003). Adaptive resources
have been found to be a predictor of resilient outcomes and to increase
coping and adaptation within a family (DeMarco, et al., 2000).

The development of appropriate strategies to assist families is contin-
gent upon an understanding of family reactions to the traumatic event of
preterm birth. Findings from the proposed study will increase understand-
ing of the feelings and symptoms parents experience after the birth of a
premature infant. Gaining a greater understanding of the incidence of ASD
and severity of symptoms in parents of premature infants is important to
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increase knowledge of the parental experience and reactions to the birth
of a premature infant. This knowledge may aid in the development of
appropriate screening and intervention strategies to assist parents with
symptoms of ASD.

Design
A prospective cohort study using a within–subjects research design will be
used to determine the incidence of ASD in parents of premature infants.

Study Objectives
The specific objectives of this study are (1) to measure the incidence rate
of ASD among parents of premature infants admitted to the NICU; (2) to
describe the symptom profiles of acute stress in mothers and fathers of
premature infants; (3) to examine the number and severity of ASD symp-
toms from each of the following categories: intrusion, avoidance, hyper-
arousal, and dissociation; (4) to determine if the number of ASD symptoms
reported in the first seven to ten days after birth (Time 1) diminish or per-
sist one month following birth (Time 2); (5) to determine which factors are
independently associated with the total SASRQ score; and (6) to determine
the factors that may increase the risk of ASD among parents of premature
infants admitted to the NICU.

Study Setting
This study will be conducted within the clinical setting of the NICU at the
Royal Alexandra Hospital (RAH) in Edmonton, Alberta, Canada. The RAH
NICU provides Level III neonatal care to infants and their respective fami-
lies within the Capital Health region, northern Alberta, parts of Northwest
Territories, British Columbia, and Saskatchewan.

Study Population
The population chosen for this study will include parents of premature
infants admitted to the NICU over a three-month period between January
28, 2008 and April 28, 2008. All infants will have an admitting diagnosis of 
premature birth. The inclusion criteria include English-speaking parents 
of infants less than 33 weeks completed gestational age. Either parent 
or both parents will be included in the study depending on consent.
Exclusion criteria are a known fetal anomaly, compassionate care being
offered for the infant after birth due to poor prognosis, and maternal illness
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that precludes NICU visitation and administration of the scale in the first
seven to ten days after birth.

The decision to limit the study population to parents of infants born
less than 33 weeks completed gestational age was due to lack of resources
and time constraints. There is no evidence that this population will be
more at risk for ASD or that a lesser gestational age predicts severity of
ASD symptoms.

Study Variables
The outcome (dependent variable) to be studied is the diagnosis of ASD
and the number and severity of symptoms of ASD in mothers and fathers.
Other factors and covariates (independent variables) are included to
examine the potential confounders that may influence the risk of develop-
ing ASD symptoms. These factors are outlined in Table C-1 and include
maternal, infant, parental, obstetric, and demographic factors, with a spe-
cific focus on infant illness severity; parental worry that the infant may
die; feelings of depression; feelings of support from family, friends, and
spouse; perception of stressful events; history of previous infant admis-
sion into NICU; history of infertility, miscarriage, or problems conceiving;
and history of infant death.

The factors and covariates chosen for this study should be considered
preliminary in nature because there is potential for many complex rela-
tionships among multiple factors to exist before and after the event of
premature birth. The limited number of studies of ASD in parents of
infants admitted to NICU precludes the establishment of a predictive
model and lends only to an examination of associative risk factors.

Study Procedure
After delivery, premature infants are admitted to the NICU at the Royal
Alexandra Hospital. To determine incidence an attempt will be made to
recruit as many parents of infants who fit the study criteria as possible
within a three-month period. This three-month period was calculated by
examining monthly statistics for inborn admissions to the NICU within the
study criteria. This study is projected to take place from January 28, 2008 to
April 28, 2008. According to 2006 NICU admission statistics from January to
March 2006, there will be a predicted 92 potential families that meet the
study criteria. For the purposes of this study, parents will be defined as the
biological parents who are the primary caregivers for these infants. No
guardians, relatives, or foster parents will be asked to participate.
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TABLE C-1
Potential Confounders That May Influence the Risk of Developing ASD Symptoms

Demographic factors

 Parental age

 Gender

Obstetric factors

 Method of delivery

 Multiple birth versus singleton

 Assisted conception

Infant factors

 Infant illness severity

 Birth weight

 Gestational age

 Apgar score

Parental factors

 Symptoms of depression

 Perception of stressful life events

 History of infertility, infant death, difficulty conceiving

 Premature birth expected versus unexpected

 Degree of worry that the infant may die prior to discharge from NICU

 NICU consult and/or NICU tour prior to birth of the infant

 Perception of support from family, friends, and/or spouse

 Residence out of the city where the infant was born

 Other children in the family

 Previous history of infant admission into NICU

Maternal factors

 Gravity and parity

 History of premature birth, high risk pregnancies, miscarriage, and/or stillbirth

 Length of hospitalization prior to the birth of the premature infant
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Study participants meeting the study inclusion criteria will be recruited
by the primary investigator. Posters will be placed in the parent room out-
side of the NICU describing the study. A study information letter will also
be provided to parents at a weekly parent support meeting. The primary
investigator will obtain the parental consent and will be involved in all
data collection. The primary investigator is a neonatal nurse practitioner
intern who is a part of the clinical management team within the NICU. She
has indirect involvement with the parents in NICU approximately 20 hours
per week. She is a part of a collaborative multidisciplinary team that is
responsible for developing plans of care for the infants in NICU. She does
not provide daily nursing care to the infants; however, she may perform
advanced skills as required.

When the infant is five to seven days old, parents of premature infants
who fit the study criteria will be approached for consent to be in this
study. Parents will not be approached for consent while their infant is
unstable, defined as requiring above the expected intensive care support
(i.e., high-frequency oscillation and inhaled nitric oxide treatment), or if
the parents are in considerable distress as defined by the bedside nurse
caring for the infant and/or the social worker involved. If it is deemed ethi-
cally contingent to do so, the parents will be approached for consent (five
to seven days after birth). The researcher will explain the study risks and
benefits to the parents and obtain informed consent. Each parent will
independently sign their own consent. A letter explaining the study and a
copy of the consent will be given to the parents (see Exhibits C-1 and C-2).
The letter has been written in language that is comprehensible and has
been assessed at a grade 8.8 by the Flesch-Kincaid Grade Level score.
This is a voluntary consent, which means that parents are free to refuse
consent or to discontinue participation in this study at any time without
jeopardizing their infant’s continuing care at the Royal Alexandra Hospital
NICU. It will be reiterated that participating in the study will not affect the
standards of care their infant receives in NICU.

Those parents who consent to be in the study will be given a unique ID
number to protect their identity and confidentiality. Care will be taken to
approach parents at a time that is most convenient and nonintrusive as
possible for them. Each parent will independently sign their own consent
to participate in the study. Parents will then be asked to complete the
demographic form, self-report SASRQ, Edinburgh Postpartum Depression
Scale, and the Perceived Stress Scale. The Acute Stress Disorder Interview
will be done by the primary investigator with supervision by Dr. Kathy
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Hegadoren, Canada Research Chair in Stress Disorders in Women. The
parents will be asked to complete the same measures at Time 2.

Data Collection
Data collection will occur during two periods of time, and the timing will
be specifically recorded. Time 1 is defined as seven to ten days postbirth.
Time 1 will give information about the parents’ reactions during the initial
period after the birth of the preterm infant. Time 2 is defined as 28 to 30
days after birth. By collecting data at two time periods, knowledge will be
gained regarding the change in nature and severity of ASD symptoms over
the course of the first month of the NICU stay.

Evidence-based support for the timing of data collection is lacking. The
only study on ASD symptoms in parents of infants in NICU was retrospec-
tive and completed two to four weeks after NICU hospitalization (Shaw, et
al., 2006). However, in a prospective study on the prevalence of ASD and
PTSD in parents of children in PICU, Balluffi and associates (2004) also used
two data collection points: two days after admission (to measure ASD) and
two months after discharge (to measure PTSD). The diagnosis of ASD stipu-
lates the presence of ASD symptoms during the period after 48 hours and
within four weeks posttrauma (Bryant & Harvey, 2000). This supports
measuring ASD symptoms within the period of time chosen for this study.
Measurement of ASD during the initial adjustment period (48 hours to one
week postbirth) carries the risk of overestimation of the incidence of ASD in
this population. To reduce the chance of medicalizing a normal stress reac-
tion to premature birth, the time period of seven to ten days was chosen for
this proposed study. If ASD symptoms remain high in parents at Time 2,
there may be a greater chance that the symptoms will carry on longer than
one month after birth, or in the diagnostic time of PTSD.

Information about support resources will be provided to all partici-
pants. Assistance in accessing those resources will be offered. There are
no agreements or stated guidelines regarding the treatment of ASD in the
early stages. Bryant & Harvey (2000) suggest that treatment does not need
to occur within the acute phase of ASD. A supportive approach in the early
stages of ASD often leads to better outcomes as individuals are able to be
more involved with therapy later in the course of ASD. Parents with signifi-
cant symptoms of ASD during the final data collection will be mailed or
given a list of resources compiled by the primary investigator with assis-
tance from Dr. Kathy Hegadoren. Assistance in accessing the resources will
once again be offered. If ASD symptoms persist in Time 2 data collection,
this would indicate the need for further study of PTSD in this population.
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The Instruments
Score of Neonatal Acute Physiology (SNAP-II)
The Score of Neonatal Acute Physiology measurement tool was devel-
oped and validated prospectively on 1643 admissions in three NICUs. It
was revised to include six physiologic items (lowest mean blood pressure,
lowest temperature, oxygenation status, lowest serum pH, seizures, and
urine output) to create the SNAP-II (Richardson, Corcoran, Escobar, &
Lee, 2001). SNAP-II was recently revalidated in a SNAP Pilot Project in a
large cohort of infants from various NICUs (Zupancic, et al., 2007). SNAP
scores are highly predictive of neonatal mortality, and SNAP is identified
as an important tool for NICU research (Richardson, Gray, McCormick,
Workman, & Goldmann, 1993; Sutton, Bajuk, Berry, Eagles, et al., 2002;
Sutton, Bajuk, Berry, Sayer, et al., 2002). The score parallels physician esti-
mates of mortality risk and directly predicts in-hospital mortality. It has
been used in numerous studies in NICU to measure severity of illness in
premature and term infants. The SNAP-II score quantifies severity of ill-
ness among infants by using six commonly measured laboratory and clini-
cal parameters. A score of zero is assigned if the parameter is within
normal limits or if the parameter has not been measured. Lack of meas-
urement assumes that the infant was not ill enough to induce laboratory
or clinical investigation. SNAP-II scoring requires baseline data from the
first 12 hours of life, found in the NICU flow sheet, to be analyzed and a
scoring form to be completed. An example of an electronic version of the
scoring form can be found at www.sfar.org/scores2/snap22.html. In this
study, SNAP-II scoring will enable infant illness severity to be compared
with the number and severity of ASD symptoms in parents. The greater
the scoring on the SNAP-II scale, the greater the illness severity.

Stanford Acute Stress Reaction Questionnaire (SASRQ)
The SASRQ is a 30-item instrument with six subscales that measures symp-
toms of peritraumatic anxiety, dissociation, and acute stress disorder. The
specific subscales measured are traumatic event, dissociative symptoms
(ten items: numbing, detachment, and emotional unresponsiveness,
reduced awareness of surroundings, derealization, depersonalization, and
dissociative amnesia), reexperiencing of traumatic event (six items),
avoidance of stimuli that arouse memories of the trauma (six items), anxi-
ety–hyperarousal (six items), and impaired functioning (two items)
(Cardena, et al., 2000). Scoring is through a 5-point Likert-type scale ques-
tionnaire, where 0 is not experienced, 1 is very rarely experienced, 2 is
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rarely experienced, 3 is sometimes experienced, 4 is often experienced,
and 5 is very often experienced. Higher total scores reflect higher parental
acute stress symptoms (the range of possible scores is 0–150). Intro-
ductory instructions can be rephrased by the researcher to refer to a spe-
cific event or certain period of time. Questions regarding the description of
the event, how disturbing the event was, and how many days the individ-
ual experienced the worst symptoms are also included. The SASRQ is writ-
ten in simple language, is comprehensible, can be quickly administered
with minimal instruction, and can be easily scored as either a dichoto-
mous or Likert-type measure (Cardena, et al., 2000). The scoring method
for the questionnaire is as follows: total sum of raw scores for the entire
scale and/or subscales or for “caseness,” which is defined in the psychi-
atric world as whether or not the subject has the symptoms or the condi-
tion being studied or assessed for (Burger & Neeleman, 2007). The
developers of SASRQ score the symptom as present (caseness) only if the
respondent indicates 3 or higher (occurring at least sometimes). A total
score of greater than 37 has also been found to be a good estimate of the
symptom by symptom estimation of caseness (E. Cardena, personal com-
munication, August 24, 2007).

The SASRQ was selected for this study due to the quick and easy scor-
ing and administration and proven reliability to measure symptoms of
acute stress reactions. Due to the self-report nature of this questionnaire,
it provides a greater sense of anonymity for the parent participant.
Although it was not designed specifically for parents within the NICU envi-
ronment, it was created to be used in various traumatic events. It has
been tested in a diverse number of studies involving various traumatic
events to determine reliability (Cardena, et al., 2000). The major advan-
tages of using the SASRQ questionnaire are the provision of ordinal rat-
ings along with frequency indexes for each symptom, it involves a wide
coverage of various ASD symptoms, and it has a reasonable ability to pre-
dict subsequent posttraumatic stress in acutely traumatized individuals
(Bryant & Harvey, 2000). It has been used in diverse studies and samples
with very good reliability, construct validity, discriminate and convergent
validity, and predictive validity (Cardena, et al., 2000).

The SASRQ has been used to assess symptoms of stress in parents in
four previous studies (see Table C-1). Personal communication with 
E. Cardena (January 17, 2008) revealed that the SASRQ and the ASD scale
were well accepted by parents in previous studies. Recent use of the tool
by Shaw et al. (2006) to measure the prevalence of ASD in parents of
infants in NICU and in others studies on parental ASD symptoms made it
appealing to the researcher. This study will provide an opportunity to
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calculate Cronbach’s alpha to determine interitem reliability of the instru-
ment. This tool will be used to measure the pattern and severity of symp-
toms, not to diagnose ASD.

Acute Stress Disorder Interview (ASDI)
The ASDI is specially validated against DSM-IV criteria for ASD and there-
fore can be used as a diagnostic tool for ASD (Bryant & Harvey, 2000).
Psychometric properties are outlined in Bryant, Harvey, Dang, and
Sackville (1998). It is a 19-item scale, scored dichotomously for items
related to the following symptoms: five dissociative criteria, four reexperi-
encing criteria, four avoidance criteria, and six arousal criteria. It includes
questions to assess the stressor and the impairment to functioning aris-
ing from symptoms, the trauma–assessment interval, and use of drugs or
medication. This tool has been compared to independent clinician diag-
nostic assessment for ASD by Bryant and Harvey (2000). The sensitivity of
the tool was found to be 91%, with a rate of false positives of 7%.
Specificity of the tool, defined as the number not diagnosed by the ASDI
as well as by the clinician was 93%, with a rate of false negatives of 9%. It
has the weakest sensitivity for dissociation (79%); however, it will only be
used to diagnose ASD, and the SASRQ will be used to measure severity
and frequency index of each symptom. Internal consistency of the 19
items was high in previous studies of trauma survivors (r = 0.90).
Test–retest reliability was performed by readministering the tool between
two and five days after initial completion. There was strong agreement in
presence or absence of symptoms (at least 80%) with strong correlations
of each criterion score (at least 0.80).

The Edinburgh Postnatal Depression Scale (EPDS)
The EPDS is a ten-item self-report scale used to screen for postnatal
depression. The sensitivity of the scale was found to be 86% identified as
true positives for depression, with 78% identified as true negatives. It has
been recognized that the sensitivity and specificity of this scale may
increase when family members are not present (Cox, Holden & Sagovsky,
1987). As with all scales used within this study, the EPDS will be scored
independently.

The Perceived Stressor Scale (PSS)
The PSS is a 14-item tool used to measure the degree to which situations
in one’s life are perceived to be stressful. Scores are obtained by reversing
the scores on seven positive items (Items 4, 5, 6, 7, 9, 10, and 13) and then
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summing all 14 items. It contains items that are easy to understand and 
can be used with participants with at least junior high school education.
According to Cohen, Kamarck, and Mermelstein (1983) the PSS has ade-
quate internal and test–retest reliability and has been correlated with life-
event scores, depressive and physical symptoms, social anxiety, and others.
It will be used as an outcome measure of the perceived levels of general
stress that parents experienced one month prior to completing the tool.

The ASDI, EPDS, PSS, and SASRQ will be given to parents during Time 1
(seven to ten days after birth) and Time 2 (28 to 30 days after birth). Every
effort will be made to ensure comfort during data collection. The interview
and questionnaires will be completed in a quiet room away from the bed-
side at a convenient time for the participant. Both parents will answer the
scales separately. All data will be kept confidential. Completion of the
SASRQ instrument should take approximately five minutes (Cardena, et al.,
2000). Previous studies do not identify this tool as being complicated or
problematic to complete. The instrument is considered to be comprehen-
sible and easy to use (Cardena, et al., 2000). The PSS contains only ten
items to rate on a scale of 0 to 4, which should take about five minutes to
complete. The EPDS also contains only ten items, is a well-known, well-
used scale to measure signs of postnatal depression, and should also take
five minutes to complete (Cox, et al., 1987). The ASDI contains 19 items
scored dichotomously, it has been defined as user friendly, and can be
administered quickly (Bryant & Harvey, 2000).

Demographic data will be collected from the infant’s chart by the pri-
mary investigator and from the mother and/or father. Demographic data
will be used to determine specific demographic factors associated with
number and severity of ASD symptoms. The primary investigator will also
obtain necessary information from the chart to complete SNAP-II scoring
form to measure infant illness severity. Data collection and scoring of the
SNAP-II will be done only by the primary investigator.

To determine the reliability and validity of the data in a study of this
nature, it is necessary to examine the instruments that measure the vari-
ables within the study (Wood & Ross-Kerr, 2006). The reliability of the
SASRQ was recently supported for use within the NICU by Shaw and asso-
ciates (2006), who calculated Cronbach’s alpha of 0.90 for the sample of 
NICU parents, indicating good internal consistency. The SASRQ has pos-
sessed high internal consistency in various studies with diverse traumas
(Cronbach’s alpha 0.80 to 0.95), shows good to excellent reliability, and 
has proven to be predictive of subsequent PTSD severity (Cardena, et al.,
2000; Harvey, 2003; Harvey & Bryant, 2002). The ASDI has been validated
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against clinician-based diagnoses of ASD (Bryant, Dang, & Sackville, 1998). It
has possessed high internal consistency (r = 0.90), sensitivity (91%), and
specificity (93%) in trauma survivors assessed within one and three weeks
posttrauma. Test–retest reliability was also strong (r = 0.88). Diagnostic
agreement was high; it has identified 91% of participants who were clinically
diagnosed with ASD and 93% of those who were not diagnosed (Bryant &
Harvey, 2000). The other measurement tool to be used in this study is the
SNAP-II physiologic severity index. It was chosen by the researcher due to
proven usefulness and validity in measuring illness severity in preterm
infants (Richardson et al., 1993; Sutton, Bajuk, Berry, Sayer, et al., 2002). The
internal consistency reliability coefficient (Cronbach’s alpha) will be calcu-
lated for all scales used to determine the reliability of measurement for this
study. The SASRQ scores will be correlated to ASD diagnosis by ASDI to pro-
vide further evidence of the futility of the scales in measuring ASD.

The cohort population was chosen because the parents have the com-
mon experience of premature birth. The results may not be generalized to
all parents of premature infants but specifically to parents of premature
infants born less than 33 weeks gestation. There is a chance of overesti-
mation or underestimation of symptoms due to knowledge of the variable
being studied. Within this study design there are attempts to control for
extraneous variables through the use of parents without previous experi-
ence in the NICU environment and through the detection of postnatal
depression, which could lead to symptoms similar to ASD.

Data Analysis
Data entry and analysis will be conducted using SPSS for Windows Version
16.0 (SPSS Inc., Chicago, Illinois). The nonparticipation rate and reasons
for parents’ refusal to participate will be estimated and reported. The char-
acteristics of the study population will be described using descriptive sta-
tistics. For continuous variables means and standard deviation will be
calculated; for continuous nonnormally distributed variables, median and
interquartile ranges will be estimated. Frequencies and percentages will be
calculated and reported for categorical and discrete variables. Graphic dis-
plays will be used to illustrate differences in the distribution of SASRQ
symptoms by parental status (mothers versus fathers).

The following section describes the proposed methods of data analysis
to attain each study objective. Parametric tests will be used unless nor-
mal distribution of the data cannot be assumed, then nonparametric
analyses will be computed.
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Objective 1: To measure the incidence rate of ASD among parents of
premature infants admitted to the NICU. The following equation will be
used: [(1) number of mothers with ASD; (2) number of fathers with
ASD; or (3) number of parent participants with ASD)] 4 [(1) number of
maternal participants; (2) number of paternal participants; or (3) num-
ber of parent participants)] 3 100. An incident rate will be reported for
mothers, fathers, and for the overall study participants.

Objectives 2 and 3: To describe the symptom profiles of acute stress
in mothers and in fathers of premature infants and to examine the
number and severity of ASD symptoms from each of the following 
categories: intrusion, avoidance, hyperarousal, and dissociation.
Symptom score distributions within the five SASRQ categories will be
compared by parental status. For each of the symptom categories
(intrusion, avoidance, hyperarousal, and dissociation) contained in
the SASRQ, raw scores will be summed in accordance with the SASRQ
Scoring Guide. A new variable will be created to identify study partici-
pants with scores $ 3 in each category. The proportion of subjects
who have caseness or significant symptoms of ASD (defined as an
SASRQ symptom score of $ 3) will be summed and reported as a per-
centage by parental status (i.e., mothers, fathers, and both parents).
Graphic displays will be used to illustrate differences in scores in each
category by parental status.

Objective 4: To determine if the number of ASD symptoms reported
in the first seven to ten days after birth (Time 1) diminish or persist 
one month following birth (Time 2). A dependent pairs t-test will 
be conducted. A P-value < 0.05 will be used to establish if any of 
the compared differences between Time 1 and Time 2 are statistically
significant.

Objective 5: To determine which factors are independently associ-
ated with the total SASRQ scores, multiple linear regression will be
used with the stepwise procedure for selection of variables.

Objective 6: To determine the factors that may increase the risk of
ASD among parents of premature infants admitted to the NICU. To
address this study objective, bivariate logistic regression will be
employed to determine which risk factors are significantly associated
with the occurrence of ASD among parents of preterm infants in the
NICU. Unadjusted odds ratios (OR) and 95% confidence intervals (CI)
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will be estimated and reported to indicate the magnitude and direc-
tion of the affect of each independent variable on the likelihood of par-
ents reporting significant symptoms of ASD. A significant OR (greater
than 1.0) will indicate that parents exposed to the risk factor had a
higher risk of reporting significant symptoms of ASD than parents who
were not exposed to the risk factor. All significant risk factors and
covariates from the bivariate analysis will be included in a multivari-
ate logistic regression (MLR) analysis to determine the factors that
are independently associated with significant symptoms of ASD after
controlling for the impact of all other variables and confounders.

Identification and the selection of potential confounding variables was
based on the results of previous studies. For example, in a sample of par-
ents of children admitted to PICU, Balluffi et al. (2004) identified that the
presence of ASD was associated with parents’ degree of worry that their
child might die. The severity of ASD symptoms were also associated with
the degree of worry that the child may die. Severity of illness was not asso-
ciated with ASD presence in the PICU population. In a study by Shaw et al.
(2006) in the NICU parent population, ASD symptoms were not found to be
related to birth weight, gestational age, and Apgar scores. Infant illness
severity was not measured in this study. These possible relationships
among risk factors provided some direction as to what confounding and
interaction effects should be assessed in the present study. Due to the lim-
ited research of ASD in the NICU population, some risk factors, such as
birth weight, gestational age, and Apgar score, previously reported as not
significantly related to ASD symptoms will be replicated in this study.

Ethical Considerations
This proposal was submitted for ethical review by the Health Research
Ethics Board (HREB) at the University of Alberta. The main ethical issues
within this proposal are confidentiality, anonymity, informed consent,
data storage, and helping parents identified as having persistent symp-
toms obtain appropriate service. The primary investigator has obtained
approval from the Royal Alexandra Hospital NICU research committee
prior to submitting this proposal. Site approval from the Royal Alexandra
Hospital has also been obtained.

Informed participant consent will be obtained according to ethical
guidelines outlined by the HREB of the University of Alberta. The primary
investigator will be responsible for obtaining consent. All participants will
receive an information letter outlining the study and an informed consent
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form. The researcher will be responsible for ensuring that the partici-
pants understand the implications of being in the study. Confidentiality
and anonymity will be maintained by the use of ID numbers on admission
to the study to prevent any personal or identifying information from being
on the questionnaires. Because infants may be discharged to home or
transferred to another nursery, contact information will be obtained from
each parent. Computerized data will not include personal identifying
information, only anonymous data identifiers to maintain subject confi-
dentiality. Only the primary investigator and research committee will
have access to the data. All data collected will be stored in a locked filing
cabinet when not in use. Computerized data stored on CD or memory
stick will also be locked up when not in use. After completion of the study,
data will be kept in a locked, secure place at all times and destroyed
appropriately after seven years.

Every attempt has been made by the researcher to make the research
process as minimally distressing as possible. Parents will not be approached
for consent if their infant is unstable or if they are currently experiencing
distress. This study excludes those infants being offered compassionate
care. This sensitivity is a necessary part of this type of research.

There is a risk that some of the questions within SASRQ and ASDI may
cause parents to remember a significantly stressful period with their infant
or to recall intense feelings. The study explanation letter (Exhibit C-1)
includes a clause stating that they can leave a question blank or refuse to
participate at any time. Information about support resources and assis-
tance in accessing those resources will be provided to all participants dur-
ing both stages of data collection. The list of resources was compiled by
the primary investigator with assistance from Dr. Kathy Hegadoren. The
NICU offers parents support through parent groups, and social workers are
involved in the care of the NICU families. Social workers will be on the list
of resources for parents but are not a part of the research team and so will
not be privy to any confidential information involved in this study.

Conclusion
Knowledge gained from this study will provide evidence on the nature of
the parental stress response to premature birth, gender differences of the
parental stress response, and determine the incidence of ASD symptoms
within this population. Substantiation of the practicability and reliability of
using the SASRQ instrument to measure parental ASD symptoms within the
NICU environment is an important outcome of this study. A contribution
will be made to nursing knowledge by enabling nurses and other healthcare
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professionals to gain insight and awareness into the extent to which par-
ents of premature infants are affected by premature birth and subsequent
admission to NICU. This is critical to understanding the dynamics of the
parental experience. It will also facilitate the ability of healthcare profes-
sionals to reassure parents on the various symptoms and reactions to pre-
mature birth. The conclusions made from this study may be used to
identify parents most at increased risk for ASD and assist in future develop-
ment of intervention strategies to provide support and assistance for par-
ents of premature infants.
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EXHIBIT C-1
Information Letter

Title of Research Study

The incidence of acute stress disorder among parents of premature infants in the neonatal intensive 
care unit

Investigator

Jodi Jubinville, BScN, MN(c)

Graduate Student, Faculty of Nursing, University of Alberta

Pager Number: 445-2380

Jodi.Jubinville@capitalhealth.ca

Supervisors

Dr. C. Newburn-Cook, RN, PhD Dr. K. Hegadoren, RN, PhD

Associate Dean of Research & Associate Professor Professor & Canada Research Chair

Faculty of Nursing, University of Alberta Faculty of Nursing, University of Alberta

Office Phone Number (780) 492-6764 Office Phone Number (780) 492-4591

christine.newburn-cook@ualberta.ca kathy.hegadoren@ualberta.ca

Purpose

This research study is about reactions parents may have after their child is born premature. Moms and
dads can have different reactions, so we are inviting both parents to describe their reactions separately.

Research Process

If you agree to be in this study, you will fill out three short surveys. The surveys will take about 15
minutes to finish. An interview will also be done in private. This will take about 30 minutes. The
surveys also include questions to let us know more about you (for example, age, education level, job
status, and income). The surveys will be given to you twice: when you decide to take part in this study
and again in about two weeks. It is important to us that you choose times that suit your needs. We
would also like your okay to get information from your baby’s medical records. We will need to find
out more about the pregnancy and delivery of your baby and the care received while in the neonatal
intensive care unit. You will be given a special number so that all study information will remain private.

Possible Risks

Some of the questions we ask you may cause you to remember a very stressful time with your baby.
If you feel that any of these questions are too hard to answer or if they upset you, please leave the
question blank. You can withdraw from the study at any time. A social worker is available if you would
like to speak to someone about feelings that may have come up while answering these questions.
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Possible Benefits

There is no direct benefit to you for taking part in this study. However, your answers will provide useful
information to families, nurses, doctors, and social workers regarding how parents feel about having a
baby in the neonatal intensive care unit. It may help us in knowing which parents are at higher risk for
developing signs of stress. It may also help us in developing plans of care to assist these families.

Privacy

The research team will collect the results of surveys and information from your baby’s medical record.
We will only collect information that is needed for the research. All information collected in this 
study will be kept private, as required or permitted by law. If results from this study are published, 
you or your infant will not be named. You will be given a special number to keep your privacy. Your
information will be kept in a locked cabinet at all times. Only the research team will be able to look 
at your information. This is a voluntary consent, which means you are free to refuse your consent to
participation or to stop taking part in this study at any time without changing your baby’s care at the
Royal Alexandra Hospital.

Costs

There will be no cost for taking part in this study. At each time point a small token of thanks will be
given to you.

Contact Names

If at any time you have questions about this study, you may contact me, Jodi (pager 445-2380), or my
supervisors, Drs. Christine Newburn-Cook (492-6764) and Kathy Hegadoren (492-4591). The study has
been approved by the Health Research Ethics Board at the University of Alberta. If you have any
concerns about any aspect of this study, you may contact the Nursing Research Office at (780) 492-
6832. This office is not involved with the research project.
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EXHIBIT C-2
Consent Form

Project Title: The incidence of acute stress disorder among parents of premature infants in the
neonatal intensive care unit

Investigator:
Jodi Jubinville, BScN, MN(c)
Master of Nursing Graduate Student
Faculty of Nursing, University of Alberta
Pager Number: 445-2380

Supervisors
Dr. C. Newburn-Cook, RN, PhD Dr. K. Hegadoren, RN, PhD
Associate Dean of Research & Associate Professor Professor & Canada Research Chair
Faculty of Nursing, University of Alberta Faculty of Nursing, University of Alberta
Office Phone Number (780) 492-6764 Office Phone Number (780) 492-4591
christine.newburn-cook@ualberta.ca kathy.hegadoren@ualberta.ca

Consent of Parent Participant
Do you understand that you have been asked to be in a research study? Yes No

Have you read and received a copy of the attached information sheet? Yes No

Do you understand the benefits and risks involved in taking part in this research study? Yes No

Have you had the opportunity to ask questions and discuss the study? Yes No

Do you understand that you are free to refuse to participate or withdraw from the study 
at any time? You do not have to give a reason, and it will not affect the care your infant 
receives while in the neonatal intensive care unit. Yes No

Has the issue of confidentiality been explained to you? Yes No

Do you understand that the findings may be published or presented at conferences, 
but your name or any material that may identify you will not be used? Yes No

Do you understand that the research team will have access to your baby’s medical records? Yes No

Do you understand who will have access to your study records? Yes No

Would you like a report of the research findings? If so, address:

This consent was explained to me by: Date:

I agree to take part in this study

Signature of Research Participant Printed Name

I believe that the person signing this form understands what is involved in the study and voluntarily
agrees to participate.

Signature of Investigator Printed Name
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Introduction
The successful management of nausea and vomiting is a fundamental
part of nursing care of children after neurosurgery. Several risk factors
have been examined as contributing to postoperative nausea and vomit-
ing (PONV) in other surgical populations. These risk factors include a
prior history of motion sickness or PONV, the age of the child, type of
anesthetic, length and/or location of surgery, use of opioids, experience
of pain, and exposure to other noxious stimuli (Gan, 2006). Ineffective
management of PONV may result in pressure on surgical incisions, pul-
monary aspiration, increased intracranial pressure, delay in recovery,
increased length of hospital stay, and significant distress for the child
and family (Macario, Weinger, Carney, & Kim, 1999; Scuderi & Conlay,
2003). For children who require cancer treatment after their surgery,
their experience of even mild PONV could have an effect on future nau-
sea and vomiting with their chemotherapy and/or radiation therapy pro-
tocols causing more deleterious effects (American Society of Health
Systems Pharmacists, 1999). Although estimates of cumulative incidence
of PONV in other populations of children are more than 40% (Rose &
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Watcha, 1999; Rowley & Brown, 1982), little attention has been paid to
PONV in children following neurosurgery.

From clinical observation, children who have undergone posterior fossa
surgery (surgery for brain tumors or malformations that occur in the back
bottom part of the brain, below the tentorium, where the brainstem and
cerebellum reside) appear to be at highest risk for long-lasting, severe, and
unremitting PONV (Neufeld, 2002). However, this observation has not yet
been substantiated by any research. Even the adult neurosurgery litera-
ture that has examined the contribution of location of neurosurgery to
PONV is inconclusive (Fabling, et al., 1997; Irefin, et al., 2003). Even more
troublesome is the lack of investigation into the kind of severe intractable
PONV that is occasionally observed clinically after posterior fossa surgery. 

The development of protocols for preventing and treating adverse 
outcomes, such as PONV, requires that the characteristics of those in the
population who do and do not experience the outcome be determined.
The identification of these risk and protective factors for PONV in neuro-
surgery is limited to studies in adults (Fabling, et al., 1997; Flynn &
Nemergut, 2006; Irefin, et al., 2003; Meng & Quinlan, 2006; Stieglitz, et al.,
2005). Multivariable models of PONV developed for adults to delineate sig-
nificant risk factors for prognosis show limited validity for use for children
(Eberhart, Morin, et al., 2004). The only multivariable model of PONV
developed for children (Eberhart, Geldner, et al., 2004) did not examine
risk factors that are unique to pediatric neurosurgical populations because
it excluded these children in their sample.

The purpose of this study is to determine the epidemiology of PONV in
children after posterior fossa surgery. A five-year retrospective chart
review of all children who had posterior fossa surgery will be conducted
at participating children’s hospital sites across Canada. First, the cumula-
tive incidence of nausea and vomiting and retching at specific time peri-
ods after surgery will be determined. Second, the number of children with
severe PONV will be determined. Third, risk and protective factors for the
occurrence of vomiting, retching, and severe PONV will be explored.
Fourth, the relationship among these two outcomes and other adverse
events will be examined.

Following neurosurgery, the care of children requires a comprehensive
approach to the prevention and management of PONV, including careful
assessment; the use of an efficacious PONV protocol; and implementation
of nonpharmacological strategies, such as appropriate delay of oral
intake, assuring slow movements, and providing a low stimulation envi-
ronment that limits noise, activity, motion, and light. Reliable and valid
preventive intervention programs must target those at highest risk to 
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prevent unnecessary related risk, burden to the child and family, and
expense to the healthcare system. The results of this study will advance
our knowledge of PONV in a vulnerable group of children by establishing
risk and protective factors to help clinical decision making and will pro-
vide the foundation for further studies.

Background
The term “postoperative nausea and vomiting (PONV)” covers one or more
of three symptoms: nausea, retching, and vomiting (Gan, 2006). Nausea 
is the unpleasant sensation of the urge to vomit that occurs along with neu-
rological changes, such as excessive salivation and swallowing (Apfel,
Roewer, & Korttila, 2002). Retching is the first phase of vomiting (Hornby,
2001) and is commonly defined as an unproductive attempt to vomit (Apfel,
et al., 2002). Vomiting is the forceful expulsion of stomach contents through
the mouth that involves coordinated autonomic processes in the brain and
gut (Hornby, 2001). Occurring alone or in combination, these symptoms
may cause discomfort and distress for the individual, put pressure on surgi-
cal incisions, increase intracranial pressure, cause dehydration and elec-
trolyte imbalance, delay recovery, and prolong hospitalization (Macario, et
al., 1999; Scuderi & Conlay, 2003).

PONV is common in children following craniotomy (Furst, et al., 1996).
Although its incidence has not been described, severe refractory PONV
has been reported as a clinical concern for children after posterior fossa
surgery (Neufeld, 2002). Clinical experience and the proximity of neuro-
logical processes associated with nausea and vomiting to the location of
the surgical procedure makes the exploration of PONV in children after
posterior fossa surgery an important area of research. In this paper, the
rationale for research that is focused on PONV in children after posterior
fossa surgery will be developed. A literature review of critical aspects of
PONV in children and adults will follow to establish the rationale for fur-
ther study. Finally, the research design of a multisite retrospective study
to determine the incidence of PONV and its risk and protective factors for
children after posterior fossa surgery will be presented.

Why Focus on PONV in Children After Posterior 
Fossa Surgery?

Children who require neurosurgery form a heterogeneous group that
ranges from healthy children to children with severe disabilities. Surgical
treatment spans from one-hour shunt operations to brain tumor operations
that last more than 12 hours. One approach to addressing the heterogeneity
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in pediatric neurosurgery in the study of PONV is to limit the sample to a
particular area of neurosurgery and build on knowledge from there. By
specifically studying children after posterior fossa surgery, the research
questions can also be focused on the determination of incidence and the
unique risk and protective factors for PONV for this group of children.
This approach has shown success in determining risk and protective fac-
tors specific to the location of the neurosurgery in three adult studies
(Flynn & Nemergut, 2006; Meng & Quinlan, 2006; Stieglitz, et al., 2005).

Neurosurgeons have determined by experience that certain specific
areas of the brain are frequently associated with protracted postoperative
vomiting. Along with vomiting usually comes varying degrees of nausea but
also sometimes hiccups, bradycardia episodes, or apnea spells. Sudden or
dramatic changes in intracranial pressure alone, especially low intracranial
pressure, can be associated with intractable vomiting, but the most serious
vomiting seems to be associated with posterior fossa surgery.

Posterior fossa surgery takes place below the tentorium cerebelli in the
posterior cranial fossa. The posterior cranial fossa houses the back bot-
tom part of the brain, including the cerebellum, brainstem, and cranial
nerves III–XII. Complex physical, chemical, and emotional processes are
involved in nausea, retching, and vomiting. Although the reticulospinal
tracts, diencephalon, limbic system, and discrete areas of the cerebral
hemispheres may all be involved in nausea and vomiting (Ganong, 1987),
the coordination of the autonomic changes associated with retching and
vomiting occurs at the level of the medulla oblongata in the posterior
fossa (Hornby, 2001; Miller, 1999). Areas of the medulla oblongata that are
involved in retching and vomiting include the area postrema in the lower
lateral wall of the fourth ventricle, which has cells that are more sensitive
to circulating emetic substances than the underlying medulla; the nucleus
tractus solitarius (NTS), which receives input from the area postrema,
vestibular apparatus, and abdominal vagal afferents; as well as groups of
neurons that are scattered throughout the medulla that may be activated
in sequence by a central pattern generator (CPG), which receives input
from the NTS.

Biologically and clinically, children after posterior fossa surgery appear
to be at highest risk for PONV, especially severe refractory PONV. Lesions
anywhere in the posterior fossa can be associated with intractable vomit-
ing, both preoperatively and postoperatively. The worst cases of PONV
seem to occur with surgery near the dorsal surface of the brainstem (floor
of fourth ventricle). The lower in the brainstem, the worse the vomiting,

378 APPENDIX D NAUSEA AND VOMITING FOLLOWING POSTERIOR FOSSA SURGERY

71799_APPD_FINAL.qxd  2/4/10  1:09 PM  Page 378



with the worst areas being close to the midline below the striae medullares
(vagal trigone) or near the lateral recesses (vestibular area). Intractable
vomiting is such a problem with surgery in and around the medulla oblon-
gata that plans for tracheostomy tube airway management and gastros-
tomy tube feeding are usually discussed with the family before proposed
midline posterior fossa surgery.

Literature Review
The incidence, risk and protective factors, prevention, and treatment of
PONV in children after posterior fossa surgery have not been identified in
the literature. The purpose of this review is to bring together relevant lit-
erature from studies of PONV in other patient groups to provide insight
and direction for this research project. First, the incidence of PONV in
children after craniotomy is discussed. Second, risk and protective fac-
tors for PONV will be identified along with a discussion of the applicabil-
ity of adult studies to children. Third, the applicability of the only
pediatric study of children after neurosurgery is reviewed. Finally, the lit-
erature on strategies for prevention and treatment of PONV and severe
refractory PONV in neurosurgery is reviewed.

Incidence of PONV in Children After Craniotomy
Although PONV has been identified as frequent following craniotomy in
adults (Du Pen, et al., 1992; Irefin, et al., 2003; Manninin, Raman, Boyle, &
el-Beheiry, 1999; Wong, O’Regan, & Irwin, 2006), studies aimed at deter-
mining its incidence in children have not been published. One small ran-
domized controlled trial provides some insight into the incidence of
PONV in children after craniotomy. Furst and colleagues (1996) examined
postoperative vomiting (POV) to determine the efficacy of ondansetron in
the first 24 hours after either supratentorial or infratentorial craniotomy
in children. In this study of 60 children aged 2–16 years, 57% of children
experienced at least one episode of vomiting within 24 hours of cran-
iotomy despite prophylactic treatment with antiemetics. This result is
higher than the estimated 40% of children in other surgical populations
who experience POV (Rose & Watcha, 1999; Rowley & Brown, 1982).
Finally, even in the overall pediatric literature, little work has been done
to look at postoperative nausea (PON) in children (Fisher, 1997), and no
one has looked at severe refractory PONV, even though Rowley and
Brown called for such studies in 1982 (Rowley & Brown, 1982).
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Risk and Protective Factors for PONV
Knowledge about risk and protective factors helps guide clinical decision
making and furthers research into mechanisms of disease, prognosis, and
efficacy of new interventions (Concato, Feinstein, & Holford, 1993; Gan,
2006; Harrell, Lee, & Mark, 1996). Currently, there are no studies of risk
and protective factors for PONV in children after neurosurgery. Overall,
there are numerous published studies of risk and protective factors for
PONV and a few studies of PONV in adults after neurosurgery. The appli-
cation of these results to children may be appealing, but multivariable
models of risk and protective factors for PONV in adults do not appear to
generalize to children (Eberhart, Morin, et al., 2004). Furthermore, the one
published study of risk factors for PONV in children (Eberhart, Geldner, et
al., 2004) has limitations for use in children after posterior fossa surgery.

Overall Risk and Protective Factors for PONV
In his recent systematic review of more than 20 multivariable models of risk
and protective factors for PONV (including one developed with a pediatric
sample) and dozens of univariable studies and clinical trials, Gan (2006)
identified established, possible, and disproved risk factors. Established risk
factors included female gender postpuberty; nonsmoking status; history of
PONV or motion sickness; childhood after infancy and younger adulthood;
increasing duration of surgery; and the use of volatile anesthetics, nitrous
oxide, a large dose of neostigmine, and intraoperative or postoperative opi-
oids. Possible, but not confirmed, risk factors included better American
Society of Anesthesiologists (ASA) physical status; history of migraine
(nausea only); preoperative anxiety; ethnicity; history of PONV or motion
sickness in a parent or sibling; certain surgery types (among them neuro-
surgery); less intraoperative fluid administration; increasing duration of
anesthesia; general anesthesia versus other forms; and use of longer-acting
opioids. The short list of disproved risk factors included early phase men-
struation; obesity; and lack of supplemental oxygen.

Risk and Protective Factors for PONV in Neurosurgery
There are five published studies that focus on risk and protective factors
for PONV in neurosurgery—all are limited to surgery in adults. First,
Fabling and colleagues (1997), in a multivariable analysis of retrospective
data from 199 adults after craniotomy, found that posterior fossa surgery,
female gender, and younger age were predictors of PONV by 24 hours.
Duration of anesthetic, fentanyl dose, and postoperative opioid use were
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removed from their model as insignificant. Irefin et al. (2003) conducted a
prospective study of PON and pain in 128 patients following craniotomy
and did not find a relationship between craniotomy location (supratentor-
ial versus posterior fossa) and nausea (vomiting was not examined).

Stieglitz and colleagues (2005) conducted a retrospective analysis of the
preoperative symptoms and conditions that contributed to nausea and
dizziness in 115 patients after vestibular schwannoma surgery. This study
was the only one that attempted to quantify postoperative symptoms by
describing the number of days that the patients experienced symptoms.
The mean number of days that patients suffered from nausea was 2.3
(range of 0–16 days), and 32% had symptoms longer than three days. Of
preoperative vertigo symptoms, examination findings, gender, tumor size,
tumor grade, side of tumor, body mass index, and positive stepping test,
univariate analysis (Student’s t-tests) showed significant differences for
gender and tumor grade. Interestingly, those with tumor classes 4a (com-
pression of the brainstem) and 4b (severe dislocation of the brainstem and
compression of the fourth ventricle) showed less nausea than those with
early tumor classes 1 (localized intrameatal), 2 (has an extrameatal part),
3a (fills the cerebellopontine cistern), and 3b (reaches the brainstem). The
authors hypothesized that patients with later tumor grades were accus-
tomed to vestibular dysfunction and better able to compensate postopera-
tively than those with early tumor grades. The greater degree of retraction
on the cerebellum and vestibular nerves required to expose smaller
tumors was another proposed explanation for this unexpected finding.

Flynn and Nemergut (2006), in a retrospective analysis of 877 adults
after transsphenoidal surgery, found an incidence of postoperative vomit-
ing of 7.5% in this patient population during the period of their postanes-
thesia care unit stay. A higher incidence of vomiting was reported in
patients who required a lumbar intrathecal catheter (11.4%), those who
experienced a cerebral spinal fluid leak and subsequent fat grafting
(17.1%), and those who presented with craniopharyngiomas (18%). Anti-
emetic prophylaxis was related to a lower incidence of nausea but was
not related to vomiting. In this study, nausea was measured by the docu-
mented use of an antiemetic drug after complaining of nausea, so the reli-
ability of the researchers’ measure for nausea could explain this result
(i.e., nurses were less likely to give a second dose of an antiemetic for nau-
sea if an intraoperative dose was already given).

Most recently, Meng and Quinlan (2006) conducted a five-year retro-
spective analysis of PONV in 185 patients following retromastoid craniec-
tomy with microvascular decompression of cranial nerves. Sixty percent
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of the patients experienced nausea, vomiting, or both, even though 99% of
them received prophylactic ondansetron. These authors developed a mul-
tivariable model that included the risk factors of decompressive surgery
for cranial nerve V (versus cranial nerves VII, IX, and X), use of desflurane
(versus sevoflurane), and female gender, and the protective factor of the
use of a transdermal scopolamine (TDS) patch to account for PONV in
this population. Anesthetic time, muscle relaxants, reversal drugs, intra-
operative propofol, use of fentanyl, and use of postoperative opioids were
excluded in their model.

The literature on neurosurgery and PONV shows two different ap-
proaches to the identification of risk and protective factors for PONV: gen-
eral and specific. Studies that focus on a specific neurosurgical approach
(transsphenoidal, retromastoid) or type of tumor (vestibular schwan-
noma, craniopharyngioma) allow for the delineation of risk factors spe-
cific to those patients. These factors may be missed in studies that take a
broader focus with a more heterogeneous population if a similar number
of participants were included.

Applicability of Adult Studies to Children
Because there are studies of risk and protective factors for adults after
neurosurgery and refined prognostic models for adults, there may be a
temptation to apply these findings to children. To determine the applica-
bility of adult multivariable risk models of PONV to children, Eberhart,
Morin, and colleagues (2004) selected five models (Apfel, et al., 1998; Apfel,
et al., 1999; Koivuranta & Laara, 1998; Palazzo & Evans, 1993; Sinclair,
Chung, & Mezei, 1999) that allowed for the calculation of risk during the
first 24 hours after surgery and showed content validity for a pediatric
population. To validate these models, Eberhart and colleagues measured
POV in the first 24 hours in 1150 children aged 0–12 years. The study took
place over 22 months and included a university hospital, a community
hospital, and an outpatient surgical center. There were no children with
neurosurgery in the sample. The majority of children had ear, nose, and
throat surgery (42%), urological surgery (24%), ophthalmic surgery (16%),
or abdominal procedures (10%). Anesthetic protocols were not standard-
ized, but 128 children who were given prophylactic antiemetics or dexam-
ethasone had their data withdrawn. Thirty-nine patients were also lost to
follow-up. Of the 983 children remaining, 326 experienced at least one
episode of POV in 24 hours. As shown in Table D-1, the models were not
well calibrated. Even more disappointing was the limited ability of any of

382 APPENDIX D NAUSEA AND VOMITING FOLLOWING POSTERIOR FOSSA SURGERY

71799_APPD_FINAL.qxd  2/4/10  1:09 PM  Page 382



LITERATURE REVIEW 383

TABLE D-1
Validation of Adult Models of PONV in Children

Area under the 
Calibration ROC curve*
curve (95% CI)
(Eberhart, Morin, (Eberhart, Morin, 

First author Formula et al., 2004) et al., 2004)

Palazzo (1993) Risk of PONV 5 1/1 1 e-logit(p) y 5 0.55x 1 30 0.56 (0.52–0.60)
P 5 5.03 1 2.24 (postoperative 
opioids) 1 3.97 (history PONV) 
1 2.4 (female gender) 1 0.78 
(motion sickness) 2 3.2 (female 
gender 3 motion sickness)

Koivuranta (1998) Risk of POV 5 7, 17, 25, 38, and y 5 1.18x 1 8 0.61 (0.58–0.65)
61% when 0–5 factors are present: 
Female gender, previous PONV, 
duration of surgery >60 min, 
nonsmoking, motion sickness

Apfel (1998) Risk of POV 5 1/1 1 e-logit(p) y 5 0.51x 1 18 0.59 (0.56–0.63)
P 5 21.92 1 1.28 (female gender) 
– 0.029 (age) 2 0.74 (smoking) 
1 0.63 (history of POV or motion 
sickness) 1 0.26 (duration of surgery)

Sinclair (1999) Risk of PONV 5 1/1 1 e-logit(p) y 5 0.64x 1 13 0.65 (0.61–0.69)
P 5 2.36 1 0.014 (age) 2 1.03 (male 
gender) – 0.42 (smoking) 1
1.14 (history PONV) 1 0.46 (duration 
of surgery/30) 1 1.48 (ENT) 1
1.9 (plastics) 1 1.2 (gynecological 
non-D&C) 1 1.04 (orthopedic knee) 
1 1.78 (orthopedic shoulder) 1
0.94 (orthopedic other) 2 5.97

Apfel (1999) Risk of PONV 5 10, 21, 39, 61, and y 5 0.64x 1 14 0.58 (0.54–0.62)
79% when 0–4 factors are present: 
Female gender, postoperative opioids, 
previous PONV or motion sickness, 
nonsmoking

*0.50 5 No discrimination; 0.60 5 Poor; 0.70 5 Acceptable; 0.80 5 Good; 0.90 = Excellent
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the models to discriminate among children who developed POV and those
who did not. These authors concluded that prognostic models for children
needed development.

Risk Factors for PONV in Children
After testing models of PONV from the adult literature, Eberhart, Geldner,
and colleagues (2004) developed a multivariable model followed by a risk
scoring system specifically for pediatric patients. Again, the outcome was
an episode of POV within 24 hours. A total of 1401 children aged 0–14
years were prospectively enrolled, with 88 excluded for receiving a pro-
phylactic antiemetic or dexamethasone and 56 lost to follow-up, leaving
1257 children in the final sample. A split sample technique was used for
internal validation with 657 in the evaluation data set and 600 in the vali-
dation data set. Similar types of surgery were performed as in their initial
study; again, there were no neurosurgical patients.

The final model included four predictor variables: (1) strabismus sur-
gery; (2) age # 3 or . 3 years; (3) duration of surgery .30 minutes; (4) his-
tory of POV in the child and/or history of PONV in father, mother, or
siblings. The factors excluded from the model due to lack of statistical sig-
nificance were female gender, administration of local or regional anesthe-
sia, and the use of intraoperative and postoperative opioids. There was no
testing for interaction effects or confounders. From their final multivari-
able model, Eberhart, Geldner, and colleagues created a clinical prediction
rule: 0, 1, 2, 3, and 4 of the risk factors translated into a 9%, 10%, 30%, 55%,
and 70% incidence of POV.

The results of the study by Eberhart, Geldner, and colleagues (2004) may
help guide the development of a multivariable model of the risk and protec-
tive factors for PONV in children after neurosurgery, but the applicability of
their prognostic model and the simplified risk score is limited. Any attempt
to validate the prognostic model would likely show underfitting because
important predictive factors for children after neurosurgery are missing.
Furthermore, two of the factors in the simplified risk score do not apply to
this group of children. Strabismus surgery is not a variable for neurosurgi-
cal patients and likely reflects the idiosyncrasies of the sample, that is, the
predominantly day surgery population. A second limitation is that even the
shortest neurosurgical procedures last longer than 30 minutes. Using their
simplified risk score, children after neurosurgery could only score from 1–3
and would therefore never be considered at low or very high risk for PONV.

The exclusion of children who received antiemetics and dexametha-
sone is also a concern because these drugs are often used as a standard
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of care for brain tumor operations. The administration of dexamethasone
and/or antiemetics could better be examined within a multivariable
model as protective factors. Finally, Eberhart, Geldner, and colleagues’
(2004) failure to examine interaction effects may explain why gender was
excluded from the model. Gender is a confirmed risk factor in adult stud-
ies (Gan, 2006); therefore, females after menarche may be at greater risk
in a pediatric study.

Prevention and Treatment Strategies for PONV
After Neurosurgery
The literature on treatment strategies for PONV after neurosurgery has no
reports of nonpharmacologic prophylactic or treatment strategies for
adults or children. Nonpharmacologic strategies encompass acupuncture,
acupoint stimulation, and acupressure (Lee & Done, 1999), delaying oral
intake (Kearney, Mack, & Entwistle, 1998), and environmental changes. In
the few reports on the use of pharmacologic strategies that have been pub-
lished, it remains uncertain whether or not the current strategies have
much of an impact on the incidence of PONV after craniotomy (Flynn &
Nemergut, 2006; Furst, et al., 1996; Neufeld & Newburn-Cook, 2007). Finally,
treatment for severe, refractory PONV is limited to a single case report.

Pharmacologic Prevention Strategies
That Furst and colleagues (1996) found no effect for ondansetron in pre-
venting POV after craniotomy in children concurs with the few studies of
protective interventions for adults that have been conducted in neuro-
surgery. Studies of total intravenous anesthesia (TIVA) (Wong, et al., 2006)
and prophylactic 5HT3 receptor antagonists (Neufeld & Newburn-Cook,
2007) suggest that the rates of PONV remain high even with interventions
that have shown efficacy in other surgical populations. Awake supratento-
rial craniotomy versus general anesthetic showed a decrease in PONV
only in the first four hours after surgery (Manninen & Tan, 2002). Because
the risk for PONV may depend on what areas of the brain are manipulated
(Fabling, et al., 1997; Flynn & Nemergut, 2006; Meng & Quinlan, 2006),
effective strategies for prevention and treatment may need to depend
more on the area and type of surgery than on individual risk factors and
anesthetic techniques.

In their retrospective analysis of PONV in adults after microvascular
decompression of the cranial nerves, Meng and Quinlan (2006) found a
lower incidence of PONV with the preoperative use of a transdermal
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scopolamine (TDS) patch. The TDS patch has shown limited efficacy for
prevention of PONV in other surgical populations (Kranke, Morin, Roewer,
Wulf, & Eberhart, 2002), and its role for neurosurgical patients has not
been well studied. Scopolamine is an anticholinergic that acts on all five
subtypes of muscarinic receptors (Yates, Miller, & Lucot, 1998), whose
proposed antiemetic mechanism of action is in the central nervous sys-
tem through inhibition of vestibular impulses to the vestibular nuclei, the
cerebellum, and the brainstem reticular areas (Murray, 1997). This cen-
trally mediated mechanism of action on vestibular impulses may be the
reason for its proposed effectiveness with this type of surgery.

Other prevention strategies that have been investigated with limited suc-
cess in the adult neurosurgical population include droperidol (Fabling, Gan,
El-Moalem, Warner, & Borel, 2000) and metoclopramide (Cremonesi, Tenuto,
& Bairao, 1967; Kuwabara & Amano, 1966; Pugh, Jones, & Barsoum, 1996).
Dimenhydrinate has commonly been given in neurosurgery but has not
been researched in this population. A systematic review and meta-analysis
of dimenhydrinate shows some efficacy in preventing PONV for other surgi-
cal populations (Kranke, Morin, Roewer, & Eberhart, 2002). Dexamethasone,
which is commonly used by neurosurgeons perioperatively to control
cerebral edema (Hartsell, Long, & Kirsch, 2005), has antiemetic properties
as well and may work best when used in combination with other classes of
antiemetics (Henzi, Walder, & Tramer, 2000).

Treatment for Severe Refractory PONV
The literature on treatment for severe, refractory, and/or cyclic vomiting
after posterior fossa surgery is limited to a single adult case study.
Guttuso, Vitticore and Holloway (2005) describe a 58-year-old man who
underwent a resection for a 6.5 cm posterior fossa cholesteatoma that
was compressing his left cerebellar hemisphere. This individual went on
to experience PONV, which resolved in three days. He was then dis-
charged home only to return two days later with a resumption of his nau-
sea and vomiting. His symptoms continued despite a polypharmaceutical
attempt at symptom control: trimethobenzamide, a promethazine suppos-
itory, metoclopramide, lorazepam, and a one-week trial of ondansetron
and dexamethasone. Four weeks later, his symptoms remained, he had a
40 pound weight loss, and he was readmitted for life-threatening nausea
and vomiting. A lateral decubitus and flexed position in bed was the only
thing that appeared to relieve his symptoms. At the time of his second
postoperative admission, he was also experiencing frequent hiccups,
which would culminate in an emetic episode. There was no evidence of
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hydrocephalus on diagnostic imaging, and a lumbar puncture showed an
opening pressure of 21 cm H2O. He did not experience vertigo; however, he
did have bilateral end gaze lateral nystagmus. Further treatment with
ondansetron, dexamethasone, and famotidine showed no improvement,
nor did treatment with granisetron or chlorpromazine. Finally, all antiemet-
ics were discontinued and a dose of gabapentin and a TDS patch were
tried. Within 14 hours of administering gabapentin and applying the TDS
patch, the symptoms improved. A regimen of these two drugs proved suc-
cessful for long-term therapy and were discontinued after six months
(missing a single dose of gabapentin resulted in retching, as did an attempt
to reduce the TDS patch at two months postdischarge).

This case study is important in a number of ways. Primarily, it high-
lights the effect that severe, unremitting PONV can have on individuals. It
also points to the need for studies of PONV that go beyond the first few
days after surgery. The case study highlights the frustrations of using an
uncoordinated and underresearched polypharmaceutical approach to
PONV. Finally, it points to a need for research into combined regimens,
such as the use of a TDS patch and gabapentin. Gabapentin is a gamma-
aminobutyric acid analog whose mechanism of action in chemotherapy-
induced nausea has been suggested to be the mitigation of central
tachykinin neurotransmitter activity (Guttuso, Roscoe, & Griggs, 2003).
Currently, the use of gabapentin in neurosurgery is limited to treatment of
neuralgia; however, given its central mechanism of action, it holds prom-
ise for future research in PONV, especially for those who are at risk for
experiencing severe unremitting and/or cyclic vomiting. Before compre-
hensive prevention and treatment strategies can be developed and tested,
however, the magnitude of the problem of PONV in specific neurosurgical
populations needs to be elucidated and risk and protective factors need to
be identified.

Research Study of Nausea and Vomiting Following 
Posterior Fossa Surgery: Determination of Incidence, 
Risk, and Protective Factors in Children

Clearly, there is a need to identify the incidence of PONV and the risk and
protective factors for PONV in children after neurosurgery to improve
their postoperative care. Childhood and neurosurgery are risk factors
that have not been examined together. Previous research has identified
important risk factors for children and adults that may be investigated 
in children after neurosurgery. For example, age, length of surgery, and
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history of PONV are important general risk factors for children. Female
after menarche is an established risk factor in adult studies and may
have an important affect on older girls. Adult neurosurgical studies that
focus on a particular craniotomy site delineate specific risk and protec-
tive factors for that area. Posterior fossa surgery may pose unique risks
for PONV due to the proximity of the surgery to key neurocircuits for
vomiting. Posterior fossa surgery is also an area of clinical concern for
PONV and severe refractory PONV. Focusing research on this vulnerable
group of children will allow for the examination of factors, such as type
of surgery, location of surgery (midline versus hemispheric), and
histopathology, that have not been examined before.

Measurement of PONV is also an issue for neurosurgery. As was high-
lighted by the case report (Guttuso, et al., 2005) and the study of vestibu-
lar schwannoma surgery (Stieglitz, et al., 2005), the risk period for nausea
and vomiting after posterior fossa surgery may extend well past 24 hours.
By looking at the distribution of PONV over the entire length of the post-
operative neurosurgical admission, critical time periods can be further
delineated. The severity of PONV is also important to describe because
the risk factors and choice of interventions for this population may be dif-
ferent for those with brief self-limited PONV than for children experienc-
ing severe refractory PONV. When the incidence of PONV in children after
posterior fossa surgery is described and risk and protective factors are
delineated, further research into the development of prognostic models
and on determining the efficacy of interventions that are targeted to those
at greatest risk can be conducted.

Research Goal
The goal of this research project is to describe PONV in children after pos-
terior fossa surgery. Strategies to achieve this goal include determining
the cumulative incidence of nausea and vomiting/retching at specified
time periods over the course of the children’s neurosurgical postopera-
tive hospital admissions; quantifying the severity of PONV; identifying
documented prevention and treatment strategies; determining significant
risk and protective factors; and exploring the relationship of PONV to
adverse outcomes.

Design
The study design will be a multisite retrospective study. The accurate
estimation of the incidence, risk, and protective factors of PONV requires
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a sample size that would otherwise take years to collect prospectively. 
A retrospective study design is therefore an efficient way to get initial 
estimates of cumulative incidence and risk and protective factors and to
guide the design of future studies.

Research Questions
1. What is the cumulative incidence of nausea in children after poste-

rior fossa surgery by 4, 8, 12, 24, and subsequent 24-hour periods
until discharge from neurosurgical postoperative hospital care?

2. What is the cumulative incidence of vomiting/retching in children
after posterior fossa surgery by 4, 8, 12, 24, and subsequent 24-
hour periods until discharge from neurosurgical postoperative
hospital care?

3. What is the frequency distribution of the number of vomiting/
retching events experienced in children after posterior fossa
surgery over the course of the neurosurgical postoperative hos-
pital care?

4. What is the frequency distribution of the number of days that
vomiting/retching and nausea were experienced in children after
posterior fossa surgery over the course of the neurosurgical post-
operative hospital care?

5. What are the major risk and protective factors for vomiting/
retching over the course of the children’s postoperative neuro-
surgical stay?

6. What comorbidities do children with vomiting/retching experience
after posterior fossa surgery?

Sample Selection and Sample Size Estimation
Children aged 0–16 years who had posterior fossa surgery between March
2002 and March 2007 at the Stollery Children’s Hospital in Edmonton,
SickKids in Toronto, and other children’s hospital sites (pending approval)
will be included in the study. Children with infratentorial tumors and
Chiari I malformations will make up the majority of the sample. Fourth ven-
tricular shunt procedures, operations without dural and arachnoid open-
ings (outside the brain), surgery for traumatic brain injury, and children
requiring prolonged intubation (greater than 48 hours) will be excluded. If
the child required a second posterior fossa surgery during the course of
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the data collection period, data will be collected separately for each sur-
gery with the same participant identification number. Data from any sec-
ond and subsequent procedures will not be included in the initial analysis
but may be considered for a secondary within-subjects analysis and will be
collected only when other data collection is complete.

By collecting data in a number of sites, there will be data from approxi-
mately 300 children. This will also allow for an estimation of incidence and
95% confidence interval within a 6% margin of error (Piface & Lenth, 2006)
and for a multivariable analysis of 10–15 variables for an outcome inci-
dence ranging from 30–70% (Peduzzi, Concato, Kemper, & Holford, 1996).

Data Collection Procedures
A case report developed specifically for the study by the author, in collabo-
ration with a pediatric educator in children’s surgery, a neurosurgeon at the
Stollery Children’s Hospital, and two clinical nurse specialists/advanced
nurse practitioners in children’s neurosurgery at SickKids (Exhibit D-1), will
be used for data collection. Data will be collected by review of the child’s
medical history, previous surgery (for any history of PONV), anesthesia
records, operative reports, recovery room records, in and out flowcharts,
nursing records, and medication administration records (Exhibit D-2). The
data collection period extends over the course of a child’s neurosurgical
postoperative hospital stay. This time period is defined as the duration of
the child’s hospital stay that is related to his or her surgery. Thus, data 
collection will end when the child goes home, is transferred from neurosur-
gical care to rehabilitation care (i.e., to a rehabilitation hospital or rehabili-
tation unit), or is transferred from neurosurgery care to oncology care for
further treatments. The reason for any readmission to the hospital or neu-
rosurgical care, if not discharged within 30 days of discharge from neuro-
surgical postoperative care, will also be noted.

Data will be collected at each site by nurses with extensive pediatric
neurosurgical experience. To ensure reliability, all those involved in data
collection will train on five charts, and the case report form will be
revised as needed. Each person will then review the same five randomly
selected charts to establish interrater reliability. Discrepancies will be
resolved through discussion. If necessary, the procedure will be repeated
until 90% interrater reliability is achieved for the overall case report form
and 100% interrater reliability is achieved for the cumulative incidence of
retching/vomiting over the course of the children’s neurosurgical postop-
erative hospital care and cumulative incidence of nausea over the course
of the children’s neurosurgical postoperative hospital care.
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Measurement
Table D-2 contains a review of the definition and measurement of the out-
come measures of PONV for this study. It is widely accepted that PON and
POV data be collected separately (Apfel, et al., 2002; Gan, 2006; Korttila,
1992). Because of their similar physiology, retching and vomiting should
be considered together in the data analysis (Korttila, 1992) but again can
be collected separately. It is likely that retching will only be documented
when it occurs repeatedly without vomiting; therefore, estimates of retch-
ing will not be accurate enough to analyze this variable on its own. Nausea
may also not be well documented unless it occurs over a prolonged period
without vomiting. For these reasons, multivariable modeling for this study
will be limited to the measures of vomiting/retching taken at 48 hours and
over the course of the child’s postoperative neurosurgical admission and
combined for the outcome of severe, refractory PONV.

Other variables that will be collected include demographic information,
presenting symptoms, use of steroids, use of preventive antiemetics, anes-
thetic procedures, surgery details, and use of pain medications. For brain
tumors, location, size, degree of resection, and pathology will be noted.

Data Analysis
Data analysis will be conducted using SPSS Version 14.0 software. Demo-
graphic and study variables will be summarized using descriptive statistics
that are appropriate to their level of measurement. The primary outcome of
cumulative incidence of vomiting/retching (number of individuals experi-
encing at least one event 4 total number of individuals in the sample) will
be calculated at 0–4, 0–8, 0–12, and 0–24 hours and subsequent 24-hour
periods until discharge, as will the cumulative incidence of nausea.

To examine important risk and protective factors, multivariable logistic
regression models will be developed (Hosmer & Lemeshow, 2000; Klein-
baum, Kupper, Muller, & Nizam, 1998). The multivariable models will be
used to quantify the level of risk or protection that individual variables
have on PONV while accounting for other main effect variables, interac-
tions, and confounders (Concato, et al., 1993). A purposeful method of
model development will be used to incorporate what is currently known
about PONV in children and adults with the variables that are specific to
children after posterior fossa surgery (Exhibit D-3). The cumulative inci-
dence of vomiting/retching over the course of the child’s hospital stay will
be used as the outcome for the multivariable model. Variables that will 
initially be examined will include age; length of surgery; documented his-
tory of PONV or motion sickness; postmenarche; presenting with nausea,
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TABLE D-2
Study Outcome Measures

Outcome Definition Measurement

Primary outcomes
Nausea Subjective sensation of the Any charting in the nursing notes or flow sheets 

urge to vomit or retch that nausea was experienced at 4, 8, 12, and 24
hours and subsequent 24-hour periods until
discharge from neurosurgical postoperative
hospital care. Documented children’s statements,
parental concerns, or behaviors that refer to
nausea, such as “states that he feels like throwing
up” or “feels like puking” will be included.
Judgement statements like “appears nauseous” 
will also be included.

Vomiting Forceful expulsion of gastric Each time vomiting is noted on the in and out 
contents through the mouth flowchart at 4, 8, 12, and 24 hours and subsequent

24-hour periods until discharge from neurosurgical
postoperative hospital care. If no vomiting is noted
on the flowchart in a time period, the nursing
notes for that time period will be reviewed to
confirm that there were no episodes.

Retching Attempts to vomit without Any charting in the nursing notes that indicates 
expulsion of gastric contents retching or gagging in an attempt to vomit.
through the mouth

Secondary outcomes
Severe refractory Nausea, retching, and/or The severity of nausea and vomiting/retching will 
PONV vomiting that continues first be determined by the data collector based on 

despite treatment and the overall chart review using a four-point scale 
interferes with the (none, mild, moderate, severe).
child’s recovery A content analysis of the data for nausea, retching,

and vomiting will also be conducted to determine
levels of severity by two independent reviewers
with discrepancies resolved through discussion
and a third-party review if necessary.

Use of rescue Administration of an The medication administration records will 
antiemetics antiemetic “as needed” (prn) indicate when these drugs were administered. 

in response to a child’s The data collector will indicate if the drugs were 
nausea, vomiting, or retching given after the first episode occurred.

Adverse events Other outcomes that may Cerebral spinal fluid leak, wound infection, 
impede the child’s recovery cerebellar mutism, ataxia, and cranial nerve

deficits that are documented in the progress 
notes and/or discharge summary.
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retching, or vomiting; use of prophylactic antiemetics; use of dexametha-
sone; type of surgery; surgical site; histopathology; and development of
hydrocephalus. Finally, chi-square tests of association among cumulative
PONV over the course of the child’s hospital stay, severe PONV, and
adverse events will be examined.

Limitations
The primary limitation of this study is its retrospective nature because it
limits the researchers’ control over the data that can be collected. For the
outcomes of nausea, vomiting, and retching, the quality of the charting by
healthcare professionals is paramount. The exact count of vomiting
episodes will likely be underestimated, but the cumulative incidence of
vomiting at the specified time period should be accurate. Retching may
be charted if it occurs without vomiting; however, it may be unobserved
by the healthcare team. Because of their similar physiology, the cumula-
tive incidence will be of combined vomiting and retching. I am confident
that severe vomiting will be reflected in the charting and flow sheets. The
subjective nature of nausea will not be measurable; only the presence or
absence of nausea as charted will be available for analysis. Young chil-
dren and children with disabilities may not have the capacity to express
nausea, and nausea, as perceived by the child, may not be indicated at all.
Should I be unable to capture nausea through the chart review, the study
will be limited to an examination of vomiting/retching, which is still an
important area for investigation.

There are also challenges in the multisite aspects of the study. Differ-
ences in the way that postoperative neurosurgical care is provided and
the timing of transfer of the child to home, for rehabilitation, or for oncol-
ogy treatment may vary among institutions. A clear definition of the post-
operative care time period has been developed in collaboration with the
participating researchers at SickKids, and if other sites are also involved,
this definition may need to be further refined. Differences in documenta-
tion styles and charting practices among the participating sites will also
affect data collection. Many of the challenges in defining the data collec-
tion period will be determined when training and establishing interrater
reliability, with issues resolved through discussion.

Due to the retrospective nature of the data collection, the multivariable
models that are developed in this study will be used to identify risk and
protective factors for PONV in children after posterior fossa surgery. They
will not be developed for prognosis or risk scoring at the individual level.
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The study will also not determine the efficacy of treatments, only their
contribution as protective factors. Finally, it is well recognized that the
analysis of adverse events and PONV will not establish a causal direction
but merely reflect whether there is a relationship between them.

Ethical Considerations
Application for ethical approval will first be sought through the Capital
Health Institutional Ethical Review Board (Panel A). When approved, each
participating site will apply to their appropriate internal review board
prior to any data collection. There are no individual risks to being included
in the study. The study does involve a sample from a vulnerable popula-
tion; however, as shown in the proposal, children have unique needs that
must be studied separately from adults.

Because it is a retrospective study, there will be no contact with any
children or families in the process of data collection. There will be no
identifying information collected on the case report form. All names, birth
dates, and addresses will be kept confidential and will not appear on the
case report form or any research document. The children’s age will be
determined at the time of surgery in years and months so that their birth
dates will not appear on the case report form or any research document.
Each site will identify the child by subject number on the case report
form. For audit purposes, the subject number as it appears on the case
report form and child’s unique hospital identification number will be kept
on paper in a locked clinic file cabinet that is separate from the case
report forms and is accessible only to the researchers at that particular
site. This link will be destroyed at the time indicated by the policies of the
participating site or at two years after completion of the study if no policy 
is in place. Completed case report forms will be kept in a locked file cabi-
net at each site, and when complete they will be confidentially couriered
to Susan Neufeld at the Stollery Children’s Hospital for data entry. Each
site will keep copies of their case report forms according to institutional 
policies or two years after completion of the study if no policy is in place.
The original case report forms will be kept in a locked cabinet at the
University of Alberta, Faculty of Nursing for seven years following comple-
tion of the study. Any computer files will be password protected and
accessible only to the research team. These will also be kept for seven
years following completion of the study. Findings will be presented in
aggregate form so that no single child’s data will be used or identified.
Any secondary data analysis will require further ethical approval from the
appropriate institutional review board.
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EXHIBIT D-1
Nausea and Vomiting After Posterior Fossa Surgery
Case Report Form

Child Demographics

Age at surgery: years months Gender: M F Started menses: Y N Unknown N/A

Other health issues: Weight:

Surgery Summary

Surgery:

Surgery date: / / Discharge (from surgery) date: / /

Discharge location: Home Oncology unit Rehabilitation unit Other:

Hospital discharge date: / /

Pathology/final diagnosis:

Preoperative

History:

Yes No

Other surgery (specify)

Postoperative nausea

Postoperative vomiting

Presenting signs and symptoms:

Yes No

Nausea (Describe:)

Vomiting (Describe:)

Hydrocephalus

Syringomyelia/scoliosis

Headache

Ataxia

Cranial nerve deficits (Specify:)

Other (Specify:)

Antiemetics in 24 hours before surgery:

Yes No

Dimenhydrinate (Gravol)

Granisetron (Kytril)

Metoclopramide (Maxeran)

Ondansetron (Zofran)

Scopolamine

Other (Specify:______________)
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Steroids in 24 hours before surgery:

Yes No

Dexamethasone

Other steroid (Specify:_______________________________________)

CSF Management

Yes No Date inserted Date D/C
EVD Pre/intra/post / / / /

Lumbar drain Pre/intra/post / / / /

Other (Specify: ) Pre/intra/post / / / /

Third ventriculostomy Pre/intra/post / / / /

VP shunt Pre/intra/post / / / /

Intraoperative

ASA status: I II III IV

Anesthetic start time: : Anesthetic finish time: :

Surgery start time: : Surgery finish time: :

Anesthesia:

Induction: Thiopenta Propofol N2O Rocuronium Other

Maintenance: Isoflurane Desflurane Sevoflurane N2O Other

Reversal: Neostigmine Atropine Glycopyrrolate

Opioid: Fentanyl Morphine Remifentanil

Antiemetic: Time: :

Steroids: Time: :

Mannitol: Time: :

Estimated size of lesion: Preoperative/intraoperative MRI

Location of lesion:

 Cerebellar vermis

 Cerebellar hemisphere: Right Left

 Intraventricular

 Outside of fourth ventricle and cerebellum (i.e., cerebellopontine angle, undersurface of
cerebellar hemisphere)

 Other:

Degree of resection:

Evidence of: Extensive bleeding Cranial nerve damage Other

Notes on surgery:
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Postoperative

PARR –4 hr 4–8 hr 8–24 hr 24–48 hr 48–72 hr

Location

Nausea Y N Y N Y N Y N Y N Y N

Vomiting
(counts)

Retching Y N Y N Y N Y N Y N Y N

Pain  None  None  None  None  None  None 
noted noted noted noted noted noted

 Headache  Headache  Headache  Headache  Headache  Headache

 Neck  Neck  Neck  Neck  Neck  Neck

 Other  Other  Other  Other  Other  Other

Antiemetics
ordered

Antiemetics
given

Dexa-
methasone/
steroid

Nonpharm 
strategies

Activity  Bed rest  Bed rest  Bed rest  Bed rest  Bed rest  Bed rest

 Mobilizing  Mobilizing  Mobilizing  Mobilizing  Mobilizing  Mobilizing

Opioids 
given

Intake type  NPO  NPO  NPO  NPO  NPO  NPO

 Sips/CF  Sips/CF  Sips/CF  Sips/CF  Sips/CF  Sips/CF

 FF/DAT  FF/DAT  FF/DAT  FF/DAT  FF/DAT  FF/DAT

 NG/NJ  NG/NJ  NG/NJ  NG/NJ  NG/NJ  NG/NJ

EVD  Open @  Open @  Open @  Open @  Open @  Open @

 Clamped  Clamped  Clamped  Clamped  Clamped  Clamped

 D/C  D/C  D/C  D/C  D/C  D/C

 N/A  N/A  N/A  N/A  N/A  N/A

Evidence Y N Y N Y N Y N Y N Y N
of hydro- CT MRI CT MRI CT MRI CT MRI CT MRI CT MRI
cephalus

Notes:
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First postoperative antiemetic given:

 Before first emetic episode  After first emetic episode  None given

First recorded oral/gastric intake hours postoperative

Nausea and Vomiting After Posterior Fossa Surgery
Case Report Form
Additional Inpatient Days

Postoperative

72–96 96–120 120–144 144–168 168–192 192–216 216–240

Location

Nausea Y N Y N Y N Y N Y N Y N Y N

Vomiting
(counts)

Retching Y N Y N Y N Y N Y N Y N Y N

Pain  None  None  None  None  None  None  None 
noted noted noted noted noted noted noted

 Headache  Headache  Headache  Headache  Headache  Headache  Headache

 Neck  Neck  Neck  Neck  Neck  Neck  Neck

 Other  Other  Other  Other  Other  Other  Other

Antiemetics
ordered

Antiemetics
given

Dexa-
methasone/
steroid

Nonpharm 
strategies

Activity  Bed rest  Bed rest  Bed rest  Bed rest  Bed rest  Bed rest  Bed rest

 Mobilizing Mobilizing  Mobilizing Mobilizing  Mobilizing  Mobilizing  Mobilizing

Opioids 
given

Intake type  NPO  NPO  NPO  NPO  NPO  NPO  NPO

 Sips/CF  Sips/CF  Sips/CF  Sips/CF  Sips/CF  Sips/CF  Sips/CF

 FF/DAT  FF/DAT  FF/DAT  FF/DAT  FF/DAT  FF/DAT  FF/DAT

 NG/NJ  NG/NJ  NG/NJ  NG/NJ  NG/NJ  NG/NJ  NG/NJ
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EVD  Open @  Open @  Open @  Open @  Open @  Open @  Open @

 Clamped  Clamped  Clamped Clamped  Clamped  Clamped  Clamped

 D/C  D/C  D/C  D/C  D/C  D/C  D/C

 N/A  N/A  N/A  N/A  N/A  N/A  D/C

Evidence Y N Y N Y N Y N Y N Y N Y N
of hydro- CT MRI CT MRI CT MRI CT MRI CT MRI CT MRI CT MRI
cephalus

Notes:

Outcomes

Rating of vomiting and/or retching: None Mild Moderate Severe 

Self-limited or
responsive to Responsive to Not responsive to
treatment treatment treatment

1–3 episodes > 3 episodes Limits activity

Rating of nausea: None Mild Moderate Severe

Responsive to Responsive to Not responsive to
treatment treatment treatment

# 48 hrs > 48 hrs Limits activity

Yes No

Wound failure

CSF leak

Pseudomeningocele (Clinically noted OR MRI/CT noted only)

Infection

Cerebellar mutism/posterior fossa syndrome

Cranial nerve deficits (Describe:)

Other:

Other:

Readmission within 30 days?  Yes  No

Reason for readmission:

Notes
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EXHIBIT D-2
Nausea and Vomiting After Posterior Fossa Surgery
Data Collection Notes

Inclusion/Exclusion Criterion

Inclusion:

1. Children under the age of 17 years (0–16)

2. Posterior fossa surgery between March 2002 and March 2007

Exclusion:

1. Fourth ventricular shunt procedures only

2. Operations without dura/arachnoid opening (outside the brain)

3. Surgery for traumatic brain injury

4. Prolonged postoperative intubation >48 hours

5. Surgery with a supratentorial component (except placement of EVD)

If the child requires a second posterior fossa surgery during the course of the data collection period,
data may be collected separately for each surgery with the same participant identification number. Data
from any second and subsequent procedures will not be included in the initial analysis but may be
considered for a secondary within-subjects analysis. These data should not be collected until all other
data collection is complete.

Child Demographics

• History, admission record

• Menses started: Circle Y if LMP noted

Surgery Summary

• OR records and discharge summary

• Pathology report

Preoperative

History:

• Anesthesia history

• History of PONV; check charts of previous surgeries if not on anesthesia history

• Presenting symptoms; admission record, physical exam record

Antiemetics/steroid:

• Admission record

• If admitted, medication administration record

CSF Management

• OR records

• Progress notes
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Intraoperative

• Anesthesia flow sheet

• Surgical summary

• Location of lesion: Preoperative MRI report and operative report. If conflicting (i.e., vermis versus
fourth ventricular, use operative report). If both the vermis and cerebellar hemisphere are involved,
check both locations.

• Size of lesion: Preoperative MRI. Note that we will use the largest diameter reported in the analysis.

Postoperative

Nausea

• Recovery room record

• Nurses’ notes

• Note time of documentation

Vomiting

• Recovery room record

• Counts from in and out flow sheet (after reviewing flow sheet, go to nurses’ notes and note each
separately charted episode; if it corresponds to the flow sheet, do not count again)

• Note time of documentation

Retching

• Recovery room record

• Nurses’ notes

Pain

• Nurses’ notes, pain flow sheet, progress notes

• Note headache, neck/back of head/incision, and other

Activity

• Order sheets, nurses’ notes

• Note mobilizing (active in crib, held, carried) or bed rest

Antiemetics ordered

• Order sheets and medication administration records

Antiemetics given*

• Medication administration records, effectiveness charted in nurses’ notes

Nonpharm strategies

• Nurses’ notes; directly following any charting of nausea or vomiting

Opioids given

• Medication administration records

• Note type of drug: Morphine/codeine, etc.
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Intake

• In and out flow sheets, nurses’ notes, order sheet, dietary records

• Note time to first oral intake (including oral meds administered)

EVD @

• EVD flow sheet, nurses’ notes

Evidence of hydrocephalus

• CT/MRI report

*Note: Any significant changes as noted on progress notes or nurses’ notes; for example, intubation (<48 hours),
surgery for VP shunt, IV started for dehydration

Last recorded vomit or retch/nausea: If >10 days, follow nurses’ notes and in and out flow sheets until
resolved (may also show in progress notes and discharge summary if severe and refractory).

Outcomes
Rating of vomiting and/or retching: This rating is the subjective impression of the data collector with
quantitative guidelines. When data has been collected and the initial analysis is complete, the
categories may be further refined. Include the rationale for the rating in notes section.

Rating of nausea: This is also the subjective impression of the data collector with quantitative
guidelines. When data has been collected and initial analysis is complete, the categories may be further
refined. Include the rationale for the rating in the notes section.

Wound failure

• This is failure at the surgical site; progress notes and nurses’ notes

CSF leak

• This is a CSF fluid leak through the skin

• Note location (surgical site, shunt site, EVD exit site, etc.); progress notes and nurses’ notes

Pseudomeningocele

• Present if “pseudomeningocele” or “bulging” noted in clinical records or if a fluid collection is present
superficial to the craniotomy flap on postoperative CT scan or MR scan (even if not clinically noted)

Infection

• Note location: CSF (progress notes), wound (progress notes, nurses’ notes)

Cerebellar mutism/posterior fossa syndrome

• Progress notes, speech/language notes, nurses’ notes

Cranial nerve deficits

• Progress notes, ophthalmology consults, ENT consults, physiotherapy notes, speech language notes

Other

• Any other outcomes indicated on the progress notes
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EXHIBIT D-3
Purposeful Selection Methods for Multivariable Modeling

Purposeful Method to Building Main Effects Model

Step 1: Fit a univariate logistic regression model with each variable.

Step 2: Select as candidates for a multivariable model all significant variables (p <0.02) and clinically
important variables.

Step 3: Fit a multivariable model from significant variables identified in Step 2.

Step 4: Identify, using Wald statistic, those variables in the multivariable model that are statistically
significant (p <0.05).

Step 5: Assess the confounding effects of important variables that were removed. Keep changes that are
greater than 15%.

Step 6: Fit a model with significant predictors from Step 4 and confounders in Step 5.

Step 7: Check linear assumptions of continuous variables. If not linear replace with categorical
variables.

Step 8: Prepare a list of clinically plausible interactions.

Step 9: Examine interaction effects one at a time and use the Wald test to determine the significance of
the interaction (p <0.05).

Step 10: Fit a model with main effects and interactions.

Step 11: Proceed to assessing the fit of the model using goodness of fit statistics.

Adapted from:
Hosmer, D. W., & Lemeshow, S. (2000). Applied logistic regression. Hoboken, NJ: John Wiley and Sons.

Kleinbaum, D. G., Kupper, L. L., Muller, K. E., & Nizam, A. (1998). Applied regression analysis and other
multivariable methods. Pacific Grove, CA: Duxbury Press.

By: Y. Yasui and A. Senthilselvan, Public Health Sciences 698, Class Notes, 2005.
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Introduction
Statement of the Problem
Preterm birth remains the most significant public health problem facing
providers of maternal and infant care (Kramer, et al., 1998; McCormick,
1985). Despite improvements in high-risk obstetrical care and neonatal
medicine, efforts to manage and to prevent preterm birth have failed to
reduce its incidence. Instead, the preterm birth rate has increased steadily
in many developed countries, including both Canada and the United
States. Between 1991 and 2002, the Canadian preterm birth rate increased
from 6.6% to 7.5%. From 1996 to 2003, the rate in the United States rose
from 11% to 12.3% (Health Canada, 2003; Statistics Canada, 2005; Hamilton,
Martin, & Sutton, 2004; Ventura, Martin, Curtin, & Mathews, 1999). The rise
in preterm birth rates has been linked to a number of factors, including
advanced maternal age at first birth, the use of assisted reproductive tech-
nology (ART) and/or ovulation induction, increasing rates of multiple
births, changes in the registration of infants weighing <500 g, and improve-
ments in obstetrical intervention that have resulted in gestational age and
birth-weight-specific declines in infant mortality and a rise in the number
of infants surviving at lower limits of viability (Blondel, et al., 2002; Joseph,
Demissie, & Kramer, 2002; Joseph & Kramer, 1996; Joseph, et al., 1998;
Kramer, et al.,1998; Tough, et al., 2002).

The increasing preterm birth rate is of great concern to healthcare pro-
fessionals and policy makers due to its association with increased neonatal

The Impact of Older Maternal
Age at First Birth on the Risk of
Spontaneous Preterm Birth in
Northern and Central Alberta
By Safina Hassan McIntyre
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mortality and infant and childhood morbidity. Although preterm births
account for only 5–12% of all live births in Canada, they are associated with
60–80% of infant deaths and approximately 50% of cognitive delays and
learning disabilities (Health Canada, 2003; Moutquin & Papiernik, 1990).
Neurodevelopmental handicaps, such as cerebral palsy, seizure disorders,
mental disorders, and delays in psychomotor development, are more likely
to occur in infants born preterm (Brown, 1993; Knoches & Doyle, 1993;
Paneth, 1995; Stoelhorst, et al., 2003). These disorders are related to the
complications of prematurity, including perinatal asphyxia, bronchopul-
monary dysplasia, respiratory distress syndrome, and intraventricular
hemorrhage (Brown, 1993; Knoches & Doyle, 1993).

The medical impact of preterm birth also places an enormous psycho-
logical and economic burden on caregivers and society in general (Petrou,
Sach, & Davidson, 2001). In 1995, it was conservatively estimated that for
every preterm low birth weight infant born in Canada, neonatal intensive
care and postneonatal care up to one year of age cost approximately
$48,183 per survivor (Moutquin & Lalonde, 1998). Similar findings in the
United States suggest that infants born at <37 weeks gestation between
1989 and 1992 accounted for 57% of the total initial costs for neonatal care
(St. John, Nelson, Cliver, Bishnoi, & Goldenberg, 2000). The mean costs
associated with initial hospitalization ranged from $10,561 for infants
born between 33 and 36 weeks gestational age to a mean of $239,749 for
extremely preterm infants born at 26 and 28 weeks (Cuevas, Silver, Broo-
ten, Youngblut, & Bobo, 2005). In the longer term, preterm infants are
more likely to be rehospitalized within the first two years of life, experi-
ence chronic conditions requiring ongoing medical care, and need special 
education and social services well into later childhood (Lewit, Baker,
Corman, & Shiono, 1995; Petrou, et al., 2003; Petrou, et al., 2001; Tom-
miska, Tuominen, & Fellman, 2003). The costs attributed to caring for
preterm birth infants over a lifetime have been estimated to be more than
$8 billion (Moutquin & Lalonde, 1998). Canadian researchers have sug-
gested that healthcare costs could be reduced by $2 billion per year if the
preterm birth rate could be decreased by 20% through prevention efforts
(Statistics Canada, 2004b)—an important consideration in the current era
of fiscal restraint and limited healthcare resources.

There have been numerous studies focusing on the etiology of preterm
birth. In these studies, researchers were able to demonstrate that preterm
birth is a multifactorial and heterogeneous outcome (Ananth, Joseph,
Oyelese, Demissie, & Vintzileos, 2005) resulting from the interaction of
demographic, biomedical, psychological, and behavioral/lifestyle risk fac-
tors. After completing extensive literature reviews, some authors were
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able to identify variables with well-established causal effects (Berkowitz &
Papiernik, 1993; Kramer, 1987). However, much of the etiology of prematu-
rity remains unexplained.

Unfortunately, many of the identified risk factors for preterm birth are
not modifiable and therefore cannot be targeted for reduction by preven-
tion programs. However, one potentially modifiable risk factor is maternal
age at first birth. Researchers have shown that older maternal age (defined
as age 35 years and older at time of delivery) is associated with subfertility,
chromosomal abnormalities, and multiple gestation (Cleary-Goldman, et
al., 2005; Cnattinguis, Forman, Berendes, & Isotalo, 1992; Edge & Laros,
1993; Scholz, Hass, & Petru, 1999). Furthermore, some researchers have
found an association between older maternal age and preterm birth. Other
researchers have challenged these findings, however (Barkan & Bracken,
1987; Beydoun, et al., 2004; Kolas, Nakling, & Salvesen, 2000; Malloy, 1999).
More women are delaying childbirth into their mid-30s and later. Therefore,
healthcare providers need current conclusive research findings regarding
the impact of older maternal age on the risk of preterm birth for preconcep-
tual and antenatal counseling. Women of childbearing age need this infor-
mation to help inform their decisions regarding when to start a family to
minimize the risk of adverse maternal and infant outcomes.

Trends in Delayed Childbearing
Older maternal age is becoming increasingly common. Since the 1970s
there has been a rise in the number of Canadian women postponing the
birth of their first child. Between 1974 and 1994, the proportion of first
births to women aged 35–39 years rose from 13% to 25% (Ford & Nault,
1996). By 2002, this number increased to 26.5% (Statistics Canada, 2004b).
Similarly, the proportion of first births to women aged 40–44 years
increased from 22.6% in 1991 to 23.8% in 2002, with 2.5% of all live births
being to women of this age group, up from 1.04% 10 years earlier (Health
Canada, 2003; Statistics Canada, 2005). In Alberta, the mean maternal age
at first birth increased steadily from 26 to 27 years of age between 1992
and 2002 (Reproductive Health Report Working Group, 2004).

Similar trends have been reported in other industrialized countries. For
example, approximately 40% of all live births in the United States are first
births, with women 30 years of age and older accounting for 25.8% of these
births in 2003, up from 22.5% in 1997 (Hamilton, et al., 2004; Ventura, et al.,
1999). The United States also reported a birth rate increase of 31% for
women aged 35–39 years and 51% for women aged 40–44 years between
1990 and 2002 (Martin, et al., 2003). In 2002, the mean age of women having
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their first child reached an all-time high of 25.1 years, and the birth rate
declined for women 15–24 years of age (Martin, et al., 2003) .

Demographic trends in Canada and the United States suggest that there
are a number of socioeconomic changes contributing to women delaying
childbirth. More women are now pursuing higher education and advanc-
ing their careers while postponing marriage to achieve these goals. For
example, the number of Canadian women aged 24–44 years participating
in the labor force with a university education increased by 35.5% between
1995 and 2003, which corresponds with an increase in the mean age of
brides (from 25.3 to 31.2 years between 1979 and 2000) (Statistics Canada,
2003; Statistics Canada, 2004a). In addition, by 1994, almost half of the
first births to American females were to women with 16 or more years of
education (Heck, Schoendorf, Ventura, & Kiely, 1997). The availability of
birth control, second marriages, the need for dual incomes, the desire for
career advancement (Freeman-Wang & Beski, 2002; Newburn-Cook &
Onyskiw, 2005), and a history of infertility (Kessler, Lancet, Borenstein, &
Steinmetz, 1980) have also been cited as other factors contributing to the
postponement of childbirth.

Unfortunately, the longer women delay starting a family, the more fertil-
ity concerns may arise. Decreasing fertility and fecundity in women older
than 35 years has been well documented (Berendes & Forman, 1991;
Gosden & Rutherford, 1995; Hansen, 1986). Reasons for this biological out-
come include poor ovulatory function, poor oocyte quality, an increase of
genetic anomalies in oocytes and embryos, and a decreased rate of
embryo implantation (Bowman & Saunders, 1995; Pal & Santoro, 2003).

Difficulty conceiving has led to the increased use of ART and/or ovula-
tion induction. As a result, an associated rise in the number of multiple
gestations has been documented and linked to both older maternal age at
first birth and to increased rates of preterm birth (Luke & Martin, 2004).
Canadian researchers reported that Alberta women who had children at
age 35 years and older (excluding in vitro fertilization pregnancies) ac-
counted for a 23% increase in the multiple birth rate (Tough, et al., 2002).
Delayed childbearing in this population was also associated with a 40%
increased risk of delivering a preterm baby (Tough, et al., 2002).

Etiologic Heterogeneity of Preterm Birth
Although some researchers have shown that there is an increased risk of
preterm birth with older maternal age (Astolfi & Zonta, 1999; de Sanjose &
Roman, 1991; Mohsin, Wong, Bauman, & Bai, 2003; Verkerk, Zaadstra,
Reerink, Herngreen, & Verloove-Vanhorick, 1994; Wen, Goldenberg, Cutter,
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Hoffman, & Cliver, 1990), other researchers have demonstrated no
increased risk (Arbuckle & Sherman, 1989; Barkan & Bracken, 1987; Kolas,
et al., 2000; Nordentoft, et al., 1996; White, 2004). These equivocal findings
may be due to a number of methodological differences and limitations
present across the various studies, such as inconsistencies in defining
what constitutes older maternal age, inadequate control for potential risk
factors and age-dependent covariates, inadequate sample sizes (reduced
study power), differences in the age category selected for reference group
comparisons, the use of hospital-based versus population-based samples,
and a failure to consider the heterogeneity of preterm birth itself
(Berkowitz & Papiernik, 1993; Kramer, 1987; Newburn-Cook & Onyskiw,
2005). Contradictory findings have led to confusion surrounding whether
older maternal age has an independent (direct) negative effect on gesta-
tional age and an increased risk of preterm birth. In addition, the majority
of past researchers have treated preterm birth as a single outcome (i.e.,
the birth of an infant <37 weeks gestational age) and may have prevented
them from “determining conclusively the relationship between older
maternal age and the risk of preterm delivery” (Newburn-Cook & Onyskiw,
2005, p. 855).

Preterm births are classified into three distinct clinical presentations (or
subtypes): those that arise from idiopathic preterm labor (spontaneous
onset of uterine contractions with or without rupture of the chorioamniotic
membranes), preterm birth following premature rupture of membranes,
and medically indicated preterm birth (also referred to as iatrogenic
preterm birth), which is often necessitated in the presence of fetal distress
or maternal indications such as preeclampsia and other pregnancy compli-
cations (Savitz, Blackmore, & Thorp, 1991). Some authors who oppose the
separation of preterm births into these subtypes make the theoretical argu-
ment that these subtypes may not reflect etiologically different entities but
rather result from differences in the timing of diagnosis and access to med-
ical care (Klebanoff, 1998; Klebanoff & Shiono, 1995). These authors suggest
that there may be substantial etiologic overlap between preterm birth
caused by spontaneous preterm labor or premature rupture of membranes,
thereby making the separation of these categories difficult. Moreover, they
argue that there is etiologic overlap between spontaneous preterm births
and medically indicated preterm births, stating that in the absence of med-
ical intervention many of these births would have occurred spontaneously
due to underlying medical causes. Although some researchers have shown
there is etiologic overlap among the preterm birth subtypes (Moutquin,
2003; Pickett, Abrams, & Selvin, 2000; Savitz, et al., 2005), other researchers
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have demonstrated that distinct causal factors leading to the different sub-
types may exist (Berkowitz, Blackmore-Prince, Lapinski, & Savitz, 1998;
Harlow, et al., 1996; Kristensen, Langhoff-Roos, & Kristensen, 1995; Meis, et
al., 1995; Pickett, et al., 2000).

Overall, researchers suggest that relatively little attention has been given
to the possibility that different causal mechanisms can lead to different pre-
maturity outcomes (Savitz, et al., 1991). They also note that the etiology of
preterm birth following spontaneous onset of labor is poorly understood
even though it is a significant contributor to all preterm births (Savitz, et al.,
1991). Moreover, each preterm birth subtype may not respond to the same
prevention activities (Goffinet, 2005). Only a limited number of researchers
have examined the determinants of spontaneous preterm birth (Table E-1).
Their studies will be discussed in the literature review.

Etiologic research should consider the heterogeneity of preterm birth
so that the different causal mechanisms for each subtype can be identi-
fied. In addition, researchers need to consider simultaneously multiple
potential risk factors to understand how they interact and whether they
act independently or indirectly (mediated through other factors) to influ-
ence gestational age at birth.

It will be difficult to reduce preterm births without acting on their
causes (Goffinet, 2005). Identifying the modifiable factors early in the
pregnancy, or even before pregnancy, will help to enable more effective
preventive measures to be taken (Robinson, Regan, & Norwitz, 2001) and
thus help to reduce the preterm birth rate.

With the increasing number of women delaying childbirth into their
mid-30s and older and the concurrent rise in preterm birth rates, the
question of whether older maternal age increases the risk of preterm
birth needs to be addressed. Furthermore, given the heterogeneity of
preterm birth, the impact of older maternal age on each preterm birth
subtype must be assessed. Women need to be assured that healthcare
professionals have the correct information regarding the risks associated
with older maternal age and adverse birth outcomes so that they too can
become aware of any potential adverse outcomes and make an informed
decision about when to begin their family.

Purpose of the Study
The overall purpose of this study is to determine the impact of older
maternal age on the risk of spontaneous preterm labor (defined as delivery
<37 weeks gestation not associated with either ruptured membranes or
iatrogenic intervention) (Ananth, et al., 2005) among nulliparous women.
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Study Objectives
The specific objectives of this study will be (1) to determine if older mater-
nal age at first birth ($35 years of age at time of delivery) is an independent
risk factor for spontaneous preterm birth or a risk marker that exerts its
influence indirectly through other age-dependent risk factors (e.g., preexist-
ing maternal illnesses, such as chronic hypertension and diabetes mellitus
or pregnancy complications such as pregnancy-induced hypertension); and
(2) to establish separate risk models for healthy, low-risk nulliparous
women (i.e., no preexisting illness) and high-risk nulliparous women (i.e.,
those with preexisting chronic health problems).

Significance of the Study
An epidemiological framework and a population health approach will
guide the development and implementation of the proposed research
study. These two approaches are complementary, both seeking to identify
the many determinants that influence health among women of childbear-
ing age, including the effect of older maternal age on gestational age and
the occurrence of spontaneous preterm birth. This information can then
be used to control or prevent preterm birth.

Originally focused on the etiological determinants of disease, the
focus of epidemiology has evolved to include investigating the distribu-
tion and determinants of health and illness in individuals and popula-
tions (Brunt & Shields, 2000; Gordis, 2000; Mackenbach, 1995; Valanis,
1999). Epidemiologic methods are becoming increasingly important to
healthcare providers, including nurses, because health system priorities
have changed and are now focused primarily on primary prevention
(upstream thinking) rather than on treatment or cure of illness (Brunt &
Shields, 2000).

Factors outside of the healthcare system identified as being influential to
the health of individuals and populations are known as the determinants of
health. These health determinants include income and social status; social
support; education; physical, social, and work environments; biology and
genetics; personal health practices and coping skills; gender; culture;
health services; and healthy child development (Federal, Provincial and
Territorial Advisory Committee on Population Health, 1994; Health Canada,
1996). Like epidemiology, a population health approach is concerned with
the determinants of health in populations, specifically the interaction
among individual and collective factors and conditions contributing to the
health and well-being of populations (Health Canada, 1996). To effectively
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influence population health, a better understanding of these health deter-
minants and the complex interactions among them needs to be addressed
(Federal, Provincial and Territorial Advisory Committee on Population
Health, 1994).

Understanding the determinants of health is important for primary
prevention. However, the role of nurses in the identification of these
determinants is still in its infancy. Butterfield (2002) noted that “with few
exceptions, nursing has not been active in efforts to understand the etiol-
ogy of disease” (p. 33). She believes that nurses have an important role in
advancing upstream thinking through research efforts that address the
determinants of diseases impacting their clients. Nurses are in a key
position to influence birth outcomes due to their contact with families
before, during, and after pregnancy. Consequently, they need to under-
stand what factors are involved and how these factors interact to influ-
ence pregnancy outcomes, including gestational duration.

The results of the proposed study will provide further insight into the
determinants of spontaneous preterm birth in northern and central Alberta
and, in particular, whether or not pregnancy in nulliparous women $35
years of age is associated with an increased risk of spontaneous preterm
birth. As stated by the World Health Organization (2002), focusing on the
risks to health is important to prevention and requires examining both
proximal and distal causes of adverse health outcomes because risks do
not occur in isolation (Misra, O’Campo, & Strobino, 2001; Myslobodsky,
2001). Examining the direct and indirect effects of biologic, genetic, lifestyle,
and sociodemographic variables, including maternal age, will increase
understanding of how these factors work together to influence gestational
age at birth. Furthermore, identifying any modifiable risk factors, such as
maternal age, and their impact on pregnancy outcomes can be used to
develop interventions and/or prevention programs.

With more women delaying the birth of their first child until 35 years of
age and beyond, and with the preterm birth rate on the rise, nurses need
to know whether older maternal age (a potentially modifiable risk factor)
has an independent–direct effect or interacts with other factors to
increase the likelihood of spontaneous preterm birth. This information is
needed by healthcare providers in the provision of preconceptual and
antenatal counseling, as well as by women who are deciding on when to
begin their families. The knowledge gained from this study will help nurses
to develop effective primary prevention interventions or programs aimed
at reducing modifiable risk factors that shorten gestational duration. In
addition, nurses will be better equipped to work with healthcare policy
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makers to create and implement health-oriented public policy targeted to
improving maternal, fetal, and newborn health, and hence, population
health (Glass & Hicks, 2000; White, 2004). These actions will promote the
health of childbearing women and possibly lead to better birth outcomes.

Literature Review
Concern about the potential risks of older maternal age on birth outcomes
arose over three decades ago when the International Federation of
Gynecology and Obstetrics (FIGO) classified women who delivered their
first child at age 35 years or older as elderly primigravida (Cunningham &
Leveno, 1995; Kirz, Dorchester, & Freeman, 1985). Since then, there have
been numerous researchers who investigated the effect of older maternal age
($35 years of age at time of delivery) on various maternal and fetal out-
comes, including the risk of preterm birth. Unfortunately, the results of
these studies have been inconclusive and sometimes contradictory. For
example, several researchers have found an association between older
maternal age and the risk of preterm birth (Alexander, Baruffi, Mor, & Kieffer,
1992; Astolfi & Zonta, 1999; de Sanjose & Roman, 1991; Ekwo & Moawad,
2000; Mohsin, et al., 2003; Mor, Alexander, Kogan, Kieffer, & Ichiho, 1995;
Newburn-Cook, et al., 2002; Tough, Svenson, Johnston, & Schopflocher, 2001;
Verkerk, et al., 1994; Wen, Goldenberg, Cutter, Hoffman, & Cliver, 1990).
However, other researchers have not supported this finding. They have con-
cluded that older maternal age does not increase the risk of preterm birth
(Arbuckle & Sherman, 1989; Barkan & Bracken, 1987; Beydoun, et al., 2004;
Frisbie, Biegler, de Turk, Forbes, & Pullum, 1997; Kolas, et al., 2000; Mvula &
Miller, 1998; Nordentoft, et al., 1996; Shiono & Klebanoff, 1986; Shults, Arndt,
Olshan, Martin, & Royce, 1999; Virji & Cottington, 1991; White, 2004).

As discussed previously, the disparate findings among past studies may
be due to methodological limitations and study differences. These include
inadequate sample sizes and lack of study power; differences in the study
setting and population sampled (i.e., population-based versus hospital-
based studies); inadequate control of age-dependent confounders that are
also associated with pregnancy outcomes; failure to consider the relation-
ship between maternal age and preexisting chronic diseases and pregnancy
complications that are associated with older maternal age; inconsistency in
the definition of what constitutes older maternal age and choice of the spe-
cific reference age group for comparisons; differences in data sources used,
resulting in incomplete and/or inaccurate data on risk factors; and varying
definitions of birth outcomes being assessed (Berkowitz & Papiernik, 1993;
Kramer, 1987; Newburn-Cook & Onyskiw, 2005). In addition, the equivocal
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results may be due to the fact that the majority of the researchers have
treated preterm birth as a single entity or homogeneous birth outcome
without acknowledging that preterm birth is a “cluster of conditions with
different etiologies” or different etiological pathways (Pickett, et al., 2000,
p. 305).

The impact of maternal age on the incidence of preterm birth may, in
fact, vary as a function of the specific preterm birth subtype (i.e., preterm
birth following spontaneous labor, preterm birth following ruptured mem-
branes, or medically indicated preterm birth) (Savitz, et al., 1991). Failing
to consider the heterogeneity of preterm birth may prevent the identifica-
tion of any differential age effects for each subtype.

The purpose of this literature review is to identify, select, and examine
the results of studies where researchers have estimated the impact of
older maternal age on two preterm birth subtypes (i.e., preterm birth fol-
lowing ruptured membranes or preterm birth following spontaneous
labor) or PT-both (preterm birth with or without ruptured membranes).
The review will include a discussion of the methodological shortcomings
and limitations of the studies selected.

Selecting the Studies for Inclusion in the Literature Review
The present literature review extends the work of Newburn-Cook and
Onyskiw (2005). These researchers conducted a systematic review of the
literature (1985 to 2002) to examine the impact of advancing maternal age
on spontaneous preterm birth and fetal growth restriction. Studies were
selected by these researchers if they met the following inclusion criteria:
(1) assessed risk factors for preterm birth by subtype (i.e., idiopathic
preterm labor, preterm premature rupture of membranes) and small-for-
gestational age birth (fetal growth restriction); (2) used acceptable defini-
tions of these birth outcomes; (3) were restricted to singleton live births;
(4) were conducted in a developed country; and (5) were published in
English. The same criteria were used in retrieving and selecting the litera-
ture included in this review.

A comprehensive search for additional published and unpublished stud-
ies for the time period from January 2003 to July 2005 was undertaken
using a number of search strategies. These included a computerized
search of various online databases (i.e., MEDLINE, CINAHL, EMBASE,
HealthSTAR, Web of Science, ABI/INFORM, Academic Search Premier,
Sociological Abstracts), abstracting services (i.e., ProQuest Dissertations
& Theses), and the Cochrane Collaboration Database. The medical subject
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headings (MeSH) and keywords used to locate and retrieve articles were
older maternal age, maternal age, maternal age 35 and over, advanced
maternal age, spontaneous preterm labor, spontaneous preterm delivery,
premature rupture of membranes, preterm birth subtypes, preterm deliv-
ery subtypes, preterm birth, low birth weight, risk factors, pregnancy com-
plications, pregnancy outcome, and a combination of these terms. In
addition to the online searches, reference lists of pertinent studies were
examined for other potentially relevant articles.

Articles were screened for any words in the title or abstract that indi-
cated an investigation into the risk factors for preterm birth. Studies that
focused primarily on other risk factors were considered for review if the
researchers provided a risk estimate of older maternal age on preterm
birth. The majority of articles included in this review had risk factors other
than maternal age as the primary focus (e.g., nutrition, various clinical and
obstetric risk factors). For example, Berkowitz and her colleagues (1998)
assessed simultaneously the effect of previously identified sociodemo-
graphic, obstetric, nutritional, and medical risk factors on preterm birth
due to spontaneous labor, premature rupture of membranes, or medical
indications. Because older maternal age was included in the analysis, this
investigation met the inclusion criteria outlined by Newburn-Cook and
Onyskiw (2005) and was included in this review, along with studies that
considered maternal age as the independent variable of interest.

Approximately 50 articles were retrieved, but only one study by Heaman,
Blanchard, Gupton, Moffatt, and Currie (2005) met the criteria established
by Newburn-Cook and Onyskiw (2005). This study was added to the investi-
gations previously selected by these authors. The characteristics and
results of the eight studies included in this literature review are summa-
rized in Table E-1.

Older Maternal Age and Its Association with Spontaneous
Preterm Birth
All of the studies included in this review had at least two preterm birth sub-
types as the dependent variable (Aldous & Edmonson, 1993; Berkowitz,
1985; Berkowitz, et al., 1998; Harlow, et al., 1996; Heaman, et al., 2005;
Kramer, McLean, Eason, & Usher, 1992; Lang, Lieberman, & Cohen, 1996;
Mercer, et al., 1996). In six of these studies, researchers grouped preterm
birth due to spontaneous (idiopathic) labor or preterm premature rupture
of membranes into the single category of spontaneous preterm birth
(Aldous & Edmonson, 1993; Berkowitz, 1985; Heaman, et al., 2005; Kramer,
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et al., 1992; Lang, et al., 1996; Mercer, et al., 1996). For the purposes of this
review, this classification of spontaneous preterm birth will be referred to
as PT-both. The remaining researchers conducted separate analyses for
preterm birth due to spontaneous labor, preterm premature rupture of
membranes, or preterm births that were medically indicated (Berkowitz, et
al., 1998; Harlow, et al., 1996).

Although the majority of the authors equated spontaneous preterm
birth (PT-both) to preterm birth preceded by preterm premature rupture
of membranes or spontaneous labor, Kramer et al. (1992) used a different
definition that concurred with the theoretical argument of Klebanoff and
Shiono (1995). Klebanoff and Shiono argued that “a non-trivial fraction of
‘elective’ preterm births would have been ‘spontaneous’ had the managing
clinician not intervened” (p. 126). Based on this argument, Kramer et al.
controlled for any preterm births not considered spontaneous or poten-
tially spontaneous by including only those preterm births occurring from
spontaneous labor, from inductions for preterm premature rupture of
membranes or chorioamnionitis, or from cesarean sections due to mater-
nal or fetal indications (e.g., abruptio placentae, placenta previa). Kramer
et al. excluded preterm births following induced labor or a cesarean sec-
tion for which there was no medical threat. These researchers acknowl-
edged that any discrepancies between their results and the findings in
other studies could be due to the inclusion of induced preterm deliveries
in their analyses. Because Kramer and his colleagues defined spontaneous
preterm birth (PT-both) differently, caution should be taken when compar-
ing their results with the findings of other studies included in this review.

The studies varied with respect to study design, sample size, and data
sources used to obtain the potential risk factors (including maternal age)
and birth outcomes. In six studies, researchers used a cohort study design
(Aldous & Edmonson, 1993; Berkowitz, et al., 1998; Harlow, et al., 1996;
Kramer, et al., 1992; Lang, et al., 1996; Mercer, et al., 1996), and in the other
two studies, researchers conducted case-control investigations (Berkowitz,
1985; Heaman, et al., 2005). All but three studies had hospital-based sam-
ples and included study data gathered from administrative databases, inter-
views, and medical records (Berkowitz, 1985; Berkowitz, et al., 1998;
Heaman, et al., 2005; Kramer, et al., 1992; Lang, et al., 1996). Two of the
cohort studies were prospective and were restricted to women partici-
pating in larger research projects (i.e., RADIUS and the Preterm Birth
Prediction Study, respectively) (Harlow, et al., 1996; Mercer, et al., 1996).
Women in these studies were followed prenatally through to delivery with
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data being collected prior to delivery via interview (e.g., demographic infor-
mation, lifestyle choices). The remaining study by Aldous and Edmonson
(1993) was the only population-based study. These investigators used birth
certificates to acquire information on all white and black infants born in
Washington State between 1984 and 1988.

Due to the differences in how samples and data were acquired, the
number of subjects varied among the studies. Sample sizes ranged from
488 to 31,107 births. A small sample size present in three studies may
have prevented an adequate examination of the impact that older mater-
nal age had on PT-both (Berkowitz, 1985; Heaman, et al., 2005; Mercer, et
al., 1996). In two of these studies, researchers excluded older maternal
age from the final regression model when it proved to be insignificant in
the univariate analysis (Heaman, et al., 2005; Mercer, et al., 1996). In the
other study, investigators found that older maternal age was insignificant
in the multivariate analysis (no odds ratio was reported) (Berkowitz,
1985). These studies may have been underpowered because of their lim-
ited sample sizes. For example, Berkowitz (1985) recruited only n = 488
participants (175 cases and 313 controls) who delivered at Yale-New
Haven Hospital to assess various clinical and obstetric risk factors for PT-
both. However, as Berkowitz points out, the sample size may have been
insufficient to properly assess the independent effects of variables
entered simultaneously into the multivariate model.

Similarly, Heaman et al. (2005) modeled several sociodemographic,
behavioral, psychosocial, and biomedical risk factors for PT-both for both
Aboriginal and non-Aboriginal women. The subjects in this study con-
sisted of n = 226 preterm infants (82 Aboriginal) and n = 458 term infants
(176 Aboriginal) born at two tertiary care hospitals. Through multivariate
analysis, they found young maternal age (<19 years of age; AOR = 0.19, 95%
CI = 0.04–0.89) to be a protective factor for Aboriginal women, a finding
that was contrary to the results for non-Aboriginal women. However, these
results may be questionable given the small sample size. Heaman et al.
concluded that there were insufficient numbers of subjects for adequate
racial–ethnic stratification. Therefore, this study was an exploratory study
and, as such, did not provide definitive findings for the determinants of PT-
both in Aboriginal and non-Aboriginal Canadian women.

Mercer et al. (1996) were at the same disadvantage with only 1218 nulli-
parous and 1711 multiparous women participating in the Preterm Birth
Prediction Study to investigate the predictability of a risk assessment sys-
tem for PT-both. After assessing several risk factors simultaneously,
including maternal age, they established that all the risk factors had low
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predictive value for PT-both in both nulliparous and multiparous women.
Unfortunately, the large number of risk factors assessed, along with the
small sample size used, led to tentative and inconclusive results.

Although the rest of the researchers in this review used larger sample
sizes, they had other methodological limitations present in their research
that need to be considered before accepting the conclusions. Kramer et
al. (1992) were the only researchers to develop separate risk models for
PT-both at <37, <34, and <32 completed weeks gestation. Dividing PT-both
in this manner enabled Kramer and his colleagues to detect any varying
effects each determinant had for moderately preterm, very preterm, and
extremely preterm births. Their study sample included n = 13,102 single-
ton, live-born infants delivered at Montreal’s Royal Victoria Hospital.
Using a retrospective cohort study design, they investigated the impact 
of maternal nutrition and other determinants, including older maternal
age, on PT-both. After controlling for age-dependent confounders (i.e.,
pregnancy-induced hypertension, prepregnancy hypertension, diabetes,
education), Kramer et al. concluded that women aged 35 years and older
were at no greater risk for delivering an infant at <37 weeks gestation
(AOR = 1.13, 95% CI = 0.98–1.24), <34 weeks gestation (AOR = 1.15, 95% CI =
0.93–1.41), or <32 weeks gestation (AOR = 1.05, 95% CI = 0.79–1.40) when
compared to women 20–34 years of age. However, the generalizability of
the study findings is limited given the use of a hospital-based sample.
Moreover, as mentioned previously, Kramer and colleagues included
inductions and cesarean sections in their study, unlike the other studies
in this review, which makes comparing their findings to the other study
results difficult.

Aldous and Edmonson (1993) conducted the only study that specifically
investigated the effects of older maternal age on various birth outcomes
(i.e., low birth weight, very low birth weight, and PT-both). Using a popula-
tion-based study, a total of n = 16,492 white and n = 4403 black, first-born,
singleton, live-born infants were included in their investigation. Infor-
mation recorded on Washington State birth certificates was used for acquir-
ing the risk factors included in the risk modeling and PT-both. Aldous and
Edmonson grouped maternal age into five-year categories, with older
maternal age being separated into women aged 35–39 years and $40 years
of age. This was the only study that provided a separate risk estimate for
women $40 years of age. By stratifying maternal age into these categories
and through adequate control for age-dependent confounders (i.e., preexist-
ing hypertension, socioeconomic status, smoking), Aldous and Edmonson
were able to establish a moderate but progressive increased risk of PT-both
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with advancing maternal age. The highest risk was seen in women $40
years of age (AOR = 1.8, 95% CI = 1.3–2.6) with significant risk beginning in
women aged 30–34 years (AOR = 1.4, 95% CI = 1.1–1.7). Although an analy-
sis for black infants was completed, the results showed no significant find-
ings. However, the small number of black infants born to women 35 years
and older (n = 127) and the resulting imprecise risk estimates made these
findings inconclusive. Because this was the only study to demonstrate a
significant association between older maternal age and PT-both, and it was
the only study to have older maternal age as the independent variable,
more research is needed to investigate the relationship between older
maternal age and this birth outcome.

One of the methodological strengths exhibited in all the studies was
the inclusion of age-dependent confounders in the analyses; these are fac-
tors associated with increasing age and have a negative impact on birth
outcomes (e.g., pregnancy complications and/or preexisting medical con-
ditions). However, the researchers varied as to what risk factors they
included, making comparison of results difficult. To focus on women who
were healthy at the start of their pregnancies, both Harlow et al. (1996)
and Lang et al. (1996) excluded women with preexisting medical condi-
tions, but they varied in which women they excluded with different med-
ical conditions. Lang and associates excluded those women with epilepsy,
asthma, diabetes mellitus, and hypertension, and Harlow et al. excluded
those women with chronic renal disease, diabetes mellitus, and hyperten-
sion. All but two of the remaining studies (Berkowitz, 1985; Heaman, et al.,
2005) had adjustments for chronic medical conditions in the analyses. In
two of these studies, the researchers included a wide range of pregnancy
complications (Lang, et al., 1996; Mercer, et al., 1996); the rest included as
few as one to as many as three potential pregnancy complications (e.g.,
gestational diabetes, pregnancy-induced hypertension, proteinuria).

The studies included in this literature review also differed on how older
maternal age, as well as the reference age group chosen for comparison,
were defined. Despite the FIGO definition of older maternal age as being
$35 years of age, only half the researchers used this definition, and when
they did, they differed on the choice of reference age group. One study
had women 20–29 years of age (Berkowitz, et al., 1998) and another had
women 25–29 years of age (Harlow, et al., 1996) as the age groups for com-
parison. Kramer et al. (1992) and Lang et al. (1996) used women 20–34
years of age and 25–34 years of age, respectively, as the reference age
groups for their analyses. Berkowitz (1985) defined older maternal age as
35–41 years but did not report a reference group due to the insignificant
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findings between older maternal age and PT-both. In two studies where
older maternal age was defined as >35 years, women 19–35 years of age
and 16–35 years of age, respectively, were chosen as the groups for com-
parison (Heaman, et al., 2005; Mercer, et al., 1996). In the study where
older maternal age was stratified into 35–39 years and $40 years, women
20–24 years of age were included as the reference group (Aldous &
Edmonson, 1993). All the differing definitions of age make comparison of
results across studies a challenge.

Overall, the studies reviewed here show that the effect of older mater-
nal age on PT-both remains inconclusive. A lack of population-based sam-
ples, along with the use of smaller samples in three studies (Berkowitz,
1985; Heaman, et al., 2005; Mercer, et al., 1996), limits the generalizability
and validity of the findings. Interestingly, the only study to find a signifi-
cant association between older maternal age and PT-both was also the
only population-based study in this review (Aldous & Edmonson, 1993).
The discrepancy in findings between this study and the others may reflect
differing sample characteristics. Several confounders were included in all
the studies, but the type and number of confounders varied. Furthermore,
with the exception of one study (Lang, et al., 1996), there was no clear
assessment of the direct or indirect effect of risk factors. More attention
to the determinants of the different preterm birth subtypes that may play
an intermediate role in the etiological chain is necessary for there to be
clarity around the direct causes of this birth outcome. Finally, in all stud-
ies, age definition and choice of reference age group need more refine-
ment if results are to be compared in the future.

Heterogeneity of Preterm Birth
Two groups of researchers in this review developed separate risk models
for preterm birth due to spontaneous labor or preterm premature rupture
of membranes using several previously identified risk factors (Berkowitz,
et al., 1998; Harlow, et al., 1996). Berkowitz et al. (1998) included both high-
and low-risk pregnancies in their study and used a retrospective cohort
design to investigate the impact of several risk factors on each preterm
birth subtype (i.e., preterm birth due to spontaneous labor, preterm birth
due to preterm premature rupture of membranes, or medically indicated
preterm births). A hospital-based sample of n = 31,107 births was used.
After controlling for several known risk factors, Berkowitz et al. found 
that both women 30–34 years of age (AOR = 1.4, 95% CI = 1.2–1.6) and women
$35 years of age (AOR = 1.5, 95% CI = 1.3–1.8) were at greater risk for
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preterm birth due to preterm premature rupture of membranes when com-
pared to women 20–29 years of age. Older maternal age was not a signifi-
cant predictor of preterm birth due to spontaneous labor.

Like Berkowitz et al. (1998), Harlow and his colleagues (1996) had a
large hospital-based sample (n = 14,948) to conduct their analysis of poten-
tial risk factors for each preterm birth subtype. However, their study sam-
ple was restricted to low-risk pregnancies (i.e., no medical indication for
ultrasound at the first visit and exclusion of women with preexisting dis-
eases). Unlike Berkowitz et al., Harlow and his associates were not able to
clearly demonstrate their maternal age result. These researchers classified
maternal age as a continuous variable (maternal age per five years) and as
a result could only make a conclusion about maternal age, not older mater-
nal age. The findings showed borderline significance for maternal age and
preterm premature rupture of membranes (AOR = 1.3, 95% CI = 1.0–1.5);
however, these researchers concluded that maternal age “was predictive
for premature rupture of membranes” (p. 446). This weak result may
have been a reflection of the healthy population used to investigate their
objectives. Like Berkowitz et al., Harlow and his colleagues did not find a
significant association between maternal age and preterm birth due to
spontaneous labor.

Both Berkowitz et al. (1998) and Harlow et al. (1996) acknowledged that
distinguishing between preterm birth arising from preterm premature rup-
ture of membranes and spontaneous labor could be problematic. However,
the findings from both studies indicate that there may be differential
effects for maternal age on each preterm birth subtype. The results in
Berkowitz et al. show that older maternal age increases the risk of preterm
birth arising from preterm premature rupture of membranes, but not spon-
taneous labor, and the results in Harlow et al. show the same findings for
maternal age. Unfortunately, the hospital-based samples and varying defi-
nitions of older maternal age used in these studies prevent the establish-
ment of definitive conclusions. As a result, more research is needed to
examine causal factors for each preterm birth subtype. Future studies
should include a population-based sample, differentiate between high- and
low-risk women, and control for a wide range of potential confounders.

Age-Dependent Confounders
There are several researchers that have investigated the complications of
pregnancy, particularly in older gravida. The overwhelming majority has
shown that there is an increased risk of chronic medical conditions and
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pregnancy complications in women of older maternal age. In a recent US
study, researchers found that certain maternal complications demon-
strated a positive association with maternal age in a dose-dependent fash-
ion (Salihu, Shumpert, Slay, Kirby, & Alexander, 2003). For example, the
rate of chronic hypertension per 1000 deliveries in women 20–29 years of
age was 5.3. This rate increased to 10.4 for women aged 30–39 years, to
23.8 for women aged 40–49 years, and to 27.8 for women aged 50 and older.

This study confirmed previous results that established older women
were more likely to be at higher risk for antepartum and intrapartum com-
plications when compared to their younger counterparts (Berkowitz,
Skovron, Lapinski, & Berkowitz, 1990; Gilbert, Nesbitt, & Danielsen, 1999;
Jolly, Sebire, Harris, Robinson, & Regan, 2000; Prysak, Lorenz, & Kisly,
1995). For example, in a population-based study in the United Kingdom, it
was found that women >40 years of age were three times more likely to
have placenta previa compared to women 18–34 years of age (AOR = 3.09,
99% CI = 2.19–4.36) (Jolly, et al., 2000). Similarly, it was determined that,
after adjusting for race and underlying medical conditions, women $35
years of age were two times more likely to have antepartum complications
than women 20–29 years of age (i.e., gestational diabetes, abruptio placen-
tae, and placenta previa; AOR = 2.0, 95% CI = 1.6–2.5) (Berkowitz, et al.,
1990). Results of these studies indicate the importance of including age-
dependent confounders in an analysis of older maternal age and sponta-
neous preterm birth so that the presence of any independent association
between older maternal age and this birth outcome can be determined.

Pregnancy complications have been identified as intermediate out-
comes of preterm birth in the literature (i.e., other risk factors act indi-
rectly through these factors) (Kramer, 1987). As a result, in one study
where the mediating role of pregnancy complications was examined, the
researchers first assessed the effect of 23 different risk factors on PT-both
without pregnancy complications in the risk model and then assessed
their effect with pregnancy complications added in (Lang, et al., 1996). By
proceeding in this fashion, the indirect effects of other risk factors were
determined by noting any significant changes in the risk estimates.
Although there was no significant change in the odds ratio for older mater-
nal age, Lang et al. were able to identify the direct and indirect effects of
other risk factors. For example, the odds ratios for low prepregnant
weight, previous preterm birth, three or more miscarriages, two or more
stillbirths, in utero DES exposure, and low weekly weight gain showed sig-
nificant moderate decreases after pregnancy complications were added
into the model. These results indicate that these particular risk factors
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may act indirectly through pregnancy complications to influence PT-both.
Older maternal age was a nonsignificant risk factor for PT-both (AOR = 1.1,
95% CI = 0.8–1.6) regardless of whether pregnancy complications were in
the risk model. Lang et al. were unique in their assessment of pregnancy
complications and, as a result, were able to provide methodological direc-
tion for future studies to specifically address the effects of older maternal
age on spontaneous preterm birth.

To accurately assess the impact of older maternal age on spontaneous
preterm birth, other potential confounders, along with chronic medical
conditions and pregnancy complications, need to be considered in the
risk modeling. Kramer (1987) and Berkowitz and Papiernik (1993) com-
pleted two comprehensive reviews of potential risk factors for preterm
birth. These two reviews were used to determine which risk factors and
covariates would be included, along with maternal age, in the risk model-
ing proposed in this study.

Summary
The results of the studies reviewed provide some evidence that there is
an older maternal age effect on the incidence of spontaneous preterm
birth (PT-both) and preterm birth due to preterm premature rupture of
membranes. Other studies have shown that older maternal age is asso-
ciated with an increased prevalence of chronic diseases, medical prob-
lems during pregnancy, as well as antepartum and labor complications
(Berkowitz, et al., 1990; Gilbert, et al., 1999; Jolly, et al., 2000; Prysak, et
al., 1995; Salihu, et al., 2003). However, it is not known whether older
maternal age exerts an independent and direct effect on preterm birth
(i.e., the different preterm birth subtypes) or if it acts indirectly through
its association with age-dependent confounders, factors that affect birth
outcome and are a function of increasing maternal age (e.g., preexisting
maternal illness, pregnancy complications). Therefore, the aim of this
study is to determine if older maternal age at first birth is an independ-
ent risk factor for spontaneous preterm birth (preterm birth not associ-
ated with either ruptured membranes or iatrogenic intervention) (Ananth,
et al., 2005) or a risk marker that exerts its influence indirectly through
other age-dependent risk factors.

The specific methodology used to address this inquiry is important.
From the studies reviewed it has become apparent that it will be necessary
to define what constitutes older maternal age, to decide on the choice of
reference group based on the age associated with optimal reproduction
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(less risk to pregnancy outcomes), and to control for age-dependent con-
founders, other risk factors, and interactions among these variables.

None of the researchers of the studies reviewed provided a rationale
for the age categories selected and used in their analyses. It seems that
the majority based their definitions on what had been done or defined in
the past; however, definitions today may be changing. Although most
researchers use $35 years of age as the benchmark for older maternal age,
some are now considering women aged 40 years and beyond as the high-
risk older primigravida (Ekblad & Vilpa, 1994; Miletic, et al., 2002; Salihu,
et al., 2003; Spellacy, Miller, & Winegar, 1986; Ziadeh & Yahaya, 2001).

It is unknown today at what age young ends and old begins (Blickstein,
2003). The definition of older maternal age ($35 years) seems to be an
archaic one, developed by FIGO in a time when women had lower life
expectancies (Kirz, et al., 1985). Now women are leading healthier lives
and may be delivering healthier babies in their mid-30s and beyond than
was previously thought. Women who choose to delay childbearing are
often better educated, more psychologically ready for pregnancy, and
more socially advantaged, which all contribute to more positive pregnancy
outcomes (Chen & Millar, 2000; Freeman-Wang & Beski, 2002; Lansac, 1995;
Mansfield & McCool, 1989; Newburn-Cook & Onyskiw, 2005). A detailed
analysis is warranted to determine where the older age cutoff truly lies.
Only when health professionals are aware of where actual risk begins can
they provide more effective counseling and treatment.

Although there have been numerous researchers who examined the eti-
ologic factors influencing preterm birth, the majority have treated this
birth outcome as a single entity. The research reviewed here indicates
that preterm birth may consist of separate etiological pathways that need
to be considered if this adverse birth outcome is to be fully understood.
Although the results of these studies are equivocal, they are also fewer in
number. Methodological limitations in previous research justify the need
for more etiological research that acknowledges the heterogeneity of
preterm birth and examines the causal mechanisms of each preterm birth
subtype. As delineated by Berkowitz et al. (1998), investigation into the
components of preterm birth must continue until the components appear
to be homogeneous. Only then can preterm birth as a whole be consid-
ered. Ignoring the heterogeneity of preterm birth at this point may
impede our ability to determine conclusively any differential effects that
older maternal age has on the varying pathways leading to early delivery.

The proposed study will provide further insight into the relationship
between older maternal age and spontaneous preterm birth. It will be the
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first study to have maternal age as the independent variable of interest
and to be focused on determining the direct and indirect effects of various
previously identified etiologic determinants of spontaneous preterm birth
(i.e., preterm birth not associated with either ruptured membranes or
iatrogenic intervention) (Ananth, et al., 2005). As in Lang et al. (1996), preg-
nancy complications will be treated as intermediate outcomes of sponta-
neous preterm birth and entered last into the risk modeling so that the
mediating effects of these risk factors can be established. Unlike previous
research, the heterogeneity of the maternal population will be taken into
account by comparing two risk models, one for women who are healthy
versus one for women diagnosed with preexisting medical conditions.
These separate models will help to demonstrate any differences in the
causal mechanisms that exist for these two groups of women.

The lack of population-based studies incorporating maternal age as the
independent variable was evident from the studies reviewed. This will be
the first population-based study to have older maternal age as the inde-
pendent variable and one preterm birth subtype (preterm birth due to
spontaneous labor) as the dependent variable. Finally, this study will
have smaller age groupings of maternal age to more clearly establish
where the at risk age for spontaneous preterm birth begins and to deter-
mine if there is a differential risk effect. Establishing the direct or indirect
effect of older maternal age at first birth on spontaneous preterm birth in
both low-risk and high-risk women will help to improve counseling and
preterm birth prevention efforts for women of childbearing age.

Design
A retrospective population-based cohort study will be used to determine
the impact of older maternal age at first birth on the risk of spontaneous
preterm birth in northern and central Alberta.

Study Objectives
The specific study objectives are (1) to determine if older maternal age at
first birth ($35 years of age at time of delivery) is an independent risk 
factor for spontaneous preterm labor (preterm birth not associated with
ruptured membranes or iatrogenic intervention) or a risk marker that
exerts its influence indirectly through other age-dependent confounders
(e.g., preexisting maternal illnesses, such as chronic hypertension and dia-
betes mellitus, or pregnancy complications, such as pregnancy-induced
hypertension); and (2) to establish separate risk models for healthy, 
low-risk nulliparous women (i.e., no preexisting illness) and high-risk 
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nulliparous women (i.e., those with preexisting chronic health problems).
For the development of all risk models, older maternal age will be stratified
into two age groups, consisting of women 35–39 years of age and women
40 years of age and older.

Study Subjects
The study population will consist of n = 193,575 women who were residents
of, and gave birth in, northern and central Alberta between January 1, 1996
and December 31, 2004. Subjects will include all Alberta women who
delivered a live born, singleton infant. Cases will be composed of nulli-
parous women 35 years of age and older who delivered a live born, single-
ton infant at less than 37 completed weeks gestational age and for whom
the delivery was spontaneous (not associated with either ruptured mem-
branes or iatrogenic intervention) (Ananth, et al., 2005). Controls will be
composed of nulliparous women aged 20–24 years of age (considered the
optimal age for childbearing) who delivered a live born, singleton infant
between 37 and 41 completed weeks gestation and for whom the delivery
was spontaneous (not associated with either ruptured membranes or iatro-
genic intervention).

The study focus will be restricted to singleton births because preterm
birth rates and causal mechanisms differ between singleton and multi-
ple births (Demissie, et al., 2001; Joseph, et al., 1998). Medically indicated
preterm births, defined as births that follow iatrogenic intervention (i.e.,
labor induction or a primary or repeat cesarean delivery) (Ananth, et al.,
2005), will be excluded for both cases and controls.

Data Source
This study will use maternal and newborn data recorded in the Alberta
Perinatal Health Program (APHP) North Perinatal Database. This is one
of two regional perinatal databases maintained by the APHP. Data are col-
lected from healthcare facilities that provide maternal and newborn care
in Health Regions 4 through 9. This computerized population-based peri-
natal database contains pregnancy and birth data recorded on the
provincial delivery records (parts 1 and 2) by hospital staff at the time of
delivery. These provincial delivery records are completed for all deliver-
ies. The database also includes information on home births supervised
by registered midwives.

Perinatal data are recorded based on the place of delivery, and this
information is forwarded to the APHP for data entry. Data collected by
participating hospitals are forwarded to the APHP using one of three
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methods: (1) photocopies of the provincial delivery records; (2) a log
book that is transcribed from the provincial delivery records; or (3) elec-
tronic transfer of the data from the provincial delivery records.

A number of precautions are taken to ensure both completeness and
accuracy of the data entered into the APHP databases. After the data are
entered, a data validation procedure is implemented. This consists of a
monthly cross check of the manual tabulation of key variables with an elec-
tronic tabulation of these same variables. A minimum of one in 20 records is
verified with the actual data entry to check its accuracy. Participating hos-
pitals are provided with guidelines for validating electronic data so that val-
idation of hospital data can occur before it is sent to the APHP. In addition,
the APHP completes a validation process for electronically submitted data.
This consists of electronic tabulation and comparison of results with the
Monthly Statistical Report that is supplied with the data.

The APHP North Perinatal Database includes information on genetic
and constitutional factors, maternal age at time of delivery, lifestyle fac-
tors, obstetrical history, medical problems in the current pregnancy, preg-
nancy complications, birth outcomes, and limited information about the
infant. This database also contains information on maternal health status,
including the presence of any preexisting chronic diseases.

Study Variables
The outcome (dependent variable) in this study is spontaneous preterm
labor. It is defined as the delivery of a live born, singleton infant prior to
37 completed weeks gestational age that is not associated with either rup-
tured membranes or iatrogenic intervention (i.e., labor induction or a pri-
mary or repeat cesarean delivery) (Ananth, et al., 2005). Of particular
interest in the proposed study is the impact of older maternal age (inde-
pendent variable) on the risk of spontaneous preterm birth. Older mater-
nal age will be defined as women who deliver their first child at 35 years of
age or older.

There is some controversy in the literature regarding what constitutes
older maternal age. Are women aged 35–39 years at increased risk for
preterm birth if they are in good health? Does the risk increase among
older nulliparous women $40 years of age regardless of health status? Or
does the risk for adverse birth outcomes start earlier for women at the age
of 30 years as opposed to later, as some researchers suggest (Aldous &
Edmonson, 1993; Berkowitz, et al., 1998)? Therefore, to assess the impact
of maternal age on the risk of spontaneous preterm birth, maternal age will
be stratified into the following age categories: 20–24 years (reference
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group), 25–29 years, 30–34 years, 35–39 years, and $40 years. By stratify-
ing maternal age in this manner, there will be a clearer indication of where
the older at risk maternal age begins for preterm birth, and the occurrence
of any differential age effects will be established.

Other risk factors and age-dependent covariates (independent vari-
ables) will be included in the risk models to examine the impact of older
maternal age on the risk of spontaneous preterm birth for low-risk and
high-risk women. These factors are outlined in Table E-2 and include mater-
nal and newborn factors, obstetric and medical factors, lifestyle behaviors,
medical problems arising during pregnancy, and pregnancy complications.
The variables selected for inclusion in this study were based on two
reviews of the published literature that focused on the etiology of preterm
birth. In particular, the systematic review and meta-analysis completed by
Kramer (1987) and the review of the epidemiology of preterm birth (risk
factors causally related to decreased gestational age) by Berkowitz and
Papiernik (1993) guided the selection of other independent variables to be
included in the risk models (see Table E-2).

The risk modeling will be limited to maternal and clinical variables
recorded in the APHP North Perinatal Database and the way in which
these potential risk factors were measured or aggregated. Consequently,
only a partial risk model can be provided. A full explanatory model would
require further research and consideration of other potential determi-
nants not recorded in the data source (perinatal database) to be used in
this study. This is a limitation of using administrative data in the conduct
of etiological research.

Data Analysis
The APHP data will be cleaned and analyzed using SPSS for Windows
Version 13.0 (SPSS Inc., Chicago, Illinois). Each study variable will be exam-
ined for outliers (implausible values) and coding errors that will be cor-
rected, if feasible, or coded as missing values. New variables will be created
as required from existing variables in the database using the transform
recode command in the SPSS data analysis program.

The prevalence and distribution of the study variables will be summa-
rized by group (i.e., spontaneous preterm births or cases versus term
controls) using descriptive statistics. Means and standard deviations
(SD) will be reported for continuous variables, and frequencies and per-
centages will be used to summarize categorical variables. To determine if
the prevalence and distribution of variables across the study groups are
different, a Student’s t-test to compare means and a chi-square test for
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TABLE E-2
Risk Factors to Be Included in the Proposed Study

Demographic
•Maternal age ($20 years stratified into five age categories: 20–24 years, 25–29 years, 30–34 years, 

35–39 years, and 40 years and older)

Genetic and constitutional
•Maternal height (<152 cm or $152 cm)
•Prepregnancy weight (#45 kg, 46–90 kg, $91kg)

Lifestyle factors
•Smoker (smoked anytime during pregnancy)
•Alcohol consumption (defined as any alcohol consumed during pregnancy)
•Drug dependent (inappropriate/excessive drug use of any substance that may adversely affect 

pregnancy outcome)

Preexisting medical diseases (for model 2 only; see Figure E-2)
•Diabetes (insulin dependent or diet controlled)
•Hypertension (defined as a blood pressure of 140/90 mmHg or greater with or without the use of

antihypertensive drugs)
•Chronic renal disease
•Heart disease (symptomatic or asymptomatic)
•Other medical disorders (e.g., epilepsy, asthma, lupus, Crohn disease)

Nutritional problems during pregnancy
•Poor gestational weight gain (<0.5 kg/week or weight loss between 26 and 36 weeks)
•Anemia (hemoglobin <100 g/l)

Medical problems during current pregnancy
•Gestational diabetes
•Poly- or oligohydramnios
•Presence of blood antibodies (Rh, anti-C, anti-K, etc.)
•Acute medical disorder (e.g., urinary tract infection, acute asthma, thyrotoxicosis)

Current pregnancy status
•Diagnosis of an SGA infant (<10th percentile)
•Diagnosis of an LGA infant (>90th percentile)
•Presence of a fetal anomaly
•Fetal malpresentation

Pregnancy complications
•Bleeding <20 weeks
•Placenta previa
•Bleeding $20 weeks
•Pregnancy-induced hypertension (PIH)
•Preeclampsia (defined as the presence of PIH with proteinuria ($+1))
•Eclampsia/toxemia (defined as PIH with proteinuria and seizures)
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proportions will be calculated. A two-sided P-value #0.05 will be used to
establish if any of the compared differences between cases and controls
are statistically significant.

Univariate logistic regression will be used to determine the contribution
of every predictor (independent) variable and interaction on the incidence
of spontaneous preterm labor, without controlling for the influence of
other risk factors and potential covariates. Unadjusted odds ratios (OR)
and 95% confidence intervals (CI) will be estimated and reported to indi-
cate the magnitude and direction of the effect of each variable on the out-
come (dependent) variable—spontaneous preterm labor.

Unconditional multivariate logistic regression (MLR) will then be used to
determine the independent effect of each study variable (including mater-
nal age) on the occurrence of spontaneous preterm labor while simultane-
ously controlling for the other study variables and covariates. Adjusted
odds ratios (AOR) and 95% CIs will be reported.

Separate risk models will be developed to examine the impact of older
maternal age on the risk of spontaneous preterm labor for low-risk nulli-
parous healthy women (no preexisting maternal illnesses or chronic condi-
tions) and high-risk nulliparous women (presence of preexisting maternal
illness or chronic conditions). The study variables will be entered in a
stepwise fashion in blocks as outlined in Figures E-1 and E-2. This will be
done to determine if older maternal age has a direct (independent) or indi-
rect effect (mediated through other factors, including age-dependent vari-
ables) on the dependent variable (i.e., spontaneous preterm birth). The
hypothetical models (see Figures E-1 and E-2) were based on the risk
model used by White (2004) to determine the direct and indirect effects of
previously identified risk factors on birth weight and gestational age.

A number of factors guided the development of these models and the
order in which the individual study variables and interaction terms will be
entered. These included (1) consideration of the risk factors that were
present prior to the current pregnancy (e.g., maternal age, height, pre-
pregnancy maternal weight); (2) reflection on the proximal and distal
causes and the pathways leading to preterm birth; (3) examination of the
relationships among the different study variables (e.g., maternal age may
influence the incidence of preexisting maternal illness and chronic condi-
tions, as well as the development of pregnancy complications that neces-
sitate preterm delivery); and (4) consideration of the interaction among
different variables and their differential impact on the risk of preterm
birth (White, 2004). The risk factors outlined in Figures E-1 and E-2 and
their order of entry into the logistic regression models reflects the distal
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Block 1 Demographic (maternal age)
B

Block 2 Genetic and constitutional (maternal height and prepregnancy weight)
B

Block 3 Lifestyle factors (smoking status, alcohol consumption during pregnancy, drug dependency)
B

Block 4 Interaction: Age by smoking
B

Block 5 Interaction: Smoking by alcohol consumption during pregnancy
B

Block 6 Interaction: Smoking by drug dependency
B

Block 7 Interaction: Smoking by drug dependency by alcohol consumption during pregnancy
B

Block 8 Nutritional problems during pregnancy (poor gestational weight gain, anemia)
B

Block 9 Medical problems during current pregnancy (gestational diabetes, poly- or
oligohydramnios, presence of blood antibodies, acute medical disorder)

B
Block 10 Interaction: Age by gestational diabetes

B
Block 11 Current pregnancy status (diagnosis of an SGA infant, diagnosis of an LGA infant,

presence of a fetal anomaly, fetal malpresentation)
B

Block 12 Pregnancy complication (bleeding <20 weeks)
B

Block 13 Pregnancy complication (placenta previa)
B

Block 14 Interaction: Age by placenta previa
B

Block 15 Pregnancy complication (bleeding $20 weeks)
B

Block 16 Pregnancy complication (pregnancy-induced hypertension, i.e., PIH)
B

Block 17 Interaction: Age by PIH
B

Block 18 Pregnancy complication (preeclampsia—PIH + proteinuria $+1)
B

Block 19 Interaction: Age by preeclampsia
B

Block 20 Pregnancy complication (eclampsia/toxemia)
B

Block 21 Interaction: Age by eclampsia/toxemia
B

Spontaneous preterm birth

FIGURE E-1 Model 1 (nulliparous women with no preexisting medical diseases or preg-
nancy complications): Order of entry of variables into the logistic regression model
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Block 1 Demographic (maternal age)
B

Block 2 Genetic and constitutional (maternal height and prepregnancy weight)
B

Block 3 Lifestyle factors (smoking status, alcohol consumption during pregnancy, drug dependency)
B

Block 4 Interaction: Age by smoking
B

Block 5 Interaction: Smoking by alcohol consumption during pregnancy
B

Block 6 Interaction: Smoking by drug dependency
B

Block 7 Interaction: Smoking by drug dependency by alcohol consumption during pregnancy
B

Block 8 Preexisting medical diseases (diabetes, hypertension, chronic renal disease, heart disease,
other medical disorders)

B
Block 9 Nutritional problems during pregnancy (poor gestational weight gain, anemia)

B
Block 10 Medical problems during current pregnancy (gestational diabetes, poly- or

oligohydramnios, presence of blood antibodies, acute medical disorder)
B

Block 11 Interaction: Age by gestational diabetes
B

Block 12 Current pregnancy status (diagnosis of an SGA infant, diagnosis of an LGA infant,
presence of a fetal anomaly, fetal malpresentation)

B
Block 13 Pregnancy complication (bleeding <20 weeks)

B
Block 14 Pregnancy complication (placenta previa)

B
Block 15 Interaction: Age by placenta previa

B
Block 16 Pregnancy complication (bleeding $20 weeks)

B
Block 17 Pregnancy complication (pregnancy-induced hypertension, i.e., PIH)

B
Block 18 Interaction: Age by PIH

B
Block 19 Pregnancy complication (preeclampsia—PIH + proteinuria $+1)

B
Block 20 Interaction: Age by preeclampsia

B
Block 21 Pregnancy complication (eclampsia/toxemia)

B
Block 22 Interaction: Age by eclampsia/toxemia

B
Spontaneous preterm birth

FIGURE E-2 Model 2 (nulliparous women with no preexisting medical problems): Order
of entry of variables into the logistic regression model
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and proximal relationship of each risk factor to the dependent variable.
For example, maternal age is considered the most distal risk factor in the
proposed models because it was assumed that subsequent risk factors
were a function of maternal age (e.g., problems in the index pregnancy,
the development of one or more pregnancy complications). These figures
do not distinguish between indirect and direct effects of the risk factors
on spontaneous preterm labor.

Pregnancy complications are assumed to be intermediate (intervening)
pregnancy outcomes and hence will be entered last into the regression
analysis. If pregnancy complications are entered earlier into the risk 
models it could lead to an underestimation or elimination of the effect 
of maternal age on spontaneous preterm birth whose impact may be
mediated through pregnancy complications (Kramer, 1987; Lang, et al.,
1996). Each pregnancy complication will be entered separately to assess
both the direct and indirect effect of each complication on spontaneous
preterm labor.

Interaction terms will also be included in the risk models. The selection
of the interaction terms was based on the results of previous studies. 
For example, the literature suggests that the incidence of gestational dia-
betes and pregnancy complications increases as maternal age increases
(Jacobsson, Ladfors, & Milsom, 2004; Jolly, et al., 2000; Joseph, et al., 
2005; Salihu, et al., 2003). Furthermore, it has been demonstrated that the
effect of smoking on preterm birth is greater as maternal age advances
(Cnattinguis, Forman, Berendes, Graubard, & Isotalo, 1993; Wen, Golden-
berg, Cutter, Hoffman, Cliver, et al., 1990) and that a person who smokes is
more likely to use illicit drugs and alcohol (Visscher, Feder, Burns, Brady,
& Bray, 2003). These interactions will be entered into the risk model fol-
lowing the entry of the individual variables (see Figures E-1 and E-2).

Ethical Considerations
The proposal was submitted to the University of Alberta Health Research
Ethics Board (Panel B) for expedited review and approval. The Alberta
Perinatal Health Program (APHP), as part of its audit program, has already
collected the data for the proposed study. A data request was submitted to
the APHP for data access and the use of the APHP database for this study.
Approval by the Alberta Health Research Ethics Board and the APHP for
this proposed study was received.

The data file provided for this study does not contain any personal iden-
tifiers, only anonymous subject ID numbers, to maintain subject confiden-
tiality. Data will be stored on an external hard drive and will be securely
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locked up when not in use. Only members of the thesis supervisory com-
mittee will have access to the data to assist with data management and
analysis. All data will be kept in a locked filing cabinet for seven years.
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Introduction
Chronic renal failure is an insidious, progressive deterioration of renal func-
tion. The most common causes include diabetes mellitus, hypertension,
glomerulonephritis, polycystic kidney disease, interstitial nephritis, ob-
structive disorders, vascular disease, and AIDS-related disorders (Central
Organ Replacement Register, 1998; Lancaster, 1991). Chronic renal failure is
described as insidious because it is usually not diagnosed until there is an
approximately 75% loss of function and the patient’s vaguely described
symptoms become more pronounced. Even in the face of deteriorating
numbers, the glomeruli adapt with hyperfiltration to maintain a normal
homeostatic environment (Andreoli, Bennett, Carpenter, & Plum, 1997).
When function has decreased to between 5 and 10%, the diagnosis of end-
stage renal disease is made.

As of 1998, more than 210,000 people in the United States with end-stage
renal failure were receiving treatment, the annual growth trend of the dis-
ease being 7.8%. In Canada, as of December 31, 1998, the number of patients
alive on renal replacement therapy was 21,992, including 9,114 with a func-
tioning transplant and 12,808 patients in various treatment modalities. The
majority of patients were on hemodialysis (73%), and the balance was on
peritoneal dialysis (27%). In 1998, there were 4025 new patients receiving
treatment, representing a rate of 132.5 patients per million population.
From 1981 to 1998 the annual growth rate of the disease was 6% (Central
Organ Replacement Register, 1998). With the increase in life expectancy in

Maintaining Catheter Patency
Using Recombinant Tissue
Plasminogen Activator
Colleen M. Astle

453

A P P E N D I X  F

71799_APPF_FINAL.qxd  2/4/10  1:11 PM  Page 453



the aging population, the United States reported a 150% increase in renal
failure in people older than 60 years of age between 1984 and 1993. Thirty-
six percent of those people were diabetics (Kinzner, 1998). These numbers
reflect a growing trend in chronicity that will burden the healthcare system
in both Canada and the United States in coming years.

The patients with end-stage renal failure require ongoing medical inter-
vention to sustain life. The treatment options available include peritoneal
dialysis, hemodialysis, or transplantation. Peritoneal dialysis involves the
peritoneum as the dialyzing membrane. A sterile, physiologically pre-
pared solution is introduced into the peritoneal cavity, and by the princi-
ples of osmosis and diffusion, fluid is removed and the blood is cleansed
of its toxic impurities. The patient is required to do four or five exchanges
each day. In contrast to peritoneal dialysis, hemodialysis involves passing
the patient’s blood through an artificial kidney where diffusion and ultra-
filtration remove fluid and the waste products of metabolism, normally
excreted by the kidneys. This procedure averages four hours three times
per week. Both peritoneal dialysis and hemodialysis require the use of a
patent, functional access, a means with which to dialyze the patient.

The three types of vascular access used for hemodialysis include the
arteriovenous (AV) fistula, the synthetic arteriovenous graft, and the cen-
tral venous catheter. Since 1966, the AV fistula has been, and continues to
be, the preferred form of hemodialysis access (Berkoben & Schwab, 1995;
Ezzahiri, Lemson, Kitslaar, Leunissen, & Toridor, 1999; Kapoian & Sherman,
1997; Laski, Pressley, Sabatini, & Wesson, 1997; Mysliwiec, 1997; Tisher,
1999). Primary AV fistulae are typically created by an end-to-side vein–
artery anastomosis of the cephalic vein and radial artery or the brachial
artery and the cephalic vein in the nondominant arm. They take two to six
months to mature. When mature, they have long-term patency rates and
are rarely associated with infectious complications. The fistulas can serve
as a permanent hemodialysis access for 20 years. Not all people, however,
are suitable for the creation of a fistula. Veins that have previously been
used for infusion of medication, intravenous therapy, phlebotomy, or lab-
oratory blood sampling are precluded from developing into a successful
access. Also, because of an aging and diabetic population there is a lack of
suitable blood vessels for creation of fistula access (Kapoian & Sherman,
1997; Konner, 1999; Polaschegg & Levin, 2000).

If the dialysis patient is unable to support a native fistula, an AV graft
using synthetic materials such as polytetrafluoroethylene (PTFE) may be
created. PTFE grafts are placed in the forearm, upper arm, or upper thigh, in
either a straight (distal radial artery to basilic vein) or loop (brachial artery
to basilic vein) configuration. Maturation requires three to four weeks. PTFE
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is a durable material and will withstand multiple thrombectomies and revi-
sions, but it does have a finite functional life and will wear out with repeated
needle puncture. The complications associated with grafts include infec-
tion, thrombosis, steal syndrome, formation of an aneurysm, and reaction
to the graft material (Obialo, Robinson, & Braithwaite, 1998).

Central venous catheters are routinely used in the medical manage-
ment of many types of patients (Farrell, Walshe, Gellens, & Martin, 1997).
They provide access for the delivery of fluids, medications, blood prod-
ucts, chemotherapy, and parenteral nutrition. They are also useful for 
frequent blood sampling, hemodynamic monitoring, or hemodialysis.
Central venous catheters are inserted into deep veins, such as the sub-
clavian, jugular, or femoral veins, and are advanced into the vena cava
(Brunier, 1996). They may be placed percutaneously or by using a cutdown
technique. Maturation time is not required; rather they may be used
immediately after placement. Associated complications include infection,
thrombosis, permanent central vein stenosis, and lower blood flow rates
than other accesses (Johnson, 1998).

Central venous catheter occlusion is a common complication, which
can result in loss of function, delays in treatment, high costs, patient dis-
comfort, and patient and nurse frustration. Additionally, intraluminal clot-
ted blood and fibrin increase the risk of catheter-related sepsis (Wickham,
Purl, & Welker, 1992). Thus far, various concentrations of heparin have
been used to maintain the patency of the catheters. In the past, when clot-
ting occurred in the presence of heparin as the instillation, streptokinase
and then urokinase were used to lyse the clot. Presently, 2 mg/2 ml of
recombinant tissue plasminogen activator (rTPA) is being used. After a
specified period of time the catheter is checked for patency, and if suc-
cessful dialysis is resumed. The advantage of using rTPA is that it is fre-
quently successful in the lysis of intraluminal dialysis catheter clots. The
disadvantage is the cost of the medication. For each 2-mg syringe of rTPA
the cost is $54 for the Northern Alberta Renal Failure Program. The follow-
ing questions then arise: What concentration of rTPA would be effective in
the prevention of a thrombus in a hemodialysis catheter? What should
the dwell time be for this concentration of solution?

Catheter-Related Thrombosis
The use of a central venous catheter for either temporary or chronic
hemodialysis has become an acceptable bridge to internal, permanent
vascular accesses (Brunier, 1996; Choudhry, Ahmed, Giris, & Kronfli, 1999;
Farrell, et al., 1997; Ouwendyk & Helferty, 1996; Richard, 1986). It is easily
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inserted at the bedside by an experienced physician thereby reducing the
need for expensive and often unavailable operating room time. It can pro-
vide long-term access in children, the elderly, the morbidly obese, or in
diabetics whose vessels are not suitable for the creation of an internal fis-
tula or graft. It is necessary for patients requiring emergency dialysis or
patients who are described as access failures, having used up the vessels
required to create a permanent access. Central venous catheters serve as
a backup for the fistulas and grafts that require ligation due to high output
failure states caused by their development and use. Further, these
catheters are inserted as a temporary access while awaiting the develop-
ment of the permanent access. The survival rates of these catheters are
reported to be 75% at one year and 50% at two years, thereby allowing
them to become alternative forms of long-term accesses (Parker, 1998).
Berkoben and Schwab (1995) reported a survival rate of 47–74% at one
year and 41–43% at two years. Despite the consensus that the construc-
tion of the primary AV fistulas represents the best choice for permanent
vascular access, the trend since 1980 has been a continual increase in the
use of these access devices. Kapoian and Sherman (1997) reported a 5%
use of central venous catheters in 1980, which increased to 30% in 1993.

Catheter-related thrombosis is the most common cause of catheter dys-
function (Barendregt, Tordoir, & Leunissen, 1999; Buturovic, Ponikvar, Boh,
Klinkmann, & Ivanovich, 1998; Johnson, 1998; Mysliwiec, 1997; Northsea,
1994; Parker, 1998; Twardowski, 1998b). It can result in an impaired ability
to withdraw fluid from or infuse fluids through the catheter. The literature
reports an incidence of thrombosis from 55 to 85% (Daeihagh, Jordan,
Chen, & Rocco, 2000; Kohler & Kirkman, 1998). This broad range reflects
the lack of a standardized method for evaluating and diagnosing this com-
plication. Further, the term “catheter-related thrombosis” does not appear
to be well defined. It may refer to the thrombotic occlusion of the lumen of
the catheter, the formation of a fibrin sheath around the catheter, the for-
mation of thrombus at the site of catheter insertion into the vessel, or a
true thrombosis within the central vein (Wickham, et al., 1992).

Catheter clotting may result from either external or internal mechanical
obstruction. Kinks in the external tubing or the catheter itself can reduce
or totally obstruct flow through the lumen. Internal causes of catheter
occlusion include internal malposition, catheter pinch-off syndrome
caused by threading the subclavian catheter under the clavicle during
insertion, drug precipitate, fibrin buildup, and blood clots (Kohler &
Kirkman, 1998; Muhm, et al., 1997). Clot occlusion also occurs as a result
of a retrograde flow of blood into the catheter tip during fluctuations in
central venous pressure, such as when a patient coughs.
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There are several sites at which thrombi are likely to form: the lumen of
the catheter, the site at which the catheter enters the vein, the catheter
tip, and the external surface of the catheter. The types of thrombotic
occlusions include intraluminal thrombus, mural thrombus, fibrin sheath
(also known as fibrin sleeve), and fibrin tail (also known as fibrin flap). A
fibrin sheath can form along the external surface of the catheter and
resembles a sock over the catheter (Kohler & Kirkman, 1998; Northsea,
1996). It may occur soon after insertion and extends from the insertion
site to the catheter tip. This may develop within 48 hours after placement.
Fibrin tail forms when fibrin adheres to the end of the catheter. Often it
acts as a one-way valve, permitting infusion but not withdrawal of fluid
from the catheter. Mural thrombus, which forms when the fibrin from a
vessel wall injury binds to the fibrin covering the catheter surface, may
lead to the formation of a venous thrombus (Wickham, et al., 1992).

Thrombus formation may be related to a number of factors. Insertion of
the catheter may cause endothelial injury of the vessel wall, triggering the
release of thromboplastic substances that cause platelets to aggregate at
the site. Endothelial injury may also cause formation of small or large
thrombi that attach to the vessel wall. Another factor may be the large-
bore catheters commonly used for dialysis, which alter the blood flow in
the vein and activate the release of the thromboplastic substances and
platelets, thereby producing fibrin formation (Northsea, 1996; Wickham,
et al., 1992).

The patients at greatest risk for the development of catheter-related
thrombi are those who experience venous thrombus, enhanced blood
coagulability, or trauma to the vessel wall. Venous stasis can occur when
dehydration, hypotension, immobility, heart failure, or intrapulmonary–
mediastinal diseases are present. Coagulability can be altered by condi-
tions such as malignancy, sepsis, chronic renal failure, or the administra-
tion of chemotherapy (Schenk, Rosenkranz, Wolfl, Horl, & Traindl, 2000).

The vast majority of thrombi related to central venous catheters develop
without symptoms. Warning signs are insidious. As the thrombus begins to
form, the catheter appears problematic, causing monitoring alarms. The
blood flow appears sluggish (Berkoben & Schwab, 1995; Daeihagh, et al.,
2000; Northsea, 1994; Twardowski, 1998b). In some instances, it is possible
to infuse fluid into the catheter, but the withdrawal is impaired. The diag-
nosis of catheter-related thrombosis may be based solely on symptoms or
can be confirmed with the aid of imaging techniques. When the central
venous catheter becomes occluded, the goal is to restore patency in a
cost-effective manner with minimal risk to the patient. Catheter salvage is
preferred over catheter replacement in an effort to limit the interruption to
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therapy, reduce the risk of trauma to the patient, reduce the risk of compli-
cations, and decrease the costs.

One factor that has been considered in the literature concerning
catheter-related thrombosis is the type of catheter used (Berkoben &
Schwab, 1995; Muhm, et al., 1997; Schenk, et al., 2000). In the study by
Leblanc et al. (1998), blood flow and recirculation rates were reviewed in 33
well-functioning internal jugular vein catheters. The catheters described
were able to maintain adequate blood flow rates between 200 and 275
ml/min without major increments or decrements in arterial and venous
pressures. The study concluded that the blood flow rates were achieved
because of the type of catheters chosen. Little information was provided
about the characteristics of the sample population, including age, health,
comorbid conditions, or diagnosis. The concern is whether the catheter
used in this study could be used for a patient whose coagulability had been
altered by conditions such as sepsis or malignancy.

Muhm and colleagues (1997) reviewed the use of large-bore, Dacron-
cuffed catheters using the supraclavicular approach in 175 patients dur-
ing an 18-month period. Five types of large-bore catheters were reviewed.
There was no clinically significant incidence of central vein thrombosis or
stenosis. Intraluminal fibrinolysis occurred in three cases. The supraclav-
icular approach has proven to be preferable to the subclavian approach
and is now an accepted practice in many dialysis units.

The lock solutions used in the central venous catheters have been
extensively reviewed in the literature (Buturovic, et al., 1998; Leblanc, et
al., 1998; Twardowski, 1998a). The purpose of the lock solutions is to fill
the length of the catheter and prevent thrombosis. Heparin appears to be
the standard lock solution in most hemodialysis catheters (Barendregt, et
al., 1999). Heparin prevents the clotting of blood by inhibiting factors
involved in the conversion of prothrombin to thrombin. Buturovic et al.
(1998) compared heparin with citrate or polygeline locks and found no
difference regarding catheter patency and clot volume between groups.

Schnek and colleagues (2000) were responsible for a prospective, ran-
domized crossover study comparing heparin and rTPA as an instillation in
12 dialysis patients over a four-month period. Blood flow rates, arterial
pressure, and venous pressure were monitored at each dialysis session.
The study revealed that rTPA is superior as a lock for the central venous
catheters as measured by reduced blood flow problems and clotting.

Intradialytic urokinase has been extensively used in many dialysis
units to lyse catheter thrombosis. Urokinase, a thrombolytic agent
derived from human kidney cells, is a protein enzyme that acts on the
endogenous fibrinolytic system, converting plasminogen to plasmin.
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Plasmin degrades fibrin clots, fibrinogen, and other plasma properties.
Northsea (1996) used urokinase to restore patency in 95 of 102 perma-
nent or double lumen catheters. Twardowski (1998a) suggested that war-
farin be used in conjunction with urokinase. Although urokinase proved
to be effective in restoring catheter patency, fibrin tended to reoccur
without the use of warfarin. Ouwendyk and Helferty (1996) suggested the
use of baby aspirin or one-half of a 325-mg tablet of aspirin daily after cen-
tral venous catheter insertion and the use of aspirin and warfarin
together to prevent catheter clotting.

Since the early 1990s, rTPA has been used to restore catheter patency
and lyse thrombus. As a genetically engineered enzyme, rTPA is involved
in the breakdown of blood clots. It has been used successfully in the treat-
ment of myocardial infarction, dissolving the clot and restoring the blood
supply to the heart muscle. Davis, Vermeulen, Banton, Schwartz, and
Williams (2000) used rTPA starting at 0.5 mg and escalating the dose to 
1 and 2 mg sequentially until 50 central venous catheters were cleared
and patency was restored. In 3.4% of the catheters, rTPA was unable to
clear the occlusion. In a study by Daeihagh and colleagues (2000), rTPA
was used to restore the patency in 49 of 56 catheters. Two milligrams was
infused into each port of the catheters. The dwell time ranged between 
two and 96 hours. The literature supports the use of rTPA for the lysis of
intraluminal thrombus, but further research needs to be done with the
use of rTPA in 0.5 mg concentrations. The standard concentration used in
most studies is 2 mg/2 ml. A decreased concentration of rTPA results in
the added benefit of reduced costs.

Purpose of the Study
The purpose of the proposed study is to test the following hypothesis: 0.5
mg of recombinant tissue plasminogen activator (rTPA) is as effective as
2.0 mg of rTPA in the prevention of thrombosis in central venous
catheters in two samples of 15 long-term, maintenance, hemodialysis
patients over a two-month period. At the end of two months each group
will cross over to the alternate group for study. A prospective, random-
ized, double-blind crossover study will therefore be performed.

Definition of Terms
Central venous catheter thrombosis is the presence of a thrombus
located within the lumen of the central venous catheter that is responsi-
ble for a reduction in blood flow and fluids during aspiration and instilla-
tion of the catheter. This is evidenced by blood flow less than 200 ml/min,
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arterial pressure less than 2250 mmHg, and venous pressure greater than
1250 mmHg.

Recombinant tissue plasminogen activator (rTPA) is a recombinant drug
used as a lock solution in concentrations of 0.5 mg and 2.0 mg in the cen-
tral venous catheters of two groups of 15 hemodialysis patients during a 
two-month period. The selection of 0.5 mg for comparison was made
because the literature suggests that this is the least amount of the drug
evaluated during previous studies (Davis, et al., 2000). Two milligrams of
rTPA is a standard concentration presently used in dialysis units.

Methodology
Research Design
A prospective Level III experimental design is the framework upon which
this proposed study will be built. Two groups will be compared and three
variables of interest will be studied. Three physiological measures and
specific laboratory values concerned with clotting will be monitored dur-
ing the study. The two randomized, double-blinded groups will be used to
compare 0.5 mg and 2.0 mg of rTPA as a lock solution in the central
venous catheters of hemodialysis patients. The formation of thrombus, as
determined by catheter function, is the dependent variable, and the use
of rTPA and its effect on clotting constitute the independent variable.
Each sample group will consist of 15 randomly selected patients with end-
stage renal failure. The physiological measures that determine catheter
performance, indicating clotting, are arterial pressure, venous pressure,
and blood flow because, as the thrombus forms, the catheter appears
problematic and causes monitoring alarms (Berkoben & Schwab, 1995;
Daeihagh, et al., 2000; Northsea, 1996; Twardowski, 1998b). The labora-
tory tests used to determine anticoagulation, such as hematocrit, platelet
count, prothrombin time, activated partial thromboplastin time, and 
fibrinogen, will also be examined. Interval data will be collected from the
previously mentioned tests and measures for use in the data analysis.

Sample and Setting
The representative sample to be chosen for the study will include persons
with end-stage renal disease who are treated with hemodialysis and are fol-
lowed by the Northern Alberta Renal Failure Program in northern Alberta,
Canada. The actual field setting will be the in-center hemodialysis unit
located in a large urban hospital. The patients, including both men and
women, will be from various backgrounds, ethnic groups, and ages and will
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have various diseases. An attempt to control for extraneous variables will
be possible through randomization of this convenience sample. All patients
will have progressed to end-stage renal failure, thereby necessitating treat-
ment for survival. All members of the sample will have a central venous
catheter (CVC) as their dialyzing access. The catheters will be inserted
using the same method of insertion by one of four experienced nephrolo-
gists. The catheters will be soft, Dacron-cuffed, dual-lumen catheters used
for long-term maintenance hemodialysis. The sample patients will be
approached about consent for the study within three weeks of starting
treatment when it is recognized that the patients are receiving optimum
treatment with maximum blood flow rates. Table F-1 includes the demo-
graphic and relevant information required for initiation in the study.
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TABLE F-1
Patient Demographics and Relevant Central Venous Catheter Information: 
Group A/Group B

Causes Duration 
of Renal of Dialysis Dialysis Dialysis Duration of

Patient No. Sex/Age Failure (days) Membrane Regimen CVC (days) CVC Site

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15
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The convenience sample population will be randomized by the hospi-
tal’s pharmacist using a statistical program responsible for generating a
set of random numbers to determine the two groups within the study
(Exhibit F-1). The patients to be excluded from the study are those who
are not of legal age for consent, those with a current infective process,
those with bleeding disorders that may affect patient welfare, and those
with cancer in whom coagulability is altered by the nature of the disease
(Schenk, et al., 2000). Children will not be included in the study because
they are not representative of a hemodialysis population that is usually
composed of adults. Rather, children are often redirected to the less inva-
sive treatment and more tolerable modality of peritoneal dialysis.

The sample size will be calculated using a confidence interval of 95%, a
power of 0.8, and calculated variability of 18 and difference between the
means of the groups (10). The calculated variability is the standard devia-
tion of the means of two hemodialysis samples comparing blood pump
speed known as the effect size. A two-tailed test will be used because the
two representative samples are hypothesized to be equal. The following
formula was used in the calculations for size of the groups:

(Za 1 zb)
5

(1.96 1 0.8)
3 18 5 25d 10

Za = confidence interval
zb = power
d = effect

The sample size will be 25 with an additional five for dropout (Senn,
1993). The total sample will consist of 30 hemodialysis patients, with 15
per group.

Methods
Approximately three weeks from the time of insertion of the central venous
catheters, when maximum blood pump speeds are achieved, individual
patients will be approached and asked to participate in the proposed
study. An informed and witnessed consent will be obtained. The re-
searcher conducting the study will fill out a demographic information
sheet. Prior to the initiation of each dialysis treatment thereafter, as per
unit protocol, the locking solution will be aspirated from the central
venous catheter. Dialysis will commence and the patient will be monitored
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at least hourly for vital signs, blood flow rates, and arterial and venous
pressures. This data will aid in the determination of catheter function.
Blood flow rates below 200 ml/min, arterial pressures less than 2250
mmHg, and venous pressures of greater than 1250 mmHg reflect the pres-
ence of a thrombus. The blood flow rate or pump speed is a measure of
how fast the pump is able to rotate based on catheter performance.
Arterial pressure reflects the ease of removing the blood from the patient
through the access for dialysis. The blood that is being withdrawn from
the patient creates a negative or minus reading. Venous pressure is a
measure of the ease of returning the patient’s blood after it has gone
through the artificial kidney. This pressure is interpreted as a plus value
because it reflects a positive force. Systemic heparin will be administered
according to individual patient clotting times to prevent clotting of the
extracorporeal system and to allow patients to be monitored for bleed-
ing. Measuring hematocrit, platelet count, prothrombin time (PT), acti-
vated thromboplastin time (APTT), and fibrinogen each month will
enable patients to be monitored for anticoagulation. The same dialysis
machines and bloodlines will be used for each treatment. At the comple-
tion of dialysis, the patient’s blood will be returned to the patient and the
catheter will be flushed with 10 ml of normal saline to remove residual
red blood cells. The hospital’s pharmacy department will prepare rTPA,
which will be instilled into the lumen of the central venous catheter. The
rTPA will dwell in the catheter until the patient returns for his or her
thrice-weekly treatment. Refer to Exhibit F-2 for the unit protocol con-
cerning catheter instillation.

Data collection will include recording interval values for blood flow
rates, arterial pressure, venous pressure per patient to monitor catheter
performance and thrombosis, and anticoagulation to monitor for poten-
tial clotting. The incidence of complications such as bleeding, sepsis, and
clotting will be recorded and rated according to the frequency of the
event. The study is divided into two stages for each of the two groups.
Each stage will include the data collected for one month. At the end of 
two months the groups will cross over into the alternate group. Though
the literature indicates that thrombus may form from catheter insertion
by disruption of the integrity of vessel walls or from the material in the
catheters, the incidence of thrombosis may occur at any time within the
first month after insertion. A span of two to four months is optimal to
determine the effects of rTPA on clotting as determined by the literature
(Daeihagh, et al., 2000; Schenk, et al., 2000).
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Data Analysis
The statistical analysis will use repeated-measures ANOVA to analyze and
compare the data. This specific statistical test is used to compare the
means of two groups using three or more variables when repeated meas-
ures are taken on each subject (Norman & Streiner, 1999). The three vari-
ables of interest are treatment, sequence of time, and period of time. The
treatment variable will compare the means of the two concentrations of
rTPA. The sequence of time variable will compare the measurements
recorded in four separate one-month intervals. The period of time effect
will include data on the specific patients within their randomized groups
in one period of time, such as the first month versus the second month
(Table F-2). The repeated-measures ANOVA will also be used to compare
treatment, period, and sequence for hematocrit, platelet count, PT, APTT,
and fibrinogen. Refer to Table F-3 for comparison of the two concentra-
tions of rTPA. The statistical analysis of ANOVA comparing the three vari-
ables is shown in Table F-4.

Reliability and Validity
Control has been described as the key concept in experimental designs.
Randomization is one method for controlling all possible extraneous vari-
ables in a Level III design (Brink & Wood, 1998). In this proposed study, the
sample described will be a convenience sample selected because the
patients are in end-stage renal failure, have central venous catheters, 
and are receiving long-term, maintenance hemodialysis. The patients will be
of different ages, races, and genders, and they will have different diseases.
They may not be representative of all hemodialysis patients because of the
method of selection. The results, therefore, cannot be generalized to all
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p Value from the Analysis of Variance of Central Venous Catheter Flow and 
Pressure Performance 

Treatment Time Period Sequence

Blood flow (ml/min)

Venous pressure (mmHg)

Arterial pressure (mmHg)
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TABLE F-3
Anticoagulation for Dialysis, Mean Values for Hematocrit (Hct), Platelet Count 
(Plt C), PT, APTT, and Fibrinogen Comparing Two Concentrations of TPA: 
Groups A/B (1-30 patients) 

Hct Hct Plt C Plt C PT PT APTT APTT Fibrinogen
(%) (%)

Pt Heparin rTPA rTPA rTPA rTPA rTPA rTPA rTPA rTPA rTPA TPA
no. 0.5 2.0 0.5 2.0 0.5 2.0 0.5 2.0 2.0 0.5

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

TABLE F-4
p Value from the Analysis of Variance of Hematocrit and Coagulation Parameters

Treatment Period Sequence

Hematocrit (%)

Platelet count

PT

APTT

Fibrinogen (mg/dl)
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hemodialysis patients. After these patients are selected they will be random-
ized as described previously. Randomization, a control for internal validity,
helps to eliminate bias by spreading variability equally across the groups.

Similar to the control achieved by randomization, incorporating a double-
blind, crossover method into the study will enhance control. The use of the
double-blind method eliminates bias. Neither the patient nor the researcher
will be able to positively identify which patient will receive either concen-
tration of the drug. The use of the crossover method will allow the patient
to serve as his or her own control, thereby accounting for variability among
the subjects and increasing equivalence between groups.

The parametric test of ANOVA will also increase control for the experi-
mental design. This proposed study will use the repeated-measures
ANOVA, which will adjust for differences between two groups and for cor-
relation between the means (Brink & Wood, 1998). Further, because the
study will be a double-blind crossover experiment, the patients will serve
as their own controls for the comparison between the two concentrations
of drugs to be used.

Control of experimental conditions will be enhanced by keeping pro-
cedures and equipment constant. Though four different nephrologists 
will perform the procedure for line insertion, the technique and actual pro-
cedure used will be the same. The type of catheter used for long-term main-
tenance hemodialysis will be the same: a Dacron, dual-lumen catheter. The
nursing staff in the dialysis unit will be responsible for consistently per-
forming the instillation procedure for locking the catheters. This proce-
dure was developed and taught to all nursing staff by one clinical nurse
educator, approved by the policy and procedure committee within the
hemodialysis program, and is reviewed on a yearly basis. The machines
and bloodlines used for the dialysis procedure will be the same. This
equipment will be calibrated for accuracy as per the manufacturer’s speci-
fications and verified by an external pressure meter and by a qualified bio-
medical technician. The degree of error as specified by the manufacturer
of the dialysis machine will allow a 10% variation in the blood pump speed
and a 3% variation in the pressure readings. This will permit the measures
for blood flow rates, arterial pressure, and venous pressure to be reliably
tested and retested. Validity concerning anticoagulation will be addressed
through specific laboratory tests that are well utilized in the health sci-
ences field for the determination of clotting. The quality improvement 
program utilized within the clinical laboratory setting regularly verifies 
the accuracy of results. The specificity, sensitivity, and positive predictive
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value of the coulter hematology analyzer responsible for generating the
results of the hematologic tests are reported to be 97%, 89%, and 93.5%,
respectively (level III technician, University of Alberta Hospitals, personal
communication, November 24, 2000). The data to be observed and re-
corded, measuring the function of the catheters, will be documented by
one interrater observer with hemodialysis experience, enhancing the relia-
bility of data collection.

The concern for carryover effect of the different concentrations of rTPA
within the catheter will be addressed by aspirating the catheter and then
flushing it with 10 ml of normal saline prior to the initiation of dialysis. 
A clotting time can be performed to ensure no residual rTPA was left in the
catheter. The catheter will then be instilled with the new solution at the end
of the treatment. A two-day span of time between treatments will also elimi-
nate any carryover of the medication.

A pilot study is an ideal way to address some of the concerns identified
in this experimental design. It could be used to identify problems in the
design, refine the data collection and analysis, establish the reliability and
validity of the instruments used, establish the competence of the investiga-
tor, and strengthen the case for the study being proposed. It has been cal-
culated that a sample of 30 patients will be necessary for this study. A pilot
study would require three patients or 10% of the sample population (Brink
& Wood, 1998). Though the pilot study would increase efforts related to
time, energy, and expenses, the knowledge gained could prove invaluable in
many aspects of the finished product.

Ethical Considerations
Prior to the initiation of the study, the Health Research Ethics Board will
be approached with a request for ethical review of the proposed study.
Upon introduction to the study, the participants will be informed of the
purpose of the study, procedures involved, risks, benefits, voluntary par-
ticipation, compensation, and confidentiality. It will be stressed that the
patient is under no obligation to participate and may withdraw from the
study at any time, and that withdrawal from the study will not influence
care given. An information sheet will be provided outlining the previously
mentioned information (see Exhibit F-3). A consent-to-participate form
will be signed by the participants prior to the initiation of the study and
will be obtained and witnessed by a hemodialysis professional who is not
involved in the study.
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The risk associated with an instillation of rTPA is bleeding. Paulson,
Reisoether, Aasen, and Fauchald (1993) reported that rTPA dissolves clot
formation efficiently and safely, citing an 11% incidence of minor bleeding
with its use. A small pilot study by Atkinson, Bagnall, and Gomperts (1990)
and a prospective double-blind study by Haire, Atkinson, Stephens, and
Kotulak (1994) stated there was no incidence of bleeding while using rTPA.
Though the literature appears to suggest there is minimal risk associated
with the use of this drug, the patient must be made aware of the potential
for bleeding.

Significance of the Study
One of the limitations of this proposed study is the concern about lack of
external validity or generalizability of results related to the type of sample
selected. The sample will be a convenience sample, not a true representa-
tion of all hemodialysis patients with end-stage renal failure. To ensure
generalizability, this type of study could be undertaken in other renal
units during a multicenter trial.

The issue of cost was not addressed in this proposed study. It is well
recognized that rTPA is an expensive medication, hence it is selectively
used. A cost comparison concerning catheter replacement, physician time,
nursing time, and radiological verification versus the use of rTPA would
prove informative and may demonstrate support for more widespread
use of this drug.

The insertion and removal of central venous catheters in the hemodial-
ysis population are the responsibility of the nephrologist. The care of
these catheters is the responsibility of the dialysis nurse. A high inci-
dence of thrombosis is a well-documented complication associated with
this type of vascular access. Caring for these catheters requires technical
skill, problem-solving abilities, and an understanding of anatomy and
catheter performance. Even for nurses armed with experience and skill,
the care of central venous catheters can be a trying experience. It is
understandable, therefore, that there is a search for a drug, skill, or tech-
nique that will improve catheter performance and decrease nurse frustra-
tion and patient anxiety. The use of rTPA has proven to be effective in the
dissolution of clots within the catheters. The one deterrent to its wide-
spread use is cost. If it can be demonstrated that a decreased concentra-
tion of rTPA, such as 0.5 mg, is as effective as the standard 2.0 mg, then
more of it could be used, thereby improving nursing care and practice for
patients in end-stage renal failure.
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EXHIBIT F-1
Example of a Computerized Method for Randomizing Numbers

To generate a set of random numbers, enter the selections (integer values only):

How many sets of numbers do you want to generate? Value—2

How many numbers per set? Value—15

What is the number range? Value 1–30

Do you wish each number in the set to remain unique? Yes

Do you wish to sort your outputted numbers? Yes

How do you wish to view your outputted numbers? Place markers within

Randomized results:

Group A: p1 = 3, p2 = 5, p3 = 10, p4 = 12, p5 = 13, p6 = 14, p7 = 16, p8 = 17, p9 = 18, p10 = 20, 
p11 = 21, p12 = 22, p13 = 25, p14 = 26, p15 = 29

Group B: p1 = 1, p2 = 2, p3 = 4, p4 = 6, p5 = 7, p6 = 8, p7 = 9, p8 = 11, p9 = 15, p10 = 19, p11 = 23,
p12 = 24, p13 = 27, p14 = 28, p15 = 30
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EXHIBIT F-2
Procedure for Instillation of rTPA in a Central Venous Catheter

Issue date:

Level: Departmental

Supplies: 
• Hemodialysis tray

• Tray with compartment

• 2 kelly forceps

• 3 towels and 1 fenestrated towel

• 1 package povidone-iodine (Betadine) solution

• 1 transfer forceps

• Mask

• 2 catheter caps

• Two 18-gauge needles

• 1 in Dermiclear (bridging) tape

• rTPA (prepared by pharmacy)

• 3 normal saline vials

• Sterile gloves

• Four 3-ml syringes

• Two 10-ml syringes

• Label

• 4 3 4 gauze

Procedures:
1. Mask for patient and nurse.

2. Wash hands.

3. Remove bridging tape.

4. Open hemodialysis tray.

5. Use transfer forceps on outer wrap of hemodialysis tray to pick up towels, Betadine
solution, and kelly forceps. Place beside the tray.

6. Using intravenous saline from dialyzer setup, run some saline into a compartment of the
tray. OR Twist open two normal saline vials and pour into a compartment of the tray.

7. Add four 3-ml syringes, two 10-ml syringes, two 18-gauge needles, and two catheter caps
onto sterile field.

8. Place prepared rTPA syringes near tray.

9. Glove.

10. Pour Betadine solution into the second compartment of the tray.
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11. Soak two 4 3 4 gauze with Betadine solution.

12. Prepare two 10-ml syringes with normal saline by drawing up from saline compartment.

13. While holding a catheter with a 4 3 4 gauze, position towels above and below catheter area.

14. Wrap the catheter with a Betadine-soaked 4 3 4 gauze for four minutes.

15. With catheter clamps closed, remove and discard caps.

16. While holding the wrapped catheter, lay the fenestrated towel underneath the Betadine-
wrapped catheter.

17. Remove Betadine-soaked 4 3 4 gauze on catheter and attach a 3-ml syringe to each
catheter extension.

18. Withdraw 3 ml from each unclamped extension of the catheter.

19. Clamp both extensions.

20. Discard the withdrawn blood onto a 4 3 4 gauze to check for clots.

21. Attach a saline-filled 10-ml syringe to each extension.

22. Unclamp and flush each extension alternately with 10 ml normal saline and clamp 
while instilling to remove all traces of blood.

23. Wrapping a sterile 4 3 4 gauze around the rTPA-filled syringe, instill in one 
continuous motion.

24. Attach new caps to leur lock connectors on clamped catheter connections.

25. Apply bridging tapes on both catheter connections.

26. Attach a label over bridging tape indicating the presence of rTPA.

27. Wrap a 4 3 4 gauze around catheter extensions and secure with tape.
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EXHIBIT F-3
Tissue Plasminogen Activator Research Study Patient Information Sheet

Project title: Maintaining Catheter Patency Using Recombinant Tissue Plasminogen Activator 

Principal investigator: Colleen M. Astle, RN MN Candidate 

Coinvestigators: Dr. R. Ulan, Nephrologist and Associate Professor, University of Alberta

Purpose of the study: Hemodialysis is a treatment that is available to you when your kidneys have
stopped working. It will replace some of the functions normally carried out by your own kidneys, such
as cleaning waste products and excess fluids from your blood. To perform this procedure it is necessary
to gain access to your blood. This is possible with the use of a catheter. The catheter is kept open and
working by using a drug called tissue plasminogen activator. The reason for doing the study is to
compare two different amounts of this drug to see which is more effective in keeping the catheter open
for use.

Study procedures: Central venous catheters are a common access used for dialysis. You will have a
catheter in place when this study is started. If you agree to take part in the study, an unknown
concentration of the study drug will be put into the catheter to keep it open. At the end of two months
you will move to the second group to use the other concentration of the drug. Neither you nor your
study investigator will know which drug concentration is being used in either stage of the study.

Risks: There is a small risk of bleeding associated with the use of this medication, and one of the drugs
may be less effective in preventing the catheter from clotting. You will be kept informed if any problems
develop with the catheter.

Benefits: You personally may not benefit from this study at this time; however, the information gained in
doing the study may help improve the care of these catheters in the future.

Voluntary participation: Taking part in the study is voluntary. Deciding not to take part will not affect
the care you receive. If you decide to stop after the study has begun, your care will not be affected.

Compensation: There will be no financial cost to you for taking part in the study. You will not be
charged for using the drug in your catheter or for any of the procedures. By signing the consent form
you are not releasing the investigator, institution, or sponsor from their legal and professional
responsibilities.

Confidentiality: The information collected for this study will be kept private. Your name will not be
used. Your chart will be used to collect information for the study. If you have any questions about the
study, please do not hesitate to call the program director. If you have any concerns about any aspect of
this study, you may contact the Capital Health Authority patient care representative. This office has no
affiliation with the study or its investigators.
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Introduction
Offering nursing services and advice via the telephone is a new and grow-
ing practice, yet nurses in the pediatric oncology setting lack evidence-
based protocols or guidelines to support the practice. Pediatric oncology
is not a low-stress work environment. Adding the anxiety and stress of
dealing with complex patient issues over the telephone without guide-
lines to support the practice can greatly add to nurses’ stress and impact
job satisfaction. Ultimately, staff retention can be jeopardized.

The outpatient nurses of the Northern Alberta Children’s Cancer
Program (NACCP) are one such group of nurses. Nurses in the outpatient
department of the NACCP can often find themselves dealing with complex
and sometimes critical patient issues over the phone with children’s par-
ents. Although these nurse coordinators are experienced pediatric oncol-
ogy nurses, a tool that guides their decision making is nonexistent.
Uncertainty about the most appropriate advice and direction to give par-
ents, as well as concerns regarding the accountability and potential liabil-
ity, contribute to dissatisfaction and stress related to their job. Also,
nurses who fill in for these nurses during times of vacation or illness have
expressed feelings of great anxiety at having to deal with patient issues
over the telephone and the potential for error.

Standardized Telephone Triage
Practice: Impact of Protocol
Implementation on Reported 
Job Stress and Satisfaction by
Nurses in a Pediatric Oncology
Outpatient Setting
By Karina Black
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Research Question and Purpose
Workplace stress contributes to organizational inefficiency, high staff
turnover and burnout, absenteeism, decreased quality and quantity of
care, increased costs in health care, and decreased staff morale and job
satisfaction (AbuAlRub, 2004; Antai-Otong, 2001). The potential impact of
high job stress and low job satisfaction at the NACCP raises the question,
What is the effect of implementing telephone triage protocols on the
reported job stress and satisfaction level of nurses performing telephone
triage activities in a pediatric oncology outpatient setting?

Literature Review
A review of the existing literature was conducted to explore the issues of
job stress, job satisfaction, and telephone triage more closely. The elec-
tronic databases CINAHL and PubMed were searched using the keywords
job stress, nursing job stress, and job satisfaction, as well as telephone
triage, telephone triage in pediatrics, and telephone triage in pediatric
oncology. A review of selected key literature is presented here.

Stress Levels and Job Satisfaction in Nursing
Conceptual and Operational Definitions
The Merriam-Webster Online Dictionary (2004a) defines stress as “a phys-
ical, chemical, or emotional factor that causes bodily or mental tension
and may be a factor in disease causation.” In nursing, however, this defini-
tion is inadequate to describe stress experienced in the workplace.
Nurses often have a “do everything for everyone all of the time, perfectly
attitude” (Antai-Otong, 2001, p. 32). Mounting workloads, higher client
acuity, inadequate staffing, job security uncertainties, and lack of control
over their practice clash with this attitude and often comprise the daily
stress of nurses (Antai-Otong). For the purpose of this question, however,
the operational definition of the stress level for nurses in the pediatric
oncology setting will be defined by the reported level of job satisfaction
specifically related to the level of perceived control over work conditions,
professional relationships, liability risk, and confidence in their abilities in
advising patients or parents as reported by the nurses.

Review of the Literature
The nursing profession attracts motivated individuals who work in
demanding environments. The ability to provide high-quality care often 
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conflicts with the stress of diminished resources, and increased responsi-
bilities affect job satisfaction, which in turn impacts the incidence of staff
burnout (Kalliath & Morris, 2002). There are numerous references in the lit-
erature to the impact of job satisfaction and stress on staff retention and
burnout. Kalliath and Morris conducted a study using surveys completed
by nurses in a Midwestern US general hospital to assess the impact of job
satisfaction levels on burnout among nurses. They identified six specific
items that impacted job satisfaction and potentially led to burnout: work
overload, lack of control, insufficient reward, unfairness, breakdown of
community, and value conflict. Job satisfaction was found to be a signifi-
cant predictor of burnout in nurses in this study. Based on the study out-
come, Kalliath and Morris suggested that finding approaches and solutions
to some of the problems nurses experience that impact job satisfaction
would be of benefit.

In the pediatric setting in particular, Ernst, Franco, Messmer, and
Gonzalez (2004) noted the contribution of control over work conditions,
job stress, group cohesion, and recognition to overall job satisfaction, as
well as the importance of considering job satisfaction in the retention 
of nurses. They conducted an exploratory study and surveyed a con-
venience sample of registered nurses at a Southeastern US children’s 
hospital, including nurses in an outpatient clinic and after-hours tele-
phone triage staff. After factor analysis, they found that having physicians
respect their knowledge and judgments, as well as confidence in their
own abilities or patient care decisions, were factors that contributed to
the nurses’ confidence, thereby decreasing the level of job stress. They
also found a high correlation between control over nursing practice and
job satisfaction.

Implications for the Pediatric Oncology Outpatient Setting
Although the literature review related to nursing stress levels was limited,
the importance of addressing factors that contribute to nurses’ stress was
apparent. As stated earlier, pediatric oncology is not a stress-free work
environment, and dealing with patient issues over the phone without spe-
cific guidelines has the potential to impact job satisfaction and stress lev-
els and ultimately has the potential to compromise staff retention.
Instituting changes to address some of the factors contributing to the
stress level of the nurses working in this area is beneficial, and implement-
ing a standardized telephone triage program and related protocols is a
logical solution.

STRESS LEVELS AND JOB SATISFACTION IN NURSING 479
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Telephone Triage
Conceptual and Operational Definitions
The word “triage” originates from the French root trier, which means to
sort, to screen, or to classify (Blythin, 1988; Hartman, 2003; McMullen,
1998; Merriam-Webster Online Dictionary, 2004b). Historically, the
process of triaging was initiated and practiced during times of war for
sorting and classifying wounded soldiers for treatment. Today, triage is a
skill that is still used in medicine and is frequently associated with treat-
ment in emergency departments and in response to mass casualty situa-
tions. Triage is defined in the literature as the process of assessing,
sorting, classifying, or prioritizing the medical needs of people while
appropriately allocating available resources and services (DeVore, 1999;
McMullen, 1998; VanDinter, 2000; Yurt, 1992).

Telephone triage is “one of the most rapidly growing clinical practice
areas” (Rutenberg, 2000b, p. 76). Family practice physicians, pediatri-
cians, obstetric–gynecology practices, and other specialty clinical prac-
tices are also incorporating telephone triage as part of the services
available to their patients, either during regular office hours or as an after-
hours service (Baker, Schubert, Kirwan, Lenkauskas, & Spaeth, 1999;
DeVore, 1999; Lee, et al., 2003; Leibowitz, Day, & Dunt, 2003; McMullen,
1998; Melzer & Poole, 1999; Phelan, 1998; Richards, et al., 2002). In one
study, managers who favored medical offices utilizing daytime telephone
advice services stated the approach provides “better continuity of care,
increased likelihood of knowing the patient, provides access to the
patient’s medical information . . . and facilitates giving advice that is 
consistent with the practice of the callers’ clinician” (Valanis, et al., 2003,
p. 222), all of which would be applicable to the pediatric oncology outpa-
tient setting.

Telephone triage is described as the process of screening and collect-
ing a caller’s symptoms over the telephone to evaluate the urgency of 
a health problem and to determine the most appropriate advice and 
treatment based on the described symptoms (Briggs, 2002; Coleman,
1997; O’Connell, Johnson, Stallmeyer, & Cokington, 2001; Wilkinson,
Przestrzelski, Duff, & Hite, 2000). For the purpose of this study question,
the operational definition of telephone triage is the same as previously
stated: the process of screening and collecting a caller’s symptoms over
the telephone to determine the urgency of the health problem and the
most appropriate advice and treatment direction. The main difference in
the pediatric oncology setting, however, is that the caller is typically the
parent and not the patient.

480 APPENDIX G STANDARDIZED TELEPHONE TRIAGE PRACTICE

71799_APPG_FINAL.qxd  2/4/10  1:13 PM  Page 480



Review of the Literature
Why Develop a Standardized Telephone Triage Program?
Assessing a patient only through a telephone conversation is different from
a face-to-face assessment. The nurse is restricted to using just one sense
during the patient assessment—hearing—and must make accurate deci-
sions with limited sensory input (DeVore, 1999; McMullen, 1998; Rutenberg,
2000b; Wheeler, 2000; Wilkinson, et al., 2000). The problem is that we all
have different skills and could give different advice after listening to the
same information (Dale, Williams, & Crouch, 1995). As Briggs (2002) further
states, advice based on what the nurse thinks is appropriate may actually
be harmful. All nurses are not equal in education or knowledge base,
assessment skills, or communication skills and may miss something in the
assessment. Using organized, approved protocols helps to ensure a system-
atic, thorough assessment establishing consistency and a standard of care. 

Benefits
As stated earlier, there is considerable consensus in the literature regard-
ing the potential benefits of a standardized telephone triage process and
protocols. Systematic patient assessment is critical when providing ser-
vices by phone to ensure safe and effective patient care to decrease the
likelihood of a problem going unnoticed (Rutenberg, 2000a). Developed
protocols in a practice area outline the information required by the nurse
to provide meaningful, safe advice (Wilkinson, et al., 2000). Protocols use
an algorithm to elicit responses to assessment questions and therefore
appropriately manage specific health concerns (Levy, et al., 1979; Mayo,
Chang, & Omery, 2002; McMullen, 1998). Protocols facilitate standardiza-
tion and organization and promote consistency in telephone triage prac-
tice (Larson-Dahn, 2001; Levy, et al.; McMullen). 

Development of Protocols
In the development of protocols, McMullen (1998) suggests that the pro-
tocols need to be realistic, “symptom-based, offer relevant subjective and
objective data associated with the problem, give possible differential
diagnoses, and outline appropriate management strategies” (p. 253).
Protocols need to be developed collaboratively between the nursing and
medical staff through a careful review of the literature on the topics of
concern in that setting (Cady, 1999; VanDinter, 2000). After protocols have
been developed based on current standards of practice, they must be
updated and reviewed regularly (i.e., annually or every two years) to ensure
accuracy and continued compliance with standards of care (McMullen).
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Liability Issues
A standardized telephone triage program may also have liability concerns.
“When a nurse–client relationship is established with a caller, the nurse is
professionally and legally accountable for the advice given” (Canadian
Nurses Protective Society [CNPS], 1997, p. 1). Liability occurs when poor
telephone procedures, lack of thorough assessment, and inadequate docu-
mentation occur. Having a standardized telephone triage process with
clearly defined protocols and documentation requirements can be the best
protection from liability for the nurse and employer (DeVore, 1999; Gobis,
1997; VanDinter, 2000). In addition, proper orientation, continuing educa-
tion for nurses, and ongoing quality improvement should also be incorpo-
rated into the program (Cady, 1999; Zimmermann, 1999).

No matter what the area of practice, the purpose of documentation is “to
clearly and accurately record and communicate to other healthcare
providers information exchanged during encounters and defend the nurse
if litigation occurs” (Larson-Dahn, 2001, p. 145). CNPS (1996) affirms that
“since every nurse is legally accountable for care rendered, proper and
thorough documentation may prove to be your best defense if a lawsuit
ensues” (p. 2). Established and standardized tools for documentation of
telephone triage encounters are not readily available in the literature, pos-
sibly due in part to the newness of this area (Larson-Dahn). Regardless of
the format of the tool, the checklists and questions would remind the nurse
of what questions to ask and ensure complete documentation (Wheeler,
2000). Documentation tools and forms must be developed according to
institutional policies. CNPS (1997) does recommend that the documenta-
tion include the date and time of the call; name, phone number, and address
of the caller; information received; advice or information given, including
referral and follow-up; and the name and designation of the nurse. They
also recommend that the record be retained for future reference.

Using Telephone Protocols
There is mention in the literature of the need for nurses to have access to a
physician for consultation when telephone triage is being performed
(Greenberg, 2000; Scott & Packard, 1990). A study by Edwards (1994) that
examined the decision-making process of nurses performing telephone
triage duties showed that risks in this setting are heightened by the fact
that decisions are often made in an environment that demands accurate
and fast decisions based on minimal information. But he also noted that the
risks were also heightened when executed in the absence of medical sup-
port. Nurses in the study expressed vulnerability, unease, and uncertainty
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with making decisions over the phone. Of note were expressions of not only
professional accountability in this setting but also “personal anxiety at the
responsibility they feel for outcomes over which they have limited control”
(Edwards, p. 54). Having physician collaboration in development of proto-
cols for a practice setting would address some of this issue, as would ensur-
ing the availability of a physician for consultation and advice to the
telephone triage nurse.

Two separate studies by Dale, Crouch, and Lloyd (1998) and Mayo et al.
(2002) evaluated the use of protocols in telephone triage practices and
came to similar conclusions. The protocols in both studies were readily
available and designed to support the nurses in obtaining assessment
information. The studies reported that the nurses used the protocols most
of the time (65%). Although the protocols were designed to guide decision
making, they were not meant to replace the nurses’ clinical judgment.

As noted in the aforementioned studies by Dale et al. (1998) and Mayo
et al. (2002), the telephone triage protocols are not meant to replace the
nurse’s clinical judgment. The nursing process is a practical framework
that has been ingrained into every nurse at the outset of nursing training.
It is therefore a familiar process, requiring only some situational flexibil-
ity. The nursing process involves assessment, diagnosis, plan formation,
intervention, and evaluation. Although the approach may be different
with telephone triage, the process is not (Coleman, 1997; Mayo, et al.;
Rutenberg, 2000a). As Rutenberg (2000b) articulates, although protocols
serve to remind the busy nurse of all elements that must be considered,
the accountability for putting it all together and making the best decision
for each individual patient rests with the nurse. Inflexible protocols that
limit nursing judgment should be avoided. This point is echoed by
Simonsen-Anderson (2002), who states that mindlessly following proto-
cols will not decrease nurses’ liability. Although the nurse relies on proto-
col and standardized policies to assess the caller’s condition, the nurse
must also use professional judgment given the caller’s situation and over-
ride the protocol if the situation warrants it.

Gaps in the Literature
In summary, we know that developing a reference manual or protocols and
documentation record for telephone triage supports continuous quality
improvement, provides a standardized approach, and supports nurses’
legal responsibility. From a practical perspective, protocols and algorithms
aimed at addressing the most frequent and serious symptoms or health
concerns would be developed by nurses and physicians. The context for
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each protocol would be based on current standards of practice and institu-
tional policies and procedures and would provide standardized, approved
direction for the telephone triage nurse dealing with frequent patient
issues. The documentation tool would cue inquiries about key information
and provide a permanent record of the call information.

There are gaps in the literature, however. First, there are few estab-
lished protocols or documentation tools readily available in the literature.
This is a relatively new area of practice for nursing, and telephone triage
in pediatric oncology nursing is no exception.

More notable, however, is the lack of reference in the literature regard-
ing the impact of telephone triage programs on job satisfaction. Based on
the issues addressed with the use of triage programs, the implementation
of the standardized protocols and documentation tools would potentially
address some of the issues contributing to job stress and increase job sat-
isfaction. The guidance provided has the potential to decrease job stress
because it could increase nurses’ confidence in decision making, decrease
liability concerns, and increase control of this aspect of their job responsi-
bilities. This change could increase physician respect and strengthen the
professional relationship, potentially leading to an increased overall confi-
dence in one’s nursing practice. The implementation of these standardized
protocols and documentation tools would potentially address the issues
that contribute to job stress, increase job satisfaction in the short term,
and positively impact staff retention in the long term (Figure G-1).
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The effect of implementing such programs in the high-stress environ-
ment of pediatric oncology in also unknown. It would be beneficial to
know whether a standardized telephone triage program would have a
positive impact on job satisfaction. The best way to answer this question
is by initiating a research project on this topic.

Statement of Purpose of the Study
The purpose of this study is to examine the effect of implementing a stan-
dardized telephone triage program on the self-reported stress and job sat-
isfaction levels of nurses who triage patient issues over the telephone at
the Northern Alberta Children’s Cancer Program. The study hypotheses
are as follows:

H0: The implementation of a standardized telephone triage program
will have no effect on outpatient nurses’ job satisfaction.

H1: The implementation of a standardized telephone triage program
will have an effect on outpatient nurses’ job satisfaction.

Definition of Terms
Telephone triage is the process of screening and collecting a caller’s symp-
toms over the telephone to determine the urgency of the health problem
and the most appropriate advice and treatment direction (Briggs, 2002;
Coleman, 1997; O’Connell, et al., 2001; Wilkinson, et al., 2000).

Protocols are algorithms used to elicit responses to assessment ques-
tions and therefore appropriately manage specific health concerns (Levy,
et al., 1979; Mayo, et al., 2002; McMullen, 1998).

Stress level as defined for nurses is composed of the daily stress of
mounting workloads, higher client acuity, inadequate staffing, job security
uncertainties, and lack of control over their practice (Antai-Otong, 2001).

Job satisfaction is the nurse’s rating of his or her perceived workload,
job stress, control over work conditions, rewards, group cohesion, and
autonomy (Ernst, et al., 2004; Kalliath & Morris, 2004) as measured for this
study by the Work Quality Index.

Methodology
Design
The proposed research project is designed to assess whether implemen-
ting such a standardized telephone triage program in the Northern Al-
berta Children’s Cancer Program (NACCP) would impact job satisfaction. 
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A quasi-experimental pretest–posttest design will be used to address this
study question. A pretest–posttest design was chosen because all subjects
will be from the same department—the outpatient department of the
NACCP. Due to the constraint of a small sample in this clinical setting, the
design is a quasi-experimental pilot study. Although there will be manipu-
lation of the independent variable, there will be no control group or ran-
dom assignment, a requirement of a true experimental design (Brink &
Wood, 2001). Although not as rigidly designed as a true experiment design,
a quasi-experimental design does introduce some research control when
full experimental rigor is not possible (Polit, Beck, & Hungler, 2001).

A multicenter design would allow for a larger sample size and the poten-
tial for a true experimental design. However, there are vast differences
between clinical programs, site-specific policies and procedures, and cur-
rent level of telephone triage program development throughout pediatric
oncology. These differences in programs make a multicenter study design
unmanageable in this master’s level research project.

Study Variables
The variables for this study are as follows:

Independent variable: Standardized telephone triage program, includ-
ing protocols and documentation tool

Dependent variable: Self-reported job satisfaction level (as measured
by the Work Quality Index)

Study Setting and Sample
Setting
This as a single-site study to be conducted at the Stollery Children’s
Hospital within the outpatient department of the Northern Alberta Chil-
dren’s Cancer Program (NACCP). The NACCP provides oncology-specific
nursing care to children within a 1,139,600 km2 area (Capital Health, 2010)
stretching from Red Deer north in Alberta and including children from
parts of the Northwest Territories, Yukon, Nunavut, British Columbia, and
Saskatchewan. In addition to active treatment, the NACCP also includes
long-term follow-up, neuro-oncology, blood and stem cell transplant
preparation and follow-up, and palliative care services.

A priority of the NACCP is to ensure that nursing care is accessible, effi-
cient, and effective. Thus, telephone contact as a care delivery method to
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this patient population becomes a necessity. The researcher, as an em-
ployee of the outpatient department of the NACCP, is actively involved in
telephone triage and has access to the setting and potential study partici-
pants and stakeholders. Because the target population is outpatient pedi-
atric oncology nurses performing telephone triage services, this is an
ideal setting for this study. Support for this study will be sought from 
the administration of the NACCP (see Exhibit G-1). When support is
obtained, a list of registered nurses currently employed in the NACCP 
(n = 5 exclusive of researcher) will be obtained for the program adminis-
tration study records.

Eligibility Criteria
Inclusion Criteria

1. Registered nurse employed in the outpatient department of the
NACCP.

2. Full-time or part-time status. Nurses who are employed on a full- or
part-time basis in the NACCP are providing telephone triage ser-
vices to pediatric oncology patients or parents on a routine basis.

3. Minimum of two years experience in the outpatient department
of the NACCP.

Exclusion Criteria
1. Casual or relief staff or inpatient nurses. These nurses are rarely

asked to provide telephone triage services because these duties
are performed by only senior outpatient staff members.

2. Inability to read and write English. The questionnaire or telephone
triage protocols will not be translated into any other language.

Regulatory Criteria
1. A letter of approval from the program director and program man-

ager for conducting the study among the outpatient nursing staff
of the NACCP must be obtained prior to conducting this study.

2. Ethics approval for Panel B of the Health Research Ethics Board
at the University of Alberta must be obtained prior to conducting
this study.

3. A signed informed consent must be obtained from study partici-
pants prior to inclusion in the study (see Exhibit G-2).
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Sample Size
The required sample size was estimated using Cohen’s (1988) power
analysis. To achieve a moderate effect size of 050, an alpha of 0.05, and a
power of 0.80, 88 participants would be required to ensure adequate
power to the study. However, due to the constraints of the setting popula-
tion (n = 5), this sample size was unattainable. Therefore, a sample was
selected for a pilot study group only.

Sampling Plan and Recruitment
Because a specific target setting is being used, study participants will be
selected using a convenience sampling plan. As such, every potential sub-
ject meeting the eligibility criteria will be eligible to participate (Brink &
Wood, 2001).

Recruitment will begin when administrative approval and ethical ap-
proval have been obtained. Posters inviting outpatient nurses to partici-
pate will be placed in the clinic and day ward of the NACCP (see Exhibit
G-3). A formal information letter will be supplied to interested partici-
pants explaining the intended study and asking for possible participation.
The researcher will obtain informed consent from the participants at the
time they agree to volunteer.

Data Collection
Manipulation of the independent variable, that is, introduction of a stan-
dardized telephone triage program, will allow for measurement of the
dependent variable. The data to be collected are the measure of the level
of job satisfaction by the participants prior to and after the standardized
telephone triage program is initiated. Data collected will encompass the
responses to a self-report job satisfaction questionnaire.

Instrument
The Work Quality Index (WQI) is a 38-item, seven-point Likert scale ques-
tionnaire (see Exhibit G-4). The WQI measures nurses’ satisfaction with
their work; their work environment; and the job properties of benefits, role
enactment, work worth, professional relationships, and autonomy (Whitley
& Putzier, 1994). The WQI was selected for this study because it was devel-
oped to specifically measure the job satisfaction of nurses.

The items on the WQI were distilled down to the most robust measure
of 38 items related to job satisfaction, divided into six subscales. Whitley
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and Putzier (1994) reported that the validity of the final 38 items in the
WQI were demonstrated with factor analysis through their research and
that of other previous researchers.

The reliability of the WQI was determined by calculating the Cronbach’s
alpha for the total scale and the six subscales. The Cronbach’s alpha for
the complete scale was 0.94 and ranged from 0.72 to 0.87 for the different
subscales (Whitley & Putzier, 1994).

Timing of Data Collection
After administrative approval, ethics approval, and informed consent
have been obtained, the participants will be provided with a study pack-
age. Each study package will include a letter of support from NACCP
administration (not yet obtained), a copy of the signed consent form, a
study information letter, a copy of the WQI questionnaire, (Exhibits G-2, 
G-3, and G-4) and an addressed and stamped return envelope. Participants
will be given two weeks to return the questionnaire.

After pretest questionnaires have been received from all study partici-
pants, the standardized telephone triage program will be implemented.
Participants will be provided with an orientation to the telephone triage
program via a group in-service. A posttest questionnaire package will 
be distributed to the study participants four months after the initiation 
of the telephone triage program. The posttest package will contain a
blank copy of the WQI and an addressed and stamped return envelope.
Participants will again be given two weeks to return the questionnaire.

The timing of the pretest and posttest will be designed to occur outside
of summer vacation hour periods (July and August) to ensure study par-
ticipants receive as close to a full four-month exposure to the telephone
triage program as possible. In addition, this reduces the impact on
aspects of work satisfaction due to altered workloads because of the pres-
ence of casual or relief staff in the setting.

Threats to Study Validity
Threats to internal validity include lack of control over history and selec-
tion bias. The constraints of a single-site, small sample study do not allow
the researcher to address these issues with randomization or control
groups. Maturation is addressed by ensuring that the sample excludes
relief staff who are inexperienced with telephone triage in general and who
would naturally gain confidence and comfort with the practice during the
study time period, even without the standardized program. Excluding
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relief staff will also reduce the threat of experimental mortality because
regular staff would be expected to remain in the setting for the time period
of the study. Threats from changes in instrumentation are addressed by
using the identical questionnaire for the pretest and posttest, thereby
measuring the same data each time.

External validity is strengthened through the choice of the study instru-
ment itself. The WQI is constructed in a format that does not reveal each
subscale to the study participant (Whitley & Putzier, 1994). The subjects
are not cued to the anticipated effects of the independent variable, which
would change their response on the posttest or their response to the
independent variable itself.

Data Analysis
Data will be entered into the statistical software package SPSS Version
12.0. Data will be entered by the researcher. Descriptive statistics (mean,
median, mode) will be used to summarize the nurses’ perceived job satis-
faction. Descriptive statistics provide a way for the data to be analyzed
for general trends, to be summarized and organized, as well as to be pre-
sented in table and graph form (Ness-Evans, 1998).

A nonparametric test will be used to determine the differences, if pres-
ent, between the pretest and posttest data. The WQI provides ordinal data
(Likert scale) for the six subscales as well as the total index. Due to the
small sample size, a normal distribution of the population or sample data
cannot be assumed, so a nonparametric test is required (Pett, 1997).

As indicated by the requirements identified by Pett (1997), the Wilcoxon
Signed Ranks Test will be used because this study provides paired ordi-
nal data from a small sample. A one-tailed z-test will then be used to test
the null hypothesis (no difference in reported job satisfaction between
the pretest and posttest). A one-tailed test is utilized because the study
hypothesis is directional, looking for increased job satisfaction in the
posttest data.

Ethical Issues
This proposal will be submitted for ethical review by Panel B of the Health
Research Ethics Board (HREB) at the University of Alberta. The main ethi-
cal considerations within this proposal are data storage, confidentiality
and anonymity, and informed consent. The researcher will ask the pro-
gram director and program manager of the NACCP to provide a letter of
support to the HREB for conducting this study.
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Data Storage
All data collected will be stored in a locked filing cabinet when not in use.
Computerized data, such as floppy disks or compact discs, will also be
locked in a filing cabinet when not in use.

Confidentiality and Anonymity
To maintain confidentiality, no personal identifying information will be
included on any questionnaires or reports. Computerized data will not
contain names or personal identifying information. The researcher, who
will be the only person responsible for the analysis and safekeeping of any
demographic data, will maintain confidentiality of the subjects. All efforts
will be made to provide anonymity where possible. For the questionnaire,
each participant will be randomly assigned a study identification number,
and the coding will not be known to the researcher.

Informed Consent
Participant consent must be obtained according to the guidelines as out-
lined by the HREB of the University of Alberta. The researcher will be
responsible for obtaining informed consent. All interested participants will
be provided with a full explanation of the study. All participants will receive
an information sheet explaining the study (see Exhibit G-3), a letter of sup-
port from the program management, and an informed consent form (see
Exhibit G-2). Participants will be asked to give informed consent by signing
the form after the study information has been provided and the researcher
is assured that the participants understand the implication of their partici-
pation in this study. The participant will then be supplied with a copy of the
signed consent form. If a potential participant chooses not to sign the
informed consent form, he or she will not be recruited to this study.

Risks and Benefits
Minimal research exists exploring the effects of a standardized telephone
triage program on stress and job satisfaction in a pediatric oncology set-
ting. Therefore, specific immediate risks and benefits of participating in
the proposed study have not been identified. The participants will be
informed that involvement, or lack thereof, will not affect their employ-
ment. The proposed study may provide evidence that utilizing a standard-
ized telephone triage program is beneficial for improving job satisfaction
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in the pediatric oncology setting, providing an indirect, long-term benefit
for the participants.

Dissemination Strategies
The researcher will contact the program director, program manager, and
the outpatient nurses of the NACCP to provide information on the outcome
of this study. Publications from this study will be targeted at a pediatric
oncology audience but also toward a broader, multidisciplinary pediatric
and nursing audience. Potential examples of targeted journals are Journal of
Pediatric Oncology Nursing, Oncology Nursing Forum, Pediatrics, and Journal
of Nursing Scholarship. In addition, research abstract presentation at perti-
nent conferences will also be sought, such as at the Association of Pediatric
Oncology Nurses Annual Conference, the Alberta Pediatric Nurses Interest
Group, and the Canadian Association of Nurses in Oncology Conference.

Study Limitations
The available population of study participants is a small number (n = 5),
and given that everyone in the setting may not consent to participate, this
number could be smaller yet. The data from this study would be used as
pilot study data only. Although we cannot expect definitive causal infer-
ences from this study design, the researcher can often achieve some
knowledge using this design, and it often suggests hypotheses worth fur-
ther testing (Cook & Campbell, 1979).

Future Directions
The purpose of this study is to provide baseline pilot data for studying
the affect of instituting standardized telephone triage programs on job
stress and satisfaction of nurses in the pediatric oncology setting. This
baseline data may be used in supporting the development of a permanent
standardized telephone triage program at the NACCP. This study may be
used to compare the results to experiences in other centers that are
developing telephone triage programs. The results may also lead the
researcher to further studies at the NACCP to assess further benefits of
telephone triage (i.e., cost-benefit data, quality improvement and assur-
ance) or to multicenter studies of the effect of telephone triage program
implementation with a larger sample, using a stronger research design
and methodology.
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EXHIBIT G-1
Letter to Administration of the Northern Alberta Children’s Cancer Program

December 8, 2004

Program Manager
Northern Alberta Children’s Cancer Program
WMC 4D4.25
8440 – 112 Street
Edmonton, AB T6G 2B7

(780) 407-6541

RE: Standardized telephone triage practices in outpatient pediatric oncology

Dear Debbie;

I am writing to seek your support for a study that I would like to conduct within the outpatient
department of the Northern Alberta Children’s Cancer Program (NACCP) at the Stollery Children’s
Hospital. The topic of my research proposal is telephone triage and the potential impact on nurses’ job
satisfaction and staff retention secondary to the resulting stress and anxiety associated with this practice.
Telephone triage is an area of practice necessary within the NACCP given the geographic distribution of
the patient population and the nature of the care required. Pediatric oncology is not a stress-free
environment, and strategies to address areas affecting job satisfaction are an important area for
research. I have chosen outpatient oncology nurses because of the significant proportion of time 
these nurses spend performing telephone triage-related activities.

My specific purpose is to explore whether implementing standardized telephone triage protocols in
outpatient pediatric oncology has an impact on the nurses’ job satisfaction within the NACCP. This
study would involve the implementation of a standardized telephone triage program with protocols and
documentation tools previously approved by the administration of the NACCP. A questionnaire package
will be distributed to the full- and part-time outpatient nurses who agree to participate in the study. The
package will contain an information letter as part of the informed consent, a letter of support from the
NACCP administration, and two copies of the questionnaire. The participants will complete one copy
of the questionnaire prior to implementation of the telephone triage program and one copy four months
after implementation. The results of this study may or may not be included in a presentation or a
journal publication. Confidentiality will be maintained in either case. I would also be very interested 
in presenting the results to you or the nursing staff at the completion of the study.

I am seeking your permission to advertise for recruitment in the 4E2 clinic and day ward. This study is
not designed or intended to impact your resources. If you believe there are possible impacts on your
resources, however, please do not hesitate to contact me. Funding has been approved and secured for
this study. My anticipated start date is _________. I will not proceed until I have received ethical
approval. I will also provide you with a copy of the letter of ethics approval for your files.

I appreciate your time and attention to my project. I look forward to hearing from you. Please do not
hesitate to contact me if you would like further information.

Sincerely,

Karina Black, BScN, MN candidate
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EXHIBIT G-2
Consent Form

Title: Standardized Telephone Triage Practices in Outpatient Pediatric Oncology

Principal Investigator: Karina Black, BScN, MN candidate, University of Alberta, (780) 407-8779

Coinvestigator: To be selected

Questions:

Do you understand that you have been asked to be in a research study? Yes No

Have you read and received a copy of the attached information sheet? Yes No

Do you understand the benefits and risks involved in taking part in this research study? Yes No

Have you had the opportunity to ask questions and discuss the study? Yes No

Do you understand that you are free to refuse to participate or withdraw from the study 
at any time? You do not have to give a reason, and it will not affect your employment. Yes No

Has the issue of confidentiality been explained to you? Yes No

Do you understand who will have access to your information? Yes No

This study was explained to me by:

I agree to take part in this study.

Signature of research participant Printed name Date

Witness (if available)

Signature of witness Printed name Date

I believe that the person signing this form understands what is involved in the study 
and voluntarily agrees to participate.

Signature of witness Date
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EXHIBIT G-3
Information for Study Participants

Title: Standardized Telephone Triage Practices in Outpatient Pediatric Oncology

Principal investigator: Karina Black, BScN, MN candidate, University of Alberta, (780) 407-8779

Background and purpose of study: Offering nursing services via the telephone is a new and growing
practice, yet nurses in pediatric oncology lack protocols and guidelines specific to the setting. The
resulting stress and anxiety associated with this practice adds to an already stressful work setting and
contributes to decreased job satisfaction. Not being happy with the work environment can put staff
retention at risk. 

The purpose of this study is to explore whether using a formal telephone triage program in the
outpatient pediatric oncology setting has an impact on job satisfaction in the Northern Alberta
Children’s Cancer Program (NACCP).

Procedure: All full-time and part-time pediatric oncology nurses employed in the Outpatient
Department at the Northern Alberta Children’s Cancer Program will be able to take part in this study.
The telephone triage program used will be approved by the director and program manager of the
NACCP before the start of the study. This program will be explained in full if you agree to take part in
the study. If you agree to take part in the study, you will also be asked to complete two question sheets.
You will complete one question sheet before the formal telephone triage program begins and one
question sheet four months after the program begins. It will take about 30 minutes to complete the
entire question sheet each time. If you have trouble understanding any of the questions, the researcher
will be available to answer your questions. If you agree to participate, please complete the question
sheet and return it within two weeks. A return addressed, stamped envelope will be provided. At any
time, you may refuse to answer any questions, or if you choose, you may withdraw from the study.

Benefits: If you take part in this study, there may be no immediate, direct benefit for you. However, by
taking part in this study, the researcher hopes to learn more about the effect of telephone triage protocols
on job stress and satisfaction in the pediatric oncology setting. Results of this study may lead to further
research that may enhance job satisfaction and patient care within a pediatric oncology setting.

Risks: There are no direct risks to you by taking part in this study. Questions about job satisfaction and
stress may upset you. This is considered to be an indirect risk, and should this happen, participants will
be provided with the phone number of an employee assistance program (EAP) specialist.

What are the costs? There are no monetary costs to you associated with taking part in this study. You
will not receive any payment for taking part in this study.

Confidentiality: Every attempt will be made to maintain your confidentiality during and after the study.
As part of maintaining confidentiality, you will be identified by a number. All information will be held
confidential, except when professional codes of ethics or legislation requires reporting.

The information you provide will be kept for at least five years after the study is done. The information
will be kept in a secure area (i.e., locked filing cabinet). Your name and any other identifying
information will not be attached to the information you gave. Your name will never be used in any
presentation or publication of the study results.

The information gathered for this study may be looked at again in the future to help answer other study
questions. If so, the ethics board will first review the study to ensure the information is used ethically.

The results of this study may be included as part of a thesis or published in a scientific journal. Your
name will not be mentioned in any of these documents. No participant in this study will be identified
by name in either a presentation or publication.
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Freedom to withdraw: If at any time you do not wish to continue in the study, for whatever reason, you
may withdraw. You do not have to give a reason for no longer continuing in the study. If you withdraw
from the study, it will not impact your employment.

What are my rights as a participant? Taking part in this study is completely voluntary. If at any time there
is a question you do not wish to answer, please do not feel any pressure to do so. You may choose to
take part or you may leave the study at any time. Regardless of your choice, this will not impact your
employment. In no way does this waive your legal rights nor release the investigators, sponsors, or
involved institutions from their legal and professional responsibilities.

You will be told of any new information learned during the course of this study. You also have the right
to learn about the results of this study. If you are interested in learning more about when and how to get
the results of this study, you may contact Karina Black at (780) 407-8779. You will receive a signed
copy of the consent.

Whom do I call if I have questions or problems? I understand that Karina Black, at (780) 407-8779, will
answer any questions I have about the research project. If at any time during the course of this study I
feel that I have been inadequately informed of the risks or benefits or that I have been encouraged to
continue in this study beyond my wish to do so, I can contact 
(thesis supervisor) at 492-XXXX.

Signature of research participant Signature of witness (if available)

Printed Name Printed Name

Date Date

Signature of investigator or designee

Date
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EXHIBIT G-4
Work Quality Index

This questionnaire inquires about your level of satisfaction with 38 job-correlated factors. Please
indicate how satisfied you are in your present job by circling the appropriate number.

Not Satisfied Satisfied

1. The work associated with your position allows you to make contributions to:

.01 The hospital 1 2 3 4 5 6 7

.02 The profession 1 2 3 4 5 6 7

.03 Your own sense of achievement 1 2 3 4 5 6 7

2. You receive adequate praise for work well done from:

.01 Your peers 1 2 3 4 5 6 7

.02 Hospital physicians 1 2 3 4 5 6 7

.03 Nursing administration 1 2 3 4 5 6 7

3. The work associated with your position provides you with:

.01 The opportunity to use a full range of nursing skills 1 2 3 4 5 6 7

.02 A variety of clinical challenges 1 2 3 4 5 6 7

.03 The opportunity to be of service to others 1 2 3 4 5 6 7

4. The nursing practice environment:

.01 Allows you to make autonomous nursing care decisions 1 2 3 4 5 6 7

.02 Allows you to be fully accountable for those decisions 1 2 3 4 5 6 7

.03 Encourages you to make adjustments in your nursing
practice to suit patient needs 1 2 3 4 5 6 7

.04 Provides a stimulating intellectual environment 1 2 3 4 5 6 7

.05 Provides time to engage in research if you want to 1 2 3 4 5 6 7

.06 Promotes a high level of clinical competence on your unit 1 2 3 4 5 6 7

.07 Allows opportunity to receive adequate respect from nurses 
on other units 1 2 3 4 5 6 7

5. The hospital organizational structure:

.01 Allows you to have a voice in policy making for nursing services 1 2 3 4 5 6 7

.02 Allows you to have a voice in overall hospital policy making 1 2 3 4 5 6 7

.03 Facilitates patient care 1 2 3 4 5 6 7
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6. You receive:

.01 Enough time to complete patient physical care tasks 1 2 3 4 5 6 7

.02 Enough time to complete indirect patient care tasks 1 2 3 4 5 6 7

.03 Support for your work from nurses on other shifts 1 2 3 4 5 6 7

.04 Support from your peers for your nursing decisions 1 2 3 4 5 6 7

.05 Support from physicians for your nursing decisions 1 2 3 4 5 6 7

7. Good working relationships exist between you and:

.01 Your supervisor 1 2 3 4 5 6 7

.02 Your peers 1 2 3 4 5 6 7

.03 Physicians 1 2 3 4 5 6 7

8. Nursing service:

.01 Gives clear direction about advancement 1 2 3 4 5 6 7

.02 Provides adequate opportunities for advancement 1 2 3 4 5 6 7

.03 Decides advancements for nurses fairly 1 2 3 4 5 6 7

9. Your job offers:

.01 Opportunity for professional growth 1 2 3 4 5 6 7

.02 Satisfactory salary 1 2 3 4 5 6 7

.03 Adequate funding for healthcare premiums 1 2 3 4 5 6 7

.04 Adequate additional financial benefits other than salary 1 2 3 4 5 6 7

.05 A satisfactory work hour pattern (8 hour, 10 hour, and so forth) 1 2 3 4 5 6 7

.06 Adequate vacation 1 2 3 4 5 6 7

.07 Adequate sick leave 1 2 3 4 5 6 7

.08 Adequate in-service opportunities 1 2 3 4 5 6 7
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Appendixes, 295
Arguments

elements of, 56
psychology of, 55–57
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strongest argument last,

57–58
Asking questions about 
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7–10
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comparative designs, 130
features of, 134

Clinical studies
purpose of, 69
sample selection for,

168–169

Cluster (multistage) sam-
pling, 72, 156t, 160–161

Code for Nurses: Ethical
Concepts Applied to
Nursing (International
Council of Nurses), 227
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Conceptual definitions of terms, 110
Conceptual framework, 51–55,

56–57
Conceptual maps, 282
Conclusions, 74–75, 285–286
Concurrent validity, 206
Confidence intervals, 268
Confidentiality, 237–238, 242
Consent for research

informed consent, 226, 229,
233–235

proxy consents, 235
Consistency, 65, 214–215
Constant error, 199, 200
Construct validity

determination of, 208
pragmatic measures for, 208–209

Consultation, 236
Content analysis, 250–252

examples of, 251, 252
reliability in, 252–253
validity in, 252–253

Content validity, 204–205
Contrasted groups, 208
Control, 114

degree of, 145–147
in experimental designs, 132
issues of, 120–121
in Level I studies, 145–146
in Level II studies, 146–147
in Level III studies, 146
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271, 271t
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Correlational designs, 126, 128

assumptions of, 129
purpose of, 128–129
variations of, 129

Cost-benefit analysis, 235–237
Critical reviews of literature, 63–78

content of critiques, 66
criteria for, 64–65
guidelines for critique of pub-

lished research, 75–76
methods for doing critiques,

67–75

Cronbach’s alpha, 221
Cross-sectional studies, 118
Cross-tabulation, 255–257, 257t
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Cumulative Index to Nursing and

Allied Health Literature
(CINAHL), 34, 67

D
Data

available, 192–194
qualitative, 119–120
quantitative, 119–120
structured, 250
structuring, 250–252
types to be collected, 119–120
unstructured, 250

Data analysis
anonymity of, 238
in comparative designs, 131
confidentiality of, 238
description in research pro-

posal, 292
descriptive, 248–261
errors in, 202t
estimation of population param-

eters from sample data,
267–268

evaluation of, 75
goal of, 247
inferential, 248
Level I, 269
Level II, 270
Level III, 270–271
planning, 247–273, 262t
selecting tests for, 271, 271t
statistical, 253–261

Data collection
bias during, 143
for comparative designs, 131
for descriptive designs, 125
errors in, 198–203, 202t
methods for, 73
selecting methods for, 171–173
setting up instruments for,

186–188
timing of, 117–118

Data reduction, 252
Databases, 67
Deceiving research subjects, 230
Declaration of Helsinki, 226
Declarative statement of purpose, 

80–82, 92

Defective samples, 73
Defining independent variables, 

101–102
Defining your terms, 95–112,

286–287
“Definition of Terms” section,

286–287
Definitions, 96, 109–110

conceptual, 110
operational, 96, 98

errors in, 202t
examples, 111–112

operations
examples, 110
writing, 110–112

terms that need definition, 110
working definitions, 28

Demographic data
collecting, 188
sheets for, 188, 189t

Demography, 125
Department of Health, Education

and Welfare (HEW), 239
Department of Health and Human

Services (HHS), 239
Dependent variables

definition of, 102t
examples, 132, 133

Descriptive analysis, 248–261
Descriptive research, 123–124

assumptions of, 124–125
designs, 121–131
exploratory studies, 121–126

content validity in, 205
pragmatic measures for, 207
sample selection for, 166–167

Level I studies, 126
methods of data collection 

for, 125
purpose of, 124–125
reliability and validity in, 220
sampling for, 125
single method, 125–126
surveys, 126–131
types of studies, 125

Descriptive statistics, 253–255
example, 254, 254t
selecting, 255, 256t

Design
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Differences among multiple groups,
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selecting appropriate test for
statistical analysis, 271, 271t
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Differences between two groups,
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selecting appropriate test for
statistical analysis, 271, 271t

Dissertation, 295
Distributions, known, 258
Do-not-resuscitate (DNR) 

protocols, 227
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E
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Exploratory research, 121
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analysis of, 249–250
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L
Laboratory studies, 117
Legal/ethical matrix, 241–242, 242t
Level I research, 27

conceptual framework for, 52–53
control in, 145–147
data analysis for, 250, 269
data available for, 194
data collection for, 171–172
defining your terms in, 287
degree of structure for, 

190–191
descriptive designs, 126
designs, 121, 288
exploratory designs, 126
Hawthorne effect in, 145–146
level of theory for, 34
observation in, 180–181
questions for, 12, 13–14, 27,

190–191, 269
examples, 13, 28, 29, 41
rewriting, 20–21, 22t

randomization in, 139
reliability in, 292
sample selection for, 166–167,

289–290
statement of purpose for, 80–82,

98, 108
target population in, 289
theoretical framework for, 52–53
validity in, 292
variables, 107, 109

Level II research
comparative design of, 126
conceptual framework for, 53
control in, 146–147
data analysis in, 250, 270
data available for, 194
data collection for, 172
defining your terms in, 287
degree of structure for, 190–191
designs, 121, 127, 288
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for, 45

experimental studies, 132
extraneous variables in, 138
level of theory for, 34–35
observation in, 180–181
questions for, 12–13, 14–15, 27,

126–127, 190–191, 270
examples, 15, 28, 29
rewriting, 20–21, 22t

randomization in, 139
reliability and validity in, 220
sample selection for, 167–168, 290
statement of purpose for, 82–85,

84, 98–99, 108
theoretical framework for, 53
variables, 107

Level III research
control in, 146
data analysis for, 250, 261, 270–271
data collection for, 172
defining your terms in, 287
degree of structure for, 190–191
designs, 288
errors in data collection proce-

dures, 200
extraneous variables in, 138–139
level of theory for, 35
observation in, 180–181
questions for, 13, 17–20, 190–191,

270–271
examples, 17, 18, 19, 29
rewriting, 20–21, 22t

randomization in, 139
reliability in, 220, 292
sample selection for, 168–169,

289–290
statement of purpose for, 

85–90, 99
theoretical or conceptual frame-

work for, 53–54
validity in, 220, 292
variables, 107–108, 109

Level of question, 34–36
Level of theory, 34–36
Levels of research, 12–20

and observations, 180–181
and sample selection, 166–169

Lewis, Oscar, 216n
Likert scale, 105
“The Literature Review” section, 281
Literature reviews, 51

beginning with questions, 41
checking sources, 54

506 INDEX

71799_INDX_FINAL.qxd  2/5/10  1:20 PM  Page 506



criteria for, 64–65
critical, 63–78
Cumulative Index to Nursing and

Allied Health Literature
(CINAHL), 34, 67

developing research problems
from, 36–41

how to search on your topic,
32–34

integrated, 281–282, 283, 284t
for Level II questions, 45
in thesis or dissertation, 295
where to start, 43–47

Longitudinal studies, 118

M
Mann-Whitney U test, 264, 271t
Matching, 141–142
McNemar change test, 265, 271t
Mean, 254
Measurement

of central tendency, 256t
errors in instruments, 202t
reliability of, 197–224
self-evident measures, 203–206
validity of, 197–224
of variation, 256t

Median, 254
Medical records, 192
MEDLINE, 67
Methods, 74–75

description in research 
proposal, 291

description in thesis or 
dissertation, 295

evaluation of, 75
Miles, Ginnette, 28
Mode, 254
Multistage (cluster) sampling,

156t, 160
Multitrait-multimethod approach,

208–209

N
National Commission for the

Protection of Human Subjects
of Biomedical and Behavioral
Research, 227, 229

National Institute of Nursing
Research, 296

National Institutes of Health (NIH),
226, 239

National League for Nursing, 157
Network samples, 72–73, 162

Network sampling, 156t
NIH. See National Institutes 

of Health
Nominal data

analysis of, 255
selecting appropriate test for

statistical analysis, 271, 271t
Nominal scales, 104–105
Nonmaleficence, 240, 241
Nonparametric statistical tests,

257–258, 271, 271t
Nonprobability sampling, 155, 156t,

161–164
sample selection for, 168–169
systematic, 156t

Null hypothesis, 70, 92, 263–264
alternatives to, 263
testing, 263–264, 266

Nuremberg Code, 226

O
Observation(s), 173–181

beginning with, 41–47
level of study and, 180–181
participant

investigator involvement,
177–178

pragmatic measures for, 207–208
reliability and validity issues in,

215–219
points of view for, 174–175
recording, 175, 176
repeated, 211–212
structure of, 178–179
structured, 178–179
technique for, 176
timing of, 180
types of, 180–181
unstructured, 178

Open-ended questions, 186
examples, 186
unstructured, 191

Operational definitions, 96–97, 98
errors in, 202t
examples, 110, 111–112
writing, 110–112

Ordinal data, 271, 271t
Ordinal measurements, 260
Ordinal scales, 105
Outlines, 38–39

converting topic outlines to sen-
tence outlines, 39–40

examples, 39, 44, 45
expression, 45–47

P
Paragraph summary, 176
Parametric statistical tests,

257–258, 271, 271t
Participant observations

investigator involvement,
177–178

pragmatic measures for, 207–208
reliability and validity issues in,

215–219
Participant observers, 177–178
Pearson product moment correla-

tion (r), 260, 266, 271t
Physiological measures, 194
Physiological studies, 36
Placebos, 229
Plagiarism, 298
Planning data analysis, 

247–273, 262t
Planning research projects, 234
Population studies, 124, 125

accessibility of population,
153–154

availability of population, 154
estimation of population param-

eters from sample data,
267–268

target population, 71, 152,
288–289

total population, 71, 152
Power analysis, 165
Pragmatic measures, 206–208
Predictive hypotheses, 70
Predictive validity, 206–208
Privacy

invasion of, 232–233
rights to, 242

Probability samples, 72, 
155–161, 156t

Probability theory, 261
“The Problem” section, 281
Problem statements, defective,

68–69
“Procedures for Establishing

Reliability and Validity of 
X Instrument” section, 
291–292

Projective tests, 188–190
Proposals for research, 155n

conclusion, 285–286
“Definition of Terms” section,

286–287
description of data analysis 

in, 292
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description of methods and
instruments in, 291

description of reliability and
validity in, 291–292

ethical review of, 241
ethics section, 293–294
federal guidelines on submission

for review, 238–240
final form, 278–286
finished, 297–299
grant proposals, 296
introducing research design in,

287–288
introductory section, 277–278
polishing, 298–299
“Purpose of the Study” 

section, 286
rationale section, 281–285
review of, 226
reviewing, 298–299
“The Sample” section, 288–291
variations in format, 294–296
writing, 275–300

Prospective designs, 129
Prospective or longitudinal 

studies, 118
Proxy consents for research, 235
Psychology of argument, 55–57
PsycINFO, 67
Published research

content of critiques of, 66
guidelines for critique of, 75–76
methods for doing critiques 

of, 67–75
Purpose

of research, 69, 91
statement of purpose, 79–93, 286

“Purpose of the Study” 
section, 286

Q
Qualitative data, 119–120
Qualitative research, 123
Quantitative data, 119–120
Quartile range, 255
Quasi-experiments

designs for, 136
features of, 136

Question statement of purpose,
82–85, 92

Questionnaire formats, 186
Questionnaire items, 186, 187, 188

Questionnaires, 125–126, 181–192
advantages and disadvantages

of, 182–183, 182t
criteria for selecting, 182t
designing, 191–192
errors in, 202t
setting up or writing, 186–188
structured, 186
suggestions for, 191–192

Questions
active, 9–10
answering, 171–196
beginning literature reviews

with, 41
degree of structure in, 184–186
fixed alternative questions,

184–185
for interviews, 183–184, 188

in exploratory research, 185
unstructured open-ended, 191

Level I, 12, 13–14, 27, 269
Level II, 12, 14–15, 27, 28, 45, 270
Level III, 13, 17–20, 28, 29,

270–271
levels of, 12–20, 34–36
nonfactual, 184
open-ended, 186

examples, 186
unstructured, 191

pretesting, 194
for questionnaires, 183–184
rationale for developing, 51
relating theories to, 40–41
research questions, 2, 268–271

with active stem, 10
asking, 7–10
components of, 10–21
developing, 29–30
errors in, 202t
example, 11
rules to help you write effec-

tive research questions, 21
researchable, 5–7

examples, 8–9
how to write, 7–10

rewriting, 20–21, 22t
sources of error with, 201
structured, 184–185
about theories, 37–38
types of, 183–184
usable, 6

Quota samples, 72–73, 156t,
162–163

R
R, 267
R2, 267
Random error, 200–201
Random samples, 72

in Level III research, 168–169
purpose of, 169
random assignment to groups, 72
sample size for, 164
selecting, 118–119
simple, 72, 156t
simple random samples, 157–158
stratified, 72, 156t, 158–160

Randomization, 139–140
Randomness, 119
Ratio scales, 105–110, 260
Rationale for research, 281–285
Recording observations, 175, 176
Redfield, Robert, 216n
References

checking, 297–298
in thesis or dissertation, 295

Relationships, 259–261
Reliability, 209–215

in content analysis, 252–253
description in research proposal, 

291–292
in field research with participant 

observations, 215–219
interrater, 213–214
of measurement, 197–224
methods of testing, 209–210
“Procedures for Establishing

Reliability and Validity of X
Instrument” 
section, 291–292

in research plans, 219–220
Reports, 69–70

conclusions, 74
findings, 74

Research
levels of, 12–20
purpose of, 69, 91
qualitative, 123
rationale for, 281–285
statement of purpose for,

79–93, 286
time influences on, 145
usable, 6

Research critiques
content of, 66
criteria for, 64–65
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guidelines for critique of pub-
lished research, 75–76

methods for doing, 67–75
place for, 76
purposes of, 66
subject of, 66–67

Research design, 113–149
after-only design, 135
before-after design, 135
building extraneous variables

into, 142
characteristics of, 116–120
comparative designs, 129–130
correlational designs, 126,

128–129
description in thesis or 

dissertation, 295
descriptive, 121–131
evaluation of, 71, 75–76
experimental designs, 131–137
introducing in research 

proposal, 287–288
prospective designs, 129
purpose of, 114
from questions, 115–116
retrospective designs, 129
Solomon Four Group design, 135

Research hypothesis, 70, 92
Research instruments

description in research 
proposal, 291

errors in measurement instru-
ments, 202t

methods of testing reliability of, 
209–210

“Procedures for Establishing
Reliability and Validity of 
X Instrument” section, 
291–292

setting up data collection instru-
ments, 186–188

Research measures, 220–222
Research methods, 74–75

description in research 
proposal, 291

description in thesis or 
dissertation, 295

evaluation of, 75
Research plans

abstract of, 296
components of, 276, 277
reliability and validity in,

219–220

Research problems, 25–26, 74–75
body of, 279–281
conclusion of, 285–286
description in thesis or 

dissertation, 295
developing, from literature

reviews, 36–41
elements of, 50–55
errors in, 202t
final form of, 278–286
full and final, 49–61
introduction to, 279
“The Problem” section, 281
strongest argument last, 57–58
substantiating, 58–60
theoretical or conceptual frame-

work for, 51–55
writing, 277–278, 278–286

Research process, 202, 202t
Research projects

planning, 234
titles of, 278

Research proposals, 155n
conclusion, 285–286
“Definition of Terms” section,

286–287
description of data analysis in, 292
description of methods and

instruments in, 291
description of reliability and

validity in, 291–292
ethical review of, 241
ethics section, 293–294
federal guidelines on submission

for review, 238–240
final form, 278–286
finished, 297–299
grant proposals, 296
introducing research design in,

287–288
introductory section, 277–278
polishing, 298–299
“Purpose of the Study” 

section, 286
rationale section, 281–285
review of, 226
reviewing, 298–299
“The Sample” section, 288–291
variations in format, 294–296
writing, 275–300

Research questions, 2, 268–271
with active stem, 10
asking, 7–10

components of, 10–21
developing, 29–30
errors in, 202t
evaluation of, 75
examples, 11
Level I, 12, 13–14, 27, 269
Level II, 12, 14–15, 27, 28, 45, 270
Level III, 13, 17–20, 28, 29,

270–271
level of question, 12–20, 34–36
rationale for developing, 51
rewriting, 20–21, 22t
rules to help you write effective

research questions, 21
stem, 11
study design from, 115–116
usable, 6
“what” stem, 11
“why” stem, 11

Research reports, 69–70
conclusions, 74–75
findings, 74–75

Research studies
census or population studies,

124, 125
checklists for nursing 

studies, 179
cross-sectional, 118
descriptive, 123–124, 124–125
ethnographic, 125–126
exploratory, 121
field studies, 117, 129, 215–219
historical, 118
laboratory studies, 117
longitudinal, 118
physiological, 36
population studies, 124, 125
prospective or longitudinal, 118
purpose of, 69
restrospective studies, 

117–118
setting for, 116–117

Research subjects, 25–26
anonymity of, 237–238
coercion of, 230
confidentiality for, 237–238
control subjects, 230–231
deceiving, 230
ethical principles underlying

protection of human research
subjects, 240–242

guidelines to protect, 226
human, 25–26
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National Commission for the
Protection of Human Subjects
of Biomedical and Behavioral
Research, 227

Title 45, Code of Federal
Regulations, Part 46
Protection of Human
Subjects, 239

Tri-Council Policy Statement:
Ethical Conduct for Research
Involving Humans, 227, 240

Research topics, 2, 3–5, 21–23,
25–26

complex, 10
finding level of knowledge 

about, 26–32
global theory, 10
groupings, 30
how to search literature on, 

32–34
nursing research topics, 4–5
simple, 10, 11

Researchable questions, 5–7
examples, 8–9
how to write, 7–10

Restrospective studies, 117–118
Retrospective comparative

designs, 130
Retrospective designs, 129
Rewriting questions, 20–21, 22t
Rights of research subjects, 226
Rights to privacy, 242
Roget’s Thesaurus, 32
Rorschach inkblot test, 190
Rules to help you write effective 

research questions, 21

S
“The Sample” section, 288
Sample selection, 156t

description in research proposal,
289–291

level of study and, 166–169
Sample size, 72, 164–166

example determination of,
165–166, 166t

limits on, 252
Sampling, 71–72, 74–75

accidental samples, 72–73
adequate samples, 73
cluster (multistage) samples, 72,

156t, 160–161

in comparative designs, 131
considerations for samples, 72
convenience samples, 72–73,

129, 156t, 161–162
defective, 73
description in research proposal,

288–291
for descriptive designs, 125
estimation of population param-

eters from, 267–268
evaluation of, 75
event sampling, 180
homogeneous samples, 140–141
multistage, 160
network samples, 72–73, 156t, 162
nonprobability samples, 72–73,

155, 156t, 161–164
probability samples, 72, 

155–161, 156t
purpose of, 71
quota samples, 72–73, 156t,

162–163
random assignment to groups, 72
random samples, 72, 118–119
simple random samples, 72, 156t,

157–158
stratified random samples, 72,

158–160
substandard samples, 73
systematic samples, 72–73, 129,

156t, 163–164
time samples, 180
types of samples, 155–164

Sampling error, 164, 202t
Scales

interval (and ratio), 105–110, 260
nominal, 104–105
ordinal, 105

Scheffé test, 265
Searches

how to search on your topic,
32–34

where to start literature reviews,
43–47

Self-evident measures, 203–206
Self-regulatory model (SRM), 18–19
Sentence outline, 39–40
Setting, 116–117
Sholz, Deborah, 29
Sign test, 265, 271t
Significance, 68
“Significance” section, 281

Simple random samples, 156t,
157–158

examples of how to draw,
157–158

populations lists that can be 
used for, 157

Social desirability, 199
Social justice, 242–243
Sociological Abstracts, 67
Solomon Four Group design, 135
Spearman rho, 261, 267
Spreadsheet format, 283, 284t
SRM. See Self-regulatory model
Stability tests, 210–212
Standard deviation, 255
Statement of purpose, 79–93, 286

declarative, 80–82, 92
examples, 92, 98–99
as hypothesis, 85–90, 92–93
Level II, 84
as question, 82–85, 92
significance of, 91
ways of stating, 80
writing, 92–93, 286

Statements of fact, 8
Statistical analysis, 253–261, 268

choosing tests, 264–268
descriptive statistics, 

253–255
example, 254, 254t
selecting, 255, 256t

nonparametric tests, 257–258,
271, 271t

parametric tests, 257–258, 
271, 271t

selecting tests for, 271, 271t
Statistical inference, 261
Stratified random sampling, 72, 156t,

158–160
Strongest argument last problems,

57–58
Structured data, 250, 253–261
Structured observation, 178–179
Structured questions, 184–185
Structuring unstructured data,

250–252
Substandard samples, 73
Substantiation, 58–60
Surveys, 126–131
Systematic assignment, 139–140
Systematic or convenience 

samples, 129
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Systematic samples, 72–73, 163–164
nonprobability, 156t
with random start, 156t

T
t-test, 264, 265, 271t
Target population, 71, 152, 288–289
TAT. See Thematic 

apperception test
Tepotzlan, 216n
Terminology

defining your terms, 95–112,
286–287

hypothesis, 86
operational definitions, 96–97
terms that need definition, 110
working definitions, 28

Test measures, 256t
examples of, 220–222
self-evident measures, 203–206

Test–retest, 210–211
Testing hypotheses, 262–264
Testing theories, 35
Tests of relationships, 256t
Thalidomide, 226
Thematic apperception test 

(TAT), 190
Theoretical or conceptual frame-

work, 51–55, 56–57
Theories, 31

asking questions about, 37–38
dealing with or developing, 35
examples, 30
level of, 34–36
relating to questions, 40–41
testing, 35

Thesis, 295
Time influences, 145
Time sampling, 180
Time series, 129
Time series comparative 

designs, 130
Timing

of data collection, 117–118
of observations, 180

Title 45, Code of Federal
Regulations, Part 46 
Protection of Human 
Subjects, 239

Titles, 278
Topic outline, 39–40
Topic selection, 3

Topics to research, 2, 3–5, 21–23,
25–26

complex, 10
finding level of knowledge about, 

26–32
global theory, 10
groupings, 30
how to search literature on, 32–34
nursing research topics, 4–5
simple, 10, 11

Total population, 71, 152
Tri-Council Policy Statement:

Ethical Conduct for Research
Involving Humans, 227, 240

True or classic experiments, 134
Tukey test, 265
Tuskegee study, 227, 241
Type I error, 263–264, 265
Type II error, 264

U
University of California at Los

Angeles (UCLA), 124
Unstructured data, 250–252
Usability, 6, 64
Usable questions, 6
Usable research, 6

V
Validity, 203–209

concurrent, 206, 208–209
construct, 208
content, 204–205
in content analysis, 252–253
description in research 

proposal, 291–292
external, 76, 120–121
face, 203–204
in field research with participant 

observations, 215–219
internal, 76, 120
of measurement, 197–224
methods of estimating, 203
pragmatic measures of, 

206–208
predictive, 206–208
“Procedures for Establishing

Reliability and Validity of 
X Instrument” section,
291–292

in research plans, 219–220

Variables, 96
correlation between, 266–267,

271, 271t
definition of, 96
dependent

definition of, 102t
examples, 132, 133

extraneous, 102t, 115, 137–142
independent

defining, 101–102
definition of, 102, 102t
examples, 132, 133

intervening, 102t
measurement of, 103–110
types of, 100–101

Variances, equal, 258
Variation, 256t
Verification, 218
Violations of privacy, 232–233
Visual maps, 282–283
Visualization, 282, 283

W
“What” stem research 

questions, 11
“Why” stem research 

questions, 11
Wilcoxon signed rank test,

265, 271t
Willowbrook case, 227
Willowbrook study, 241
Withholding benefits from control

subjects, 230–231
Withholding information, 229, 230
Working definitions, 28, 41
World Medical Association, 226
Writing the conclusion, 285–286
Writing operational definitions,

110–112
Writing questions

rewriting questions, 20–21
rules to help you write effective

research questions, 21
Writing research problems,

278–286
Writing research proposals,

275–300
Writing researchable questions,

7–10
Writing the statement of purpose,

92–93, 286
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