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FOREWORD

Meteorological and climate data are indeed essential both in day-to-day
energy management and for the definition of production and distribution
infrastructures. For instance, the supply of electricity to users can be
disturbed by extreme meteorological events such as thunderstorms with
unusually strong winds, severe icing, severe cold spells, sea level elevation
associated with storm surges, floods ...

To be protected against such events, it is not sufficient to act after they
have taken place. It is necessary to identify their potential impacts precisely
and assess the probability of their occurrence.

This book shows that this can only be done through an enhanced
dialogue between the energy community and the climate and meteorology
community. This implies an in-depth dialogue between actors to define
precisely what kind of data is needed and how it should be used.

Météo-France has been in long-term cooperation with the energy sector,
including the fields of electricity production and distribution. Drawing on
this experience, it should be noted in this respect the importance of long-
term partnership between actors as exemplified here by the message of
EDF.

The production of meteorological and climate information relies on an
integrated system ranging from field observations to numerical modelling of
the atmosphere and the Earth. It is necessary to tailor, insofar as possible,
the information produced to the users needs. Unfortunately, these vital
climate services are not yet always available for all users. The community
of meteorologists is aware of this need. That is why the World Meteoro-
logical Organization has decided during the third World Climate Conference
(WCC-3) to establish a Global Framework for Climate Services, to ensure
that climate information and predictions will be made available to decision-
makers enduring the increasing impacts of climate variability and change.

The future Global Framework for Climate Services will contribute to
make these services available to all sectors. Some of the key requisites to be
developed during the implementation period include the strengthening and
sustainability of countries’ observational and research capabilities, as well
as enhanced capacity-building for developing countries and improved
interaction between climate information providers and final users, as
initiated by ClimDevAfrica. This decision of improving Climate Services
for Development was unanimously adopted at the opening of the WCC-3
High-level Segment, which followed three days of intense discussion
among multidisciplinary international experts. I hope this book will also
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contribute to the capacity building needed for the implementation of those
recommendations.

The Global Framework for Climate Services is a necessary step with a
view to defining scientifically sound measures of adaptation to climate vari-
ability and change. In this view, it will be necessary to improve or implement
many observations in the world and to make them easily accessible in a
readily utilisable form. It will also be necessary to ensure perfect consistency
between modelling results and observations. All these improvements need
additional research, improved coordination and standardisation.

The public expects energy security, which means that the vulnerability
of energy systems has to be minimized in accordance with the possible
hazards impacting the energy systems, in a context of sustainable deve-
lopment. So I take this opportunity to commend the work done by all the
experts involved, and to thank NATO for supporting the advanced research
workshop which took place in October 2008. This book provides up-to-date
and detailed information, which will be most useful both for meteorologists
and for the energy sector.

Dr Frangois Jacq'
President and Chief Executive Officer of Météo-France
October 2009

! Frangois JACQ studied at the Ecole Polytechnique (Paris) and at the Ecole Nationale
Supérieure des Mines de Paris. He holds a PhD in history and sociology of science. Before
joining Météo-France in April 2009, he was adviser to the Prime Minister for Sustainable
Development, Research and Industry. He was previously a researcher at the Ecole des Mines
de Paris, Director of the Department on Energy, Transportation, Environment and Natural
resources in the Ministry of Research, Chief Executive Officer of the National Agency for
the Management of Radioactive Waste, and Director for Energy Demand and Markets in the
Ministry of Industry.



AVANT-PROPOS

Les données sur la météorologie et le climat sont tout a fait essentielles a la
fois pour la gestion de I'énergie au jour le jour et pour la définition des infra-
structures de production et de distribution. Par exemple, 1'approvisionnement
en électricité des usagers peut étre perturbé par des événements météorolo-
giques extrémes tels que des tempétes avec des vents inhabituellement
violents, des épisodes de givrage sévere, des périodes de froid intense et
prolongé, des remontées du niveau de la mer associées a des tempétes, des
inondations ...

Pour se protéger contre de tels événements, il ne suffit pas d'agir aprés
qu'ils se soient produits. Il est nécessaire d'identifier leurs impacts potentiels
avec précision et d'évaluer la probabilité de leur occurrence.

Cet ouvrage démontre que ceci ne peut se faire qu’a travers un dialogue
plus poussé entre la communauté de 1’énergie et la communauté du climat
et de la météorologie. Ceci demande un dialogue approfondi entre les acteurs
pour définir avec précision quelles données sont nécessaires et comment
elles devraient étre utilisées.

Meétéo-France collabore depuis longtemps avec le secteur de 1'énergie, y
compris dans les domaines de la production et de la distribution de 1'¢lectricité.
S’appuyant sur cette expérience, on pourra noter a cet égard I'importance de
partenariats a long terme entre les acteurs comme I’illustre ici le message
d’EDF.

La production d'informations météorologiques et climatologiques se
fonde sur un systeme intégré s'étendant des observations de terrain a la
modélisation numérique de 'atmosphére et de la Terre. Il est nécessaire
d’adapter autant que possible les informations produites aux besoins des
utilisateurs. Malheureusement, ces services essentiels de climatologie ne sont
pas encore toujours disponibles pour tous les utilisateurs. La communauté
des météorologistes est consciente de ce besoin. C'est pourquoi 1'Organisation
Météorologique Mondiale a décidé lors de la troisiéme conférence mondiale
du climat (CMC-3) d'établir un Cadre mondial pour les services climatiques,
afin de s'assurer que les informations et les prévisions climatiques seront
rendues disponibles aux décideurs confrontés aux impacts croissants de la
variabilité et du changement climatiques.

Le futur Cadre global pour des services climatiques contribuera a rendre
ces services disponibles pour tous les secteurs. Parmi les principales actions
requises pour développer ces services figurent le renforcement et la pérenni-
sation des moyens pour effectuer des observations et conduire des recherches,
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ainsi qu’un renforcement accru des capacités des pays en voie de déve-
loppement, et une amélioration des interactions entre les producteurs de
données climatologiques et les utilisateurs finaux, ainsi qu’a commencé a le
faire le projet ClimDevAfrica. Cette décision d’améliorer les services
climatiques pour le développement a été adoptée a 1'unanimité a I'ouverture
du segment de haut niveau de la CMC-3, qui a suivi trois jours de discus-
sions intenses entre des experts internationaux de différentes disciplines.
J'espére que cet ouvrage contribuera également au renforcement des capacités
requises pour la mise en ceuvre de ces recommandations.

Le Cadre mondial des services climatiques constitue une étape indis-
pensable vers la définition de mesures scientifiquement fondées d'adaptation a
la variabilité et au changement du climat. Dans ce but, il sera nécessaire
d'améliorer de nombreuses observations dans le monde et d’en mettre en
ceuvre de nouvelles, ainsi que de les rendre aisément accessibles sous une
forme facilement utilisable. Il sera également nécessaire d'assurer une
cohérence parfaite entre les résultats des modeles et les observations. Toutes
ces améliorations demanderont des recherches supplémentaires, une
meilleure coordination et des activités de normalisation.

Le public s’attend a bénéficier d’une sécurité dans 1’approvisionnement
énergétique, ce qui implique que la vulnérabilité des systémes énergétiques
doit étre réduite au minimum, en fonction des aléas susceptibles de survenir,
et dans un contexte de développement durable. Je saisis donc cette occasion
pour recommander la lecture de cet ouvrage, qui résulte d’un travail
d’experts, et pour remercier 'OTAN d’avoir apporté son soutien a l'atelier
qui s’est tenu en octobre 2008. Ce livre apporte des informations précises et
a jour, qui seront extrémement utiles aux météorologistes comme aux
experts du secteur de I'énergie.

Dr Frangois Jacq'
Président-Directeur Général de Météo-France
Octobre 2009

! Frangois JACQ est diplomé de I'Ecole Polytechnique de Paris et de 1’Ecole Nationale
Supérieure des Mines de Paris. Il est titulaire d’un doctorat en histoire et sociologie des
sciences. Avant de rejoindre Météo-France en Avril 2009, il était conseiller auprés du
Premier Ministre pour le développement durable, la recherche et l'industrie. Il a été
précédemment chercheur a 1'Ecole nationale Supérieure des Mines de Paris, directeur du
département «Energie, transports, environnement, ressources naturelles» au ministére de la
recherche, directeur de 1'agence nationale pour la gestion des déchets radioactifs, et directeur
de la demande et des marchés énergétiques au ministere de I'industrie.



A USER’S VIEWPOINT

Electricity is a commodity that is strongly influenced by variability of
climate, for both supply and demand. Consequently, EDF, the French Energy
Group, has developed advanced collaborations with the scientific community
to be able to anticipate as well as possible future climatic conditions.

Until the early 1960’s, half of electricity production originated from
hydroelectric power plants. Thus, the ability to forecast several weeks
ahead, or even several months ahead, the reservoir status was a major
challenge for EDF. Therefore, collaborations between EDF and scientists
focused then on this aspect.

Starting in the 1980’s, the sensitivity of electricity demand to cold
weather spells increased significantly and the forecast of the air temperature
became a priority for EDF. A good short-term forecast (ranging from a few
hours to about ten days) of temperature over the entire French territory is
essential to correctly plan the start-up of power plants and the purchase of
electricity needed to fulfill the electricity consumption by EDF’s customers.
During winter, a 1°C error in the temperature forecast translates into a
difference in electricity demand that is equivalent to the electricity
consumption of the second and third largest French cities (Marseille and
Lyon). Given such a challenge, EDF imposes stringent requirements on the
provider of meteorological data concerning both the forecast delivery
schedule and the accuracy of the forecast.

However, a good short-term forecast is not sufficient. Given the time
scales associated with the operation of its electricity production plants, EDF
must also obtain a forecast over several months in order to schedule in an
optimal fashion the maintenance of its plants, acquire the fuel necessary to
operate those plants, manage its energy storage, and anticipate extreme
climatic events (cold weather spells as well as heat waves). EDF has high
expectations in that domain and, accordingly, is a partner of various projects
pertaining to seasonal forecasts to improve current forecasting approaches,
which are now mostly based on historical temperature records.

As wind power production is expected to increase greatly over the
coming years, the electricity system will be subject to variations of several
thousands of MW depending on wind intensity. The ability to anticipate
with accuracy those rapid variations is, therefore, essential to the electric
industry from an economic standpoint. This ability must be based on a
reliable forecast of winds and their geographical distribution.
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Concerning the selection of future means of energy production for the
long term, EDF is very interested in climate change research. The 2003 and
2006 summers showed that the temperature of rivers could reach high
values upstream of power plants, which affects the cooling capacity at those
plants. Will such events occur more frequently in the future? Are decisions
that are currently based on historical records still relevant? Will future
winters be as cold as in the past?

This brief overview shows that the electric industry has high expectations
for climate forecasts. From the short term to the long term, from the local
scale to the global scale, scientific collaborations must lead to better scientific
tools in the future: without any doubt, this book is a significant step in that
direction.

Marc Ribiere

Manager, Operational Center for Production
and Markets

Electricité De France (EDF)

September 2009



LA VISION D’UN UTILISATEUR

Tant du coté demande que du coté offre, I’électricité est une commodité
fortement impactée par les aléas climatiques ce qui depuis toujours a
conduit EDF a développer avec la Communauté scientifique des collaborations
poussées pour étre en capacité d’anticiper au mieux les conditions climatiques
futures.

Jusqu’au début des années soixante, la production d ‘électricité était a
50% d’origine hydraulique, la capacité a prévoir plusieurs semaines, voire
plusieurs mois a ’avance les apports aux ouvrages était un enjeu majeur
pour EDF, c’est autour de ces thémes que s’organisaient les travaux et les
collaborations.

A partir des années quatre-vingt, la sensibilité¢ de la demande d’électricité
a la rigueur du climat augmentant fortement, la prévision de température est
devenue prioritaire pour EDF. A court terme (de quelques heures a une
dizaine de jours), la bonne prévision de la température au niveau de toute la
France est essentielle pour anticiper correctement le démarrage des installations
et les achats nécessaires a la satisfaction de la consommation des clients
d’EDF. En hiver, une erreur de 1°C sur la température génére un écart de
prévision de demande a satisfaire équivalent a la somme des consommations
des villes de Marseille et de Lyon. Avec de tels enjeux, ’exigence de
qualité attendue par EDF de son fournisseur de données météo est trés forte
tant sur le respect des délais que sur la qualité de I’information fournie.

Une bonne prévision a court terme n’est toutefois pas suffisante.
Compte tenu des constantes de temps qui sont celles de son outil industriel,
EDF se doit d’avoir une vision prévisionnelle a plusieurs mois pour placer au
mieux |’entretien de ses équipements, approvisionner le combustible nécessaire
au fonctionnement de ses centrales, gérer ses stocks d’énergie, anticiper des
éveénements climatiques extrémes (vague de froid exceptionnelle mais aussi
épisodes caniculaires). EDF attend beaucoup et est partenaire des travaux en
cours autour des prévisions saisonniéres pour enrichir ses approches pré-
visionnelles aujourd’hui essentiellement basées sur des chroniques histo-
riques de température.

Avec le développement massif de la production éolienne attendu sur les
prochaines années, le systéme électrique sera soumis a des variations de
plusieurs milliers de MW en fonction de I’intensité des vents. La capacité
a anticiper avec une bonne précision ces variations rapides est donc
essentielle pour I’économie du systéme électrique, elle repose sur une bonne
prévision des vents et de leur répartition par zone géographique.
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Pour le long terme et les choix des équipements futurs, EDF est tres
attentif a tous les travaux sur le changement climatique. Les étés 2003 et
2006 ont montré que les températures des fleuves pouvaient atteindre, a
I’amont de nos installations, des températures trés élevées, la probabilité
d’occurrence de tels événements va-t-elle augmenter? Plus généralement les
décisions long terme sur la base des chroniques historiques sont elles encore
justifiées? Les hivers seront-ils toujours aussi froids?...

Le rapide panorama précédent montre qu’a 1’évidence le systeme
¢lectrique attend beaucoup des prévisions climatiques. Du court terme au
long terme, du local au global, les collaborations a mener doivent permettre
de maintenir voire d’augmenter la performance dans la durée : assurément
le livre ici présent y contribue.

Marc Ribiére

Directeur du Centre Opérationnel Production Marchés
Electricité De France (EDF)

Septembre 2009



PREFACE

There is little doubt that weather/climate considerations are becoming a
very important element in policy/decision making relevant for the energy
sector, both within the context of climate change adaptation and climate
change mitigation. For instance, information from weather forecasts is
currently routinely employed in the energy sector — from energy producers
to suppliers, and from financial analysts to national regulators — to assist in
decision-making. Given the diversity of the energy sector, this information
is used for several purposes such as for pricing the cost of energy or that of
financial instruments. Other climate information, such as that from seasonal
and decadal forecasts, is also starting to be included in the decision processes
in the energy sector. This weather/climate information, especially when severe
weather events are expected, will likely become a regular factor in climate
change adaptation contingent strategies, including in the formulation of climate
change adaptation regulations. In addition, weather/climate information is,
naturally, a key element in the development and use of renewable energy
resources such as wind, solar and hydropower.

A better understanding of what climate information can and can not
provide, how it might be used in context, and an improvement in com-
munication channels, certainly helps the interaction and flow of information
between climate scientists and energy experts. The NATO Advanced Research
Workshop (ARW) Weather/Climate Risk Management for the Energy Sector
was an excellent opportunity to bring the communities involved in the
exchange of weather/climate information together. The 28 workshop par-
ticipants including weather/climate scientists, energy experts, institutional
specialists, and economists engaged in lively and constructive discussions
on ways to progress the above mentioned issues and eventually formulated
recommendations aimed at improving collaborative use of information by
climate scientists and the energy industry.

About 20 papers were presented at the workshop and these set the scene
for the discussions of the three working groups (see below). The papers
themselves constitute the backbone of this book, which has been subdivided
into three parts:

Weather & Climate Fundamentals for the Energy sector
2. Policies for the transfer between Weather/Climate and Energy sectors

Energy sector practices, needs, impediments including Current
Weather/Climate information transfer to the Energy sector
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The three working groups (WGs) were formed to address the five
objectives of the Workshop. These objectives were:

A) To identify vulnerabilities of energy sector to extreme weather events in
the context of climate change adaptation

B) To identify impediments to the use of weather/climate information for
the energy sector in the context of climate change adaptation

C) To suggest ways to improve and/or facilitate the transfer of knowledge
between weather/climate scientists and the energy experts to allow an
optimal use of climate risk management

D) To outline proposals to improve the way in which weather/climate
information is used for modelling demand and to provide warnings for
potential disruptions on energy operations and infrastructure

E) To discuss possible contributions of the weather/climate scientists and
the energy experts to climate change adaptation policies for energy
security

The recommendations are presented in the last chapter and references
therein.

This NATO ARW was held in the beautiful setting of Santa Maria di
Leuca (Italy) between 6 and 10 October 2008 and was attended by leading
academic scientists, industry experts in the various energy specialities (oil,
gas, renewable, finance), policy makers and non-governmental organisation
practitioners. It has been a privilege to have so many worldwide experts in
the field of weather/climate and energy as participants at the ARW. Their
enthusiastic participation and their contributions to this book can not be
overstated'. All participants provided very positive feedbacks at the end of
the Workshop on what had been achieved during the week. Several new
links were created and many ideas for future collaborations were discussed.
Indeed, some of the participants have already established new collaborations.

It would have not been possible to organise this ARW without the
collaboration and support of many people: the team at the NATO Environ-
mental and Earth Science & Technology (EST) Programme with Mrs Alison
Trapp (Secretary) and Dr Fausto Pedrazzini (Programme Director), who
assisted in securing a smooth development of the ARW; Mrs Elena Bertocco
(ARW Secretary) assisted with the copious queries from participants while
keeping at bay lovely little Edward and Jacqueline; the members of the
Organising Committee, Mr Mohammed Sadeck Boulahya (ARW Co-Director),

! For more information on the ARW, see: http://www.climate-development.org/atroccoli/
nato_arw/index.html
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Prof. Robert Gurney, Dr Mike Harrison, Dr Pascal Mailier and Prof.
Oleg Pokrovsky; Mr Jonathan Saunders and Ms Kathryn Needham (graphic
creators) for producing high quality promotional material, Mrs Annamaria
Caputo and all the staff at the Hotel Terminal (S. Maria di Leuca) for their
warm and professional hospitality and for the extremely well planned and
thoroughly enjoyable social and cultural programme. [ am particularly grateful
to the organisations that supported this ARW financially: NATO and the
Environmental Systems Science Centre of the University of Reading.

I hope this book will provide a useful reference for all those keen to
venture in the fascinating interaction and communication between the
weather/climate science and the energy industry.

Alberto Troccoli
August 2009
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WEATHER, CLIMATE, AND THE ENERGY INDUSTRY

A Story of Sunlight—Some Old, Some New

JOHN A. DUTTON"
Prescient Weather Ltd., University Park, PA, USA
The Pennsylvania State University, University Park, PA, USA

Abstract. Some of the key interactions between the atmosphere and the
energy industry are considered, with a special focus on concepts and fore-
casts through which atmospheric science assists the industry and its support
for society. Probabilistic weather and seasonal forecasts take advantage of
contemporary understanding and computer power to clarify the envelope of
expectation for risk and opportunity in the industry on the scale of days and
seasons. The quality of seasonal forecasts is examined with two statistical
verification schemes. Climate change, regardless of cause, poses potential
challenges for the energy industry, perhaps the most significant arising from
political and economic pressures. A formal analysis scheme is outlined that
may assist energy companies to foresee and manage the implications and
consequences of climate change for their business.
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1. Interaction Between the Energy Industry and the Atmosphere

Energy management, weather, and human activities have been intertwined
since prehistoric camp fires provided nighttime light and warmth against the
winter chill. Largely derived from combustion of fossil fuel, energy is a key
component of contemporary daily life and industrial might, but the evidence
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grows that the increasing human appetite for energy is the likely cause of a
slow but detectable change in the Earth’s climate.

A significant fraction of the energy consumed in developed nations is
still used to provide protection against atmospheric cold and heat. Atmo-
spheric processes are important in generating renewable energy, but adverse
weather or unfavorable seasonal conditions can impede the production and
transportation of energy. A changing climate, regardless of cause, may
intensify some adverse weather effects, change energy consumption patterns,
and generate new economic and policy pressures that will mandate new
thinking and new approaches in the energy industry.

The extent to which contemporary civilization is dependent on readily
available energy is demonstrated dramatically by the stunning mosaic of
satellite images in Figure 1 showing the Earth illuminated by nighttime
lighting. As this dependence accelerates with increasing demand for energy
across the globe, the urgency of understanding and managing the risk posed
by weather and climate to the production, transport, and use of energy
accelerates as well.

This chapter will review some of the fundamental aspects of atmospheric
processes relevant to the energy industry and its support of society. Table 1
summarizes some of those interactions.

Figure 1. A mosaic of nighttime lighting compiled from satellite images by the U.S. National
Acronautics and Space Administration (NASA): C. Mayhew and R. Simmon at Goddard
Space Flight Center.
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TABLE 1. Weather and climate impacts on the sources, use, and transport of energy.

Activity Weather, climate & environmental variable

Energy sources

Fossil sunlight (coal, oil, Severe weather impacts on drilling and production

gas) platforms and facilities, heavy precipitation and floods
on mines

Solar power Insolation as affected by latitude and clouds

Wind power Wind speed (77), icing

Hydropower Precipitation, evaporation, surface slope

Biomass power Temperature, precipitation, insolation

Wave and tidal power Wind

Nuclear power Earthquakes, severe weather

Energy uses

Heating Temperature (HDD), wind speed, insolation, clouds

Cooling Temperature (CDD), wind speed, insolation, clouds

Illumination Insolation, clouds

Transportation Weather related delays and cancellations

Industrial processes Severe weather, industry dependent effects

Energy transport

Electrical transmission Wind, icing, lightning, local ground movements,

wires precipitation

Trucks and trains Severe weather, icing

Ships and barges Wind and waves, severe weather

2. Energy and Power in the Atmosphere and the World Energy
Industry

Almost all of the world’s energy is sunlight, some from today, some from
yesteryear. Indeed, the energy obtained from coal, petroleum, and natural
gas is all fossil sunlight, and the energy in sunlight is responsible for all
renewable sources of energy. Only the energy generated in nuclear plants is
independent of sunlight.

The power of the sunlight impinging on the top of the atmosphere is
approximately 1,364 W/m® . That sunlight appears to fall on a disc with the
Earth’s radius of 6,370 km and thus an area of 1.27510'* m?. Therefore the
total solar power intercepted by the Earth is 1.74 10" W=1.7410° TW or
174 PW where TW denotes terawatt (1012) and PW denotes petawatt
(10")". About one-third of this is reflected back to space by clouds and the

" One Watt equals 1 J/s and 3.412 BTU/h. Raising a mass of 1 kg 1 m against the force of
gravity requires approximately 10 J of energy. Thus it requires 1 W to accomplish the task in
10 s and 100 W to accomplish it in 0.10 s.
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Earth’s surface and so the solar power fluxing into the Earth system is about
116 PW.

By comparison the worldwide human consumption of energy in 2008 is
estimated by the Energy Information Administration (2008) to be 493
quadrillion BTU =144 10" W-hr = 5.210%° J; on taking account of 8,760 h
per year, we find that the corresponding power is 1.64 10" W or about 16
TW — approximately 1/7,200 of the solar power absorbed by the Earth.
Dividing by the area of Earth gives an average human power consumption
of 0.129 W/m”.

The energy in the atmosphere includes the static forms of ther-
mal, potential, and latent heat amounting to 2.5610° J/m®along with
K =1.2310° J/m’ of kinetic energy (Peixoto and Oort, 1992). The dissipation
of kinetic energy represents the net mechanical power of atmospheric
motion; it cannot be measured directly and hence there is controversy over
the amount. Here we use D =4.32 W/m® (Dutton, 1986; Kung, 1969). The
ratio K /D =3.3daysprovides a time scale for the dissipation of kinetic
energy should the solar forcing cease.

This discussion is summarized in Table 2. There are significant
implications. Although the world use of energy by humans is critical to
contemporary society, the power involved is quite small compared to that in
the Earth’s environment. This implies that a larger fraction of world energy
might be obtained from systems designed to capture some of that energy —
although the consequences for the environment of extracting it are not
known. If use of fossil power at rates small compared to atmospheric power
can actually be detectable as a changing climate, then there must be feed-
back processes that amplify small causes into large consequences. Indeed,
we may discover now unknown feedbacks that would create adverse results
from a global commitment to wind power as a source of energy. The
possible consequences of significantly increased use of alternative energy
should be a key issue in exploring options for mitigation of climate change.
We will return to climate change in Section 5.

TABLE 2. Ratio of world energy to atmospheric energy and to solar power.

World consumption ~ Atmosphere Solar
Energy  4.110° J/m? 2.5610° J/m?
Power 12910 W/m? 4.32 W/m® 342 W/m’
Ratio of energy 1.59107°

Ratio of power 2.99107 3.7710
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3. Atmospheric Motion and Atmospheric Systems

The intensity of the clear-sky sunlight falling on the Earth’s surface depends
on latitude, decreasing from an annual maximum intensity at the equator to
only a small amount at the poles. Thus on the spherical Earth, the equatorial
regions are warm and the polar regions cold. This creates a thermodynamic
imperative to transfer heat from the equator to the poles.

As this transfer begins, it encounters a second critical fact about the
Earth: the planet rotates on its axis and thus we live in a coordinate system
that is accelerated with respect to space. The effect (known as the Coriolis
force) of this rotation is to change the direction of moving air or ocean
water, always to the right in the Northern Hemisphere. The rotation of the
Earth thus reappears in the rotation of atmospheric systems such as cyclones
or anticyclones and, along with the latitudinal thermal gradient, leads to the
high-speed jet streams circling the Earth in the mid-latitudes.

The thermodynamic imperative to reduce the latitudinal temperature
gradient sets both atmosphere and ocean into constant motion, seeking a
thermodynamic equilibrium they can never reach. Because of the Earth’s
rotation and the Coriolis force, the required transfer of heat is an inefficient
process accomplished by quasi-horizontal mixing in waves and storms,
rather than through a direct flow of warm air to cold.

The complexity of atmospheric and oceanic motion arises in the
transfers of energy from one wavelength of flow to another. Indeed, the
nonlinear aspects of fluid dynamics mandate that energy injected at one
wavelength be transferred to both smaller and larger wavelengths. The fact
that small causes can have large effects leads to the phenomenon known as
chaos — everything depends on everything else and predictability will
always be limited because of variations too small for us to observe.

These transfers of energy, both thermodynamically and mechanically,
lead to a broad spectrum of atmospheric phenomena and processes, as
illustrated schematically in Figure 2. Stratifying the effects of weather and
climate on the energy industry on the basis of these temporal and spatial
scales helps us to understand the risk and foster appropriate management
strategies. Thunderstorms and severe weather obviously have implications
very different from those of climate change.

The traditional interest in atmospheric science focused on weather
systems and storms with the accompanying severe weather that has imme-
diate consequences for human activity. Now rapidly increasing capabilities
in observation and measurement have stimulated significant progress in
understanding and modeling the small-scale processes on the left side of
Figure 2 as well as atmospheric structure and evolution on larger scales.



8 J.A.DUTTON

This new understanding and the increase of computational power available
to both researchers and operational forecast centers has improved the
accuracy of forecasts in the range of a week or two and made possible both
seasonal outlooks and projections of climate variability on the scale of
decades to centuries.

century ¢ climate change
yr decadal variability
month seasonal anomalies
day wx systems
hr ::(ver o Traditional
cloud Interests
sec processes,
turbulence R
Mole- 1000 Earth’s
m km .
cules km radius

Figure 2. The spectrum of atmospheric processes and scales (wx is an abbreviation for
weather from the teletype era).

Thus much of the work of the atmospheric sciences focuses on creating
mathematical models to describe physical processes across the scales shown
in Figure 2. The equations for the larger-scale features have been known
since early in the twentieth century (see, for example, Dutton, 1986), but the
task of accurately modeling smaller scale processes, especially those
associated with water and the atmospheric boundary layer, is a continuing
challenge. As shown in Figure 2, some of the focus of the atmospheric
sciences is shifting from the center of the spectrum to both the smaller and
larger scales.

The theoretical equations derived from basic physical principles are
predictive in nature: they specify rates of change as a function of the present
state of the atmosphere and thus can be used in a repetitive cycle to move
forward in time. For this purpose, the theoretical equations are converted
into algorithms suitable for numerical computation and then predictions or
simulations are computed by national and international forecast centers
using some of the most powerful computers in the world.

The forecasts take many forms of interest to the energy industry, ranging
from warnings of severe weather and possible disruptions of power supplies
to the simulations of how global and regional climate may change over the
next century. The predicted climate-change patterns of temperature, pre-
cipitation, and other environmental variables will have implications for
power demand and use and for the policy environment in which the industry
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must operate. Prospects for improved prediction with petascale computers are
described by the National Research Council (2008). Additional information
on weather and climate prediction may be found in the article by Troccoli
(2009) in this volume.

The nations of the world expend the equivalent of tens of billions of
dollars annually to acquire surface, airborne, and satellite observations, to
analyze them, and then to turn them into a steady stream of forecasts with
supercomputers. In the United States, all the observations and forecasts
obtained with government support are freely available to all — including the
citizens of other nations. In some other countries, the governments assess
charges for observations and forecasts on the very taxpayers who have
already paid for them.

4. Probabilities for Quantifying Opportunity, Risk, and Uncertainty

Weather and climate events pose both opportunity and risk for the energy
industry. The contemporary technological society is increasingly dependent
on energy and thus the demand for reliable power is intensifying. The
technologies required to take advantage of the wind, the sun, and sea for
power are advancing and may soon be economically and politically com-
petitive with fossil sunlight and become a more significant opportunity for
the industry.

But risk is undoubtedly increasing more rapidly than opportunity. As
activities become more sophisticated and more dependent on power, less
margin is available, and so weather and climate risk or uncertainty become
increasingly significant to the energy industry and its customers — to all of us.

Thus reliable information about the statistics of weather and climate and
about the range of conditions expected in the future is essential to plan
wisely, to prevent loss and otherwise minimize the consequences of adverse
weather or seasonal climate variations, to hedge financial risk, and to
develop strategies to secure the future of the business as climate change
reshapes both the physical and societal environment in which the industry
operates.

Effective decisions about opportunity and risk related to weather and
climate require reliable, quantitative information about the probability of
success in specific activities on both the short and long term. Once the
metrics that describe success are clearly formulated, we can say that the
probability of success in operating an energy supply system composed of
both technological and economic components depends in part on

« The response of the system to atmospheric events

» The probability of those events occurring
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To combine these two, we must have a quantitative model of the system
and its implications for the business and we must have atmospheric
probabilities: probabilistic forecasts on the scale of days and months for
operational decisions and probabilistic climatologies and long-term simu-
lations for strategic planning on the scale of decades.

4.1. PROBABILITIES OF ENVIRONMENTAL AND ENERGY VARIABLES

The empirical view of probability is based on frequency of occurrence: the
probability of a tossed coin landing heads up is one-half. When we say
the probability of rain tomorrow is one-third we mean that we expect rain
on one-third of the days with conditions similar to those we expect for
tomorrow. When we assess the reliability of such forecasts, we would say
the probability forecast were very reliable (or even perfect) if it rained on
exactly one-third of the days on which we said the probability of rain was
one third. In other words, we predict the probability of an outcome and
verify with the frequency of occurrence.

For various reasons, including the vagaries of chaos, it is impossible to
make precise quantitative forecasts of atmospheric variables. A forecast that
the average temperature tomorrow will be 15.0°C is almost certain to be in
error. But a forecast that the average temperature is likely to be between 14
and 17 degrees may be more useful and assist us to make decisions about
appropriate actions. Probabilities allow us to be specific about what ‘likely’
means in such a statement.

Figure 3 shows two probability functions for a statistical variable x. The
probability distribution function, shown on the left, tells us the probability
P (X) that the variable x in which we are interested will be less than X. The
probability density function, shown on the right, describes the relative
frequency of occurrence p (X) of values X of x. Mathematically, these two
are related by the reciprocal expressions (given various technical res-
trictions):

X 0
Problx < X]=P,(X)= [_ p.(Odé  p. ()= P.(X) (1)

The probability distribution function provides the information we need
for most of the assessments with which we are concerned here. It defines
the envelope of expectations in which we will operate, and with it we can
attempt to calculate the probability of success given certain actions or
decisions on our part.
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Figure 3. A probability distribution function P and the probability density function p for a
variable x with values on the lower axis.

To illustrate this point, Figure 4 shows the daily average generation load
of two utilities as a function of the average daily temperature, clearly
indicating that load increases on either side of a basis temperature near 65°F
used to define degree days in the heating and cooling industry. While these
are actual data from federal filings and official weather records, here we
shall denote these two utilities as Cougar Power and ErieEnergy. Cougar
Power serves an area along the Atlantic seaboard while ErieEnergy serves
an industrial region along the southern shore of Lake Erie.

The data in Figure 4 allow us to develop a method for estimating
probabilities of load L given a predicted probability distribution for the daily
average temperature. Transforming probabilities mathematically for a
change of variables requires strictly monotonic relationships and so we
illustrate with linear fits to the heating and cooling branches of the Cougar
Power data. As depicted in Figure 5, we obtain:

L=a+bT (T >T, for heating, T < 7, for cooling) (2)
for each branch and then in the appropriate 7-domain we have
Prob[L < M ]|=Prob[T < (M —a)/b] (3)

The probability of the load being between in a range (M,,M,)
can be obtained from (3) as the difference of the probabilities
Prob[L < M,]—Prob[L < M,].



12 J.A. DUTTON

20000 4

Cougar Power

16000 4

~
3
3
S
R 12000
]
-l
2
-
3
£ 8000 -
:
9
>
< 4000 - . o
ErieEnergy
0 - - v - y
0.0 20.0 40.0 60.0 80.0 100.0

Average Daily Temperature (deg F)

Figure 4. Dependence of average load on average daily temperature for two U.S. utilities.
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Figure 5. Linear fits to the heating and cooling branches of the Cougar Power load vs.
temperature diagram.

If the daily average temperature were predicted to be normally dis-
tributed with mean 72°F and standard deviation 4°F, then the probabilities
of load at Cougar Power would be described by the probability curve in
Figure 6. The dashed line shows the probability distribution for load should
the standard deviation be 2°F rather than 4°F. Forecasts that reflected such
differences would be of evident advantage. Teisberg et al. (2005) have
analyzed the economic value of improved temperature forecasts in elec-
tricity generation.
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Figure 6. Probability distribution function for Cougar Power load computed from a predicted
temperature distribution. The three lines indicate the mean less one standard deviation, the
mean, and the mean plus one standard deviation. The dashed curve shows the predicted load
distribution for a standard deviation half as large.

4.2. PREDICTING PROBABILITIES

The power of contemporary supercomputers makes it possible for the major
national and international atmospheric forecast centers to produce predicted
probabilities of occurrence for atmospheric variables. This is done, quite
simply in concept, by running many forecasts instead of one. The major
sources of uncertainty in numerical forecasts include:

« Depiction of the initial state of the atmosphere as obtained from surface,
airborne, and satellite observations (the initial conditions)

» Depiction of the conditions at the surface of the land, the sea, and the
polar ice caps and ice sheets (the boundary conditions)

» Mathematical representation of interactions among large-scale flow
patterns and the smaller scale processes involved with transfers and
transformations of energy and momentum, with changes of phase and
transport of water, and with the chemical processes that affect the
radiation streams in the atmosphere (internal physics)

The current strategy is to describe these uncertainties with probability
distributions and to compute forecasts for each set of representative con-
ditions, leading to an ensemble of forecasts with tens of members. This
ensemble of predicted conditions then provides the probability of expected
outcomes, with the high-probability events described by ensemble members
clustering near an average value and the low-probability events by the
ensemble members with relatively extreme values. The process is illustrated
in Figure 7.
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Figure 7. An ensemble forecast system converts input probabilities into predicted pro-
babilities.

But even with these probability forecasts, there is more to do to produce
information useful to the energy industry and other applications. First, we
recognize that the numerical models may have systematic errors that can be
detected and corrected by comparing forecasts with verification observations.
Seasonal forecast models, for example, are found to predict temperatures
too warm in some parts of the world and too cool in others, perhaps as a
function of season. These bias errors can be corrected by comparing fore-
casts made retrospectively for the past 25 years, say, with the equivalent
observations to determine the statistical basis of the system. Similar steps
can be taken to adjust the variance of the ensemble of forecasts. Second, we
need to convert predicted probabilities of atmospheric variables into
probabilities of response of the industrial or business system with which we
are concerned, as we did above for Cougar Power. This can be accomplished
by various means, including mathematical transformations or direct numerical
simulation of the response of the system as forced by the members of the
atmospheric ensemble. Figure 8 shows how such a system might be assembled
to produce action recommendations and estimate the concomitant probabilities
of success.

The value of this process in the industrial setting depends on the reli-
ability of the probability forecasts and on the accuracy of the quantitative
representation of the response of the system. The skill of atmospheric pre-
diction increases to a large extent with increasing spatial scale and with the
smoothness of the variables. Thus upper-air fields are predicted better than
variables near the surface where local effects can be strong. Temperature
predictions near the surface are usually better than forecasts for precipitation
or wind speed.
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Figure 8. Calibrated forecasts are linked with the enterprise risk and opportunity management
system to recommend actions and estimate the probability of success. The process terminates
when the decision-maker accepts a recommendation and approves an action.

A qualitative assessment of predictive skill is provided in Table 3 for the
variables required for assessment of risk and opportunity with both con-
ventional and renewable energy sources. In the table, Observations refers to
direct measurements obtained from surface, airborne, or satellite instru-
ments. Re-analysis Data refers to local or world-wide data sets prepared by
combining observations and numerical prediction models to obtain a
dynamically consistent climatology extending over several decades. The
reanalysis datasets are rapidly increasing in importance, both for calibration
of the prediction models in the retrospective forecast process described
above, and for providing climatologies of variables such as insolation or
evaporation that are only rarely measured. Finally, the Ensemble Models are
the probability predictions described earlier in this section.

TABLE 3. Subjective assessment of the relative value of information about atmospheric
variables. For ensemble temperature forecasts (Good/Fair), implies Good for 1-10 days, Fair
for 1-3 months.

Climatology Forecasts
Observations Re-analysis ~ Ensemble models
Temperature 7' Very good Good Good/fair
Cooling and heating degree days Very good Good Good/fair
Precipitation Spatially complex, difficult to observe and predict
Wind (u,v), wind power (1) Varies greatly with height and averaging interval
Insolation Rare Few observations for verification
Soil moisture, evaporation, Rare Few observations for verification

runoff




16 J.A.DUTTON
4.3. ASSESSING THE QUALITY OF SEASONAL FORECASTS

There is a wide range of methods for comparing forecasts with the
observations at the verification time (Wilks, 2005; von Storch and Zwiers,
2001). Here we consider two methods for evaluating the numerical seasonal
forecast products of the Prescient Weather World Climate Service (WCS).
In both examples, we focus on the predicted probabilities for the atmospheric
variables being below normal, normal, and above normal, with normal derived
from the climatology at observation stations. In a stable climate, each of the
three possibilities has a probability of one-third of occurring in a sufficiently
long record. Seasonal forecasts attempt to foresee and assign probabilities to
the situations when the probabilities depart from those of climatology.

The first measure is modeled on the weather derivative contracts traded,
for example, on the Chicago Mercantile Exchange, but here we consider
what we will term a plain vanilla option. The cost of an option on below,
normal, or above normal conditions is set at 1. The payoff for the case that
occurs is 3. Thus the return on the successful option is R=3-1=2.
Obviously, this model ignores transaction costs or dealer profit in an over-
the-counter mode. Moreover, the model takes no account of the fact that the
counterparty offering the contract will be setting the price on the basis of its
own forecast, which may be more or less skillful than ours.

The forecast performance is scored with a contingency matrix as shown
in Table 4, in which forecasts are binned according to the category in which
the verification occurred. The correct forecasts fall along the diagonal and
total H=H,+H, +H, in number. Thus for N forecasts the return is
R=3H-N and the virtual return V' =R/N for a sequence of N options
each acquired at a cost of one unit is V' =3(H /N)-1. For perfect forecasts,
H = N and so V' =2; for random forecasts, H = N/3 and thus /= 0.

The virtual return for seasonal probability forecasts computed for
nearly 1,600 locations in North America and Europe for 1997-2006 is shown
in Table 5 with V in percent. In the table, ECMWF denotes the WCS
version of the forecasts of the European Centre for Medium-Range Weather
Forecasts, CFS denotes the WCS version of the Climate Forecast System of
the U.S. National Weather Service, and Multi denotes a combination of the
two forecasts into one set of probabilities.

TABLE 4. Contingency table for computing virtual return.

Observations

Below  Normal Above
Below Hb Bn Ba
Normal Nb Hn Na
Above Ab An Ha

Forecasts




WEATHER, CLIMATE, ENERGY 17

TABLE 5. Virtual return in percent for three seasonal forecast models. The statistics are
aggregated over forecasts for North America and Europe, for leads of 1-5 months.

Temperature Precipitation

10-year history ~ Full history =~ 10-year history  Full history

ECMWF 21 19 17 12
CFS 17 11 17 9
Multi 21 18 16 11

The results for bias removal over both 10-year histories and the entire
history to 1981 are compared. No adjustments to the variance were made in
these forecasts. A WCS version of these forecasts with variance adjustments
made by a maximum expectation retrospective forecast process shows
improvement in some cases.

The reliability diagram provides another way to examine the value of
seasonal forecasts. We divide the predicted probabilities into, say, ten bins
between 0 and 1. For each of these bins we compute the average frequency
of occurrence in the verifying observations and plot that average as a
function of the probabilities. For perfect forecasts, we would find that the
frequency of occurrence equals the probability and plot a diagonal line on
the diagram. For probability forecasts with no skill, the climatological pro-
bability of one third will prevail and the ratio of frequency to probability
will be one third for every probability bin. A reliability diagram for the WCS
probability forecasts for Northern Europe computed from the ECMWF
ensemble model is shown in Figure 9, again combining the probability
forecasts for below, normal, and above normal temperatures and combining
monthly forecasts for the four seasons (March, April, May; June, July,
August; September, October, and November, December, January, February).
The lighter lines are the original reliability curves; the heavier lines show
the increase in reliability that would be obtained by a linear transformation
of the forecasts so that the reliability curves rotate to the diagonal. Thus
large probabilities are reduced in the calibrated forecasts, small probabilities
are increased.

The seasonal forecasts issued by the major national and international
centers, Prescient Weather World Climate Service, and other vendors do not
rely exclusively on the numerical forecasts evaluated here. There are a
number of long-term oscillations in large-scale patterns that provide advan-
tage to skilled and experienced forecasters. The best known is the El Nifio-
Southern Oscillation (ENSO) that involves warm and cool anomalies of
surface temperatures in the tropical Pacific Ocean. Strong patterns of the
warm El Nifio and cool La Nifia conditions are often accompanied by
characteristic seasonal anomalies in the tropics and in North America. The
numerical forecast models demonstrate some skill in predicting these events,



18 J.A.DUTTON

especially the onset of a new phase. In an evaluation of the first decade of
long-lead seasonal forecasts by the U.S. National Weather Service, Livezey
and Timofeyeva (2008) point out that ENSO is a first important source of
skill and that the trends created by climate change in the U.S. provide a
second. The evaluations of the seasonal forecasts presented above mask the
climate change effect through aggregation, but it is actually present because
forecasts of warmer than normal conditions are the most successful category.

4.4. FORESEEING THE FUTURE OF FORECASTING

As a general qualitative summary of forecasts of weather and climate
conditions for the energy industry, we can say that the forecasts for a week
ahead are very good and that forecasts for a season or two in advance are
improving. Forecasts for lead times of 2—4 weeks are very difficult, and
progress is slow. The major national forecast centers are beginning to turn
some attention to forecasts for a decade or so. We know today that the
methods used to simulate climate change as forced by various scenarios of
emissions in the decades ahead perform well in some respects when tested
on the twentieth century, but only time will tell whether today’s simulations
are correct for the years to come in the twenty-first century.

But before then, we can expect dramatic progress over the next 20 years
with a new generation of vastly more capable meteorological satellites and
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Figure 9. Reliability diagram for the WCS version of the ECMWF forecasts for the next

season in Northern Europe (lighter lines), showing the result of linear calibration (heavier

lines). Forecasts for below normal, normal, and above normal temperatures are combined to

give more stable statistics.



WEATHER, CLIMATE, ENERGY 19

dramatic increases in computing power. Indeed, the National Research
Council (2008) foresees the development of a Virtual Earth System (VES)
running on linked petascale machines, assimilating data from tens of
satellites, and maintaining “a continuous, dynamically consistent portrait of
the atmosphere, oceans, and land...a digital mirror reflecting events all over
the planet”. By extension, a companion of the VES could be a Future Earth
System (FES), similarly taking advantage of an Internet cloud of powerful
computers to maintain a continuous simulation of the Earth System
expected in the decades ahead, incorporating advances in understanding of
Earth System dynamics as they develop. The VES would be the foundation
for sharper, more reliable high resolution forecasts of weather events and
seasonal evolution. The FES simulations could be the driver for numerical
models of the energy enterprise and its interaction with society, providing a
continuous outlook on opportunity and risk as the industry develops
strategies to adapt to the new realities created by climate change.

5. A First Look at Climate Change and the Energy Industry

A substantial international effort in the atmospheric and related sciences
over the past two decades has sought to understand, and perhaps foresee, the
consequences of what appears to be accelerating change of the global climate.
The average surface temperature is increasing slowly, sea level is rising as a
consequence of thermal expansion and increased melt-water, glaciers are
retreating, the Arctic permafrost is thawing, and the Arctic ice cover has
diminished markedly in recent summers. The assessment reports of the
International Panel on Climate Change (IPCC, 2007) chronicle the growing
scientific confidence that the climate is changing in response to increasing
concentrations of gases with significant consequences for radiative transfer
in the atmosphere.

Climate change, while neither good nor bad in any scientific sense,
provides opportunity and poses risk for the energy industry and many other
activities, regardless of its cause. The per capita rate of carbon dioxide
emission is to a large extent proportional to standard of living, making
meaningful reductions very difficult in the absence of a much greater global
commitment to energy efficiency and renewable energy, both assisted by
significant technological advance. The extent of this challenge was examined
in detail in an essay by Dutton (1994) and is considered more comprehen-
sively in the series of IPCC reports. It seems likely that the most important
impacts on the energy industry will arise from economic and political forces
as governments and customers seek to mitigate and adapt to climate change.
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Figure 10. The average global energy balance of the Earth with all fluxes in W/m?. Here S
denotes solar energy absorbed at the surface, H sensible heat flux, L latent heat flux, F, flux
of infrared radiation from the surface, F, flux of infrared radiation downward to the surface,
and F, the outward flux of infrared radiation at the top of the atmosphere. Adapted from
Science, Technology, and the Environment edited by James Rodger Fleming and Henry A.
Gemery. Copyright © 1994 The University of Akron Press. Reprinted by permission.
Unauthorized duplication is prohibited.

The forcing for climate change is believed to arise in the energy balance
of the atmosphere and the planet, as illustrated in Figure 10. As shown, the
long-wave radiation emitted from the surface of the Earth is partially
absorbed by radiatively sensitive gases in the atmosphere and re-radiated
toward the surface, thus warming the planet, in a process called the green-
house effect. Were it not for this warming, Earth would be ice-covered.
Thus the greenhouse effect is critical to life on Earth; the question now is to
what extent human activities are intensifying it and thereby altering the
climate.

The scientific analysis focuses on feedback and gain. The direct effect
of significant increases in the concentration of a greenhouse gas such as
carbon dioxide in the atmosphere may be small, but the small change may
amplify through positive feedback processes to intensify the effects of water
vapor, the major greenhouse gas. The extensive computer simulations of the
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IPCC investigate this feedback process through an integrated numerical
exploration of the interactions between all the components of the Earth
system. On the basis of these simulations and estimates based on empirical
evidence (e.g., Dutton, 1995), the direct effect of a doubling of carbon dioxide
concentration is amplified about seven times by the positive feedback in the
system.

The IPCC computer simulations imply that surface temperature will be
warmer in the coming decades, especially at high latitudes, and that pre-
cipitation will increase in higher latitudes but decrease in lower latitudes.
Sea level will continue to rise, perhaps dramatically, if major ice sheets
collapse. And finally, it is likely that volatility will increase as extremes
become more pronounced relative to the recent and present climate.

The direct implications for the energy industry include changing emphasis
on heating and cooling in developed countries (as illustrated for the U.S. in
Figure 11), changes in water available for hydropower as melt water flows
decrease, and an increasing interest in renewable energy as an alternative to
releasing fossil sunlight through combustion. The development of renew-
able energy will be intensified by efforts of some nations to decrease their
dependence on imported fossil fuel, including the recent speculation in the
U.S. about a national commitment to electric automobiles recharged with
wind-generated electricity.
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Figure 11. Annual degree-days (sum of cooling and heating degree days) for the U.S (heavy
line) and for the northeast, southeast, northwest, and southwest quadrants (light lines).
Overall, warmer winters in northern states lead to a long-term decrease of 5.5 heating degree
days per year.
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The indirect implications will arise in a wide range of policy initiatives
related to limitation of carbon dioxide emissions, enhanced energy effici-
ency, development of more flexible electrical distribution grids, and to
regulation of environmental impacts of power generation, including the
temperature of cooling water discharge, disposal of ash and particulate
materials, and perhaps carbon sequestration.

Proceeding systematically to assess implications of accelerating global
change may help to identify the main opportunities and risks for the energy
industry. Such a process might be developed along the following lines:

o Identify and model links between business variables and environ-
mental variables (such as temperature, precipitation, or wind). How
would change in the environment affect business outcomes?

o Estimate the likelihood of change in environmental variables. Des-
cribe the boundaries of the envelope of possibilities during the next few
decades.

« Estimate the likelihood of changes in the economic, policy, regulatory,
and technology frameworks. What will government do as it tries to
mitigate and adapt to global change. How might customer needs and
expectations evolve? What technological innovation could be significant
or change the business dramatically? Describe the boundaries of the
envelope of possibilities during the next few decades.

« Assess the risks and opportunities quantitatively. Make quantitative
estimates of how change in the physical environment and the societal
framework will affect the business. Consider both the most likely changes
and examples of potential extremes. What metrics will prove effective
in assessing change and business results?

» Create business scenarios. Develop realistic, long-term scenarios des-
cribing how a business could respond successfully to both the likely and
extreme opportunities and risk analyzed in the previous step.

o Determine key business decisions on the path to the future. Which of
the scenarios should be adopted as the basis for a strategic plan? What
are the key uncertainties? What must be known to act? What invest-
ments will be required with what lead time? What should be the key
metrics of business success and how should they be monitored? What
would mandate a switch to another scenario, a new plan?

The evidence that significant climate change is underway is clear enough
that companies in the energy industry should proceed with a deliberate
consideration of the opportunity and risk ahead, giving careful attention to
key business decisions and uncertainties. The climate, society, and the
energy industry are sufficiently entwined that climate change will drive
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further change, first in society, and then in the energy industry. Starting now
to manage that change would seem to be prudent and may avoid unfortunate
surprise in the years ahead.
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WEATHER AND CLIMATE PREDICTIONS FOR THE ENERGY
SECTOR

ALBERTO TROCCOLI"
University of Reading, Reading, UK

Abstract. Weather and climate forecasts are potentially valuable sources of
information for use in risk management tools. It is important however to be
aware of their limitations (several approximations go into a forecasting
model) as well as of opportunities to enhance their information content (e.g.
through understanding the underlying physical processes which lead to a
given forecast). This chapter explores, at a rather high level, the physical
basis of forecasts, the tools used for producing them and the importance
of assessing their skill. An interesting case of a seasonal forecast and its
impact on the energy market is also discussed.

Keywords: Weather; climate information; climate predictions; forecast skill; energy
management

1. Introduction

Weather and climate predictions are worthwhile scientific endeavors in
their own right. What makes them really useful however is the application
or transfer of this information to specific sectoral activities of societal
relevance. There are numerous sectors for which this information is critical,
prominent amongst which is energy. Energy exploration, extraction, trans-
portation, refining, generation, transmission and demand are all critically
exposed to weather and climate events in one way or another. Energy gene-
ration, to pick one, is sensitive to wind, rain, hail, ice, cloudiness, radiation,
storms, droughts, water in rivers, unseasonable demands, amongst others.
The potential for improving these energy operations by using quality weather
and climate information is therefore apparent.
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Clearly to say that forecasts are valuable tools for a certain sector is just
the beginning of a long path. One needs to assess which aspects of the
predictions are really useful for energy applications — numerical models
used for predictions churn out millions of variables and therefore one needs
to be clear on what aspects of the forecasts are the most relevant for the
problem at hand. Then there is the “presentational” aspect of the prediction.
Getting the message across to recipients is what really matters: there is
little benefit, apart from leaving scientists a feeling of accomplishment, to
achieving the ‘perfect’ forecast if it is not used. Even when the useful vari-
ables have been identified and the message effectively communicated the
road ahead is still rough. How does well-communicated weather/climate
information get considered in the mix of information by the decision taker
in the energy sector? In other words, how can you convey the fact that there
is a high probability that a temperature anomaly of 2 degrees may occur for
the next season over a certain region and such anomaly may affect the way
gas is stored, for instance?

After an overview of the types of predictions available (Section 2), a
discussion of how these forecasts are actually produced is given (Section 3).
It is also important to acquire confidence in these forecasts and thus a
discussion on the quality of these forecasts is provided (Section 4). The
chapter concludes with a case study of the way a seasonal forecast was
communicated in the UK for the European winter of 2005/06 (Section 5).
Complementary discussion on weather and climate predictions can be found
in Dutton (2009) and Buontempo et al. (2009) in this volume.

2. Rationale for Weather and Climate Forecasting

Weather forecasting has been around for many decades. Beginning from the
first hand written charts of the 1940s the technology has expanded enormously.
Forecasts are now performed using the most powerful supercomputers
available that churn out millions of pieces of information coming from a
combination of measurements of the earth system and the mathematical
representation of the atmosphere, ocean, land and ice. These forecasts,
available on horizontal grids of as low as 20 km on the global scale, have
reached such a high quality that people can now consider sensibly, say, the
predicted probability distribution of temperatures for a specific location at a
10-day lead time. Precipitation forecasts are not of the same quality as those
for temperature as yet since, by its very nature, rainfall is highly variable
both spatially and temporally and this makes it more difficult to predict.
Overall, the chaotic nature of the climate system is such that we will always
be limited in our ability to predict weather beyond a theoretical threshold
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(currently thought to be about 2 weeks but dependent on numerical model
features, including resolution, used to test the predictability assumptions).

However, there are parts of the geophysical system, like the oceans,
which evolve more slowly than the atmosphere and this slower motion allows
us to extend the time horizon of predictions to well beyond this theoretical
limit. That is why we can talk about seasonal to interannual forecasts, though
the way in which results are looked at has to be modified (see discussion
later). The ocean has a large heat capacity and slow adjustment times
relative to the atmosphere. In addition, ocean variability can give rise to
enhanced atmospheric predictability in the case of processes that depend on
both media interacting. The coupling between the atmosphere and ocean is
known to be relatively strong in the equatorial region, viz. El Nifio/Southern
Oscillation (ENSO). By including other external (to the natural earth system)
factors such as human-induced gas concentrations in the atmosphere and
oceans we can extend the prediction time horizon, also called lead time,
even further and therefore produce climate change scenarios.

The extension of the predictions/scenarios lead time from a few days to
decades needs careful consideration however. It is entirely reasonable that a
prediction for a specific date 10 years from now may not be of the same
quality as a prediction for the day after tomorrow, say. In other words, what
is considered a meaningful feature, according to some metric, varies con-
siderably according to lead time. So, looking at the predicted temperature
probability distribution at a specific location for a certain day several months
in the future, although do-able, has limited scientific validity. A practical
approach to interpret predictions at different lead times is to increase the
averaging spatial and temporal intervals with increasing lead times'. What
this means is that instead of trying to extract information from a probability
distribution at a specific location (e.g. Lecce) and a specific date several
months from now it is more useful to consider how the climate is going to
differ from a certain reference period for the Mediterranean region over the
period of a month, say. More simply, the trick is in the averaging. By taking
a larger area and a longer averaging period, the signal from the forecasts
starts to emerge (whether it is the correct signal or not is a different matter:
more on this in Section 4). Going even further into the future in terms of
lead times (decades and beyond), one needs to consider even larger regions
(e.g. North America) and longer averaging time periods (typically 20-30
years).

'Mathematically, this equates to saying X = X(leadtime) and t = t(leadtime).



28 A. TROCCOLI

In summary, in order to be able to extract potentially useful information,
the longer the lead time the larger the averaging time and the larger the spatial
area need to be. The schematic in Figure 1 shows how this can be done in
practice for the time averaging case. Therefore the extent to which one can
define medium-range, seasonal and decadal predictions/scenarios — along
with the levels of their skill — will depend on the time and space scales
considered. Note that the level of skill is an important qualifier because
users would like to know about the quality of the forecasts before using
them. An implication is that the longer the lead time the longer the observed
record needs to be in order to assess the quality of a forecast/scenario. This
is why, for instance, it is essentially impossible, at present, to define the
level of skill of climate change scenarios.

It is worth noting that while the focus here is on weather and climate
predictions, these are just a subset of all the available weather and climate
information. For example direct observations and re-analyses (i.e. the ‘best’
reconstruction of the past) also provide extremely useful information for the
decision making process (see Harrison and Troccoli, 2009, Chapter 9, this
volume).

3. How Are Weather and Climate Forecasts Produced?

Different components or attributes of the earth system affect in specific
ways physical processes relevant to weather and climate. By isolating
certain aspects of the earth system predictions of weather and climate at
different lead times become a more tractable problem. Generally speaking
physical processes can be divided into fast ones (e.g. atmospheric convec-
tion) and slow ones (e.g. circulation of the deep ocean), with an essentially
continuous spectrum of processes in between. Given the presence of this
wide spectrum, choices about which process is more relevant for a particular
purpose have to be made. Thus for instance it would be of little use to run a
complex sea ice component to produce forecasts for tomorrow’s weather as
the sea ice response is much longer than a day. Likewise for a climate
forecast several years hence, the precise details of today’s weather are less
relevant than for forecasts for the next few days/weeks. So, although in
principle a single system for all lead times would be desirable (and this is
what some prediction centres are attempting to achieve), in practice
predictions are made with built-for-purpose model configurations.

As a rule of thumb, atmospheric initial conditions are essential for weather
forecasts on lead times up to a few weeks, land surface initial conditions are
important on lead times up to a few months, ocean initial conditions are
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critical for climate predictions on lead times from months to decades, and
sea ice is relevant on time scales from years to centuries (unless it dis-
appears in the meantime!). This time scale classification indirectly tells us
also which component of the earth system needs the most attention by
modellers at the various lead times. Typical current configurations of fore-
casting systems are illustrated in the schematic of Figure 2.

There are three essential elements in a forecasting system:

1. A numerical model for which various complexities are available (e.g. an
atmospheric model)

2. Observations of the ecarth system (e.g. sea surface temperatures,
greenhouse gas concentrations)

3. A strategy for combining numerical models with observations in a con-
sistent way (e.g. using a variational assimilation approach)

These elements are discussed in more detail in the following sub-
sections.
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Figure 1. Example of time averaging for a generic forecast started on a 1st September. The
time averaging has been applied here to an ensemble of forecasts (i.e. different represen-
tations of the same event) but the approach is valid even with one model realization only.
The grey lines represent individual ensemble members and the black line is their mean. No
time averaging is carried out for the first 2 weeks (the direct model output is plotted). This
first period is followed by increasing time-window averages: two weekly averages, two
bi-weekly averages, two monthly averages and a 3-month average. A similar approach can
be applied to spatial averages. Plot adapted from Rodwell and Doblas-Reyes (2006).
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Figure 2. Schematic of lead time classification (from Medium-Range Forecasts on the left to
Climate Change scenarios on the right) based on the forecast systems currently in use. For
instance, Medium-Range Forecasts are carried out with an atmospheric model whereas at
longer lead times an ocean model, possibly with a sea-ice component, needs to be used.
Atmospheric models normally include a land surface model too.

3.1. NUMERICAL MODELS

A numerical model is a computerized version of mathematical relationships
that describe the earth system. The earth system in these models is typically
subdivided into cells of sizes varying by model (e.g. 100 by 100 km in the
horizontal and 50 m in the vertical for the atmosphere). Dynamic and thermo-
dynamic relationships are solved for each cell as well as for the interactions
amongst cells.

All components of the earth systems could in principle be included in
forecasting systems for each lead time. Practical considerations, however,
limit the complexity of such systems. For instance, a weather forecasting
system is normally constituted of an atmospheric model with a land surface
component (left-hand-side in Figure 2). In such a system, the ocean model
is often replaced by best estimates of sea surface temperatures at the start of
the forecast. However, at longer lead times, say from several days onward,
an ocean model becomes essential, even if its impact will differ according
to which part of the earth system is considered. Thus, an ocean model is
clearly more useful in places where ocean dynamics evolves faster. For
instance tropical cyclones, phenomena which show a strong interaction
between the atmosphere and ocean on time scales of hours/days may be
better predicted when an ocean model is used (see Troccoli et al., 2008, for
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a case study of the impact of an ocean model on predictions of a tropical
cyclone). It is also to be expected that deeper parts of the oceans become
increasingly relevant at longer lead times. The details of the north-south
deep ocean circulation in the North Atlantic, for instance, are unnecessary
for weather forecasts but are important if a prediction a decade hence is
attempted. Analogous considerations apply to ice models, biological models,
carbon cycle models, and so on.

3.2. OBSERVATIONS OF THE EARTH SYSTEM

Observations are essential to ensure the model starts from a point as close
as possible to reality. Observations can be segregated into two types:

1. In situ measurements, which require sensors to be collocated with the
quantity to be measured

2. Remotely sensed measurements, which rely on inferring physical
variables from afar through the inversion of a radiated signal

Radiosonde temperature measurements and satellite temperature retrievals
are prototypical examples of in situ and remotely sensed data respectively.
Prior to the advent of satellites in the 1980s, the majority of data were col-
lected through in situ measurements. Since then an exponential growth in
volumes of remotely sensed data from satellites has been achieved. To give
an idea of this growth, about 100,000 observations were used for weather
forecasting in the early 1990s. Now, about 15 years later, this number is
about ten million, i.e. 100 times larger. The spatial data coverage has also
become more uniform. Whereas before satellites the southern hemisphere
was relatively poorly observed, now the quality of forecasts for the north
and south hemispheres is basically the same mainly as a reflection of the
more uniform global data coverage.

3.3. STRATEGIES FOR COMBINING MODELS WITH OBSERVATIONS

In order for a model to be able to produce reasonable forecasts, appropriate
knowledge of the real world must be inserted into the model. The merging
of observations and models is achieved through an approach called data
assimilation. Data assimilation is therefore a combination of observations
and model data, performed with the aim of achieving the ‘best’ initial state
for the model. Ideally all available information should be used for this
purpose. However practical considerations such as the inter-dependency of
different observations, the need for models to be ‘in balance’ with obser-
vations (a technical requirement to ensure the model moves forward smoothly,
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rather than jumps, from its initial state) and many others put constraints in
the way data assimilation is actually implemented.

We will not discuss the details of data assimilation, but it is worth
noting that data assimilation is not a specific technique for the earth system
only. Rather, it is utilized in a wide variety of disciplines, e.g. in satellite
orbit determination, in any application that requires an optimal way to
combine a model with observations. For a more detailed discussion see e.g.
Tribbia and Troccoli (2008).

4. How Trustworthy Are Weather and Climate Forecasts?

A valid skill assessment of forecasts may only be carried out on past
performance. As mentioned above, the longer the lead time the longer the
period of assessment must be. This is perfectly understandable since skill
assessment requires a minimum number of cases in order for its statistics to
become robust. Weather forecasts are typically assessed over a few seasons,
assuming the forecasts are run every day, i.e. the sample is of order of
hundreds of cases. Seasonal forecasts are normally assessed over 2-3
decades, with the system run every month, i.e. again of order hundreds of
cases. Very different is the case for climate change scenarios for which no
assessment can be made except by using the model to ‘predict’ over a past
known period.

By carrying out these assessments one finds that skill varies markedly
depending on the region considered, on the state of the earth system com-
ponents when the prediction starts and on the lead time. So for instance it is
easier to predict when an El Nifio is likely to occur than to predict its
termination once it has started. This is because we understand relatively
well the dynamics of the ocean-atmosphere interaction subsequent to the
start of an El Nifio (e.g. see Anderson, 2008). Moreover, location dependent
skill is easily explained if one takes into account local features (e.g. a
mountainous region versus a desert) or the presence of remote atmospheric
connections (also known as tele-connections) during, for example, an El
Nifo. More specifically, because of the relatively large climate anomalies
accompanying an El Nifio, several global tele-connections are manifest, for
instance, over North America. Thus, although predictions are generally
more skillful in tropical areas than at higher latitudes during an El Nifo,
predictable features can be seen at higher latitudes. A map of skill for near
surface temperature of a seasonal forecasting system as given by the anomaly
correlation for forecasts started in February is shown in Figure 3. This plot
confirms that the tropics display a higher degree of skill but higher latitudes
also have some potentially useful skill, where correlations are larger than 0.4.
Somewhat different considerations apply to another important physical
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variable, precipitation. Although the analogous map for precipitation displays
also a maximum in the equatorial Pacific, though with lower values, else-
where correlation values are close to zero (not shown).

Maps such as that in Figure 3 provide useful indications about the quality
of predictions. As one can imagine, a much more extensive assessment than
just correlation maps is normally carried out in operational forecasting
centres in order to examine how a forecasting system is performing. This is
because (a) there are many ways skill can be measured, correlation being
just one of them (see e.g. Mason and Stephenson, 2008); (b) skill depends
on time and location and (c) several other physical variables need to be
assessed aside from the most common two, surface temperature and pre-
cipitation (e.g. pressure, wind). As a result of such evaluations a wealth of
statistics is usually produced which can then be used to calibrate subsequent
specific forecasts either objectively or subjectively.

Statistics are fundamental to gaining confidence on the quality of a
forecasting system: clearly it is desirable to learn as much as possible about
past performance before diving into the unexplored territories of the future.
However, one needs to be careful about over-interpreting statistics. By
definition, statistics provide a summary of behavior of a system and as a
consequence they may gloss over important details.

-1 -0. -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 1

Figure 3. Skill of a seasonal forecasting skill as measured by anomaly correlation for near
surface temperature. Results will vary depending on the season being predicted. In general
skill is higher in the tropics than at higher latitudes and for this particular season (March-
April-May) the temperature signal over northern Europe is real (From Anderson, 2008).
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Figure 4. Schematic of temporal evolution of a generic skill measure with zero mean. Values
above a chosen threshold (dashed line) may provide potentially useful predictions (the so-
called “Windows of Opportunity”).

Imagine a particular skill measure that behaved like the curve in Figure
4 with periods of both negative and positive values, but with a zero mean
(this could be a white area within Figure 3). It is apparent that, based on this
skill measure, there are instances on which this forecasting system performed
particularly well. This may be the case, for instance, for forecasts produced
while an El Nino is underway: models are often sensitive to stronger
anomalies such as those provided by an El Nifio and hence their response
may emerge from the noise during such events and may then provide a
good forecast. Periods of higher positive skill in such circumstances are
normally referred to as “windows of opportunity” as potentially beneficial
forecasts may be attainable during such periods.

Being able to exploit windows of opportunity would therefore equate to
achieving a higher skill than that yielded by assessing the system purely
from a statistical basis. Critical to the exploitation of these windows is the
understanding of how the physical system works. The forecast provided by
the model then becomes just one, though an important, piece in the jigsaw
of the final forecast. This was the case with the seasonal forecast issued by
the UK Met Office in the winter 2005-2006 discussed in the next section.

5. Prediction for a Cold Winter: Impact on the Energy Sector

In August 2005 and in updates during the subsequent autumn, the UK Met
Office issued a forecast for the UK and the rest of Europe for the boreal
winter 2005-2006. Public seasonal forecasts had routinely been issued for
about a decade, but this was the first time the forecast was specifically
targeted to a high latitude region such as UK/Europe. Judging by the overall
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skill of the UK Met Office (and others) dynamical seasonal forecasting
system this forecast looked hazardous: the skill of temperature predictions
over the region was in fact negative on average. However, the dynamical
forecast constituted only part of the forecast preparation process. The final
forecast was prepared by considering also information from a statistical
model, from observed subsurface ocean conditions and their evolution, as
well as from interpretation by operational forecasters (Graham et al., 2006).
Based on these various inputs the issued forecast read:

Our predictions continue to indicate a colder than average winter for
much of Europe. The balance of probability is for a winter colder
than those experienced since 1995/6. There is also an indication for
a drier-than-average winter over much of the UK.

In spite of the impossibility to state after the event whether an individual
probabilistic forecast of this type was correct, most of Europe did experi-
ence the colder-than-average temperatures stated as a 66% probability in
the forecast (Folland et al., 2006). Southern regions of the UK were indeed
affected, though northern UK had a relatively mild winter. The UK also had
a drier-than-normal winter, as suggested as more probable by the forecast —
as did much of the European region. Thus, on this occasion, the observed
European conditions for winter 2005/06 matched very closely the most
likely outcome that had been predicted.

5.1. IMPACT OF WINTER FORECAST ON ENERGY MARKETS

As it may be expected in a colder-than-normal winters, energy markets
have to be prepared to face marked changes in offer-demand balances.
Especially when energy availability is low, cold spells, and therefore increased
demand for energy, may trigger disproportionate market reactions. As it
turned out, towards the end of 2005 the UK was turning from a net exporter
of gas to a net importer. Moreover, there was a high demand for energy in
other parts of Europe too. Ahead of the winter 2005/06, there was no impact
on the markets at the time of the Met Office winter forecast press release in
September. The markets did however react significantly when the first
anomalously cold weather hit London in November (e.g. Oil & Gas UK,
2007), so it is possible that the winter forecast primed the markets and made
them more sensitive (Troccoli and Huddleston, 2006). Overall wholesale
gas prices for the UK remained well above the long term average for the
whole winter 2005/06, reaching another peak in mid-March 2006, reflecting
the fact that demand was anomalously high.
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A question often asked by stakeholders when they were told about the
prediction for a cold winter was: “How cold is cold? You’re the experts -
what’s your best guess?” Indeed many people naturally needed context for
their planning: was it going to be another 1962—-1963 British winter, the
coldest over England and Wales for more than two centuries? Not properly
quantifying the context led to a lot of invention about how extreme it would
be in 2005/06. And although climate information, as often is the case, was
only one of the components in the decision making process (e.g. Harrison
et al., 2008), better communication could have possibly avoided over-
reactions by the energy markets.

All in all, important lessons were learned by the scientific community in
the UK following the 2005/06 winter forecast exposed, as it was, to public
reaction to a long-range (seasonal) forecast. One such lesson was that it is
crucial to engage with a wide range of stakeholders to ensure they understand
the forecast and that they do not base their decisions on, say, newspaper
headlines, as happened in some cases. It is probably fair to say that one
critical aspect of communicating forecasts, deterministic and probabilistic,
yet to be resolved adequately is the proper communication of uncertainty to
all. For less specialised audiences “likely” might be more readily understood
than “a 60% chance”, yet might lead readily to misinterpretation. Precise
communication (e.g. a 60% chance) unfortunately might confuse, or even
repel, some. Answers on a postcard, please.

6. Conclusion

In this chapter the different types of predictions available have been
presented along with a discussion of how these forecasts are produced and
assessed. A case study of the prediction of the European winter of 2005/06
and its impact on the energy market in the UK has also been presented. The
main messages are: (1) the quality of forecasts is dependent on the time and
space scales considered; (2) although average skill may be low, there may
still be windows of opportunity to be exploited: it is important to get to
know the system and not to consider just overall statistics (forecasting,
especially at time scales longer than 2 weeks, is a recent endeavor and as
such is still a mixture of science and art: the role of the forecasters, the
people who understand the physical aspects of the system being forecasted,
is therefore vital); (3) when communicating forecast it is important to
quantify the context e.g. by referring to recent periods or major events.
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Abstract. Due to the availability of unprecedented computational power,
national meteorological and hydrological services have had the opportunity
to push the limit of predictability beyond the 2 weeks Lorenz suggested in
1963. This has been largely possible through the use of ensemble modelling.
The adoption of such a technique has had a twofold effect: by averaging out
the most unpredictable scales an ensemble average could directly increase
forecast skill; ensembles also provide an estimate of uncertainty. This paper
analyses the sources of predictability at different time scales and shows how
the ensemble technique has been successfully used to inform decisions on
time scales ranging from days to centuries.

Keywords: Weather forecast; ensemble; seasonal prediction; climate projection;
uncertainty; predictability; decadal prediction

1. Uncertainty and Prediction: From Initial Condition Sensitivity
to the Effects of Radiative Forcing

Weather predictability, as Lorenz discovered almost 50 years ago (Lorenz,
1963), depends on the accuracy of the initial conditions and generally on the
specific state of the atmosphere'; it also depends on the realism of the model.
Since then numerical models have increased in complexity and resolution
and now are routinely used to provide not only weather predictions but also
seasonal forecasts and centennial climate projections.

" To whom correspondence should be addressed: Carlo Buontempo, UK Met Office, FitzRoy Road,
Exeter EX1 3PB, Devon, UK. E-mail: carlo.buontempo@metoffice.gov.uk

"More generally predictability depends on the specific state of the dynamical system
(ocean, troposphere, stratosphere, etc.).
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Figure 1. Schematic process of an ensemble prediction system. This is a procedure which
maps a small subset of climatology, the analysis uncertainty (dark grey on left-hand side),
into a generally larger subset of climatology, the forecast uncertainty (light grey on right-
hand side). F may, in fact, include unphysical states.

Despite the similarities in the models used for these purposes there are
some important differences between different time scales. While on the
weather time scale overall uncertainty tends to be dominated by the uncer-
tainty in the initial conditions, on longer time scales other processes become
relevant. Climate projections, for example, tend to be dominated by the
uncertainty in driving conditions (e.g. greenhouse gas emission scenario,
volcanic eruptions) and by the structural uncertainty associated with model
formulation. In this section we analyse the uncertainties operating on the
different time scales and describe how the different flavours of the ensemble
approach can be used to increase reliability of predictions and to estimate
associated uncertainties.

1.1. WEATHER PREDICTIONS

Predictability in weather forecasting is limited by the chaotic nature of
weather. As Lorenz first noticed in the 1960s “even with perfect models and
perfect observations, the chaotic nature of the atmosphere would impose a
finite limit of about two weeks to the predictability of the weather” (Lorenz,
1963). This sensitivity to the initial condition gives rise to the so-called
predictability of the first kind (Kalnay, 2003): two very similar initial con-
ditions can develop into very different futures.

Building on an original idea of Epstein (1969) and Leith (1974), the
National Centers for Environmental Prediction (NCEP) and the European
Centre for Medium-Range Weather Forecasts (ECMWF) started developing
operational ensemble prediction systems (EPS) in the early 1990s (Kalnay,
2003). The idea behind this approach is to run several model forecasts
starting from different perturbations 7 of the initial conditions. The size of 7
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(dark grey in Figure 1) reflects our ignorance on the actual state of the
atmosphere. This cloud of initial states is expected to surround the “true”
state of the atmosphere at the start of the simulation. For this forecast
process to be meaningful we should expect that I < C where C represents
the total phase space accessible to the system. The prediction consists of
integrating numerically the equations of motion starting from these different
initial conditions. Because of the variety of starting points each forecast will
follow a different trajectory in the phase space. Assuming we had infinite
time to wait, and assuming a steady climate and a perfect model we should
expect the forecast process to explore the entire phase space. The fact that
even after infinite time certain parts of the phase space will never be
reached (or that physically impossible states can be predicted) indicates that
the models are normally structurally biased”.

To address a source of uncertainty which is likely to dominate on longer
time-scales, namely the structural uncertainty associated with the model
formulation, in the current implementation of the Met Office weather
ensemble prediction system, similarly to what happens in other centres, the
difference between different trajectories is also enhanced through the
adoption of a stochastic physics approach (Bowler et al., 2008).

Most weather forecasts are now based on ensemble prediction systems.
These systems are able to provide skilful predictions for up to 2 weeks into
the future.

1.2. SEASONAL PREDICTIONS

The 2 weeks Lorenz identified as an upper limit to weather predictability,
despite representing a serious constraint for weather forecasts, are relevant
only to atmospheric processes. Seasonal anomalies and longer-term climate
anomalies tend to be controlled by other processes whose predictability is
not necessarily limited to 2 weeks. We are now aware of several processes
operating on time scales of months or years. This is, for instance, the case of
the Madden Julian Oscillation (MJO), El Nifio Southern Oscillation
(ENSO), the North Atlantic Oscillation (NAO), the Southern Annular Mode
(SAM), or the Quasi Biannual Oscillation (QBO). This long-term vari-
ability of the climate system can be used to predict the climate on time
scales exceeding those associated with the daily weather.

On time scales longer than 2 weeks — when atmospheric models with
prescribed boundary conditions lose skill — slow-varying processes can

2 The envelope of all the predicted states after infinite time F does not normally coincide
with the accessible phase space CN F < C.
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make it possible to predict the probability of occurrence of specific weather-
related events. The anomalies in the ocean heat-content and the changes in
the soil properties (snow cover, humidity, vegetation) are two of the most
important processes responsible for climate anomalies on the seasonal to
decadal time scale. Unlike the weather forecasting ensembles, the seasonal
prediction systems include interactive ocean and sea-ice models and thus
are able to resolve the internal dynamics of the oceans and their interactions
with the atmosphere. The UK Met Office, for instance, uses the coupled
model GloSea3 for its seasonal predictions (Graham et al., 2006, and refe-
rences therein). GloSea3 and its successor GloSea4 are basically identical to
the model used for climate projections (Ringer et al., 2006a, b). Compared
to the climate model the seasonal model has a higher-resolution ocean
which is initialised to take into consideration the most recent observations.

Research has shown that even on seasonal time scales predictability is
mainly limited by knowledge of the initial state of the system. The dynamics
of the ocean, generally slower than the dynamics of the atmosphere, allow
predictions beyond the 2-week limit. The fact that uncertainty in seasonal
predictions is generally larger than that associated with weather forecasting
(Figure 2) has to do with both the limited number of suitable observations
in the ocean and the relatively weak forcing which the ocean and other slow
processes exert on the atmospheric variability.

Figure 2. Schematic description of a seasonal prediction system. The uncertainty in the
predicted state is larger than in a weather forecast. The predicted area is a subset of the
accessible phase space. In the example four forecasts are predicting one outcome while two
others are suggesting a completely different outcome. This information can be translated into
a probability of occurrence for the two different outcomes.
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1.3. CLIMATE PROJECTIONS

The memory of the initial conditions of the atmosphere (ocean) used in
prediction models is believed to be lost within months (years). This implies
that in a stationary climate there should be no predictability on very long
time scales. A stationary climate requires ‘constant’ boundary forcings; it is
now commonly accepted (IPCC AR4) that it is very likely that increases in
concentration of greenhouse gases (chief among them carbon dioxide) have
caused unprecedented changes in the climate. Knowledge of how man’s
activities alter the atmospheric composition and land use and assumptions
on how these will evolve in the future effectively offer predictability on a
centennial time scale. By modelling the interaction of greenhouse gases
with the climate system it is possible to describe what the average “weather”
conditions will be like in a few years’ time given projected changes in their
concentrations. It is important to highlight that this is a completely different
form of predictability from the one which underpins predictability on a
shorter time scales (Figure 3). Unlike predictions on shorter time scales,
climate projections on multi-decadal time scales are based on accurate
modelling of energy balances and fluxes, primarily the effects of radiative
forcing. By detailed modelling of these effects it is possible to provide
realistic long-term projections.

1.4. FILLING THE DECADAL GAP

In the previous sections we have seen how predictability on different time
scales is limited by different factors: initial condition and chaos for relatively
short time scales, “boundary conditions” and chaos in the climate-change
range. This distinction would seem at first to suggest the possibility of a
predictability gap. The time scales which are not long enough to experience
a significant change in radiative forcing and which, at the same time, are
long compared to a seasonal-prediction horizon are the most difficult to
tackle. From a climate modelling point of view decadal prediction is neither
a pure initial value problem nor a pure boundary conditions problem: both
factors play a limiting role in predictability on this time scale (Cox and
Stephenson, 2007).

However, there are known modes of climate variability which operate
on decadal and multi-decadal times cales. To investigate their predictability,
recently several climate centres have started producing short-lead climate
projections initialized with observed ocean and atmosphere conditions. Unlike
some seasonal predictions (where the effect of changes in radiative forcing
is considered negligible on intra-annual time scales), these projections include
the effect of radiative-forcing changes. Unlike climate projections, where
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specification of the initial state is believed to be relatively unimportant on
very long time scales (especially in the context of the expense of initialising
predictions with observations), decadal systems start predictions from obser-
vations, in an attempt to represent the influence on the forecast of the
internal variability of the system. As with the other time scales where the
initial conditions (and therefore natural variability) are considered impor-
tant, decadal predictions are generated from initial-condition ensembles.
Uncertainty due to variations in the projected radiative forcing (believed to
be small) has not yet been quantified.

Decadal projections have shown skill in temperature predictions which
exceeds both that achievable through usual climate projections and those
based on present-day climatology (Smith et al., 2007).

The decadal time scale is very relevant for investment decisions. An
example of the interest the private sector has in such projections is rep-
resented by the UK energy project Energy Phase 2 (EP2). In 2007 the UK
Met Office was asked to provide energy companies with information on
how to modify their investments to take into consideration the most likely
climate conditions for the next 10 years. These experimental projections
were based on a decadal prediction system.

Figure 3. Schematic description of a climate projection. In a very simplistic view it can be
said that predictability mainly comes from the ability to predict a shift in the climatology
rather than from the ability to reproduce a specific climate state.
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2. Useful and Accessible Predictions

2.1. TOOLS FOR IDENTIFYING SYNOPTIC FEATURES

Communicating probabilities and uncertainties is a difficult task. The first
step to make a forecast more accessible to the final user is to make it more
accessible to the weather forecasters. The Met Office Regional Ensemble
Prediction System (MOGREPS), which addresses short-range time scales,
is used by forecasters to analyse the development of significant synoptic
features over the next 2 days. In the example shown in Figure 4, the click-
able synoptic map is used to follow the development of a relatively small
but important feature present in the analysed field. Clicking on a feature of
interest brings up the forecast ensemble for the variables involved. Here, a
low-pressure system in the north Atlantic is predicted by part of the
ensemble members to evolve into a very intense wind storm over Scotland.
In the event — on New Year’s Eve 2006 — the wind reached 100 mph,
leading to the high-profile cancellation of New Year’s Eve celebrations and
loss of power to thousands of homes.

Figure 4. The 2006 New Year’s Eve wind storm: the two boxes represent, respectively, the
predicted storm tracks (top left) and the pressure at the centre of the storm (bottom right) for
different members of MOGREPS.

The tool is aimed at an educated audience interested in following the
development of a weather system, rather than the general public. Generally
speaking weather and climate information is relevant to the final user if it
offers local information about parameters of relevance. The first step in
the process of making weather information more useable is to make it
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geographically relevant. On all time scales local predictions are more likely
to trigger action than large-scale forecasts. Local weather predictions based
on the ensemble approach are now part of the routine products disseminated
by national meteo-hydrological services on a daily basis.

Figure 5 shows an example of an extreme precipitation alert generated
for a specific location during the summer 2007 floods in England. In this
case the ensemble approach is used to inform about the likelihood of
precipitation exceeding different thresholds.

If localising the data is a common way to make the information relevant
to the final user, another way of achieving the same objective is by mapping
the weather information into a more user-relevant set of variables. A good
example in that respect is represented by the energy sector which is
interested in prediction of the total energy consumption across several regions
or the entire country. This is normally a function of both weather and many
non-meteorological parameters, including user behaviour. Working closely
with experts from the UK energy industry the Met Office has developed
tools to estimate the weather-related element of energy demand using the
regional MOGREPS ensemble.

Figure 6 shows an example of ensemble temperature predictions averaged
across 11 UK sites weighted according to local population density. This
information is particularly useful for the UK-based energy companies as it
can feed directly into national gas demand prediction. Generally predicting
the impacts (user-relevant variables) is perceived as more useful than
predicting large-scale climate (model variable).

BRIZE NORTON
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Figure 5. Probability of intense precipitation for a central England location during 2007
summer floods obtained from the Met Office ensemble prediction system.



SEAMLESS PREDICTABILITY 47

AGGAST - 11 is a weighted average of minimum and maximum temperatures at 11 U.K.
There is a 10% chance of its actual value lying in each shaded bond.

Data time: 0000 17/August/2009

Generated: 1256 17/August/2009

Based on Calibrated ECMWF ensemble. Met Office

25

n
=]

@

AGGAST - 11 Aggregate Temperature (°C)

FRI  SAT SUN MON TUE WED THU FRI  SAT  SUN MON  TUE
12AUG 13AUG 14AUG 15AUG 16AUG 17AUG 18AUG 19AUG 20AUG 21AUG 22AUG 23AUG 24 AUG 25AUG

Figure 6. UK temperature average over 11 sites weighted according to local population.

2.2. THE ENERGY PROJECT (EP2): USING PRESENT DAY SENSITIVITY
TO INFORM LONG TERM DECISIONS

In the private sector, energy is one of the areas more directly affected by
weather and climate. Consumption, production, distribution and supply are
all processes that are very likely to be affected by changes in environmental
parameters. As a consequence of the publication of the fourth assessment
report of the Intergovernmental Panel on Climate Change (IPCC AR4 2007)
several energy companies have started to take a particular interest in the
climate issue. This means on one side a new impulse to develop cleaner
technologies which may help mitigation of climate change, and on the other
increasing interest by energy companies in how climate change is likely to
directly affect their production processes.

In conjunction with key energy players, the Met Office has developed
practical ways to respond to the challenge of climate change in the areas of
renewable, conventional and nuclear generation, transmission and distribution
network planning, energy trading and forecasting. The energy regulator,
OFGEM and the Department for Business, Enterprise & Regulatory Reform
(BERR) have been informed and advised of the challenges that may need to
be addressed. The main findings of the project regarded network design
standards, including changes in risk profiles for critical elements such as
transformers, cables and conductors, the reduction in thermal plant output,
the wind power potential and the vulnerability of infrastructure to extreme
events such as snow and wind storms. The project also assessed changes in
energy demand (gas and electricity).
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This work was done before the release of the datasets associated with
the UK Climate Projections 2009 (UKCP09) which now provide, for the
UK, probabilistic information on climate change. The results are based on a

sophisticated statistical-ensemble technique developed at the Met Office.
In order to provide the energy companies with results resembling those

that will become available via the UKCP initiative the Met Office regional
climate model has been run at high resolution for different emission scenarios.
The data post-processing, which maps weather parameters into impacts for
the energy companies, was largely driven by present-day sensitivity to
weather. In that respect EP2 represents a model for multi-scale climate risk
assessment. On the long time scale the analysis has provided energy
companies with guidelines on how to deal with climate projections and their
related uncertainties. On the shorter time scale the project has represented
the first practical application of the decadal prediction technique. Up to date
climatology for weather parameters relevant to energy demand were pro-
vided using a combination of recent observations and decadal projections.

2.3. EXPLORING CLIMATE CHANGE UNCERTAINTIES AT REGIONAL
SCALE

Unlike sensitivity or predictability studies, practical applications require
information on uncertainties due to the formulation of the prediction model.
On long time scales, such uncertainties are dominant (Cox and Stephenson,
2007). The Met Office Hadley Centre, in the QUMP project (Quantifying
Uncertainty in Model Predictions, Murphy et al., 2004) has pioneered the
technique of ensemble climate predictions, to systematically explore the
uncertainties in climate projections associated with the structure of the model,
the internal variability of the system and the greenhouse gas emissions.
Bearing in mind that by definition climate projections represent an extra-
polation exercise this innovative ensemble approach can be used to provide
guidelines on the likelihood of specific future conditions. Using the ability
of each ensemble member to reproduce present day climate it is possible to
construct quantitative estimates of future climatic conditions.

UKCPO09 uses data from the QUMP ensemble and a complex statistical
post-processing technique to derive probabilistic predictions for changes in
several meteorological parameters over the UK, on climate time scales. The
statistical methodology developed to deal with this innovative and large
dataset, though in principle available to use for other similar applications, is
too expensive and complex to be applied to every situation of interest.
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Recently a much simpler but still informative approach has been followed
to provide the government of Egypt with estimates of future changes in
water resources in the Nile basin. The Nile represents a crucial resource for
the economy of eastern and north-eastern Africa. Agriculture, energy
production and livelihood in general depend strongly on the river. For this
reason assessing the impact climate change may have on water resources is
of critical importance for the people living in the Nile Basin. The Met
Office regional climate model has been run several times using different
QUMP members as driving conditions, to create an ensemble of regional
(high resolution) predictions, likely to be more informative than simulation
based on a single model scenario. The procedure, which is not country-
specific, can be easily adopted in other regions.

3. Conclusion

Climate, seasonal and weather models share a common logical and mathe-
matical structure independent of the specific time scale for which they have
been developed. Sometimes, as is the case with the Met Office atmospheric
model, component models are common to predictions systems designed to
address different time scales. Users’ sensitivity to weather and climate is
similar for most time scales: learning about the weather sensitivity of a
specific human activity or process helps to develop understanding of the
effects of changes operating on longer time scales.

It is important for the meteorological community to start developing
multi-scale tools that tackle and communicate, through a similar interface,
the operational needs of all customers. On the technical side, attempts have
been made to unify post-processing methods and extend the use of tools
appropriate for adding value to predictions for one time scale to other time
scales (Palmer et al., 2008). This interaction between tools developed to
deal with different problems and different times scales is a promising way
to improve the usefulness of model predictions.
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Abstract. After studying the needs within various energy sectors, this
chapter aims to present solutions that meteorologists can provide, using
specialized tools (Satellite observation, climatology, modelling) combined
with their know-how and knowledge.
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1. How Meteorology Developed

Climatic and meteorological events have punctuated people’s lives since
time immemorial, affecting them every day, week, season and year. With
the emergence of new technological possibilities in the twentieth century,
much progress was made in the field of meteorology, opening up new
perspectives for weather forecast users.

Weather forecasting appeared with systems based on differential
equations, solved according to the physical rules governing atmospheric
movement. In order to be able to solve these equations, based on the con-
tinuous movement of the atmosphere, and forecast meteorological situations
before they even took place, calculation times had to be reduced:

« By removing the less significant parameters to simplify the equations

o By taking into account a horizontal resolution of several tens of
kilometres

By limiting the number of vertical levels

» By considering a greater incremental time for atmospheric changes
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Today, the tools have clearly evolved:

o Transmission systems have changed making it possible to define a
satisfactory atmospheric state in a short amount of time.

o Observation data have been transformed with the arrival of satellites:
these provide a substantial amount of information at a high frequency
(every quarter of an hour) and covering the entire planet, including the
oceans and uninhabited areas.

o Developments to IT tools continue to make headway. With the emergence
of supercomputers and their new architectures, more calculations can
now be run (today’s order of magnitude is the teraFLOP: 1,000 billion
operations/s). This has led to improved system resolution accuracy and
extended forecasting ranges. With the enhancements made to com-
puterised data storage capacity, it is now possible to work on obser-
vation and forecast data bases.

These developments have provided National Meteorological and
Hydrological Services (NMHS) with a higher quality and greater number of
tools to ensure the safety of property and people, which is part of their
mission. The other part of their job involves providing top-quality infor-
mation about forthcoming weather conditions for the benefit of every
individual. The reliability of the information allows professional users to
include it in their risk management and hence optimise their activity and,
consequently, their profits.

This safeguarding role explains why the aviation and marine sectors
were the first professional users of weather forecasts. However, energy sector
professionals were probably the first to actually integrate meteorological
information in the day-to-day management of their activity (and their profits).

2. The Meteorological Needs of Energy Specialists

The primary role of energy specialists is to supply each energy subscriber
with the energy they need (electricity, gas, oil, etc.). To do this in an
affordable manner, the specialist has to forecast the possible consumption
of their customers as accurately as possible. This is so they can better
manage available energy in terms of source, storage (if applicable), pro-
duction and transmission.

Like meteorologists, energy specialists rely on systems of equations, to
be solved in real time, in order to constantly plan ahead for future con-
sumption. Of course, the different parameters used in consumption calcu-
lation systems include economic information (consumption on a week day
differs from that on a public holiday), but also data about the weather
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conditions (e.g. a drop of 1°C across France means an additional national
consumption of 2,100 MW).

Owing to the fluctuation of energy prices on the markets, the input data
for these systems (user consumption profile, meteorological data, avail-
ability of production means, etc.) are strategic for energy specialists. This is
why they constantly strive to improve their consumption and/or production
calculations by including new parameters or new methods in order to obtain
the best value from their model input data.

From a historic point of view, the first forecasts produced by these
specialists were based on consumption. Today, the need to optimise pro-
curement costs (for purchasing or production) has created new meteorological
requirements. Similarly, given the national importance of energy supplies
for all users, governments require energy transmission means to be managed
in the best conditions.

Depending on the specific problem of the energy specialist, different
meteorological parameters are used.

2.1. TO ESTIMATE CONSUMPTION

« Temperature is the parameter offering the highest correlation. Its biggest
effect is in the winter when heating is used, but it is becoming increas-
ingly important in summer with the appearance of air conditioning
systems in houses and buildings.

o Modelling of the consumption linked to lighting is based on cloud
cover.

Depending on the energy specialist’s sector (electricity, gas, etc.), con-
sumption is calculated according to the need for heating, air conditioning
and lighting. This is why temperature and nebulosity are useful parameters
for such specialists.

2.2. TO OPTIMISE PRODUCTION MEANS

Depending on the production techniques used, energy specialists have
different needs in terms of meteorological data and may be required to
forecast their production.

"Information collected by RTE, the French transmission system operator, in October
2008.
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» Hydroelectricity: the history and data relating to rainfall are useful when
decisions have to be taken about whether or not to use hydropower dams
to produce electricity.

o Wind electricity: at the early stage of a project to set up a wind farm,
energy specialists may call on NMHSs to determine the geographic
areas offering the best wind potential to produce electricity.

« Photovoltaic electricity: as with wind energy, specialists may need to
use weather forecasting services to target the most advantageous
locations for installation.

o Temperature: the efficiency (and even use) of many production means
(e.g. nuclear power plants and cogeneration plants) varies according to
temperature.

2.3. TO OPTIMISE TRANSMISSION

When transmission facilities are located outdoor they are subject to weather
conditions. These conditions have to be taken into account in order to
ensure better management and prevent loss:

» Depending on the temperature, the transmission capacity of high voltage
lines may be lowered.

» Extreme events (such as strong winds, icing, etc.) must be forecast as
early as possible so that maintenance teams are ready to act. It should be
noted that transmission specialists who are aware there is a risk of icing
(based on temperature, humidity, etc.) can adopt transmission methods
to reduce this risk.

2.4. TO PLAN INFRASTRUCTURES

Energy specialists generally need to plan ahead for the infrastructures
needed in the coming decades, if not the next century. This is why their
planning has to take into account future lifestyles, industrial resources and
climate conditions. With the current change in climate, forecasting climatic
conditions is of prime importance, at least in terms of the parameters with
the highest energy correlation.

3. Meteorologists’ Solutions to Energy Specialists’ Problems

The French NMHS, Météo-France, has the meteorological skills to match
the aforementioned needs of energy specialists. Its expertise covers the
following areas:
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« Climatology

« Studies associated with climatology

o Supply of real-time observations

« Short and medium-term weather forecasting
o Long-term weather forecasting

Each type of data provides energy specialists with information enabling
them to better manage the risks relating to their activity.

3.1. CLIMATOLOGY

NMHSs are generally in charge of saving data about the weather, in other
words the meteorological data measured in stations across the country.
Depending on the agency’s capacity, the information saved and archived
may or may not be re-usable (electronic or hand-written data, data that may
or may not be integrated into databases, etc.).

Today, such data can be backed up by the new observation means
available. Additional information can be provided by satellites but it is also
possible to recreate climatological data using atmospheric models.

3.1.1. Conventional Climatological Data

The various NMHSs across the world have set up coordinated observation
networks and transmission systems so that the meteorological information
measured in their stations is accessible to all. Used for research purposes
and by other NMHSs, this information is of course available to other users
within the framework of international, commercial and institutional agree-
ments.

Each NMHS is thus responsible for its observation network. Each net-
work is characterised by its density, the parameters measured, the periodicity
of measurements, the rules for transmission on the WMO Information
System (WIS) and archiving.

As a general rule, all hourly data measured are now archived thanks to
the introduction of automatic systems. In the past, only 3-hourly, or even
6-hourly, data were kept.

The parameters available are:

o Temperature in a sheltered location
o Humidity

o Wind (force and direction)

« Rainfall

o Pressure
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Other parameters may also be available but not necessarily in every
station or country:

« Ground temperature

« Radiation (diffuse, direct and/or global)
« Cloud cover

 Current weather encoding

Generally speaking, all the existing data in data bases can be made avail-
able to customers in the form of a computer file. This availability may or
may not depend on local commercial agreements.

3.1.2. Climatology Satellite Pictures

Since around 1980, atmospheric observations have been backed up by satel-
lite observations. The latter provide meteorologists and users with spatial
data at a higher production rate.

NMHSs like Météo-France validate and match up the data measured
using surface meteorological stations. The pictures (and corresponding data)
are archived by NMHSs and may be re-used in studies.

3.1.3. Climatology Using Atmospheric Models

All atmospheric models analyse the state of the atmosphere before calculating
forecasts. Through this analysis, all observations, whether based on spot
data (from meteorological stations, radio surveys, etc.) or spatial data (from
satellites) are transformed into points on model grids.

The analyses are archived according to the native resolution of the
model: for example, the ECMWF (European Centre for Medium range
Weather Forecasts) provides information every 0.5° (with this resolution all
points on the globe are less than 43 km from a grid point) at different
altitude levels.

In some cases, it is necessary to work on long series of data. Analyses
must therefore be homogenised as their results depend on the quality of the
model. To provide homogeneous data, the ECMWF and its members have
created an archive of re-analyses over a 40-year period. The data is referred
to as ERA-40 and is available with a 1° resolution (all points on the globe
are less than 90 km from a grid point) at different altitude levels.

3.1.4. Combining Different Sources

To ensure better results, it is often necessary to link up different observation
systems in order to extend the limits of one system thanks to the qualities of
another. The joint use of spot data (i.e. measurement points) and spatialised
data (satellite or radar pictures) offers spatialised information with a resolution
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of 1 km. Ground measurements are used to complete satellite or radar
images hence providing high resolution spatial views. Pyranometers and
satellites can be used to generate radiation maps and data making it possible
to measure potential sunshine. Likewise, rain gauges and radar images can
be used to measure rainfall and hence define the size of hydropower faci-
lities.

3.2. USING CLIMATOLOGICAL DATA FOR STUDIES

The study of climatology is often associated with excellent skills in mathe-
matical and statistical techniques. This high level of knowledge is generally
available in NMHSs.

3.2.1. Temperature Studies

The first possible use of temperature data is to calculate the correlation
between the temperature and the electricity consumption of a given place.
This kind of spot study can be extended to a study involving different
meteorological stations in a country in order to calculate a weighted tempe-
rature correlated with a more global consumption. It is thus possible to
forecast the consumption of an entire country. Such forecasts are highly
useful for companies in charge of transmitting and distributing energy to
customers.

This first type of information provides all energy specialists with a
preliminary estimation of energy use. In this way, it can be used to define
long-term energy purchasing and sales. This first type of study is relatively
simple as it involves the direct use of data that is archived and validated by
NMHSs. The study can be improved by homogenising the data in order to
take into account modifications to series of measurements (e.g. changes in
station location or station sensors) and to fill in any measurement gaps. The
tool needed to homogenise the data uses Fourier Transforms.

Based on such homogenised data, new tools can be made available to
energy specialists. In fact, data homogenisation helps to provide a better
definition of the current climate change. Hence, correlating historical data
with global warming is a means of improving statistical studies. It opens up
the possibility of calculating temperature distributions and working on
extremes: these studies can then be used, for example, to determine how
long new extreme events will last. With the right kind of risk management,
energy specialists can then set up the necessary means. Depending on their
activity, these may involve energy storage systems (water in dams, gas,
etc.), production or transmission facilities, and so on.
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3.2.2. Cloud Cover Studies

The use of cloud cover data has pointed to a relationship between cloud
cover and electricity consumption due to the lighting in buildings and the
greenhouse effect, which acts on their heating. This kind of study is pos-
sible everywhere thanks to the observation networks near major cities
(stations at airports obliged to measure cloud cover are usually close to
cities where consumption can be high).

Today, these studies can be improved using satellite data and the
automatic cloud determinations developed by NMHSs such as Météo-
France. These improvements will make it possible to focus on the real cloud
cover of the area consuming the electricity rather than on the airport