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Preface

Significant progress has been made in the development of neural prostheses for
restoration of human functions and improvement of the quality of life. Biomedical
engineers and neuroscientists around the world are working to improve the design
and performance of existing devices and to develop novel devices for artificial
vision, artificial limbs, and brain-machine interfaces.

This book, Implantable Neural Prostheses 2: Techniques and Engineering
Approaches, is part two of a two-volume sequence that describes state-of-the-art
advances in techniques associated with implantable neural prosthetic devices. The
techniques covered include biocompatibility and biostability, hermetic packaging,
electrochemical techniques for neural stimulation applications, novel electrode
materials and testing, thin-film flexible microelectrode arrays, in situ charac-
terization of microelectrode arrays, chip-size thin-film device encapsulation,
microchip-embedded capacitors and microelectronics for recording, stimulation,
and wireless telemetry. The design process in the development of medical devices
is also discussed.

Advances in biomedical engineering, microfabrication technology, and neuro-
science have led to improved medical-device designs and novel functions. However,
many challenges remain. This book focuses on the engineering approaches, R&D
advances, and technical challenges of medical implants from an engineering per-
spective. We are grateful to leading researchers from academic institutes, national
laboratories, as well as design engineers and professionals from the medical device
industry who have contributed to the book. Part one of this series covers designs of
implantable neural prosthetic devices and their clinical applications. Devices cov-
ered include visual implants, cochlear implants, auditory midbrain implants, spinal
cord stimulators, deep brain stimulators, Bion microstimulators, the brain control
and sensing interface, cardiac electrostimulation devices, and magnetic stimulation
devices. Regulatory approval of implantable medical devices in the United States
and Europe is also discussed. We hope a better understanding of design issues, tech-
niques, and challenges may encourage innovation and interdisciplinary efforts to
expand the frontiers of R&D of implantable neural prostheses.

Los Angeles, California David D. Zhou
Oak Ridge, Tennessee Elias Greenbaum
March 2009
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The Biocompatibility and Biostability of New
Cardiovascular Materials and Devices

Ken Stokes

Abstract Evaluating a new material for use in an implantable device is a com-
plicated business. ISO 14971 is designed to assist in determining device-risk
assessment. ISO 10993 is intended to help steer one through the evaluation of
materials for implantable devices. An FDA Guidance is available specifically for
pacemaker leads, but may be helpful for other devices as well. However, complet-
ing a battery of in vitro and in vivo tests does not necessarily qualify a material
for implant, because the in vivo environment cannot be duplicated in vitro. In vivo
materials testing helps, but is still insufficient because the device may have its own
issues. Device implants in animals may get one to human clinical studies and mar-
ket release. Even after this stage, appropriate postmarket surveillance is necessary
to know for sure how the device is really performing.
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1 Introduction

The term “biocompatibility” has been defined as the ability of a material to per-
form with an appropriate host response in a specific application [1]. The term
“biostability” can be defined as the ability of a material to adequately resist the
degrading effects of the host response. These two terms are interrelated since
a biocompatible material that degrades may become nonbiocompatible. Consider
polyester polyurethane-coated breast implants used from the 1950s into the 1980s.
The material was initially quite biocompatible, but it hydrolyzed over time, appar-
ently releasing a known carcinogen in small amounts [2]. Another example is the
Dalkon shield. This intrauterine birth control device had a tail string made of nylon
6 as a coating over nylon 6 multifilaments. This coating degraded (via hydrolysis),
cracked, and became a pathway for microbes to migrate into the uterus result-
ing in pelvic inflammatory disease [3]. Even biocompatible materials that do not
degrade in vivo can be used in devices that are not biocompatible. The same is
true for materials that are biostable per se, but, due to interactions or manufacturing
processes, can make a nonbiostable device [4]. How do we evaluate materials to
avoid or preclude untoward surprises? Once clinical trials produce a favorable out-
come, can we be assured that the device is biocompatible, biostable, and functions
as intended? How do we know that the marketed device is actually performing as
expected?

In this chapter we will first briefly summarize an experience where, in spite of
initial state-of-the-art materials testing, three previously unknown failure mecha-
nisms were discovered clinically in cardiac pacemaker leads [5]. The details will
be included by reference only, due to space limitations. Then some protocols for
material and device testing will be briefly reviewed, with the ultimate goal of dis-
covering the unexpected and precluding a repeat of our experience. Of course the
testing protocols for various materials and devices will vary accordingly. However,
as an example, we will cover the testing used today to establish biocompati-
bility and biostability of polymeric materials used in cardiovascular pacemaker
leads.
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2 Background

2.1 Learning from the Past

Our present-day requirements are affected by our understanding of modern science
as well as our history. For example, dual-chamber pacemakers were developed in
the early 1970s to stimulate both the right atrium and right ventricle (Fig. 1). While
these had significant physiological benefits, they were sparingly used. The reason
was simply that the silicone rubber-insulated leads available at that time were rel-
atively large in diameter and were somewhat sticky in blood. The relatively large
diameter was the result of poor physical properties, especially low elastic modulus
and low tear resistance. This made the preferred insertion of two leads in one vein
difficult. Using two veins, such as the internal and external jugulars, often produced
morbidities, such as congestion due to restricted venous drainage from the head.
Thus, an unmet medical need was for leads that were smaller, more maneuverable,
and slippery in blood to facilitate the implant of dual-chamber devices.

Fig. 1 A dual-chamber pulse generator and two leads. The pulse generator is a hermetically sealed
titanium “can” containing an LiI power source, circuitry (including microprocessor), niobium or
tantalum/sapphire feed throughs, and a connector to receive two leads. The lead with the straight
distal tip is inserted in the right ventricle while that with the “J” shape is placed in the right atrial
appendage. Both leads are bipolar (two electrodes within the heart). The tiny projections (tines) at
the tip help provide fixation for the distal stimulating electrode

Certain polyether polyurethanes possess ideal properties to make relatively small,
maneuverable, and slippery (in blood) leads. Of those available at the time, only the
Pellethane 2363 series met our needs.1 In 1975, the first polyurethane-insulated lead
was implanted in a human as part of a spinal stimulator. The softer Shore 80A and
stiffer Shore 55D polymers were tested extensively in vivo over the ensuing 5 years
for cardiac use. This may leave the impression that we implanted neuro leads in
humans first, then tested the material. In fact, the neuro implants were based on the

1Initially Upjohn, later Dow Chemical, Midland Michigan.
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state of the art testing at the time, but we wanted more long term in vivo data for
cardiovascular. In vitro and ex vivo testing demonstrated that the materials were bio-
compatible and stable in the intended environment (as it was understood at the time)
[6]. Just to be sure, however, we implanted the materials in the subcutis of rabbits
for 2 years, conducting extensive characterization tests as a function of time. No
untoward biocompatibility or biostability issues were revealed. Device tests were
conducted in canines for 12 weeks, which had been shown to be sufficient time to
characterize acute and chronic performance. Human clinical evaluations over 1–2
years (depending on the models) demonstrated that the devices had superior per-
formance compared to their predecessors [7, 8]. Four polyurethane-insulated lead
models were market released in the United States in April 1980 with FDA approval.

2.2 Environmental Stress Cracking (ESC)

On May 15, 1981, an atrial lead was returned from Europe with a large gap in
its insulation (Fig. 2). This turned out to be the first of many polyurethane-insulated
leads experiencing what we later determined was a form of stress cracking. Analysis
demonstrated that the tissue-contacting surfaces were oxidized, but the underly-
ing bulk was not affected within our instrumental limits. With the exception of
ozone cracking of natural rubber, stress-cracking mechanisms were unknown in
elastomers. Indeed it was “well known” at the time that there was no ozone in the
tissues adjacent to the leads. In fact, it was “well known” that the oxygen tension in
the venous and subcutaneous tissues adjacent to the lead was extremely low. Given
a lack of oxygen, light, or excessive heat as found in the worldly environment, the
polymer could not be subjected to photo or thermal oxidative processes. The med-
ical and (journal) polymer literature shed no light on the issue. Indeed, literature
on degradation of polymers was uncommon. We eventually discovered that because
degradation is a very slow process, it was not a good subject for academia (one can-
not keep grad students forever to do real-time studies). Industry, however, did have
the time and motivation to do the appropriate studies and publish, but the work was

Fig. 2 A portion of an atrial
lead explanted from a human
after only about 7 months
implant was received in May
1981. The large gaps in the
insulation have exactly
matching opposite edges. The
surface is oxidized per FTIR,
but the bulk is unaffected.
This was the first known case
of environmental stress
cracking in an implanted
elastomer
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to be found in relatively obscure (to the medical-device industry) books, not jour-
nals [9, 10]. These books provided insight into polymer-degradation mechanisms
in the worldly environment, but shed no light on the in vivo environment. It was
only by studying what appeared to be unrelated literature (autoimmune disease,
space shuttle environment, pathology, etc.) that we learned that it was just being
discovered that oxygen free radicals were produced as a result of the foreign body
process that encapsulated implanted devices [11]. This involves the adhesion and
activation of monocyte/macrophages on the device surface, followed by fibroblasts
and collagenous encapsulation. This was most revealing, because the prior pace-
maker literature uniformly indicated that the encapsulation was just collagen, with
no significant cellular components [12].

Of course, to understand a previously unknown mechanism and evaluate correc-
tive measures, we had to develop unique tests that did not exist before. These are
accelerated in vivo tests, since ESC has not yet been exactly duplicated in vitro
(Fig. 3). We now know that ESC is a four-factor interaction, all four of which

Fig. 3 Accelerated in vivo ESC test. At the top is a tubing specimen stretched over a 0.5-inch-
long dumbbell mandrel, with the strain fixed at each end by polyester ligatures. Samples are tied
together in strings, identified with a colored glass bead, and implanted in the subcutis of rabbits
as shown above. After explant, observations made in the “accept zone” are accepted. Observations
in the “reject zone,” where the strain is uncontrolled, are rejected. A coating of medical adhesive
in heptane can be applied to the ends of the samples to cover the knots, etc., isolating the tissue
exposure to the center portion of the specimens where the strain is ideally controlled. Samples may
then be analyzed by FTIR, HPLC molecular weight, SEM, and other suitable techniques



6 K. Stokes

must be active: residual stress (strain) in the polymer, autoxidation of the surface
(there is no bulk degradation) due to lysosomal release of superoxide anion and
hydroxyl radical from macrophages on the surface, a degradable linkage (in this
case, oxidation initiated at a hydrogen atom on the ether’s α carbon), and a ubiq-
uitous compound that serves as the crack driver, α2-macroglobulin [13]. It is clear
that with the exception of unusual dumb luck it would have been highly unlikely
for one to discover unknown mechanisms without test methods to find them. It
should be noted that ESC is not a significant failure mechanism today due to the
selection of more oxidation-resistant versions of the polymer (Shore 55D hardness),
manufacturing process designed to eliminate residual stress, and numerous other
factors.

2.3 Metal Ion Oxidation (MIO)

In late 1982 or early 1983, we discovered that there was bulk autoxidation affecting
some leads, from the inside out (Fig. 4). We were beginning to appreciate the fact
that biologically produced oxygen radicals could be present, but they react at the
tissue-contacting surfaces, and thus cannot penetrate into the lead. Hydrogen perox-
ide is also produced by macrophages and can permeate the material, but it has been
shown that by itself it does not cause any measurable degradation. Again, the ordi-
nary accelerators present in the worldly environment, light and excessive heat, were
absent. Certainly an isothermal environment of 37 ± 3

◦
C would not serve to pro-

duce relatively rapid autoxidation in vivo when it did not in vitro. Who would have
guessed that there could be a degradative interaction between the polymer insula-
tion and the lead’s metallic conductors? The conductor coils are made from MP35N

Fig. 4 Scanning electron micrograph of the conductor-contacting inner surface of a lead’s
insulation showing MIO degradation where the tubing contacted the metal coils
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Fig. 5 Examples of various types of lead conductors and their insulation: A. a unipolar single-filar
conductor coil, B. parallel single-filar conductor coils, C. coaxial multifilar conductor coils, and D.
a multifilament microcable

(Ni, Co, Cr, Mo, Fig. 5).2 We now know that transition metal ions can react with
polymers. In this case the culprit is cobalt ion (complexes) released from the con-
ductor via trace amounts of corrosion. We also now know that H2O2 permeating the
insulation can interact with the cobalt in the MP35N to aid its corrosion and to form
complexes that can react directly with the polymer via redox [14]. It can also cat-
alyze decomposition of H2O2 to reactive oxidants and oxygen free radicals within
the device itself [15, 16].

Again, there were no test methods for this phenomenon so we had to develop
them as is described in detail elsewhere [14, 15]. Numerous in vitro tests immers-
ing tubing samples containing cobalt rods in H2O2 solution or immersing polymer
samples in Co2+/H2O2 have been reported, but the correlation with in vivo reality
is poor to unclear (Fig. 6) [15, 16]. An in vivo test using tubing samples contain-
ing pure cobalt rod appears to greatly accelerate degradation and is believed to be

2Dupont
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Fig. 6 A 0.5-inch-long grooved cobalt mandrel is inserted into tubing, which is sealed on both
ends with medical adhesive. The grooves are intended to simulate the spaces between pace-
maker lead conductor coils. A 1-mm-diameter hole is made in one end to assure ingress of
exudate/transudate. Samples are tied together in strings, identified with a colored glass bead, and
implanted in the subcutis of rabbits as shown in Fig. 3. After optical microscopic examination, the
samples may be analyzed by FTIR, HPLC molecular weight, SEM, and other suitable techniques

more accurate, but requires substantial implant time [15]. Unfortunately, no cobalt-
free conductor material has been developed yet that has the necessary properties
required for implantable leads. The mechanism has been controlled through the use
of barrier coatings, and other factors.

2.4 Subclavian Crush

Still a third failure mechanism was not seen in animal studies, but was discovered
clinically. Explanted and returned leads with crushed, flattened, and fractured con-
ductor coils began to show up in the mid 1980s (Fig. 7) [17]. When polyurethane
leads were introduced for human use, a new implant technique was developed.
Instead of inserting the leads through a cephalic or jugular vein cut down, they were

Fig. 7 An x-ray showing several leads implanted via the subclavian vein. One lead has fractured
conductors due to crush (at the arrow, left). A photograph of an explanted lead rendered inoperable
by subclavian crush (right)



The Biocompatibility and Biostability of New Cardiovascular Materials and Devices 9

Fig. 8 Subclavian stick implant kit (right) includes a syringe, which is inserted into the subcla-
vian vein (left), preferably before the vein crosses the first rib and clavicle. Next the syringe is
removed and a guidewire inserted through the needle, into the target cardiac chamber. The nee-
dle is removed over the guidewire. The introducer (containing a stiffening obturator) is threaded
over the guidewire, into the venous system. The obturator and guidewire are removed, the lead
inserted through the introducer, and finally the sheath is removed by splitting it while pulling
it back.

implanted with an introducer through the subclavian vein (Fig. 8) [18]. We now
know that if the lead is inserted into the subclavian vein before it crosses between
the first rib and clavicle, it will not be crushed. If the lead body is inserted between
the first rib and clavicle, which then enters the vein within the thorax (most com-
monly done initially), then it is at risk of being crushed by the normal movement
of the two bones [19, 20]. Subclavian crush is no longer a clinically significant
issue because of improved design in some cases and the development of improved
surgical insertion techniques [21].

2.5 Why Were These Mechanisms Not Discovered Before Market
Release?

We were criticized for not discovering subclavian crush in animal experiments. A
plaintiff’s expert claimed that if we had implanted 500 dogs for 3 years prior to clin-
ical use, it would have been obvious. The “expert” making this claim, however, did
not apparently realize that dogs, cats, sheep, etc., do not have clavicles, so detec-
tion of subclavian crush would be impossible in animal tests, no matter how many
were used.

We were also criticized for implanting materials, but not devices for 2 years
prior to clinical use. In fact, it seemed quite reasonable at that time that a biocom-
patible and biostable material would make a biocompatible and biostable lead. In
fact, we now know that even 2–5-year implants of devices in canines may or may
not necessarily produce measurable ESC or MIO (depending on the lead model).
Nonetheless, lead failure due to ESC, MIO, and crush in humans was reported in
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those lead models in as little as 1–2 years (see postmarket surveillance below) [22].
We believe that this species difference is due to differences in degradation rate, not
mechanism.

2.6 Chronic Removability of Transvenous Cardiac Leads

Prior to the discovery of the above failure mechanisms, it was unusual to explant
chronic leads. Patients were quite elderly and ill with relatively short longevity. If
a lead had to be explanted (for example, because of infection or fracture), open-
heart surgery was typically indicated. Improved pacemakers, easier to implant leads
(both polyurethane and silicone rubber), and expanded indications have resulted
in ever-younger patients and greater longevities. Because of product recalls and
advisories across the pacemaker industry, chronic lead explant became more fre-
quent, but was not easily done. The culprit was encapsulation in the cardiovascular
system that took several years to develop, making “short term” (<2 years) ani-
mal tests misleading. In the 1980s we began to conduct long-term (up to 5 year)
canine studies of chronic leads to evaluate new materials and verify our accel-
erated biostability results. In conjunction with this, we were able to study and
analyze the encapsulation process. Details of the mechanism of transvenous lead
encapsulation are provided elsewhere [23]. In summary, as the leads are inserted
through the vasculature, they scrape the endothelium producing a few intermittent
thrombi attached to the heart wall (Fig. 9A). These lyse and disappear within a
week or two. For the ensuing 2+ years, the lead bodies are typically clean and
free of thrombus or encapsulation (Fig. 9B). There is a thin, translucent capsule
extending proximally a few millimeters from the electrode sites and a thick cap-
sule extending about a centimeter distally from the venous insertion site where
the lead is ligated. By 3 years, 75% of the leads have substantial, intermittent
encapsulation of varying thickness (Fig. 9C). By 5 years almost all leads have
intermittent bands of encapsulation of varying thicknesses. By 8 years the leads are
fully encapsulated (Fig. 9C). The mechanism is a creeping thrombosis/organization
process [23].

Clearly the lead materials are not thrombogenic in their venous environment or
they would not remain thrombus/encapsulation free for several years. The mech-
anism is mechanical (microstasis of blood causing thrombosis), not a reaction to
the material per se. Thorough studies over many years have demonstrated that new
materials, coatings, etc., have no effect on encapsulation. Is this a biocompatibility
issue? It is not for functioning leads that continue to work well even if encapsu-
lated. It is when chronic lead extraction is considered. The mechanical design of
the device can minimize encapsulation or accelerate it, but not stop it. If a lead
becomes infected, it is mandatory that it be removed. If the lead remains func-
tional and does not become infected, then there is usually no need to remove it.
In many cases even nonfunctional leads have been left in place, with a new one
inserted alongside. Fortunately, new surgical techniques have been developed to
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Fig. 9 Photographs of lead implant sites in canines. A. After 3–7 days implant, several thrombi
(arrows) caused by endothelial injury during implant adhere to the heart wall, not the lead. B. Six
weeks to more than 2 years after implant, the lead bodies are free and clear of thrombus or fibrotic
encapsulation; short thin capsules are found at the endocardium/electrode sites and the venous
entry site. C. Three to five years post implant, the leads are encapsulated in a discontinuous and
sometimes corregated collagenous capsule, again with fresh (not postmortem) thrombi (arrows).
D. After 8 years, both leads are fully encapsulated. A large partially organized thrombus is shown
at the arrow

extract chronic leads safely without open-heart surgery, using catheters, snares, and
even devices using ablating lasers or cautery [24]. Thus, until some means of pre-
venting encapsulation in the cardiovascular system (short of anticoagulating the
patient) is developed, we must live with it, and make sure we do not make it worse
by design.
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3 Risk Assessment

The first place one should look before developing a biocompatibility/biostability test
plan is ISO/DIS 14971 [25]. Annex C, Annex I, and tables E.1 and E.2 in Annex E
appear to be especially useful for biomaterials [26–28].

4 Material Biocompatibility Testing

4.1 Substantially Equivalent Materials

To paraphrase the FDA’s Guidance for implantable cardiac pacing leads, biocom-
patibility testing may not be necessary if a material has a long history of use in
currently marketed devices [29]. If there is sufficient knowledge about the biocom-
patibility and toxicity of every constituent of the device, then it need not be subjected
to further biocompatibility tests. The FDA Guidance and ISO 10993-1, paragraph
3.7 provide guidance as to what factors must be considered to determine if a previ-
ously used material needs to be reevaluated [29, 30]. Note that the FDA Guidance
goes on to say “It is incumbent upon the device submitter to provide sufficient evi-
dence to establish that further biocompatibility testing is not necessary.” It must be
kept in mind that just because a competitor has used a material clinically in a similar
device does not qualify it for your use as “Substantially Equivalent.” You may have
to consider it a “New Material” because of differences in specifications, processing,
manufacturing, etc.

4.2 New Materials

New materials or previously implanted materials used in new applications are
another matter, requiring a structured program of assessment. One of the first steps is
to determine device category as a function of body contact (ISO 10993-1, 4.0). The
categories include noncontact (4.1.1), surface contacting (including skin, mucosal
membranes, and breach or compromised body surfaces (4.1.2), external communi-
cating (4.1.3), and implantable devices (4.1.4). Categorization by duration of contact
(limited, prolonged, or permanent, 4.2) is also required. One must conduct a thor-
ough physical and chemical characterization of the material as it would be used
on/in the device [29, 30]. This means that all samples tested must have been through
the same processes, cleaning, sterilization, and packaging as the final device. For
biocompatibility purposes, chemical characterization must pay special attention to
additives, process contaminants and residues, leachable substances, degradation
products, and interactions with other components of the device. All testing must
be done in compliance with Good Laboratory Practices (GLP). ISO 9000 speci-
fies the requirements for quality-management systems. A list of test methods used
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to characterize implantable elastomers follows as an example. Of course, different
materials or uses may require substantially different test methods.

• Master file or analytically derived data (required):

• Complete information including precursor materials, solvents, catalysts, curing
agents, reinforcing agents, crosslinking agents, etc.

• Composition reaction ratios and catalyst ratio
• Any relevant literature and patents describing the formulation and characteri-

zation of the material

• Examples of measurements on polymeric materials processed for use in the
device:

• Molecular weight (ASTM D3593 Mw, Mn, Mw/Mn)
• FTIR/ATR
• Tg & Tmelt (DMA or DSC, ASTM D3418)
• Metal content (ASTM F1372, Pb, Cu, Sn, Sb, Hg, As, Cd, Mg, Se, Si, and Ba)
• Thermal stability (TGA, ASTM D5023 or 5026)
• Extractables (see ISO 10993-12)

The biocompatibility testing protocol will depend on the category of device and
duration of contact as described above. For chronically implantable materials, the
entire range of ISO 10993-1 is recommended, as is summarized below. Please note
that ISO 10993-1 is in the process of revision. It is recommended that the reader
consult the revised version when it is available. Because of cost constraints, a step-
wise evaluation is recommended. The decision to conduct the more costly phase 2
tests would depend on the results of the phase 1 tests. Again, the materials must be
processed, cleaned, sterilized, and packaged in the same manner as the final prod-
uct. Note that the following tests are listed and briefly described in ISO 10993-1,
but detailed protocols are provided in other parts of the standard for most of these
(ISO 10993-2 through 12).

4.3 Phase 1 Tests (ISO 10993-1)

• Cytotoxicity (ISO 10993-5): Cell culture techniques, for example, MEM Elution
Test L929 (ASTM F1027).

• Sensitization (ISO 10993-10): Estimates the potential for contact sensitization.
Example, Kligmann Sensitization.

• Irritation: Estimates for irritation at appropriate sites such as skin, eye, and
mucosal membranes.

• Intracutaneous reactivity (ISO 10993-10): Estimates the potential for localized
reaction of tissue where exposure to skin, eye, and mucosal membranes is
inappropriate. Example, USP acute intracutaneous injection.
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• Systemic (acute) toxicity (ISO 10993-11): Estimates the potential harmful effects
of implant ≤ 24 hours where absorption of leachable or degradation products is
possible. Examples, USP acute systemic injection test and USP Pyrogen Test
(LAL).

• Acute and subchronic toxicity (ISO 10993-11): Estimates the potential harmful
effects of implant ≥ 24 hours to not greater than 10% of the animal’s total life
span (such as 13 weeks in rats). Example, intramuscular implantation test. Not
required if chronic toxicity data exist (see ISO 10993-1, paragraph 5.3.1, Chronic
Toxicity).

• Genotoxicity (ISO 10993-3): Evaluates gene mutations, changes in chromo-
some structure, and other DNA or gene toxicities. For example: Salmonella
Typhimurium, reverse mutation (Ames mutagenicity)

• Mammalian cell transformation assay: C3H/10T1/2 or BALB/c3T3
• Chromosomal aberrations: Test 479, in vitro sister chromatid exchange assay

in mammalian cells.

• Implantation (ISO 10993-6): Assesses the local pathological effects on living
tissue.

• Hemocompatibility (IS 10993-4): Evaluates the effects on blood and blood com-
ponents by blood-contacting materials/devices. Example, static hemolysis test
RRBC.

Products that are to be sold outside of the United States must also take into
consideration any requirements unique to other countries.

4.3.1 Phase 2 Tests

If it is determined that the new material is acceptable for use in chronically
implanted devices, then the following must be addressed:

• Chronic Toxicity: Estimates the potential harmful effects of implant during a
major portion of the animal’s total life span (such as 6 months in rats). Example,
intramuscular implantation test. Note, in some cases, chronic biostability testing
may serve to meet this requirement. See biostability testing below.

• Carcinogenicity (ISO 10993-3, Para 5.0): Lifetime in vivo carcinogenicity test
(mice, 1.5 years). “These tests should be conducted only if there are suggestive
data from other sources.” For example, carcinogenicity testing must be done if
genotoxicity results are positive. Alternatively, perhaps one should reconsider if
the test is worth the time (about 3 years) and expense (>$1 M) if another, more
biocompatible material is suitable and available.

• Reproductive and developmental toxicity (ISO 10993-3): “Reproductive/deve-
lopmental toxicity tests or bioassays should only be conducted when the device
has potential impact on the reproductive potential of the subject. The application
site should be considered.”
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5 Potential for Biodegradation

ISO 10993 provides several standards for the identification and quantification of
potential degradation products. Part-9 (biodegradation) states “Where the poten-
tial for resorption and/or degradation exists, corresponding tests may determine the
processes of absorption, distribution, biotransformation and elimination of leach-
ables and degradation products of medical devices, materials and/or their extracts.”
This standard provides guidance for protocol development, but does not provide any
test protocols. Parts 13, 14, and 15 address polymers, ceramics, and metals/alloys
respectively.

6 New Material Stability Testing In Vitro

Passing the above series tells us that the material as received, processed, cleaned,
packaged, and sterilized is sufficiently biocompatible to use in preclinical (animal)
device test. It is, however, not sufficient to justify human use for long-term implant.
One must consider the biostability of the material in light of the device’s intended
duration of implant. There are no biostability test standards such as ISO 10993 for
biocompatibility. Thus, the manufacturer must develop a test protocol that makes
good scientific sense for the particular device and material in question. Of course,
a literature search is an absolute “must.” There may also be relevant documents
available, such as the FDA’s Guidance for pacemaker leads and ISO or ASTM stan-
dards that may need to be consulted. Keep in mind that the rationale for the test
regimen will probably have to be explained and justified to the appropriate regu-
latory agency. Some typical biodegradation mechanisms are shown in Table 1 for
reference.

Table 1 Some degradation mechanisms that can affect biostability of cardiac pacemaker leads

Conductor metal Polymer

• Corrosion (pitting, fretting, crevice,
intragranular, stress corrosion, galvanic)
•Wear
• Fatigue and fracture

• Oxidation
• Hydrolysis
• ESC
•Mechanical (swelling, extraction, wear, creep)
•Mineralization

It is absolutely necessary to consider all the materials used in the device so that
interactions can be evaluated. For example, modern cardiac and neurological leads
may be insulated with silicone rubber or polyether polyurethane. They also con-
tain metallic conductors (typically MP35N, and sometimes also platinum or silver).
The individual conductor wires may be covered with a redundant insulation such as
eTFE. The conductors and insulation are connected to stainless steel connector pins
and platinum electrodes.



16 K. Stokes

6.1 Metals

For metals, FDA regulations specify ASTM F2129 (standard test method for
conducting cyclic potentiodynamic polarization measurements to determine the cor-
rosion susceptibility of small implant devices). Some devices may also require
testing for stress corrosion (failure due to corrosion accelerated by tensile stress).
There are many test methods for fatigue fracture, so it is incumbent on the manufac-
turer to select the most appropriate one(s) for device in question. Pacemaker leads,
for example, are often tested in a fixture that flexes them ± 90

◦
over a specified

radius at twice the typical cardiac cycle rate (Fig. 10) [31]. Presently, FDA requires
satisfactory performance over 4 hundred million cycles (equivalent to about 10 years
in human use).

Fig. 10 A schematic view of a lead flex tester (left). The lead placed in the fixture is seen in the
right panel, showing how it is flexed ± 90

◦

6.2 Polymers

The susceptibility of polymers to autoxidation can, of course, be tested in vitro
at elevated temperatures, but that does not seem to be too relevant for implanted
devices. Given our knowledge of the foreign body response today, it is quite rea-
sonable to conduct immersion tests of materials or devices in H2O2 [11]. It remains
unknown, however, just what the concentration of H2O2 is under the belly of a
macrophage. We do know that the production of H2O2 rises sharply within about a
week after implant, then decreases markedly, apparently continuing at a very slow
trickle for several years. Acceleration would be achieved by using as high a con-
centration as is safe and practical. Because the H2O2 will decompose relatively
quickly over time, it should be replaced at least several times per week to main-
tain its activity. Periodically removed samples should be characterized physically
and chemically to facilitate determining the rate of degradation, if any. It should be
noted that even high concentrations of H2O2 do not produce significant degrada-
tion of the silicone rubbers or polyurethanes used in pacemaker leads. One variant
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of this test is the immersion of the tubing containing cobalt rod shown in Fig. 6 in
37
◦
C, 3% H2O2 in n-saline (non-buffered 0.9% saline). The peroxide permeates the

polymer, reacts on the cobalt to both accelerate the metal’s corrosion and decom-
pose the peroxide into oxygen free radicals. This then mimics the autoxidation and
redox reactions known to attack the insulation in some devices [14]. Immersion of
materials in oxygen free radicals is a more complicated matter since they are typi-
cally extremely reactive and short lived. This can be achieved by adding 0.05–0.1 M
CoCl2 to the H2O2 [16]. Again, the solution needs to be changed frequently.

Immersions of polymer microtensile specimens in solutions of metal ions or
lipid emulsions at elevated temperatures for 16 weeks have been reported [32].
Temperatures of 37, 70, and 90

◦
C are recommended with sampling monthly to

establish trends. For pacemaker leads, the solutions should include all the metals
found within the device, a base, and an acid. For example, aqueous solutions of
1 M AgNO3 or 0.1 M CoCl2 (acetylacetanoate) can assess oxidation. Immersion
in 1 N acetic acid, Ringer’s solution, and 1.0 N HCl can assess hydrolytic resis-
tance. Immersion in 20% intralipid (soybean) emulsion can assess the propensity
to absorb lipids. However, in our experience, none of the above in vitro tests
appear to be reliably predictive of performance in pacemaker lead insulation. Why?
The in vivo environment cannot be duplicated in vitro. For example, the oxida-
tion state of an ion varies as a function of what it is dissolved in. Distilled water
containing a metal ion does not represent the environment within a lead. This
accelerated test predicts that Ag+ will oxidize and degrade polyether polyurethanes
while Co2+ will not. Multiple in vivo studies clearly demonstrate exactly the oppo-
site [14, 33]. Traces of cobalt will degrade the polymer in vivo whereas silver
will not.

Hydrolytic degradation can be assessed as noted above. Keep in mind, however,
that in vivo hydrolytic attack is often accelerated or catalyzed by enzymes, local pH,
and/or physiologic ions. Immersion in solutions containing an esterase, cholesterol
esterase, and a protease has been shown to accelerate hydrolysis in vitro [34, 35].

Wear and creep can be a little more complicated. Wear on material samples is typ-
ically evaluated by weight loss on a rotating disk exposed to abrasive wheels (Taber
abrasion). This may not be too useful for in vivo implants, however. One clue as to
how well a polymer will hold up to wear is the area under the stress–strain curve
(the “modulus of toughness”). To evaluate the possibility of wear between pace-
maker lead insulation and other leads, the pulse generator, bones, etc., one can place
a weighted rod on the lead in 37

◦
C saline. The rod can then be moved back and forth

at a fixed rate. Creep is the property of viscoelastic materials to flow under a force
below the ultimate tensile strength. Tensile creep is measured by hanging weights
on strips of polymer, periodically measuring their length. However, in pacemaker
leads, analysis shows that creep in the insulation is due to compressive, not ten-
sile forces. Good correlation with cyclic compressive creep forces (as in subclavian
crush) has been found with a fixture that exposes the lead to a rotating disk hav-
ing several weighted metallic wheels set at a specified gap between them and the
base plate [36]. This test can also evaluate the resistance of a finished lead body’s
conductor to subclavian crush.
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7 In Vivo Materials Testing

Clearly one can implant microtensile specimens in animals such as rats or rabbits
for several years, characterizing the materials as a function of periodic explant time.
However, thin samples tend to curl or fold in vivo, affecting the reliability of the
test. This can be dealt with by using thicker samples, but the rate of measurable
degradation decreases as the thickness increases. Thus, we have abandoned this
form of testing since it rarely gives the necessary answers in a reasonable implant
time. It is more appropriate to implant the devices or subassemblies and remove
characterization samples from them.

ESC has not yet been exactly duplicated in vitro. We have achieved good pre-
dictability in vivo using tubing samples with strain fixed over mandrels as shown in
Fig. 3. Just how much strain is required to accelerate the mechanism must be deter-
mined for each type of polymer. For polyether polyurethane elastomers, strain must
be ≥ 300%. This is true because in the unstrained state, the polymer is phase sepa-
rated into polycrystalline “hard segment” islands in an amorphous polyether matrix
[37]. Between 200 and 300% strain, this morphology is destroyed to be replaced
with a linear (oriented) order, which is much more susceptible to relatively rapid
degradation [38]. Up to 4 such strings (up to 20 variables) can be implanted in each
rabbit’s subcutis. Because of biologic variance (again a matter of rate rather than
mechanism), it is necessary to implant at least 5, preferably 10 rabbits per sampling
period to assure statistical reliability. Note that this test is used to evaluate both
materials and their manufacturing processes. Typically, ≥300% strained Pellethane
2363-80A will develop significant ESC within 6–12 weeks implant. With new mate-
rials, however, the test has been run for up to 2 years to determine if there are any
late-developing phenomena [39–42]. Periodic explants are evaluated by ATR/FTIR,
SEM, GPC molecular weight, and other relevant techniques (see ISO 10992 and
the FDA Guidance). Of course, this test is not limited to polyurethanes but has
been used with other elastomer chemistries. Note that if carefully done, this 2-
year test can also serve to fulfill subchronic and chronic biocompatibility testing
as noted in ISO 10993-5.2.6 and 5.3.1. At termination, the animal is euthanized,
the skin reflected, and photographs taken of the implant sites. Untoward biologic
reactions, if any, are noted and samples taken to be stored in buffered formalin. If
it is decided to submit data to regulatory agencies, the samples are retrieved and
evaluated histopathologically.

In vitro MIO tests do not always appear to correlate well with in vivo results
either. Short (about 0.75 inches long) tubing samples containing cobalt rod as shown
in Fig. 6 are implanted in the subcutis of rabbits in a manner similar to that in the
in vivo ESC test (Fig. 3). Again, because of biologic variance, it is necessary to
implant at least 5, preferably 10 rabbits per sampling period to assure statistical
reliability. Depending on how the polymer is processed, Pellethane 2363-80A con-
trols will show substantial degradation in 1–2 years. Periodic explants are evaluated
by ATR/FTIR, SEM, GPC molecular weight, and other relevant techniques. Again,
this test may fulfill subchronic and chronic biocompatibility testing as noted in ISO
10993-5.2.6 and 5.3.1, per the methods mentioned above.
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Mineralization is a phenomenon where the body deposits calcium salts, such
as hydroxy apatite on/within the device (intrinsic) or in the fibrotic encapsulation
(extrinsic). Note that all implanted devices have been reported to be subject to min-
eralization, regardless of the materials used. At present there is really no good,
predictive accelerated test method, although implant in adolescent rats appears to be
about as good as is available. Explants are evaluated by SEM and EDS for calcium
deposition.

8 Device Implants in Animal Models

We have conducted all the appropriate testing on new materials and the device
according to a scientifically based qualification plan. Are we now ready to use the
material in a human use product? Not necessarily! Remember that no in vitro test
can possibly exactly mimic the in vivo environment, and animals do not exactly
mimic the human in vivo environment. The FDA’s Guidance for the Submission
of Research and Marketing Applications for Permanent Pacemaker Leads and for
Pacemaker Lead Adaptor 510(k) Submissions states that the following submission
strategy is required, unless “If acceptable accelerated testing protocols are avail-
able, abbreviated testing may be conducted per section II.B. Alternative Submission
strategy. Acceptable accelerated testing should be supported by documentation that
demonstrates that the in vitro testing can reliably predict in vivo performance.”

A. Submission Strategy

• Implant leads in animal hearts to obtain data on 20 leads at the end of two
years

• Historical or other suitable controls

B. Alternative Submission Strategy

• Implant leads in animal hearts with intent of obtaining data on 20 leads after
6 months

• Historical or other suitable controls
• Accelerated testing – ESC test and MIO test.”

The standard specifies all the necessary parameters, including analytical tech-
niques. The problem has been that no adequate correlation between in vitro data
on new materials and in vivo device performance has been reported. Thus, the
pacemaker lead industry has usually been forced to conduct 2-year implants in
animals before submission. It seems quite likely, however, that the in vivo acceler-
ated ESC and MIO tests discussed above might satisfy the “Alternative Submission
Strategy,” at least for polyether polyurethanes. It is strongly recommended that any
implantable device using a new material follow a similar in vivo animal qualification
protocol.
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9 Human Clinical Implants

It is very important to note that it is considered unethical to intentionally determine
biocompatibility or biostability in human clinical trials. These parameters are to
have been established before regulatory submission and the first human implant. Of
course, should any untoward result be found clinically, or in prior preclinical tests,
it must be reported according to FDA regulations. The clinical study is to deter-
mine the human safety and reliability of the new product, not its biocompatibility
or biostability. The requirements for the development of clinical study plans can be
found in the FDA Guidance [29].

10 Market Release and Postmarket Surveillance

Finally, the new device has completed human clinical trials. The appropriate regu-
latory agency has given its approval to market the product. We’re home free now,
right? Unfortunately, that may not be the end of it! There are several more fac-
tors to consider. Clinical studies may not have required enough time to reveal any
long-term device complications. Clinical studies also may not require large enough
numbers to detect low-incidence complications (such as subclavian crush). Some
new lead models revealed no significant ESC or MIO after 2–5 years implant in
canines, yet began to develop decreases in actuarial survival in as little as 1–2 years
in humans [22]. Again, this species difference appears to be due to differences in
degradation rate, not mechanism. It is also true that animal implants are scrutinized
after explant with detailed mechanochemical analytical techniques, whereas human
implants are tested noninvasively via telemetry. Different kinds of data are used
for device assessment in humans and animals. For another example, remember the
discussion above about subclavian crush? None of the animals used for pacemaker
lead performance have clavicles so subclavian crush cannot be addressed in animals.
How do we discover such phenomena? How do we determine the percentage and
rate of device survival? The answer is postmarket surveillance. Apparently, post-
market surveillance is still discretionary over the implantable device industry. It is
now mandatory for pacemaker manufacturers. The FDA’s Guidance to Sponsors on
the Development of a Discretionary Postmarket Surveillance Study for Permanent
Implantable Pacemakers Electrodes (Leads) is available through DSMA. It provides
guidance to sponsors on the design of a postmarket study protocol, which must be
submitted to FDA for approval.

10.1 Returned Products Analysis

Some devices, such as pacemaker pulse generators, are easy and safe to explant.
These are returned to the manufacturer for analysis. Any adverse findings are
reported to the FDA per regulations. Using the largest manufacturer (Medtronic) as
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an example, the statistical data on pulse generator survival are reported twice annu-
ally in a Product Performance Report [22]. Since the vast majority of pacemakers
are explanted for normal battery depletion, longevity curves are useful in inform-
ing physicians about device performance and helping engineers design better power
sources. Recalls and advisories, if any, are also reported along with patient manage-
ment suggestions. The latter are prepared with the assistance of a physician advisory
board. For an example of a product performance report, visit www.medtronic.com,
then select “Information for Physicians,” then “Cardiology,” and click on the “CRM
Product Performance Report” tab. An example of a pulse generator longevity actuar-
ial survival curve is shown in Fig. 11. Note that the term “survival” refers to survival
of the device, not the patient. Not all explanted devices are routinely returned to the
manufacturer. Some, such as many heart valves, are sent to independent third party
“retrieval centers” for analysis.

Fig. 11 The actuarial survival curves for an implantable pulse generator. The lower curve shows
the pulse generator’s survival as a function of battery depletion. Battery depletion is a normal and
expected outcome so this is not considered a device failure per se. The upper curve depicts what the
pulse generator’s survival statistics would be if the battery’s longevity were not taken into account.
Thus the upper curve measures the reliability of the circuitry, hermeticity, feed throughs, etc.

10.2 Postmarket Clinical Studies

Some devices, such as transvenous pacemaker leads, are not easily removed after a
few years implant. Through the 1980s, most nonfunctioning leads were either left
in place with a new one implanted next to it or removed via open-heart surgery.
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Many of those that were explanted, in part or in whole, were simply discarded by
the hospital. To encourage return of explanted leads, companies such as Medtronic
offered reimbursement. This often resulted in return of a proximal section, some-
times only the terminal assembly. Thus, the data obtained by analysis of returned
products were highly inaccurate and misleading. The available returned products
data suggested that all but a fraction of 1 percent of a certain lead model were per-
forming as intended. In late 1983, Medtronic began organizing a postmarket study
looking at the performance of implanted leads, aimed at determining their true clin-
ical survivorship as well as failure modes. The initial study involved three large
implanting centers. Today, the study has expanded to more than 35 centers world-
wide [22]. The requirements for reporting complications are shown in Table 2. An
example of a lead survival curve is shown in Fig. 12. The criterion for Medtronic to
take some field action is a decrease in lead survival to <95% in 5 years. Returned
leads continue to be analyzed, which provides important information about failure
mechanisms, if not accurate clinical statistics.

Table 2 Chronic lead study reporting criteria. “A lead related complication is considered to have
occurred if at least one of the following clinical observations is reported and at least one of the
following clinical actions is made 30 days or more after implant [22].”

Clinical observations Clinical actions

• Failure to capture (stimulate)
• Failure to sense/undersensing
• Oversensing
• Abnormal pacing impedance (based on lead

model, but normal range is typically
400–800+ ohms
• Abnormal defibrillation impedance (based

on lead model, but normal range is
typically 20–200 ohms
• Insulation breach observed visually that has

degraded system performance
• Clinically observed fracture, observed

visually or radiographically
• Extracardiac stimulation
• Cardiac perforation
• Lead dislodgment

• Lead surgically abandoned/capped
• Lead electrically abandoned/capped
• Lead explanted
• Lead replaced
• Polarity reprogrammed (i.e., bipolar to

unipolar; unipolar to bipolar)
• Lead use continued based on medical

judgment despite a known clinical
performance issue
• Other lead-related surgery performed (i.e.,

lead mechanical alteration or unsuccessful
repositioning)

Note, successful lead repositioning is not a
qualifying action.

Most pacemaker lead manufacturers continue to report (to FDA) on the basis
of returned products only, and this is rarely available publicly. This produces
highly misleading information, which is often used by sales people to tout the
superiority of their products. Table 3 shows a comparison between some clini-
cally and returned product-determined survival statistics from Medtronic’s product
performance report.

According to the RPA data, the earliest lead in Table 3, Model 4012, would
never have met the 95% survival criteria for the manufacturer to take field action.
But using the “Chronic Lead Study (CLS)” statistics, this lead was placed under
advisory in 1991. According to the RPA data, the next generation lead, Model
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Fig. 12 Actuarial survival curves for two lead models. The upper curve for Model 4012 shows
that its survival probability dropped below the trigger point of 95% after about 4.5 years. Thus this
lead was put on Advisory September 26, 1991. The lower curve shows that one of its successors,
Model 4024, has retained excellent reliability for nearly 10 years

Table 3 Medtronic survival statistics on three ventricular lead models, comparing analysis of
returned products (ARP) with the clinical lead study (CLS) [22]

Model
number

Years
service

Number sold
(US)

RPA %
survival

Number in
CLS

CLS %
survival∗

4004 12 74500 99.0 1640 50.6
4012 14 96800 99.8 2543 62.9
4024 10 229200 99.8 1215 99.9

∗ 95% Confidence interval

4004, would never have met the 95% criterion, but it was placed under advisory
in 1993 based on CLS data. According to both databases, the latest model reported
in Table 3, Model 4024, continues to display excellent performance after nearly
10 years in service, which demonstrates the dramatic improvement in reliability
of more modern leads. Thus, to report only returned products analysis statistics is
highly misleading.
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The data from postmarket surveillance not only help clinicians manage their
patients, but also help manufacturers design improved products. Thus, we come full
circle, using postmarket surveillance to feed back into the design of new products.

11 Summary and Conclusions

To this day, we still hear people claim that in vitro testing of materials alone shows
that they are suitable for use in chronically implanted devices. Others continue to
say that “I proved the materials are biocompatible and biostable, so I don’t have to
do any device testing.” This statement can be very far from the truth. In vitro testing
has its place, primarily to screen materials and processes for further testing. In some
cases where no suitable in vitro test exists, one may be forced to develop accelerated
in vivo materials tests. Once the preliminary testing is accomplished, however, one
must test the device per se in animals. A biocompatible material does not necessarily
make a biocompatible device. The same may be said about biostability. These state-
ments are true because shape, size, surface finish, interactions between the materials
in the device, etc., all can affect its biocompatibility and biostability. But even well-
performed animal studies may not unveil previously unknown mechanisms, because
animals do not perfectly mimic the human in vivo environment. An excellent exam-
ple of this is the subclavian crush in humans (clamping a lead between the clavicle
and first rib), which is impossible to discover in animals with no clavicles. With the
right protocol for the device in question, only postmarket surveillance appropriate
for the device in question can determine for certain that the device does or does not
meet expectations.
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Technology Advances and Challenges
in Hermetic Packaging for Implantable
Medical Devices

Guangqiang Jiang and David D. Zhou

Abstract Many implantable medical devices contain sophisticated electronic cir-
cuits. Hermetic packaging is required to provide the implant’s electronic circuitry
with protection from the harsh environment of the human body. This chapter pro-
vides a review of available hermetic sealing methods and their applications. General
considerations of implantable medical device packaging are discussed. Various test-
ing methods applicable to the packaging of implantable medical devices are also
presented. Many issues associated with hermetic packaging are not yet completely
understood, nor are any corresponding difficulties completely overcome. The con-
tinued miniaturization of future implantable medical devices provides both oppor-
tunities and challenges for packaging/materials engineers to improve the existing
packaging methods, and to develop new methods. Reliable hermetic micropackag-
ing technologies are the key to a wide utilization of microelectromechanical systems
(MEMS) in miniaturized implantable medical devices.
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1 Introduction

Implantable medical devices have been widely used to restore body functions,
improve the quality of life, or save lives. Experts estimate that 8 to 10 percent of
all Americans (some 20 million to 25 million people) [1], or about 1 in 17 people
in industrialized countries [2], carry some form of implanted device. Many medi-
cal devices, such as the implantable cardiac defibrillator, cochlear implant, artificial
vision prosthesis, neuromuscular microstimulator, and the like contain sophisticated
electronic circuits. Such long-term implantable medical devices are susceptible to
damage by body fluids over time. Hermetic packaging is required to protect the
electronic circuitry of the implant from the harsh environment of the human body.

1.1 Hermetic Packaging Technology Advances

There are a variety of ways to define hermeticity. Webster’s New Collegiate
Dictionary defines hermeticity as “the state or condition of being airtight,” or in
the Microelectronics Packaging Handbook [3], it is defined as “sealed so that the
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object is gas tight.” In the real physical world, there is no such thing as abso-
lute or complete hermeticity because all materials are gas permeable to some
degree [4].

The packaging of implantable medical devices uses various materials, including
polymers, glasses, metals, and ceramics. The encapsulation method used is greatly
dependent upon the technology of the electronic circuit that is to be encapsulated.
Polymer encapsulation has been successfully used with relatively simple circuits
assembled from discrete, low-voltage components [5]. With polymer encapsulation,
the discrete components are often compactly arranged and “potted” in a mold with
leads or conductive feedthrough pins penetrating through the polymeric encapsu-
lation wall [6]. This has historically been the preferable approach to encapsulation
because of its simplicity and relatively low processing temperature; however, poly-
mers do not provide an impermeable barrier. Moisture ingress will ultimately reach
the electronic components, and surface ions can allow electric shorting and degra-
dation of the leakage-sensitive circuitry and subsequent failure of the device [7].
Therefore, in general, polymer encapsulation is unsuitable for high-density, high-
voltage electronics circuits. Recent research on liquid crystal polymers (LCPs)
would suggest that using LCPs for near-hermetic packages in implantable medical
devices looks promising [8, 9].

Hermeticity of early experimental cochlear implants used the principles of
mechanical pressure and gasket sealing [10]. Though the human implanted sys-
tem permitted changes from percutaneous cable to transcutaneous telemetry for
the first time, no report on the long-term performance of such a sealing mecha-
nism used in this implant has been issued. Materials that may provide a hermetic
barrier are metals, ceramics, and glasses. Metallic packaging generally uses a bio-
compatible metal capsule that is either machined from a solid piece of metal or deep
drawn from a piece of sheet metal. Electrical signals enter and exit the package
through hermetic feedthroughs. The feedthrough assembly often utilizes a ceramic
or glass insulator to allow one or more conducting wires to exit the package with-
out coming in contact with the package itself. This method has been successfully
used for implantable pacemakers [11], cardioverter defibrillators [12], implantable
multichannel neuromuscular stimulators [6], and cochlear implants [13].

Metal-based packaging generally requires that a power-receiving coil or commu-
nication antenna be placed outside the package to avoid significant loss of power
or radio frequency signals through the walls of the implanted device, thus requir-
ing additional space within the body to accommodate the volume of the entire
implant. Bioceramics and biograde glasses possess a radio frequency transparency
advantage over metallic materials. They have been used as the main packaging
materials for the implantable neuromuscular microstimulators [14, 15], cochlear
implants [16], and artificial retina implants [17]. Bioceramics used for structural
applications include alumina (both single crystal sapphire and ruby or polycrys-
talline α–Al2O3) [18–22], zirconia (magnesium oxide partial stabilized zirconia
(Mg-PSZ)) [23], yttria-stabilized tetragonal zirconia polycrystals (Y-TZP) [23], and
ceria stabilized zirconia poly-crystal (Ce-TZP) [24–29]). Many different types of
biocompatible glass have been successfully used for implantable medical devices,



30 G. Jiang and D.D. Zhou

including borosilicate glass (Kimbel N51A) for the glass capsule neuromuscular
microstimulator [14].

A conductive component is often the required interfacial material for an active
implantable medical device for the purposes of sensing and delivering electrical
signals from/to living tissue. Though the main body of the package is made of bio-
ceramic or biocompatible glass, hermetic bonding between the ceramics or glasses
and metallic/conductive components is essential. To enable a hermetic seal between
similar or dissimilar metallic components, fusion welding methods, such as laser
welding, tungsten inert gas welding (TIG), and electron-beam welding, are often
the choices. Figure 1 shows three neuromuscular microstimulators (BIONs) in dif-
ferent packages. The AMI glass-packaged neuromuscular microstimulator contains
three hermetic seals: two glass-to-tantalum seals produced by melting glass with
an infrared laser beam; and one final hermetic seal that is obtained by melting
the tantalum tube closed in a plasma needle arc welder [14]. Metal-to-ceramic
brazed cases provided housing for both the AMF and ABC neuromuscular micros-
timulators [30–32] and the final hermetic seals were achieved by a laser-welding
method.

Fig. 1 Photograph depicting three neuromuscular microstimulators (BIONs) in different pack-
ages. The diameters of three BIONs are 2.0 mm from AMI-Alfred Mann Institute at University
of Southern California, 2.5 mm from AMF – Alfred Mann Foundation, and 3.3 mm from ABC –
Advanced Bionic Corp. (Reprinted from [33] with permission of the American Association of
Neurological Surgeons)
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1.2 Significance of Hermetic Packaging for Implantable
Medical Devices

Despite the multitude of designs for implantable medical devices, there are usu-
ally four integral parts that must be accounted for: (1) the input or sensor, (2)
the lead and lead connections, (3) the main package body, and (4) the output
[34]. The principle failure points for these implant devices occur at the inter-
facial boundaries of adjoining surfaces, where water and ion migration proceed
along the lead connections [7]. For example, an auditory reliability report, issued
in 2006 by a medical device company, disclosed that roughly three out of four
device failures were attributed to moisture ingression into the titanium receiver-
stimulator packaging of an implant through the feedthrough (available online at
http://www.bionicear.com/printables/reliabilityreport2006.pdf, accessed 10 January
2008). Water penetrating the intact polymeric encapsulants and permeating to the
underlying substrates [35] is also a common cause of failure. Moisture ingress
can result in failures such as open circuits [36], damage to metallics [36], surface
electrical leakage [37], and electrical shorts due to moisture-promoted dendritic
growth of silver and gold [37–39]. Ingress of other active gases, such as oxygen,
could also cause attachment failure of solder-attached components due to solder
oxidization [40].

This chapter provides a review of the available hermetic packaging methods
and their applications. This has been a difficult task, as manufacturers of medical
devices do not usually disclose the details of their packaging methods to protect their
competitive edge. Many implantable medical devices have utilized one or more of
the hermetic packaging methods. General considerations of packaging and testing
methods for implantable medical devices are discussed in this chapter. Challenges
associated with further advancement of implantable medical devices and future
directions in the field are also examined.

2 General Packaging Considerations for Implantable
Medical Devices

2.1 Biocompatibility

Biocompatibility is the first thing that the packaging engineer should consider when
designing a hermetic package for an implantable medical device, as it is the package
that makes direct contact with body tissue. It is critical that implantable medical
devices do not elicit any undesirable local or systemic effects in the human body.
In addition, the package materials should be stable and must be able to withstand
attack from a harsh ionic body environment.

Biocompatible materials that have been successfully used for implantable medi-
cal device packaging include titanium and its alloys, noble metals and their alloys,
biograde stainless steels, some cobalt-based alloys, tantalum, niobium, titanium-
niobium alloys, Nitinol, MP35N (a nickel-cobalt-chromium-molybdenum alloy),



32 G. Jiang and D.D. Zhou

alumina, zirconia, some biocompatible glass and polymers. A series of biocom-
patibility testings often suggested by the Food and Drug Administration (FDA) will
be discussed in Section 4.3

2.2 Hermeticity Requirement

The degree and measure of hermeticity are a function of material choice, final seal
design, fabrication processes and practices, and the use environment; so, before
deciding what kind of packaging method to select for the implantable medical
device, one needs to consider the level of hermeticity that is needed and the life
span expectations for the product. Theoretically, all materials and all welded or
joined assemblies will leak to some degree [4], whether by permeation through the
bulk material or along a discontinuity path. The property of the solid that char-
acterizes the amount of gas that can pass though the solid is called permeability
[41]. The function of permeability is a combination of mass (g), distance (cm),
time (s), and pressure (torr). Standard engineering practice would graph the per-
meability function as g/cm-s-torr. Figure 2 shows the typical helium permeability
of many common classes of packaging materials and their predicted lifetime at dif-
ferent thicknesses. As mentioned previously, polymeric materials do not provide
an impermeable barrier. Thus glasses, ceramics, metals, and single crystals can be
considered for long-term implants.
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2.3 Outgassing of Internal Materials

Even if the package materials and the sealing process(es) effectively prevent leakage
through the package wall, implants still fail in some cases. The internal materials in
a package, such as silicones, epoxies, and polymer coatings or insulators for chips
and discrete electrical elements, often outgas which increases the vapor pressure and
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moisture level inside the package. The internal outgassing may induce the formation
of water droplet condensation, thus compromising the device performance and even-
tually leading to device failure. Control of these internal sources of contaminants is
essential to guarantee long-term reliability.

2.4 Wireless Communication

Wireless communication between the implantable medical device and external con-
trol unit eliminates the need for percutaneous wires, so that the risk of infection
can be minimized. In some cases, the receiving coils are placed outside the metal-
lic hermetic package and then jointly embedded with the metallic packaging using
polymer encapsulation. The received signal can then be transmitted to the electronic
circuitry inside the metallic package by utilizing feedthrough pins. In a polymer-
encapsulated coil design, there is an issue that must be addressed: altering the
inductance of the receiving coil, due to moisture ingress at the coil interface, causes
the quality factor Q to decrease, thereby lowering the gain of the stage. Bioceramics
and biocompatible glass provide a transparent radio frequency window for wireless
communication. By employing bioceramic or biocompatible glass as the pack-
aging material, the receiving coil can be placed inside the package and wireless
communication can be established through the package.

2.5 Package Heating

When a metallic material is used as the main package body, problems such as metal
heating have to be considered. As noted above, metallic materials attenuate elec-
tromagnetic and radio frequency signals. To provide reliable communication and
effective charging to the implanted receiving coils encapsulated in the metallic pack-
age, strong electromagnetic signals from external transmitters are required. Eddy
currents generated inside the metallic bulk generate heat when an electromagnetic
field is present. International standard ISO 14708-1:2000 E requires that no outer
surface of an implantable part of the active implantable medical device shall be
greater than 2◦C above the normal surrounding body temperature of 37◦C when
implanted, and when the active implantable medical device is in normal operation
or in any single-fault condition. Special consideration must be given to the amount
and types of metallic materials and to the package design for the implanted device
to avoid excessive heating.

2.6 Coefficient of Thermal Expansion Compatibility

When bonding dissimilar materials, especially those involving high-temperature
processes such as brazing or welding, a coefficient of thermal expansion (CTE)
compatibility between the parts to be joined has to be considered. The larger the
CTE mismatch and the bigger the parts, the higher the possible residual stress in the
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assembly. Such residual stress can result in failure, such as cracking, or can com-
promise the hermeticity of the assembly. Sometimes the failures may not appear
immediately, and the consequences can be worse when discovered later. Early ver-
sions of the AMI neuromuscular stimulator package used a tubular feedthrough of
90% Pt–10% Ir. The seals produced were hermetic initially, but tended to fail catas-
trophically during prolonged soaking and temperature cycling in saline because of
the difference in the CTE between the glass capsule wall (5.5 × 10−6/◦C) and the
90% Pt–10% Ir feedthrough (8.7× 10–6/◦C). The excess residual stress in the walls
of the sealed glass capsules can be measured using the photoelastic effect on the
rotation of polarized light (Model 33 Polarimeter, Polarmetrics, Inc., Hillsborough,
NH) [14]. By using tantalum (CTE = 6.5 × 10−6/◦C) as the feedthrough material,
the residual stress is reduced.

3 Types of Hermetic Sealing and Their Applications

3.1 Polymer Encapsulation

There are numerous organic polymeric materials that are used as encapsulants
for electronics. These materials are divided into (1) thermosetting polymers, (2)
thermoplastics, and (3) elastomers. For implantable medical device applications,
only a few materials in the above three groups can be made ultrapure to serve as
acceptable encapsulations for implants [42]. Candidate materials include epoxies,
silicones, polyurethanes, polyimides, silicone-polyimides, parylenes, polycycli-
colefins, silicon-carbons, and benzocyclobutenes, as well as recently developed
high-performance liquid crystal polymers (LCPs). Silicone rubber has been used
as cable insulation material [43], epoxies were used in part for electronic com-
ponent encapsulation [44], and Parylene C is utilized as an insulation coating on
electronics in implants [45, 46]. The challenge of polymer encapsulations when
applied to a long-term biomedical device primarily lies in their bio-stability within
the body. Degradation of polymers includes hydrolytic, oxidative, and enzymatic
mechanisms that deteriorate the chemical structure [47]. Polymer encapsulation has
been successfully used with relatively simple circuits using discrete, low-voltage
components. However, polymer encapsulation does not provide an impermeable
barrier [48] and therefore cannot be used for packaging high-density, high-voltage
electronic circuitry for long-term applications.

3.2 Glass-to-Metal Seal

Glass-to-metal seal technology is used extensively to provide a hermetic seal
between a metal conductor and a metal body. Hermeticity of a glass-to-metal seal
can typically be 1 × 10−8 standard cubic centimeters of gas at a pressure of one
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atmosphere per second (atm-cc/sec) or less, as measured by the helium-leakage rate.
A typical glass-to-metal seal consists of the following elements:

• A metal bulkhead (or body) with a hole or holes in it.
• A pin(s) serving as a conductor(s) in the center of this hole(s).
• A piece of glass preformed to fit between the pin(s) and the bulkhead.

During processing, these three components are placed on a fixture which holds
them in position. The entire assembly is then heated in a controlled atmosphere to
the appropriate temperature for the particular set of materials. At the sealing tem-
perature, the glass melts and fills the space between the pin and the bulkhead, and a
hermetic seal is formed upon cooling.

The type of seal generated by this process is dependent upon the type of glass
used and the materials used for the bulkhead and pins; there are two basic types of
seals, the compression seal and the reactive seal. Early cochlear implants had used
a compression glass-to-metal seal to form feedthroughs to provide the connection
for 16 electrodes. Sixteen pure platinum feedthrough pins are precisely placed in
position in a polycrystalline glass-ceramic substrate with a commercially pure (CP)
Ti ring on the outside. The polycrystalline glass-ceramic has slightly smaller CTE
than CP Ti. Upon cooling, the CP Ti ring shrinks and squeezes the glass onto the
pure platinum pins to form a strong compression seal.

This reactive seal was the choice of the first-generation neuromuscular micros-
timulator [14]. The hermeticity of the glass-to-metal seals depends on chemical
bonding between the borosilicate glass (Kimble N-51A R©) and the native oxide on
the tantalum electrode stem and the tantalum tubular feedthrough. Enclosures with
this type of glass-to-metal seal may experience a transient loss of hermeticity and
ingress of ambient gases when subjected to mechanical pressure. Integrity of glass-
to-metal seals depends on a strong bond of glass-to-metal oxide at the metal/glass
interface. If this bond is weakened, or otherwise compromised by inadequate oxide
thickness or contamination, the seals may temporarily give way during slight dis-
tortions of the package by mechanical pressures of fixturing the unit for testing,
e.g., centrifuge or fine/gross leak. Although glass-to-metal seals can be initially her-
metic, their performance after temperature cycling is of suspect [14, 49]. Graeme
reported that fluids and enzymes can permeate along minute pathways, or open up
cracks in the glass seals through surface tension, and this was one failure mode of
the early University of Melbourne’s cochlear implant prototypes seen in two of the
three initial patients [50].

3.3 Ceramic-to-Metal Feedthrough

A properly produced ceramic-to-metal feedthrough seal is often more robust, more
durable, and has tighter hermeticity and better electrical insulation than a glass-
to-metal feedthrough seal. Ninety-two percent or higher purity alumina as well as
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100% pure sapphire and ruby are commonly used for hermetic seal of implantable
medical devices. Other ceramics such as aluminum nitride (AlN), zirconia (ZrO2),
silicon carbide (SiC), and silicon nitride (Si3N4) have the potential to be used for
ceramic-to-metal assemblies for implantable medical devices.

Properly designed ceramic-to-metal feedthrough seals are able to maintain her-
meticity in a variety of harsh conditions, such as temperature cycling, corrosive,
thermal shock, and varying pressure environments. Ceramic functions as an excel-
lent electrical insulator at elevated temperatures, unlike glass, which conducts more
electricity at high temperatures. Moreover, ceramics are less likely to fracture when
subjected to high-vibration and high-acceleration conditions than glass. An addi-
tional problem for glass is the tendency of meniscus formation at the surface
leading to small pieces breaking off – obviously an undesirable situation for medical
implants.

Applications of ceramic-to-metal feedthroughs for implantable medical devices
include implantable pacemakers [11], cardioverter defibrillators [12], implantable
multichannel neuromuscular stimulator [6], and cochlear implants [16]. One com-
monly used ceramic-to-metal feedthrough in the implantable medical device appli-
cations is a pure platinum pin(s) in an alumina substrate [51], as illustrated in Fig.
3. This feedthrough assembly can be produced either with sputtered 99.99% gold
brazing or by co-fire pure platinum pins with green alumina ceramic. In the case
of brazing, a thin film of metal such as gold, platinum, niobium, or titanium can be
applied on the ceramic via physical vapor deposition (PVD) to promote adhesion
[52]. Insulation materials (typically silicone and polyurethane) are usually applied
on the ceramic-to-metal interface (to prevent shorting due to moisture-promoted
dendritic growth of gold) and between pins (to isolate the conductor).

Aluminum substrate

Platinum
feedthrough pin

Titanium ring

Gold filler

Fig. 3 A ceramic-to-metal implantable feedthrough

Section 3.4 will discuss in detail the investigation of different types of bond-
ing methods (including active brazing, nonactive brazing, and diffusion bonding)
aimed at producing hermetic ceramic-to-metal seals for implantable medical device
applications. The fundamentals are applicable to the ceramic-to-metal feedthrough
design as well.
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3.4 Ceramic-to-Metal Seal

Sometimes a ceramic-to-metal seal is the preferable design, as in the AMF neuro-
muscular microstimulator, where no feedthrough pin is needed. Pure iridium and
platinum-iridium components attached to the titanium metal parts act as electrodes
interfacing with living tissue.

Brazing is by far the most widely used joining process for a ceramic-to-metal seal
when mechanically reliable hermetic joints are required. Brazing is a process for
joining two or more solid materials in close proximity to each other by introducing a
filler material that melts at a high temperature (typically above 450◦C) and which is
below the melting points of the materials being joined. Filler materials are classified
into two categories: active and nonactive. Active fillers are composed of chemically
active materials or compounds that convert readily and permanently from one com-
position to another when subjected to sufficient energy to initiate the reaction. For
the purposes of this discussion, the active fillers to be considered are often composed
of active elements, such as titanium, aluminum, hafnium, zirconium, vanadium, and
niobium, and the energy applied to initiate the conversion is heat. Nonactive filler
materials often require prior metallization of the ceramic substrate to provide for
enough wetting, so an interface (usually reactive) is formed. Physical vapor deposi-
tion (PVD), chemical vapor deposition (CVD), or mechanical metallization can be
used to deposit metallic films, such as molybdenum, manganese, tungsten, or their
combination onto ceramic surfaces prior to brazing. This additional metallization
step can complicate the brazing process and makes quality control of the joint more
difficult. Brazing with active filler materials is a relatively simple method and is
generally preferred over brazing with nonactive fillers.

3.4.1 Active Brazing

Both zirconia and titanium have been widely used for biomedical applications due
to their excellent mechanical properties and favorable biocompatibility [23, 30]. It
is desirable to bond these two materials together for some applications [30]. Some
earlier studies have selected active filler alloy brazing as the joining technique for
zirconia to Ti-6Al-4 V and have successfully brazed the zirconia to Ti-6Al-4 V with
Ag-Cu series filler materials [53–55]. Although this method seems very promis-
ing in terms of interfacial strength, it might meet with some objections regarding
biomedical applications and the possible toxicity of Cu. Lasater disclosed a method
to produce hermetically sealed zirconia-to-titanium joints using a titanium-nickel
alloy filler material [56]. Fey and Jiang discovered that zirconia could be joined to
titanium alloys using pure nickel brazing filler material [57]. In such a case, the tita-
nium element from the base metal diffuses with nickel filler material and reacts to
form a eutectic alloy at the interface. The Ni2Ti4O phase that formed upon cooling at
the ceramic-to-metal interface is responsible for the bond development. Jiang et al.
reported that the zirconia-to-Ti-6Al-4 V brazed joints have good biocompatibility
and have been successfully used for the second-generation neuromuscular micros-
timulators developed at the Alfred Mann Foundation, Santa Clarita, California, USA



38 G. Jiang and D.D. Zhou

[30]. Other successful examples of ceramic-to-metal packages include alumina to
Ti-45%Nb alloy package brazed with TiNi-50 R© active filler metal, for cochlear
implant application; alumina to pure niobium case bonded with TiNi-50 R© filler
metal, also for cochlear implant; and alumina to a metal assembly brazed with a
modified active filler metal, for artificial retina packaging.

3.4.2 Nonactive Brazing

3.4.2.1 Metalized Ceramic Brazing

By metalizing the surface of the ceramic to be joined by depositing or embedding
metal by electroplating, sputtering, ion-implanting, or some other means, brazing
with a metal filler can be accomplished as is normally done with metal substrates;
that is, by simply selecting a filler that is compatible with the metalized surface
material.

3.4.2.2 Noble Metal Brazing

Noble metal brazing is most commonly based with silver or platinum and their
alloys, and somewhat less often based with copper or nickel, and occasionally based
with other noble metals (e.g., palladium and gold) [58]. Such brazing is normally
done in air, or even an oxygen-rich atmosphere, with evidence that noble metal
oxides form and bond with the ceramic substrate, particularly with oxide ceram-
ics. Correia et al. have thoroughly investigated the potential use of platinum as an
interlayer (25 μm) between tetragonal zirconia polycrystal (TZP) and Ti-containing
blocks within a wide temperature range [59]. Though the chemical reaction is
strong, the interfaces are rather weak, actually failing at the interface between the
TZP and the platinum-rich zone. In TZP/(Au-25 μm)/Ti joints brazed under vac-
uum, the infinite supply of Ti to the interface through the liquid Au results in a
continuous interface without gaps. However, the Ti-Au intermetallics formed at the
interface do not hinder Ti-diffusion toward the ceramic to form unfavorable Ti-
oxides and TixAuy intermetallics [60]. Silver was also tested in the form of thin foil
(35 μm) for the production of TZP/Ti joints at 980◦C under vacuum. The interfacial
reaction seemed stronger than in the Au case. A thick zone of a Ti-oxide (assigned
to Ti3O2) formed at the interface featuring large holes. When zirconia was brazed
to titanium and its alloys with palladium in an induction furnace, bonding formed at
the interface. However, the brazed joint contains pores, thus the hermeticity of such
joints is a problem.

3.4.3 Diffusion Bonding of Ceramic-to-Metal

Diffusion bonding eliminates any foreign material as needed in brazing so it would
be preferred for implantable medical device applications. Alumina can be diffusion
bonded to a few biocompatible metals including tungsten, platinum, molybde-
num, stainless steel, and niobium [58, 61]. Zirconia has been successfully diffusion
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bonded to niobium too. However, the poor machinability of niobium and molybde-
num, and the poor mechanical properties of platinum have probably limited their
applications. Zirconia-to-titanium alloy joints were also attempted by diffusion
bonding [55, 59, 62] and low-strength joints were obtained, probably due to the
Ti embrittlement caused by the enlargement of Ti-grains by two orders of magni-
tude. Diffusion bonding of TZP and Ti with a zirconium interlayer (30 μm) inserted
between has been attempted by Agathopoulos et al. [62]; however, no successful
joint has been reported.

3.5 Hermetic Seal with Fusion Welding

Fusion welding is often the final step in creating a hermetic seal for the implantable
device. A variety of fusion welding methods used for hermetic metal-to-metal seals
include laser-beam welding, electron-beam welding, resistance welding, and tung-
sten inert gas (TIG) welding, to name a few. The designers choose a particular
welding method for their hermetic packages often based on the following con-
siderations: the materials of the parts to be sealed, the specimen size, equipment
availability, the joint configuration, and cost. Both laser-beam welding and electron-
beam welding are high-energy welding processes. Laser-beam welding has become
more and more popular over other methods in the recent years, most likely due to
the following reasons:

1. Electron-beam welding requires a vacuum, while laser welding can be done in air
or in an inert environment. Argon and helium mixtures are often the preferable
inert laser-welding gas for protective purposes. Moreover, helium is the ideal gas
for helium-leak testing.

2. Maintenance and operational costs for a laser-welding system are moderate.
3. A small heat-affected zone can be achieved with laser welding, which is partic-

ularly critical for the miniaturized implantable medical device, where too much
heating or the close proximity of the heating zone might cause damage to the
components inside the package.

4. No filler material is needed for laser welding with a properly designed weld joint.
5. Besides the challenge of designing a joint suitable for resistance welding, the

process of hermetic sealing by resistance welding is often difficult, if it is even
possible at all.

A successful laser weld in the application of a hermetic seal requires precision
aiming stability, vibration isolation between the work surface and the environment,
accurate location of the weld position, and real-time optical power feedback. Good
coordination among the laser power supply, the motion control system, the vision
system, the control computer, and operator is critical. Advanced laser-welding sys-
tems often have features, such as real-time power feedback, power ramping, and
pulse shaping, to achieve the best weld quality possible.
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Strong hermetic welds can be achieved by optimized laser parameters, proper
joint design, and materials selection. Similar metallic materials are preferable for
laser welding. Good welds can be obtained when welding titanium and its alloys,
noble metals and their alloys, tantalum, and niobium. Welding Nitinol (a Nickel
Titanium (NiTi) shape memory alloy composed of approximately 55% Nickel by
weight) to itself has been successfully performed using laser welding [63], TIG
welding, and resistance welding [64, 65]. 316 and 316 L stainless steels are con-
sidered among the most biocompatible of the stainless series, followed by 304 and
304 L stainless steels. A calculated Creq to Nieq ratio of 1.52 to 1.9 is recommended
to control the primary mode of solidification and prevent solidification cracks in
type 304 L while the Creq/Nieq ratio of 1.42 to 1.9 is recommended for type 316 L
stainless steel [66]. Fusion welding of Tungsten tends to yield welds that are very
brittle. Joining Nitinol to stainless steel is often difficult due to the formation of brit-
tle intermetallic compounds such as FeTi and Fe2Ti. Nitinol can be welded to other
metals such as tantalum and niobium to yield acceptable joints [65]. Though joints
with dissimilar metals can be achieved, issues such as galvanic corrosion have to be
addressed when used in implantable medical device packages.

Frequently, more than one processing method can be used for assembling an
implantable medical device. For example, ten critical joints of the first-generation
neuromuscular microstimulator were accomplished by using four different tech-
nologies including infrared laser beam-assisted welding, TIG welding, resistance
welding, and microsoldering [14]. Laser welding, active brazing, resistance weld-
ing, and microsoldering have been implemented for the second generation of
neuromuscular microstimulators produced at The Alfred Mann Foundation, Santa
Clarita, CA.

3.6 Conductive Vias on Ceramic Substrate

An alternative to the ceramic-to-metal feedthrough is the use of conductive vias on
a ceramic substrate that can be produced by either high-temperature cofired ceramic
(HTCC) or low-temperature cofired ceramic (LTCC). Because HTCC parts are fired
at 1,400◦ to 1,500◦C, refractory metals are often used for circuit traces, which results
in high electrical resistance compared to noble metals. This resulting poor conduc-
tivity often has a detrimental effect on circuit performance. LTCC parts are fired
at a lower temperature of about 950◦C, so that silver and gold can be used as the
conductor materials. Also, a wide variety of resistive and dielectric materials can be
applied before firing to form passive components. Moreover, multiple layers with
buried components can be formed, and active components with large I/O counts can
be connected with wire bonding, surface mount, or flip chip techniques. These tech-
niques allow unpackaged semiconductor device mounting, which further reduces
board real estate for a given circuit configuration, so LTCC is often the preferred
process. One application utilizing conductive vias on ceramic substrate is for the
artificial retina where platinum-containing glass frit is used for the conductive vias



Hermetic Packaging for Implantable Medical Devices 41

[67]. One challenge with utilizing the conductive vias on ceramic substrate parts
for hermetic packaging is the limitation of high-temperature postprocessing of the
ceramic substrate. In many cases, it is desirable to braze titanium and its alloys (for
zirconia substrate) or niobium and its alloys or titanium-niobium (for alumina sub-
strate) package walls to a via containing ceramic substrate to provide a means for
achieving a final hermetic seal. It is possible that the hermeticity of the conductive
vias could be compromised after the subsequent high-temperature processing.

4 Testing Methods for Hermetic Sealing of Implantable
Medical Devices

4.1 Mechanical and Environmental Tests

An implantable active medical device should be constructed to not only with-
stand the mechanical forces that may occur during normal conditions of use,
but also other possible environments – induced stresses, such as vibration, free
fall; atmospheric pressure changes; and temperature changes during packaging,
storage, transportation, and handling in an operating room. A list of mechani-
cal tests often applicable to medical device packaging includes tensile, fatigue,
vibration, shock, compression, and flexural testing. Environmental tests include
temperature cycling, humidity, and corrosion tests. Refer to appropriate standards
from the International Organization for Standardization (ISO), Association for the
Advancement of Medical Instrumentation (AAMI), American Society for Testing
and Materials (ASTM), and other agencies for detailed testing procedures.

The first-generation neuromuscular microstimulators consisted of a cylindrical
glass capsule with a rigidly mounted electrode on each end, as shown in Fig. 4
[68]. It has been utilized for many applications from shoulder subluxation, to sleep
apnea, to urinary incontinence, to foot drop, to knee osteoarthritis, to wrist and fin-
ger contractures, and to pressure ulcers [69, 70]. The mechanical integrity of the
package has been tested by three-point bending over its long axis, tensile tests along
its axial direction, free drop to steel instrument tray, five temperature cycles between
autoclaving and freezing [14].

Fig. 4 The package of the
first-generation
neuromuscular
microstimulator. (Reprinted
from [71] with permission of
Springer)

In 2006, Loeb et al. reported that among a total of 80 neuromuscular microstim-
ulators that were implanted in 35 participants in five different clinical trials, four
unresponsive implants were visibly broken as determined by X-ray analysis [71].
Two of the four failures occurred in adjacent neuromuscular microstimulators in
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one patient after several months of tetanic stimulation to treat flexion contractures
of the hand. Both had been inserted in the same orientation, with the Ta stimulation
electrode located deep in the interosseous membrane to target nerves to the extensor
muscles of the forearm. It is hypothesized that the failures of the clinical implants
occurred as a result of repeated bending stress applied by the contracting muscle
to the exposed 0.5-mm-long segment of the Ta stem, a ductile wire of 0.25 mm
in diameter that is sealed into the relatively large glass capsule at one end and the
Ta electrode at the other, as shown in Fig. 5. This was confirmed in a series of
in vitro repetitive stress tests. Modifications were made to enhance the mechanical
integrity of the glass package. This experience suggested the importance of appro-
priate mechanical tests to reveal the integrity of the device package prior to any
application.

Fig. 5 A bent tantalum stem between the tantalum electrode and glass capsule. (Reprinted from
[71] with permission of Springer)

4.2 Hermeticity Testing Methods and Their Limitations

High-quality hermetic seals place implantable medical devices among the most
reliable assemblies [4]. Rigorous tests ensure the quality of the hermetic seals in
such products. MIL-STD-883, Method 1014.10 provided details of the various her-
meticity test procedures that have been adapted by the biomedical device industry.
Generally speaking, a package with a standard air equivalent leak rate greater than
1 × 10−5 atm-cc/sec is considered a gross leaker. Packages with leakage below this
rate are considered fine leakers. There are generally four methods of ascertaining a
gross leak, including [41]:

1. Forcing a liquid, such as fluorocarbon liquid, into the package through the gross
leak channel, vaporizing or decomposing this liquid in the package, thereby forc-
ing the resultant gas out through the same leak channel, and then detecting the
gas by the bubble test or the vapor detection test;
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2. Forcing a liquid into the package, and then detecting its presence by a change in
weight (the weight gain test) or by the deflection of the lid due to an increase in
pressure by an interferometer;

3. Performing a dye penetrant test; and
4. Performing a residual gas analysis (RGA).

Helium-leak detectors, radioactive decay detectors, and interferometer (optical)
leak detectors are all capable of fine leak detection. The most commonly used in the
biomedical device industry is the helium-leak detector.

A helium-leak detector is a mass spectrometer tuned to analyze the helium
gas. The detection limit of a helium-leak tester is generally 1 × 10−9 atm-cc/sec
or better. Prior to the helium-leak test, the hermetic package is either subjected
to high-pressure pure helium for a period of time (“bombed”) or sealed in a
helium-containing environment. Calibration of the helium-leak detector is presently
accomplished using a calibrated helium-leak standard consisting of a small cylinder
charged with helium at atmospheric pressure. The cylinder contains a filter through
which helium exits at a fixed calibrated rate when the cylinder valve is opened, and
the temperature at which the leak was calibrated is marked on the cylinder (typically
22–23◦C). The calibrated helium-leak cylinder should be at this temperature when
calibrating the system. Otherwise, an appropriate temperature compensation factor
should be used in calculating the test object leak rate. When using the calibrated
leak to set the sensitivity of the helium-leak detector, the detector meter is set for
direct readout at the leak rate figure marked on the calibrated leak cylinder.

Radioactive decay is a technique in which a radioactive gas is placed inside the
cavity of the device during device manufacture or by bombing after manufacture
is complete. This technique is similar to the helium fine leak test method except
that radioactive gas, such as krypton-85/dry N2 mixture, is used. Krypton 85 is a
radioactive inert noble gas that emits very weak gamma rays and beta particles.
Parts are submerged in the radioactive gas for some time. After the part surfaces
are free of residual radioactive gas, it is placed in a chamber connected to a scin-
tillation crystal detection system that actually counts the number of Kr-85 particles
inside the package. This is different from the helium fine leak test, which measures
the rate of helium leaking out of the device. The leak rate of the device is cal-
culated by a formula based on the concentration of Kr-85/N2 tracer gas used, the
bombing time and pressure, and the measured reading on the device. An Atomic
Energy Commission license is necessary for possession and use of radioisotope test
equipment and manufacturers are reluctant to use this method.

Optical leak testing is based on the deflection of the package lid when the pres-
sure outside the package differs from that inside the package, either by evacuation
or pressurization. The amount of deflection is measured by an interferometer, often
a laser interferometer. Optical leak testing is not applicable to many devices where
no suitable package configuration is available.

Fine and gross leak tests should be conducted in accordance with the require-
ments and procedures for the specific test conditions for the device. Combinations
of fine and/or gross leak testing can be conducted in sequence or at the same time.
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Cumulative Helium Leak Detection (CHLD) is a variation on conventional leak
detection that allows for gross and fine leak testing in the same pass and the poten-
tial for helium-leak detection at leak rates several orders of magnitude lower than
with conventional leak-detection methods.

For an implanted device with circuitry inside, moisture level is often considered
the most critical piece of information as many electronic failures are directly related
to moisture accumulation and condensation [36, 37, 40].

To some degree, the functional lifetime of a device can be estimated based on
the moisture level accumulated inside the device. Lifetime estimation is commonly
done with equation 1 based on when the moisture level inside the device reaches
the dew point at body temperature, or the consensus [41] among scientists and engi-
neers that the amount of liquid water necessary to promote corrosion is when three
monolayers of liquid water form on the internal surface of the packaged device.

The dew point is a key parameter in controlling the ability of moisture condensa-
tion. The condensation process inside a package to form water droplets is a function
of device temperature, internal pressure, and more importantly moisture level. With
a known temperature and pressure, the dew-point level can be determined from the
dew-point nomograph shown in Fig. 6 [72]. From the nomograph in Fig. 6, it can be
seen that at 1.0 atm and 0◦C, the moisture concentration needed for forming water
droplets is 6,000 ppm. At levels below this percentage of water vapor, liquid drops
will not be able to form. Hence, most materials and sealing processes are selected
to keep the internal package environment at or below 5,000 ppm of moisture for the
lifetime of the device. The rationale being that, at 5,000 ppm, the water vapor dew
point is below the freezing mark, and therefore any moisture that would condense
inside the package would be in the form of ice crystals and not be available for cor-
rosion processes. Of course, one could argue that for implantable medical devices,
the body temperature is about 37◦C, so a higher moisture level should be allowed.
But, some contaminants could promote moisture condensation considerably before
the moisture reaches the saturation level of the dew point. A humidity test applicable
to a specific medical device often has to be run to determine a safe moisture level as
the baseline threshold.

t = − V

LH2O

[
ln

(
1− QH2O

�piH2O

)]
(1)

Where: QH2O = the water that has leaked in the device in atm [41]

V = the available internal volume of the package (volume of the parts inside
the package should be subtracted) in cc

t = the time in seconds
LH2O = the true water leak rate = 0.471∗LHe in atm-cc/sec
�piH2O = the initial difference in the water partial pressure on the outside less

the partial pressure on the inside the package (water vapor partial pressure in
human body is 0.061 atm)
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Fig. 6 Dew-point
nomograph that correlates
pressure, temperature, and
water content (As shown, at
1.0 atm and 0◦C, the dew
point is 6,000 ppm of water).
(Reprinted from [72] with
permission of ASM
International)

4.3 Biocompatibility Tests

The international standard organization ISO 10993 standard plays an important
role in the assessment of the biocompatibility of a medical device. In principle,
a great number of tests have to be undertaken depending on the intended use of
the medical device. The standard describes tests on toxicity, carcinogenicity, and
hemocompatibility, among others. Some of these tests are simple in vitro tests,
while others require extensive animal experiments. For implanted medical devices,
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where direct contact is made with blood, tissue, or bone (such as implantable
cochlear implants), extensive in vitro and in vivo tests are required [73]. Refer to
ISO 10993 for more discussion and detail on the selection of individual tests that
should be done for a particular biological interaction or biological effect. In gen-
eral, details of test methods are not given in the ISO documents and reference is
made to other documents such as the American Society of Testing and Materials
(ASTM) and The United States Pharmacopeia (USP) standards for procedures and
methodologies. Most of the tests can be performed by laboratories specializing in
biocompatibility testing. Listed below is the battery of tests often recommended
by the FDA for Class III active implantable medical devices that make long-term
contact with bone or tissue: cytotoxicity, sensitization, irritation or intracutaneous
reactivity, acute systemic toxicity or pyrogenicity, subchronic toxicity, genotoxi-
city, implantation, chronic toxicity, and carcinogenicity. Additional tests, such as
the hemo-compatibility testing, are required for blood contact implantable medical
devices.

4.4 Corrosion Tests

Various electrochemical techniques have been employed to characterize the cor-
rosion behavior of medical device packages [74]. Open-circuit potential measure-
ments determine the corrosion potential of a metal in an electrolyte. Its value can
be used to predict the long-term lifespan of metal packages under passive corrosion
conditions. Corrosion rates and corrosion behavior of passive coating layers can be
obtained by potentiodynamic or potentiostatic polarization methods, with which the
polarization resistance and corrosion current density can be determined [75]. The
breakdown potential, the potential above which surface pits are initiated, is usually
defined as the potential at which there is a large increase in the response current. An
anodic polarization curve measured on a Ti alloy is shown in Fig. 7. In the potential
range of 0.3 to 1.1 V, a current plateau is visible, which indicates the Ti surface
passivation. However, at higher potentials than 1.2 V, anodic current increases dra-
matically, suggesting surface activation or breakdown. When used as a metal case,
care should be taken to make sure potential on the Ti surface does not exceed the
breakdown potential.

Electrochemical Impedance Spectroscopy (EIS) is a powerful nondestructive
method to characterize biomaterials. Electrode materials, solution resistance, elec-
trode/electrolyte interface impedance, charge transfer resistance, and surface rough-
ness/double layer capacitance can be measured and their frequency response
properties can be determined in a fast frequency scan.

Cyclic voltammetry (CV) has been employed to determine the operational poten-
tial window (the water window) limited by the H2 and O2 evolution potentials due
to electrolysis of water on the cyclic voltammogram.

There are several ASTM standards that describe electrochemical testing tech-
niques for the evaluation of corrosion behaviors of metal materials. Two useful
methods are ASTM G5 – 94: Standard Reference Test Method for Making
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Fig. 7 An anodic polarization curve measured on a Ti alloy in saline solution at 37◦C. The scan
rate is 1 mV/second. See text for additional details

Potentiostatic and Potentiodynamic Anodic Polarization Measurements and ASTM
G106 – 89: Standard Practice for Verification of Algorithm and Equipment for
Electrochemical Impedance Measurements. Although most ASTM electrochemical
testing techniques are developed for stainless steels, the test methods and procedures
can be adapted for noble metals used in implantable medical devices.

Long-term stability of the metal package of medical devices is assessed in
vitro through active soak tests under constant pulse stimulation. The packages are
tested in buffered saline solutions at body temperature, or elevated temperatures for
accelerated tests [76].

4.5 Morphological and Microstructural Characterization

Both light and scanning-electron microscopy (SEM) can provide valuable infor-
mation about the surface of materials. The smoothness or roughness of surfaces
can influence how materials interact with tissues and body fluids. Smoothness
or roughness may also affect the binding of protein and biochemical intermedi-
ates (lymphokines and cytokines), which may also help determine a material’s
biocompatibility.



48 G. Jiang and D.D. Zhou

Electron microscopes create magnified images by using a beam of electrons
as an imaging source. They resolve images at much higher magnifications than
light microscopes can, often at magnifications up to 300,000 times. SEM can
yield topographic images and elemental information when used in conjunction
with energy-dispersive x-ray analysis (EDX) or wavelength-dispersive x-ray spec-
trometry (WDS). Elemental analysis using SEM/EDX or SEM/WDS is useful
for qualitative and semiquantitative determination of elemental content and for
obtaining correlation between microstructures and elemental composition.

Atomic force microscopy (AFM) is another powerful tool for examining the
topography of a surface. It works much the same way as a profilometer does, only
on a much smaller scale: a very sharp tip, often a silicon tip, is scanned across a
sample surface at very short distance and the change in the vertical position reflects
the topography of the surface. By collecting the amplified height data for a suc-
cession of lines it is possible to generate a three-dimensional map of the surface
features with nanometer resolution. This instrument can also be used to evaluate
crack formation and growth in both plastics and metals [77].

Other surface analytical techniques, such as x-ray photoelectron spectroscopy
(XPS), Auger electron spectroscopy (AES) and secondary ion mass spectroscopy
(SIMS) have been utilized to show that the elements of the titanium alloys are
present in their surface oxides [78]. Transmission electron microscopy (TEM) and
scanning transmission electron microscopy (STEM) studies showed that the oxides
of the Ti-6A1-4 V alloy have a more complex microstructure and a different crys-
tallinity, which are properties that could affect the biocompatibility of these titanium
alloy implants.

X-ray diffraction enabled researchers to understand the microstructure of crys-
talline materials. To reveal the bonding mechanism of hermetic titanium alloys to
yttria-stabilized tetragonal zirconia polycrystal (Y-TZP) ceramic-brazed joints, X-
ray diffraction analysis on the fractured braze joints was conducted and revealed
that the nickel titanium oxide (Ni2Ti4O) formed at the zirconia ceramic to titanium
metal interface is responsible for the bonding [15].

4.6 Accelerated Life Test

For faster product development or improvement, accelerated life testing (ALT) can
be used to determine the reliability of implants in accelerated use conditions [79].
Accelerated life testing helps to identify failures and failure modes qualitatively or
predicts package lifetime quantitatively at normal use conditions (Accelerated Life
Testing Online Reference, ReliaSoft’s eTextbook for accelerated life testing data
analysis [80]).

Among various stresses used to accelerate failures, temperature is widely
accepted in accelerated life tests. The Arrhenius life-temperature model has been
widely used in temperature-accelerated life testing [81]. The Arrhenius reaction rate
equation proposed by the Swedish physical chemist Svante Arrhenius in 1887, is
given by equation 2 [82]:
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r = A× exp

(
−Ea

kT

)
(2)

Where

r is the reaction rate
A is a constant with the unit sec−1 for first-order reactions
Ea is the activation energy (eV)
k is the Boltzman’s constant (8.62 × 10−5 eV K−1)
T is the absolute temperature (Kelvin).

Practically, a modified equation derived from the above Arrhenius reaction rate
equation is used to determine acceleration factors (K) in an accelerated life test for
a package:

K = exp

⎡
⎣ Ea

k
(

1
Tu
− 1

Tt

)
⎤
⎦ (3)

Where Tu is the intended use temperature of the device, i.e., body temperature in
Kelvin and Tt is the elevated test temperature. It is clear from Eq 3 that the accel-
eration factor is sensitive to Ea at given test temperatures. The activation energy for
the specific failure mode should be used in determining acceleration factors.

4.7 X-Ray Microscopy

X-ray microscopy permits nondestructive assessment of internal damage, defects,
and degradation of a hermetic package. Illuminating a sample with X-ray energy
provides images based on material density that allow for characterization of crack-
ing, breakage, de-lamination, and defects in components. Figure 8 shows a void
(about 75-μm wide) at the ceramic-to-metal joint interface of a brazed case pack-
age, which cannot be seen by visual inspection. X-ray microscopy has also been
used as a 100% screening test for cochlear implants. However, cautions have to be

A gap between the mating
surfaces of ceramic and
metal parts

Fig. 8 A void at the ceramic-to-metal joint interface shown by X-ray imaging
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Fig. 9 SAM image (a) and SEM cross-section images corresponding to the left (b) and right (c)
brazed areas in (a). Cross sectioning was done along the horizontal dotted line in (a). (d) SAM
image of a 50-mm diameter brazed assembly showing a large edge-opening void at the right.
(Reprinted from [83] with permission of ASM International)
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taken when examining implantable medical devices containing memory chips, as an
overdose of X-ray radiation can permanently erase the stored data and potentially
cause device failure.

4.8 Acoustic Microscopy

Acoustic microscopy is another nondestructive testing method that uses acoustic
impedance to produce high-resolution images of a sample’s interior structure to
detect “difficult-to-find” defects, such as interfacial separation in printed wiring
boards, solder ball de-lamination in ball grid arrays, and die-attach voids, in pro-
cessor element modules. Scanning acoustic microscopy (SAM) can be utilized for
braze joint evaluation where the joint configuration is suitable [83]. Figure 9(a) is
an SAM image of a brazed case. The large white oval area represents the body, and
the gray ring on the right perimeter corresponds to a sound joint, while the white
irregular area in the left perimeter corresponds to an area containing voids. Cross
sectioning was made along the dotted lines and samples were prepared for SEM
analysis. Figure 9(b) is the cross section of the white joint area in the SAM image
where a huge void in the braze joint can be seen. Figure 9(c) is the cross section
of the gray joint area in the SAM image where a good braze is shown. Figure 9(d)
shows an SAM image of a 50-mm diameter assembly formed by vacuum braz-
ing. Three voids are evident in the joint gap, including a large edge-opening void
at the right [83]. For suitable joint configurations, SAM can be used for a 100%
nondestructive screening test.

5 Challenges of Hermetic Packaging for Implantable
Medical Devices

5.1 Long-Term Stability of Ceramic Materials

For many applications it is desirable that the implantable medical devices remain
benign in the subject for the rest of the subject’s life to avoid a secondary removal
surgery. The intent is to leave the implanted neuromuscular microstimulator in the
subject’s body for the rest of his/her lifetime, which could be up to 80 or more years
[15]. The cochlear implant is now the treatment of choice for children with profound
and severe congenital and neonatal hearing loss [84, 85]. The long-term stability of
the package for both of these devices is very important.

3 mole % Y-TZP (3Y-TZP) has much higher flexural strength and fracture tough-
ness than the polycrystalline α–Al2O3. It has been adapted as the packaging material
for both cochlear implants and neuromuscular microstimulators, because of an
incident of fracture of an alumina-cased cochlear implant implanted in a young
child. However, 3Y-TZP can suffer from low-temperature degradation (LTD) in
moist environments. This aging phenomenon is caused by the transformation of
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the crystalline structure from the tetragonal (T) phase to the monoclinic (M) phase,
resulting in a decrease in strength and toughness, along with micro and macroc-
racking [86–88], which limits 3Y-TZP’s long-term applications. Searching for new
bioceramic materials that have improved antidegradation properties is currently one
of the most active research fields. Alumina-toughened zirconia [89–91], zirconia-
toughened alumina [92,93], Y-TZP with slight alumina doping [94], and zirconia
ceramic with other oxide additions [95] all showed better hydrothermal stability
than 3Y-TZP and have been proposed for potential use for long-term implantable
packages. However, no report on their biocompatibility has been published and the
manufacturing process of these materials is still maturing.

5.2 Metals and Alloys Corrosion

An implantable medical device is not only exposed to the harsh environment of the
human body, but also to the electrical potential or current that is generated by the
implantable medical device itself [7]. Corrosion is one of the major degradation
mechanisms affecting the lifetime of metal packages used in medical implants in
the body. The corrosion process will induce adverse biological reactions in the body
and can lead to mechanical failure of the implants. The packaging materials or con-
struction must eliminate the corrosion risk in the body in both passive and active
conditions.

The driving force for passive electrochemical corrosion in a biological environ-
ment is the potential variation between the different materials. A typical example
of passive corrosion processes is galvanic corrosion. When two dissimilar metals
are in contact with each other and exposed to an electrolyte, a potential is set up
between the two metals and a galvanic couple is formed. In the presence of an
electrolyte, this galvanic couple acts as an electrochemical corrosion cell. In this
galvanic couple, one less noble metal will become the anode while the more noble
material will act as the cathode in the corrosion cell. The potential difference will
result in electrochemical reactions and generate current flow in the corrosion cell,
and the oxidation reaction in the cell will cause the anode to corrode. Moreover,
the corrosion rate for the metals will be altered when they form a galvanic couple,
and the corrosion of anodic material in the corrosion cell will be accelerated by the
cathode and subsequently will corrode faster than it would have all by itself.

Crevice corrosion is another passive corrosion process which will cause localized
corrosive attack. Crevice corrosion may occur in small occluded areas of a stag-
nant solution or in crevices where the metals are shielded from full exposure to the
surrounding environment. The occluded portion of metal surface has a lower oxy-
gen concentration than the surrounding medium due to restricted oxygen diffusion
into the shielded areas. Such localized oxygen concentration difference in crevices
will form a potential difference and initiate galvanic corrosion on the anode. In the
crevice corrosion cell, the lower oxygen portion in the crevice acts as an anode while
the exposed portion with higher oxygen acts as a cathode.
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Active electrochemical corrosion on a metal package is driven by the potential
or current, which is generated during neural stimulation by an implant. Most neu-
rostimulation applications use a charge-balanced, biphasic, cathodic-first current
pulse. When the metal package of an implantable device is used as a return elec-
trode, active electrochemical corrosion will cause metal dissolution. Depending on
the current density or charge density applied, the resulting voltage on the metal pack-
age may exceed the safe electrochemical window to induce irreversible Faradaic
reactions, including anodic dissolution and oxide formation. In an extreme con-
dition, the electrode voltage on the metal package may exceed water window
potentials to cause water electrolysis and gas evolution. Hydrogen or oxygen evo-
lution due to water electrolysis that is induced by a stimulus will alter pH [96].
Oxygen evolution during anodic phase will decrease pH, while hydrogen evolution
in cathodic phase will increase pH. Such changes in pH will cause metal corrosion
and possible tissue damage in the electrode/tissue interface [97]. High pH produced
by the cathodic reaction of water analysis reduction leads to dissolution of the pas-
sive oxidation layer. A recent study on hydrogen gas evolution induced by neural
stimulus revealed that free chlorine (in the forms of HOCl, ClO−, and Cl2) was also
detected along with the hydrogen evolution [98]. It appeared that the hydrogen and
chlorine evolution reactions proceeded simultaneously at rates directly related to the
charge injected.

Alloys used in the brazing process of the metal package are susceptible to deal-
loying corrosion. In a dealloying corrosion process, one or more elements are
selectively dissolved, leaving behind a porous residue of the remaining elements
[99]. Under a high stimulus, the resulting electrode voltage may exceed a critical
potential that indicates the transition from passive and stable alloy to rapid dealloy-
ing. Dealloying of metal packages will lead to stress corrosion cracking and will
eventually compromise hermeticity.

5.3 Challenges in Accelerated Life Test

Accelerated life tests usually take too long to be conducted online, as part of
any product development cycle. Therefore, they must be conducted offline, well
before the components, materials, or processes are needed for a given application.
For these reasons, ALT is usually conducted generically, using generic samples
which represent the materials, components, and processes used for a variety of
products [100].

The most significant potential problem with quantifiable accelerated testing is
that failure modes produced might not be modes occurring under normal operating
conditions [101]. Thus care should be taken in an accelerated life test to keep failure
modes unchanged from a normal use condition. Often, multiple failure modes are
associated with packages under tests. In order to achieve a reliable lifetime predic-
tion, the acceleration conditions and the accelerated factors should be identified for
each failure mechanism. In the case of the ceramic-to-metal package for the second-
generation microstimulator, there are two possible failure modes: one mode is the
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loss of the hermeticity of the package due to corrosion occurred in the ceramic-
to-metal seal. The second is 3Y-TZP ceramic surface flaking or self-transformation.
The second mode is more likely when a qualified ceramic-to-metal joint is provided.
A reliable lifetime prediction of the microstimulator package has been done by
determining the Arrhenius factor of the ceramic degradation based on quantitative
information obtained from an accelerated aging test with a dummy microstimulator
ceramic-to-metal package at a series of temperatures and in vivo studies carried out
with microstimulator implants in sheep and rats [15]. It is concluded that a neu-
romuscular microstimulator packaged with 3Y-TZP ceramic can remain hermetic
and retain the ability to withstand a minimum of 15 pounds of cracking load in
three-point bending tests after what is equivalent to 70 years of implantation in a
human body.

To ensure the acceleration test conditions and factors truly correlate the failure
modes produced by ALT with those that occur in normal use conditions, real-time
tests should be carried out in parallel with the accelerated tests [102].

5.4 Hermeticity Test Reliability for Miniature Devices

Miniaturization of implantable medical devices continuously poses challenges
to hermetic packaging practices. For example, the reliability of hermetic tests
decreases with the further reduction of device size. Assuming no moisture is present
within a sealed package at the final seal, and no moisture outgassing from the inter-
nal material after final sealing, at 1 × 10−10 atm-cc/sec helium-leak rate (4.71 ×
10−11 atm-cc/sec moisture leak rate), a calculation based on equation 1 suggests
that it will take less than 2 years to reach the 5,000 ppm moisture level in a 0.05 cc
package. To guarantee a 10-year functional life (based on a final moisture level
≤5,000 ppm) of a medical device with a smaller internal free volume of 0.005 cc,
a true helium-leak rate of 6.05 × 10−15 atm-cc/sec (an equivalent H2O leak rate
of 2.85 × 10−15 atm-cc/sec) is required. This is certainly beyond the capacity of
any helium-leak detector currently available. The current state-of-the-art for helium-
leak testing is claimed by a manufacturer that states that its cumulative helium-leak
detector has a 1 × 10−13 atm-cc/sec true helium-leak rate capability [103]. This
equipment utilizes metallic seals to eliminate any polymer/plastic seals that could
absorb helium. The real operational leak-rate detection capability is about 5× 10−12

atm-cc/sec and the productivity is limited. A separate room with good ventilation is
needed to maintain a low-helium background level for this equipment, and a single
use metal o-ring is required for each part to be tested.

The requirement of a helium-leak test for a MEMS device package with an inter-
nal volume of around 0.001 cc or below for chronic implantation (>10 years) is
definitely beyond the capability of any current helium-leak detector. That is where
getter materials come into play. A getter material can absorb various gaseous species
and can be used to extend the effective lifetime of a medical device by absorb-
ing moisture and other detrimental gas species, such as hydrogen [104–106] and
oxygen [40].



Hermetic Packaging for Implantable Medical Devices 55

5.5 Design challenges for Miniature Devices

The reduced size of implantable medical devices means the amount of water nec-
essary to increase the humidity to corrosive levels in the interfacial environment
becomes exceedingly small. It takes a shorter period of time for moisture or other
ions to go through a narrower sealing wall or an interfacial pathway. Higher qual-
ity bulk materials and void-free interfacial sealing are essential to achieve the same
degree of reliability for a smaller package than a bigger one. The challenges asso-
ciated with hermetic seal design and material processing also increase with further
reduction in device size [107].

5.6 Hermetic Packaging of MEMS for Implantable
Medical Devices

There is tremendous interest in the development of MEMS for medical applications.
In the most general sense, MEMS refers to miniature components or systems that are
fabricated using techniques that were originally developed by the microelectronics
fabrication industry, and then modified for the production of microstructures, micro-
machines, or microsystems such as sensors and actuators [108–110]. Currently,
there are numerous research, development, and commercialization efforts under-
way to create high-performance clinical devices by exploiting the potential for size
miniaturization and integration with microelectronics afforded by microfabrication
and micromachining techniques [108, 111–114].

Materials commonly used in the fabrication and packaging of standard MEMS
devices, including silicon, silicon dioxide, silicon nitride, polycrystalline silicon, sil-
icon carbide, titanium, and SU-8 epoxy photoresist, were evaluated for cytotoxicity
using the ISO 10993-5 standard [115, 116]. The data from this evaluation indicated
that all above-mentioned MEMS materials are suitable candidates for the devel-
opment of implantable medical devices. The deployment of implantable MEMS
devices based on the silicon and related microelectronics materials has generally
relied on protective coatings, such as biocompatible silicone gels, to isolate the
MEMS components from the hostile body environment. Two primary drawbacks
can result from this protective packaging approach: attenuation of signal/stimulus
that must be communicated between the physiological environment and the device
and an increased size that detracts from the benefits of miniaturization particularly
when working in constrained spaces or at the cellular level.

Several hermetic packaging technologies could potentially lead to successful
deployment of MEMS for implantable medical devices [107–111]:

Najafi et al. have developed a biocompatible hermetic package with high-density
multifeedthroughs designed to withstand corrosive environments [107, 108]. This
technology utilizes electrostatic bonding of a custom-made glass capsule to a silicon
substrate to form a hermetically sealed cavity. Even though biocompatibility and
long-term stability have been demonstrated, the required high voltage (2,000 V)
and high temperature (320 to 350◦C) during the process limits its applications.
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“Epi-seal” encapsulation developed by Kenny et al. at Stanford University
consists of a 20∼50-μm thick epitaxially grown polysilicon encapsulation layer
covered by 4 μm passivation oxide. Aluminum partially covers the encapsulation to
form electrical interconnects [109]. Investigation on the hermeticity and diffusion
behaviors of “epi-seal” wafer-scale polysilicon thin-film encapsulation revealed that
hermeticity of the encapsulation is gas species specific: hydrogen and helium easily
travel in and out of the encapsulation, but nitrogen and argon do not [110].

Chiao and Lin reported that a glass-silicon package formed by rapid thermal
processing aluminum-to-silicon nitride bonding can be used for MEMS packaging
applications; a Pyrex R© (Corning 7740) glass is used [111]. Accelerated hermeticity
testing showed that for packages with a sealing ring width of 200 μm and an average
sealing area of 1,000 × 1,000 μm2, the lower bound of the 90% confidence interval
of mean time to failure is estimated as 270 years under “tropical” conditions (35◦C,
1 atmosphere and 95% relative humidity).

6 Conclusions

Advances in hermetic packaging technology have helped in the successful commer-
cialization of many implantable medical devices, including implantable pacemak-
ers, cardioverter defibrillators, implantable neuromuscular stimulators, and cochlear
implants. The continued success of such devices is very much dependent on the
reliability of the hermetic package. The packaging methods discussed in this chap-
ter will continue to play important roles in the realm of hermetic packaging for
implantable medical devices.

Many issues associated with hermetic packaging have yet to be completely
understood, let alone overcome. The continued miniaturization of future implantable
medical devices provides both opportunities and challenges for packaging/materials
engineers to improve the current packaging methods and to develop new methods.
Reliable hermetic micropackaging technologies are the key to a wide utilization of
MEMS in miniaturized implantable medical devices.
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Science and Technology of Bio-Inert Thin
Films as Hermetic-Encapsulating Coatings
for Implantable Biomedical Devices:
Application to Implantable Microchip
in the Eye for the Artificial Retina

Orlando Auciello and Bing Shi

Abstract Extensive research has been devoted to the development of neuron pros-
theses and hybrid bionic systems to establish links between the nervous system and
electronic or robotic prostheses with the main focus of restoring motor and sensory
functions in blind patients. Artificial retinas, one type of neural prostheses we are
currently working on, aim to restore some vision in blind patients caused by retinitis
picmentosa or macular degeneration, and in the future to restore vision at the level of
face recognition, if not more. Currently there is no hermetic microchip-size coating
that provides a reliable, long-term (years) performance as encapsulating coating for
the artificial retina Si microchip to be implanted inside the eye. This chapter focuses
on the critical topics relevant to the development of a robust, long-term artificial
retina device, namely the science and technology of hermetic bio-inert encapsu-
lating coatings to protect a Si microchip implanted in the human eye from being
attacked by chemicals existing in the eye’s saline environment. The work discussed
in this chapter is related to the development of a novel ultrananocrystalline diamond
(UNCD) hermetic coating, which exhibited no degradation in rabbit eyes. The mate-
rial synthesis, characterization, and electrochemical properties of these hermetic
coatings are reviewed for application as encapsulating coating for the artificial reti-
nal microchips implantable inside the human eye. Our work has shown that UNCD
coatings may provide a reliable hermetic bio-inert coating technology for encapsu-
lation of Si microchips implantable in the eye specifically and in the human body
in general. Electrochemical tests of the UNCD films grown under CH4/Ar/H2 (1%)
plasma exhibit the lowest leakage currents (∼7 × 10–7 A/cm2) in a saline solution
simulating the eye environment. This leakage is incompatible with the functionality
of the first-generation artificial retinal microchip. However, the growth of UNCD on
top of the Si microchip passivated by a silicon nitride layer or the oxide layers is also
under investigation in our group as introduced in this chapter. The electrochemically
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induced leakage will be reduced by at least one to three orders of magnitude to the
range of 10−10 A/cm2, which is compatible with reliable, long-term implants.
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1 Scientific and Technological State-of-the-Art of Bio-inert
Coatings for Encapsulation of Implantable Microchips

Implantable medical devices and neural prostheses are being used to address a grow-
ing number of medical problems. This rapidly growing field integrates physiology
and microfabrication technology to produce devices implantable in the human body
for diagnosis and monitoring, therapeutic treatment, and restoration of sense and
motor functionalities in persons affected by degradation or loss of those functionali-
ties, either through genetically induced degenerative conditions or through traumatic
events. Examples of prostheses for restoration of functionality include (a) artificial
joints currently used to replace natural human joints degraded due to age-related
problems and/or genetics; (b) neural prostheses such as the cochlear, brain, or retinal
electrode implants to produce electrical stimulation of nerves or brain or ganglion
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retinal cells; and (c) implantable microchips, such as those used as part of the artifi-
cial cochlear and retinal implants to restore hearing to deaf people and sight to blind
people due to retina degeneration, and many other implantable devices.

Neural prostheses have been used increasingly in treatments for a variety of neu-
rological disorders such as the early cochlear implants and an early artificial vision
device [1–4]. Extensive research has been devoted to the development of neuron
prostheses and hybrid bionic systems to establish links between the nervous system
and electronic or robotic prostheses with the main focus of restoring motor and sen-
sory functions in those who are suffering of dysfunctional conditions. Scientists all
over the world have been developing semiconductor-based implants for the light-
sensitive retina for more than a decade. Artificial retinas are currently aimed at
restoring some vision in blind patients with eye conditions such as retinitis pic-
mentosa or macular degeneration, and in the future to restore vision to the level of
face recognition and more.

In 2002, the U.S. Department of Energy (DOE) set up the Artificial Retina
Research Project. The goal is to design a device with hundreds to a thousand
microelectrodes. This resolution will help restore limited vision that enables read-
ing, unaided mobility, and facial recognition [5]. The basic principle of the retinal
implant under development by the DOE consortium is to translate the visual infor-
mation captured by an externally worn camera into a pattern or electrical stimulation
pulses that are applied to the retina at the ganglion cell level for transmission to the
brain to restore image formation. Clinical trials of a prototype retinal prosthesis
show that completely blind individuals interpret this stimulus as a visual sensa-
tion. The current prototype used in clinical trials is a low-resolution device, which
involves an array of 16 electrodes (Pt dots in a polymer matrix) connected through
thin wires to the microchip located outside the eye. In order to improve this device,
it will be necessary to develop an implantable microchip that can stimulate the gan-
glion cells in the retina at hundreds to thousands of individual locations, in the same
way a display uses thousands of pixels to create an image [6–7].

This chapter focuses on the critical topics relevant to the development of a robust,
long-term artificial retina device, namely the science and technology of hermetic
bio-inert encapsulating coatings to protect a Si microchip implanted in the human
eye from attack by chemicals present in the eye’s saline environment.

Currently there is no hermetic microchip-size coating that provides a reliable,
long-term (years) performance as encapsulating coating for the artificial retina Si
microchip to be implanted inside the eye. The work discussed in this chapter is
related to the development of a novel ultrananocrystalline diamond (UNCD) her-
metic coating, which looks promising in relation to the performance in passive tests
where the coating was exposed to the environment in rabbit eyes and exhibited no
degradation. However, the most stringent test of having a UNCD-coated Si chip
performing with low leakage current (< 10–8 A/cm2) to the saline for an equiva-
lent time of several years, with applied voltages to the chip, as required to excite
the ganglion cells, has not been demonstrated yet, since this program is at an early
stage of research and development. In addition, it remains to be demonstrated that
the interface between the UNCD coating and the electrode layer, whatever it may be
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(e.g., Pt or Au), which will provide the excitation of the ganglion cells in the retina,
will not exhibit delamination, which will render the device useless.

The current implantable microchip, which is a critical component of the artificial
retina, is based on silicon (Si). Silicon cannot be inserted inside the eye because it
is chemically attacked by the saline solution under the operational conditions of the
microchip. Therefore, for the Si-based microchip to be implanted in the eye, it must
be protected from interaction with the saline solution by a hermetic, biocompatible,
and bio-inert encapsulating coating. The package must simultaneously protect the
chip from corrosive eye fluids, protect the eye from the chip materials, and allow the
circuit to interface with the retina through microelectrodes. Although the package
is designed to protect the implantable microchip, it must also protect the biolog-
ical tissue surrounding the microchip. The microelectronics technology has made
significant progress in the past decades and found widespread application in many
areas, but packaging and assembly of these devices have not been able to keep pace,
particularly for biomedical implants [8].

2 Process and Design Considerations for Hermetic
Bio-inert Coatings for Implantable Artificial Retina

Hermetic coatings for encapsulation of implantable biomedical devices should have
a double functionality of protecting the implantable microdevice and the surround-
ing tissues, in order to yield devices with high performance, long service time, and
free of electronic failure. Currently, researchers are exploring two types of pack-
aging technologies, namely (a) hard case and (b) thin-film encapsulating coatings.
The hard-case technology uses metal, ceramic, or glass cases to protect electronics
of implants. A hard case is bulky and presents difficulties for miniaturization. For
implantable microchips, especially for neural prostheses devices, thin-film encap-
sulating coatings provide a better platform choice because of size considerations.
Thus, this review focuses on a discussion of the science and technology of inor-
ganic thin films, specifically, a novel material named ultrananocrystalline diamond
(UNCD) and oxide coatings as potentially strong candidates for application as
hermetic-encapsulating bio-inert/biocompatible coatings. In this chapter, we will
mainly focus on the UNCD thin films. The materials synthesis, characterization,
and electrochemical properties of these hermetic coatings are reviewed for applica-
tion as encapsulating coating for the artificial retinal microchips implantable inside
the human eye.

2.1 Materials for Hermetic-Encapsulating Coatings

The technology for packaging implantable microchips is very challenging because
of the size, material properties, mechanical structure and rigidity, biocompatibil-
ity, required lifetime, and maximum allowable temperature. Reliability, long-term
stability, and acceptable cost are essential requirements for the packaging [9].
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Implantable devices require different packaging systems depending on the shape,
size, and the locations where they are implanted. The surface of the retina microchip
will be exposed to the physiological environment of the eye. Therefore, the
permanently implanted microchip must fulfill special requirements in terms of bio-
compatability and bio-inertness without adverse reactions to the surrounding retina
tissue that may influence its physiological function and without electrochemical
reactions with the physiological environment that might generate gas (i.e., oxy-
gen or hydrogen) and lead to chemical attack of the microchip surface affecting
its functionality. The microchip used in the artificial retinal implant of the DOE
consortium and most other implantable electronic medical devices uses Si as the
structural and functional material. However, the Si CMOS device performance can
be affected by sodium ion incorporation from the saline. Also, Si is soluble in human
fluids, specifically saline over a long time [10]. In addition, hermetic coatings with
good biocompatibility and bio-inertness are critically needed for encapsulation of
bioimplantable devices.

Coating materials currently being evaluated for encapsulating artificial retinal
prototype implants include SiO2 [7], SiNx [11], SiC [12], silicone elastomer, poly-
tetrafluoroethylene, polyimide [13–15], and parylene [16]. However, it has been
shown that SiO2 coatings exhibit dissolution and decay in some retinal implants
when implanted in animals up to 6 months [2, 10]. SiNx coatings often exhibit struc-
tural defects (pin holes) plus chemical reaction with the saline components, which
result in compositional changes of the coating, thus loss of insulating properties and
therefore loss of protection of the microphotodiode underneath [11]. Polyimide and
other polymers are inexpensive and flexible, but tend to absorb significant quanti-
ties of water, which in turn leads to electrical leakage after some time. Implantable
medical devices should last decades, however, and polymers are not considered her-
metic for that period of time [17]. Synthesis and characterization of oxide films as
hermetic-encapsulating coatings are described in detail in the chapter Microchip-
Embedded Capacitors for Implantable Neural Stimulators, in relation to oxide
films for capacitors, because of their double functionalities for microchip-embedded
capacitor application and as components of hermetic-encapsulating coatings.

2.2 Carbon-Based Ultrananocrystalline Diamond (UNCD)
Coatings and Film

In the 1950s to 1980s, two main techniques were developed for the synthesis of arti-
ficial diamond: (a) high-pressure/high-temperature synthesis that yielded artificial
diamond gems [18], and (b) chemical vapor deposition (CVD) [19] that made possi-
ble the synthesis of diamond in thin-film form on various substrates. Different CVD
techniques have been adopted in the synthesis of diamond thin films. Three main
CVD techniques include hot-filament CVD [20], plasma-assisted CVD [21], and
combustion CVD [22]. There are many types of plasma-assisted CVD techniques
according to the energy sources, such as the microwave plasma-assisted CVD (also
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known as microwave plasma-enhanced CVD) [23], direct current plasma-assisted
CVD [24], direct current thermal plasma CVD [25], radio frequency plasma-assisted
CVD [26], and radio frequency thermal plasma CVD [26–28].

Research on diamond thin films focused on the CVD technique to produce dia-
mond films with microcrystalline structure. In order to grow diamond, which in
the bulk is thermodynamically less stable than graphite, early CVD methods [19,
20] involved volatile hydrocarbons, an energy source, and an abundant source of
atomic hydrogen [21, 22]. The growth species is CH3

∗, typically produced by a
methane-containing plasma. Atomic hydrogen drives the hydrogen abstraction reac-
tions that (1) prepare the CH3

∗ adsorption site by removing a hydrogen atom from
the hydrogen-terminated diamond surface, and (2) remove the hydrogen atoms from
the adsorbed CH3

∗, thereby permitting the carbon atom to move into the position
corresponding to an extension of the diamond lattice. Additionally, atomic hydrogen
preferentially etches the graphitic phase. By using a plasma containing H2 (99%)
and CH4 (1%), it is possible to grow diamond films that are largely free of non-
diamond secondary phases. However, atomic hydrogen also etches the diamond
phase, resulting in the formation of intergranular voids and a columnar morphol-
ogy with grain size and rms surface roughness typically ∼10% of the film thickness
(grains size ≤ 1 μm) [29–32]. These conventional CVD polycrystalline diamond
thin films have rougher surfaces than expected and polishing on these synthesis dia-
mond thin films is very time consuming. Studies in recent years focused on the
growth of nanocrystalline diamond (NCD) (grain size of a few hundred nanome-
ters) and microcrystalline diamond (MCD) (grain size from 30 nm to hundred of
nanometers) [33, 34].

Diamond films possess exceptional mechanical properties, chemical inertness,
biocompatibility, and are ideal candidates as protective coatings for bioimplants.
However, the high substrate temperatures (> 700◦C) required for the synthesis of
MCD and NCD films, using conventional CVD techniques described above, involv-
ing hydrogen-rich plasma chemistries, limits the selection range of the substrate
materials. Current silicon microchips based on the complementary metal oxide
semiconductor technology (CMOS), which is the technique that is also used for
bioimplantable microchips, cannot be subjected to processing temperatures above
∼400◦C, otherwise the devices fail. To use diamond films as the hermetic coating of
the artificial retina chips, the deposition/processing temperature should be≤ 400◦C.
The large grain size and low nucleation density of MCD coatings make it difficult to
achieve conformal deposition as hermetic coating on components that have irregular
surfaces. On the other hand, conventional NCD film synthesis techniques involving
the H2/CH4 chemistry require relatively high synthesis temperatures (600–800◦C),
which are incompatible with the thermal budget of Si-based CMOS devices to avoid
destruction of the device.

Ultrananocrystalline diamond (UNCD) thin films developed and patented at
Argonne National Laboratory [35, 36] exhibit a unique nanostructure characterized
by grain sizes of 3–5 nm in diameter and 0.4 nm wide grain boundaries, which
yields a combination of smooth surface, low friction, and high wear resistance [37],
mechanical properties similar to single crystal diamond [38], biocompatibility and
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bio-inertness [39, 40], and chemical inertness [38]. The atomically abrupt grain
boundaries consist of mixture of sp3 (diamond) and sp2 (graphite) bonding. Most
importantly, UNCD thin films are synthesized using microwave plasma-enhanced
chemical vapor deposition (MPECVD) with an argon-rich Ar-rich(99%)/CH4(1%)
plasma chemistry, which is different from the H2/CH4 chemistry used in the syn-
thesis of MCD and NCD films. The novel Ar-rich/CH4 chemistry involves C2
dimers as the main nucleation species and contributors, together with CH3 radi-
cals, to the UNCD film growth. Because the C2 dimers can insert directly onto
the substrate surface without H abstraction, the activation energy for this pro-
cess is only about 6 kcal/mol as opposed to 20–30 kcal/mol for MCD and NCD.
Thus, because of the very low activation energy for nucleation and growth of the
UNCD films, they can be synthesized at 400◦C [41] with growth rates similar to
those observed for high temperature growth. Because of these unique properties,
UNCD could be a suitable candidate for the hermetic coating for artificial retina
microchips.

The hermetic UNCD-encapsulating coatings for artificial retina microchips are
produced using Ar/CH4/H2 gas mixtures injected into a chamber initially evacuated
to a relatively high vacuum (∼10 × 10−7 Torr), with small amounts of hydrogen
gas added in order to decrease the electrical conductivity of the film and render it
electrochemically inert. During film growth, hydrogen is added to the gas mixture –1
to 20% – in order to optimize the resistance of the films. Figure 1 shows a schematic
of the MPCVD system used to grow UNCD films.

The synthesis temperature for UNCD films is 400◦C to be within the thermal
budget of the Si microchip. In order to compare the property change with the syn-
thesis temperature, UNCD films have also been synthesized at 600◦C and 800◦C.
Conductive double-polished Si (N-type, R 0.001∼0.005 �-cm) strips (3 mm ×
25 mm × 0.55 mm) are used as the substrate materials. The substrates are seeded
via immersion in a suspension of nanometer-sized diamond powder (∼5 nm grains)
in methanol solution and ultrasonication for 30 min prior to the deposition to gain
high diamond nucleation density. One end of the coated Si strips is covered with a
Si cover slide (Fig. 2a) to avoid growth of the insulating UNCD coating and pro-
vide a place for electrical connection to the impedance system for measuring the
leakage current as a part of electrochemical tests. SEM observation shows (Fig. 2b)
that the UNCD layer is dense and conformally coats the Si strip entirely, which is a
requirement for an encapsulating coating.

Uniformity of the hermetic coatings is one of the key properties to insure the
quality of the coatings. Using the MPCVD technique to grow the UNCD films,
the arrangement of Si strips on the substrate holder is critical to obtain good film-
thickness uniformity. There is a hot spot in the center area of the plasma, which
results in temperature changes in closely related positions. On the other hand, tem-
perature changes are minimal in positions outside the central area. Figure 3 shows
different sample position arrangements explored to achieve optimum thickness
uniformity.

The film-thickness uniformity has been more difficult to optimize when UNCD
films are grown using MPCVD systems powered by microwaves of 2.45 GHz.
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Fig. 1 Schematic diagram of MPCVD IPLAS system (Innovative Plasma Systems) for UNCD
synthesis

However, a new MPCVD system installed in the Center for Nanoscale Materials
at Argonne, which features 915 MHz microwave power, has already demonstrated
that film-thickness uniformity with ≤ ± 5% is achievable, which is needed for
commercial implementation of the UNCD hermetic coatings.

(a) (b)

Fig. 2 (a) Schematic procedures for growth of UNCD films on Si-simulating microchips; (b)
Cross-section SEM picture of encapsulating UNCD film grown with 1% H2 in Ar/CH4 plasma
showing the UNCD conformal hermetic coating covering the Si substrate
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Fig. 3 Optimization of UNCD film-thickness uniformity via position on the substrate holder in
the MPCVD system

2.3 Oxide Films Alone or as Component of Hybrid UNCD/Oxide
for Hermetic-Encapsulating Coatings

The investigation of UNCD films has demonstrated that UNCD films are intrinsi-
cally good hermetic coatings, although they may need further chemical optimization
to increase the insulating properties or may need to be combined with highly insu-
lating oxide layers. These strategies are part of the appropriate materials integration
with the Si microchip that may be needed to eliminate edge-induced field effects
and/or particulate-induced pinholes that may increase leakage current in the saline
environment of the eye. Therefore, it is relevant to investigate oxide films as alter-
native hermetic-encapsulating coatings or as components of hybrid UNCD/oxide
coatings. Oxide films can be synthesized by magnetron sputter-deposition or more
recently using atomic layer deposition (ALD), which provides a unique growth
process capable of growing films one atomic layer at the time.

Single or multiple layers of TiAlOx, Al2O3, TiAlOx/Al2O3, and TiO2/Al2O3
were synthesized by magnetron sputter-deposition techniques, and more recently by
atomic layer (ALD) deposition (see details of oxide layer synthesis in the chapter
Microchip-Embedded Capacitors for Implantable Neural Stimulators).
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3 Characterization of Bio-inert Hermetic-Encapsulating
Coatings

3.1 Characterization of Chemical, Microstructural,
and Morphological Properties of UNCD Coatings

The chemical, microstructural, and morphological properties of UNCD thin films
have been characterized, using a variety of complementary analytical techniques, as
discussed below.

Visible Raman spectroscopy analysis was performed to characterize the chemical
bonds in the UNCD films. The Raman analysis was performed using a Renishaw
Raman Microscope, with a He−Ne laser at a wavelength of 632.8 nm (energy
1.96 eV). Due to the resonant Raman Effect, there is a much larger Raman scatter-
ing cross section for sp2 (graphite)-bonded carbon than for sp3 (diamond)-bonded
carbon, when a laser with a wavelength in the visible region is used because the
energy of the incident photons is much lower than the energy of the band gap [42].

Two peaks, D band (1330 cm−1) (the activated AIg mode due to the finite crystal
size) and G band (1580 cm−1) (E2g modes of single-crystal graphite), are observed
in the UNCD visible Raman spectra, which represent the sp2-bonded carbon com-
ponent accumulated along the grain boundary. The characteristic Raman peak of a
diamond grain (1332 cm−1), which usually overlaps with the D peak, is observed
when sufficiently large amounts of hydrogen are added to the plasma, because
the introduction of more hydrogen leads to the growth of larger diamond grains.
UNCD has been synthesized with plasma containing 2, 10, and 20% hydrogen and
the results have been compared (Fig. 4). Slight increases of the peak intensities
around 1150 cm−1 and 1440 cm−1 are found, which reveal that more hydrogen was
incorporated into the grain boundaries. Raman spectra show that when the hydrogen
flow is larger than 10%, the typical UNCD structures are not retained. The strong
and sharp peak of 1332 cm−1 appears over the D peak due to a large fraction of
microcrystalline diamond (MCD) included in the films.

Besides the comparison of the hydrogen contents, the comparisons of Raman
spectra on the growth at different temperatures are shown in Figs. 5 and 6 [40].
Results show that when the synthesis temperature decreases, the peak positions
gradually shift from 1330 and 1560 cm−1 (800◦C) to 1360 and 1540 cm−1

(at 400◦C). The height ratio of 1560 and 1330 cm−1 peaks reverses between
700◦C and 600◦C. Visible Raman is more sensitive to the sp2-bonded carbon
as mentioned above; the changes of the peaks reflect the changes in the grain
boundaries.

To observe the sp3 information of UNCD, UV Raman spectroscopy (4.66 eV at
266 nm) is used on the analysis of UNCD synthesized at different temperatures.
This energy can excite both π and σ states and therefore can probe both sp2- and
sp3-bonded carbon. Results show that the diamond peak at 1332 cm−1 increases in
intensity as the deposition temperature decreases (Fig. 5). The broad feature center
at 1600 cm−1 is due to sp2-bonded carbon.
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Fig. 4 Raman spectra of UNCD films grown with different H2 percentage in the Ar/CH4 gas
mixture used to grow UNCD films: (a) 20%, (b) 10%, (c) 2%, and (d) 0%. All curves have been
normalized against the intensity of the peak around 1590 cm−1. UNCD films were grown in the
ANL group (Reproduced from Ref. [40] with permission from Wiley)

Fig. 5 Visible Raman spectra
of UNCD films deposited at
different temperatures
(Reproduced from Ref. [41]
with permission from
American Institute of
Physics)
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Fig. 6 UV Raman spectra of
UNCD films deposited at
different temperatures
(Reproduced from Ref. [41]
with permission from
American Institute of
Physics)

The microstructure information of surface and cross-section morphologies of the
UNCD thin films was observed using a Hitachi S-4700 field emission scanning
electron microscope (FE-SEM). Transmission electron microscopy (TEM) obser-
vation was carried out using a Philips CM30 microscope operated at 300 kV and a
high-resolution JEOL 4000EXII system.

SEM analyses on UNCD films deposited with different hydrogen percentages are
shown in Fig. 7. Results showed that the incorporation of hydrogen leads to dramatic
changes to the UNCD film microstructure. The more hydrogen incorporated, the

Fig. 7 SEM imaging and analysis of UNCD films grown with different hydrogen contents in the
Ar/CH4 plasma, showing the microstructure changes induced by hydrogen incorporation into the
films. The best microstructure is for 1% H2 in the plasma, since this is the densest, thus the most
hermetic for liquid penetration (Reproduced from Ref. [40] with permission from Wiley])
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Fig. 8 Plain view (top) and cross-section (bottom) SEM images of surface morphologies and
microstructures of UNCD films grown at 400◦C and 800◦C, respectively (Reproduced from Ref.
[41] with permission from American Institute of Physics)

rougher the surface and the larger the grain size for the UNCD films. The UNCD
films grown with 10% and 20% hydrogen in the gas phase showed much larger
diamond grains, which is the symbolic microstructure for microcrystalline diamond.
These results match the results from Raman analysis, which showed that higher
incorporation of hydrogen leads to larger grain size.

The comparisons of the microstructures of UNCD thin films deposited at dif-
ferent temperatures are shown in Fig. 8. The growth rates estimated from the
corresponding SEM cross-section images shown in Fig. 8 are 0.2 μm/h at 400◦C
and 0.25 μm/h at 800◦C, which indicates that the growth of UNCD films with the
Ar rich/CH4 plasma chemistry is less temperature dependent.

The results shown in Fig. 8 indicate that the UNCD films deposited at 400◦C
have similar microstructures to those of the films deposited at higher temperatures.
These films are very dense and pinhole-free (Fig. 9). Three different scales are given
to provide thorough views of the films from microstructure to macrostructure. The
SEM images of the very dense UNCD films indicate that they are good candidate
materials as hermetic coatings.

High-resolution TEM studies of UNCD thin films grown at low and high tem-
peratures show similar nanostructures (Fig. 10). As shown in the bright field TEM
images, the density of microcrystals with stacking faults and twinning planes is
slightly higher for UNCD films grown at 400◦C than for UNCD films grown
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Fig. 9 Cross-section SEM images of a UNCD-coated high-conductivity Si substrate, using 1%
H2/98% Ar/1% CH4 gas mixture at nominal 400◦C [43]

at 800◦C. The grain sizes of the films grown at different temperatures are sim-
ilar, with no significant differences. UNCD films deposited at 400◦C maintain
the atomically abrupt grain boundaries observed for the UNCD films deposited
at 800◦C.

Fig. 10 Plain-view high-resolution TEM images of UNCD films grown on Si at 400◦C and 800◦C,
using 1% H2/98% Ar/1% CH4 gas mixture at nominal 400 (Reproduced from Ref. [41] with
permission from American Institute of Physics)
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3.2 Characterization of Microstructural and Morphological
Properties of Oxide Films for Hybrid Hermetic-Encapsulating
Coatings

Al2O3, TiO2, and Al2O3/TiO2 multilayer films were synthesized using ALD depo-
sition technique. Surface morphology and the microstructure of these oxides were
observed using scanning electron microscopy (SEM) (Fig. 11), which shows that
the TiAlOx oxide has formed a dense hermetic layer on a Si surface, even around
sharp corners.

Fig. 11 Cross-section SEM picture of a TiAlOx layer grow on Si, using ALD

3.3 Characterization of Electrochemical Performance
in Saline Solution for Hermetic UNCD Coatings

To characterize the electrochemical performance of the hermetic UNCD films,
cyclic voltammetry tests were performed, using three electrodes in a potentiostat
(Solartron 1287A; Solartron Analytical). Phosphate-buffered saline (PBS) was used
as the electrolyte. A platinum rod was used as the counter electrode. An Ag/AgCl
electrode was used as the reference electrode.

The results of testing UNCD films grown at different temperatures and with dif-
ferent amounts of incorporated hydrogen are shown in Fig. 12. Results showed that
the leakage current densities are on the same order of magnitude for all films, with
the films grown at 400◦C having the lowest leakage current. UNCD thin films grown
with 2% hydrogen in the plasma have a higher leakage current than UNCD films
grown with 1% hydrogen in the plasma (Fig. 12(b)), due to the larger grain size
resulting from a higher hydrogen content during the synthesis.

Samples that have the maximum leakage current at 8 × 10−6A/cm2 using cyclic
voltammetry tests have been tested in a different mode: leakage current versus DC
voltage. Leakage current vs. DC voltage measurements were performed at +5 V for
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Fig. 12 Cyclic voltammogram tests on the leakage current of UNCD films; (a) different tempera-
tures; (b) with different hydrogen content in plasma (Reproduced from Ref. [40] with permission
from Wiley)

three consecutive days. The leakage current was initially ∼2 × 10−7 A/cm2, and
then decayed to ∼1 × 10−7 A/cm2. After the 3-day test, the samples were exposed
to −5 V for three consecutive days. The leakage current was initially 5 × 10−7

A/cm2, and then increased slowly up to ∼10−6 A/cm2. It is not totally understood
yet why the leakage current density is higher while using the cyclic voltammetry test
mode. It appears that there is some surface conditioning at +5 V that might produce
a surface layer that results in a decrease of the leakage current, while that surface
layer might be deteriorated during the negative voltage excursion. More work is
needed, particularly, using biphasic voltage pulses, more similar to the real working
conditions of the retina microchip.

3.4 Characterization of Electrochemical Performance
in Saline Solution for Hermetic Oxide Films

This work is being done to explore bio-inert/biocompatible oxides as alternative
hermetic coatings for encapsulation of the retina microchip. Cyclic voltammetry
investigation of different oxide materials was performed using the three-electrode
mode on the potentiostat (Solartron 1287A; Solartron Analytical). Phosphate-
buffered saline (PBS) was used as the electrolyte. A platinum rod was used as
the counter electrode. An Ag/AgCl electrode was used as the reference electrode.
Figure 13 shows the summary of the oxide materials that have been investigated.
All complex oxide or heterostructure oxide coatings show promising low leakage
currents up to −5 V, except for TiO2.

Further studies are currently under way to optimize the insulating property of
the oxides as the hermetic coatings. Figure 14 shows the most recent research on
Al2O3/TiAlOx as the hermetic coatings for the artificial retina project. Figure 14(a)
shows that a Si chip coated with an Al2O3/TiAlOx layer exhibits a leakage current
as low as 7 × 10−10 A/cm2, which is well below the required leakage current for
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Fig. 13 Leakage current vs. voltage curves from electrochemical tests in saline for various oxide
coatings produced by ALD

Fig. 14 (a) Leakage current vs. time measurement for an Al2O3 (1 μm)/TiAlOx (300 nm)-coated
Si substrate; (b) picture taken during testing showing no bubbling of the coating in physiological
fluid under a constant DC voltage bias

an implantable device inside the human eye. Figure 14(b) confirms the result shown
in Fig. 14(a) by showing no bubbling from the coated Si chip under a 5 V DC bias
voltage.

3.5 Characterization of UNCD/CMOS Integration

A critical component of the development of UNCD as a hermetic bio-inert coating
for encapsulation of Si-based CMOS implantable chips is the demonstration that the
CMOS devices perform to specification before and after being coated with UNCD
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Fig. 15 Measurement of CMOS-device performance before and after coating with UNCD film,
for four hours at 400◦C. There is negligible change in the electrical parameters of the CMOS
device after UNCD deposition, demonstrating that the Argonne-patented UNCD growth pro-
cess is compatible with CMOS devices (200 mm CMOS wafers were supplied by S. Pacheco
(Freescale) and the electrical characterization was performed by Prof. Z. Ma’s group at University
of Wisconsin-Madison)

films at 400◦C. We demonstrated the integration of UNCD with CMOS devices
by growing UNCD layers on 200 mm commercial CMOS wafers kindly provided
by our colleague S. Pacheco from Freescale. All CMOS devices performed with
practically no degradation in output electrical parameters after being coated with
UNCD films about 1 μm thick produced during four hours deposition at 400◦C,
using the Argonne-patented MPCVD growth technique (see Fig. 15).

All CMOS devices tested from different areas of the CMOS wafer performed
to specification, thus demonstrating the required integration of UNCD with CMOS
devices.

3.6 In Vivo Animal Tests of Hermetic-Encapsulating Coatings
for Artificial Retina

Several UNCD-coated Si samples (∼5 mm× 5 mm× 0.5 mm), where the Si was
totally encapsulated by the UNCD layer, as well as two with defects (UNCD
coatings with several pinholes due to the low nucleation density) grown at low
temperature were implanted in rabbit eyes to evaluate the biocompatibility and long-
term biostability of UNCD in the physiological environment of animal eyes. These
tests were passive in the sense that the implants were just Si substrates without any
CMOS circuits, so there was no power applied to the Si substrate. After six-months
implantation, no acute surface damage or evidence for biomaterial attachment was
noted, as determined by SEM (Fig. 16(a) and (b)) and XPS analysis (Fig. 16(c)).
Reactions were observed in two samples with defective coatings, presumably due to
reaction with the rabbit eye’s physiological saline through pinholes.



Application to Implantable Microchip in the Eye for the Artificial Retina 81

Fig. 16 SEM picture of the surface of UNCD coating before (a) and after (b) exposure to the
saline solution in a rabbit’s eye; (c) XPS analysis showing no chemical reactions with the saline
solution

In addition, no deterioration of the retina was elicited by the UNCD coat-
ing. These results indicate that the UNCD coatings exhibit promising bio-inert
performance in animal eyes, and tests in human eyes are thus warranted.

4 Challenges for Bio-inert Microchip Encapsulation
Hermetic Coatings

There are three issues that should be taken into account when developing hermetic
coatings for encapsulation of implantable medical devices, and specifically in the
case of this paper, for microchip retinal implant, namely, (a) bio-inertness and bio-
compatibility; (b) mechanical robustness; and (c) chemical inertness and electrical
insulation. Chemical inertness and electrical insulation are critical for encapsula-
tion of a retinal microchip in order to avoid electrical shorts from the independent
connector lines to electrodes that are covered by the UNCD and to avoid electro-
chemical reactions at the surface of the UNCD when exposed to the eye’s saline
solution. Prior work by our group showed that the grain boundaries in the UNCD
films consisted largely of sp2-bonded carbon atoms and that electron transport
occurred through those grain boundaries [40]. In the case of using UNCD coat-
ings as an electron-emitting surface in field electron emitters for cold cathodes, this
is a desirable property. However, in the case of application of UNCD as hermetic
coating for encapsulation of retinal implant microchips, electrical conductivity, even
if small, can result in undesirable electrochemical reactions. The data presented
in this study indicate that the insulation characteristics of UNCD layers can be
greatly improved by engineering the grain boundaries of UNCD, via elimination
of dangling bonds in sp2-coordinated carbon atoms, which results in elimination
of sites that contribute to grain boundary-based electrical conduction in UNCD.
The approach we have chosen to eliminate dangling bonds at the grain boundaries
is to saturate them with hydrogen atoms. Theoretical calculations also reveal that
hydrogen exists in the grain boundaries in the form of C-H bonds. Moreover, the
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hydrogen addition increases the coordination of carbon and decreases the density of
state in the diamond band gap. It can also decrease the whole concentration in p-
type semiconductors or neutralize dopant in n-type materials. Our study confirmed
that hydrogen incorporation into UNCD grain boundaries made these coatings better
insulators with low enough leakage currents to be compatible with the functional-
ity required for a hermetic coating for the retinal microchip implant. However, a
critical issue under investigation is the possibility that sharp edges or corners of
the coated microchip could concentrate electric fields and/or dust particles, result-
ing in pinholes that can compromise the coating. To address these issues, we are
presently exploring hybrid oxide/UNCD coatings, where a highly insulating oxide
such as Al2O3 is grown first on the Si chip, followed by a very thin metallic layer
(this is used also to enhance the growth of the UNCD layer) on top of the oxide, but
electrically isolated from the underlying Si substrate, followed by a UNCD layer to
provide the bio-interface to the retina.

5 Conclusions and a Future Outlook

Our work has shown that UNCD coatings grown on Si substrates at temperatures
≤ 400◦C range, using PECVD with CH4/Ar plasmas, may provide a reliable her-
metic bio-inert coating technology for encapsulation of Si microchips implantable
in the eye specifically and in the human body in general. SEM analysis showed that
films grown in this temperature range exhibit surface morphology and microstruc-
ture characteristics similar to the best UNCD films demonstrated in the past in
our laboratory. Electrochemical tests of the plain UNCD coatings yielded rela-
tively high leakage currents (∼10−4 A/cm2), which are not compatible with the
needed functionality in the eye environment. Introducing hydrogen into Ar/CH4
mixture resulted in the incorporation of hydrogen into the grain boundaries and
saturated the dangling bonds, thus leading to a greatly decreased leakage current.
UNCD films grown using CH4/Ar/H2 (1%) plasma exhibit the lowest leakage cur-
rents (∼7 × 10−7 A/cm2) in a saline solution simulating the eye environment. This
leakage is incompatible with the functionality of the first-generation artificial reti-
nal microchip. However, it is expected that when growing UNCD on top of the
Si microchip passivated by a silicon nitride layer or the oxide layers also under
investigation in our group, the electrochemically induced leakage will be reduced
by at least one to three orders of magnitude to the range of 10−10 A/cm2, which is
compatible with reliable, long-term implants.
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The Electrochemistry of Charge Injection
at the Electrode/Tissue Interface

Daniel R. Merrill

Abstract The physical basis for electrical stimulation of excitable tissue is pre-
sented with emphasis on the fundamental mechanisms of charge injection at the
electrode/tissue interface. Faradaic and non-Faradaic charge-transfer mechanisms
are presented and contrasted. An electrical model of the electrode/tissue inter-
face is given. The physical basis for the origin of electrode potentials is given.
Electrochemical reversibility is discussed. Two-electrode and three-electrode sys-
tems are compared. Various methods of controlling charge delivery during pulsing
are presented. Commonly used electrode materials and stimulation protocols are
reviewed in terms of stimulation efficacy and safety. Principles of stimulation of
excitable tissue are reviewed. Mechanisms of damage to tissue and the electrode are
reviewed.
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1 Physical Basis of the Electrode/Electrolyte Interface

Electrical stimulation of excitable tissue is the basis of clinical therapeutic electrical
stimulation and functional electrical stimulation, including deep brain stimulation
and stimulation of muscles, peripheral nerves, or sensory systems. When a metal
electrode is placed inside a physiological medium such as extracellular fluid (ECF),
an interface is formed between the two phases. In the metal electrode phase and
in attached electrical circuits, charge is carried by electrons. In the physiological
medium, or in more general electrochemical terms the electrolyte, charge is carried
by ions, including sodium, potassium, and chloride in the ECF. The central process
that occurs at the electrode/electrolyte interface is a transduction of charge carriers
from electrons in the metal electrode to ions in the electrolyte.

In the simplest system, two electrodes are placed in an electrolyte, and electri-
cal current may pass between the electrodes through the electrolyte. One of the two
electrodes is termed a working electrode (WE), and the second is termed a counter
electrode (CE). The working electrode is defined as the electrode that one is inter-
ested in studying, with the counter electrode being necessary to complete the circuit
for charge conduction. In electrophysiology experiments, it is common to use a
third electrode termed the reference electrode (RE), which defines a reference for
electrical potential measurements.

A change in electrical potential occurs upon crossing from one conducting phase
to another (from the metal electrode to the electrolyte) at the interface itself, in a
very narrow interphase region (at most a few hundred angstroms in width). The
basis for this is described in more detail in Section 1.4. The change or gradient
in electrical potential corresponds to an electric field, measured in volts/meter, at
the interface. This gradient exists even in the equilibrium condition when there is
no current flow. Electrochemical reactions may occur in this interphase region if
the electrical potential profile is forced away from the equilibrium condition. In
the absence of current, the electrical potential is constant throughout the electrolyte
beyond the narrow interphase region. During current flow, a potential gradient exists
in the electrolyte, generally many orders of magnitude smaller than at the interface.

There are two primary mechanisms of charge transfer at the electrode-electrolyte
interface, illustrated in Fig. 1. One is a non-Faradaic reaction, where no electrons are
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Fig. 1 The electrode/electrolyte interface, illustrating Faradaic charge transfer (top) and capacitive
redistribution of charge (bottom) as the electrode is driven negative. (a) Physical representation (b)
Two-element electrical circuit model for mechanisms of charge transfer at the interface. The capac-
itive process involves reversible redistribution of charge. The Faradaic process involves transfer of
electrons from the metal electrode, reducing hydrated cations in solution (symbolically O + e− →
R, where the cation O is the oxidized form of the redox couple O/R). An example reaction is the
reduction of silver ions in solution to form a silver plating on the electrode, reaction (8a). Faradaic
charge injection may or may not be reversible

transferred between the electrode and electrolyte. Non-Faradaic reactions include
redistribution of charged chemical species in the electrolyte. The second mechanism
is a Faradaic reaction in which electrons are transferred between the electrode and
electrolyte, resulting in reduction or oxidation of chemical species in the electrolyte.
Faradaic reactions are further divided into reversible and nonreversible Faradaic
reactions, which are detailed in Section 1.3. Reversible Faradaic reactions include
those where the products either remain bound to the electrode surface or do not
diffuse far away from the electrode. In an irreversible Faradaic reaction, the products
diffuse away from the electrode.

1.1 Capacitive/Non-Faradaic Charge Transfer

If only non-Faradaic redistribution of charge occurs, the electrode/electrolyte inter-
face may be modeled as a simple electrical capacitor called the double-layer
capacitor Cdl. This capacitor is formed due to several physical phenomena [2, 3, 4,
5, 6]. First, when a metal electrode is placed in an electrolyte, charge redistribution
occurs as metal ions in the electrolyte combine with the electrode. This involves a
transient transfer of electrons between the two phases, resulting in a plane of charge
at the surface of the metal electrode, opposed by a plane of opposite charge, as coun-
terions, in the electrolyte. The excess charge on the electrode surface, symbolized
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by qM or σM, takes the form of an excess or deficiency of electrons and is present on
a very thin layer (< 0.1 angstrom thick) at the surface. In the electrolyte, counterions
take the form of excess cations or anions, symbolized by qS. If qM is an excess of
electrons, then qS is an excess of cations, and if qM is a deficiency of electrons, then
qS is an excess of anions, i.e., net electroneutrality is maintained and qM = −qS. A
second reason for formation of the double layer is that some chemical species such
as halide anions may specifically adsorb to the solid electrode, acting to separate
charge. A third reason is that polar molecules such as water may have a preferen-
tial orientation at the interface, and the net orientation of polar molecules separates
charge.

If the net charge on the metal electrode is forced to vary (as occurs with charge
injection during stimulation), a redistribution of charge occurs in the solution.
Consider two metal electrodes immersed in an electrolytic salt solution. A volt-
age source is applied across the two electrodes so that one electrode is driven to
a relatively negative potential and the other to a relatively positive potential. At the
interface that is driven negative, the metal electrode has an excess of negative charge
(Fig. 1). This will attract positive charge (cations) in solution toward the electrode
and repel negative charge (anions). In the interfacial region, there will be net elec-
troneutrality, because the negative charge excess on the electrode surface will equal
the positive charge in solution near the interface. The bulk solution will also have
net electroneutrality. At the second electrode, the opposite processes occur, i.e., the
repulsion of anions by the negative electrode is countered by attraction of anions at
the positive electrode. If the total amount of charge delivered is sufficiently small,
only charge redistribution occurs, there is no transfer of electrons across the inter-
face, and the interface is well modeled as a simple capacitor. If the polarity of the
applied voltage source is then reversed, the direction of current is reversed, the
charge redistribution is reversed, and charge that was injected from the electrode
into the electrolyte and stored by the capacitor may be recovered.

1.2 Faradaic Charge Transfer and the Electrical Model
of the Electrode/Electrolyte Interface

Charge may also be injected from the electrode to the electrolyte by Faradaic pro-
cesses of reduction and oxidation, whereby electrons are transferred between the
two phases. Reduction, which requires the addition of an electron, occurs at the
electrode that is driven negative, while oxidation, requiring the removal of an elec-
tron, occurs at the electrode that is driven positive. Faradaic charge injection results
in the creation of chemical species, which may either go into the solution or remain
bound to the electrode surface. Unlike the capacitive charge injection mechanism,
if these Faradaic reaction products diffuse sufficiently far away from the electrode,
they cannot be recovered upon reversing the direction of current. Fig. 1(b) illustrates
a simple electrical circuit model of the electrode/electrolyte interface consisting of
two elements [7, 8, 9]. Cdl is the double-layer capacitance representing the ability
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of the electrode to cause charge flow in the electrolyte without electron transfer.
Zfaradaic is the Faradaic impedance representing the Faradaic processes of reduction
and oxidation where electron transfer occurs between the electrode and electrolyte.
One may generally think of the capacitance as representing charge storage, and the
Faradaic impedance as representing charge dissipation.

The following are illustrative examples of Faradaic electrode reactions that may
occur. Cathodic processes, defined as those where reduction of species in the elec-
trolyte occur as electrons are transferred from the electrode to the electrolyte,
include such reactions as

2 H2O+ 2e− → H2 ↑ 2 OH− reduction of water (1)

Fe3+ + e− ←→ Fe2+ simple electron transfer (2)

Cu2+ + 2 e− ←→ Cu metal deposition (3)

PtO+ 2H+ + 2e− ←→ Pt+ H2O oxide formation and reduction
(4)

IrO+ 2H+ + 2 e− ←→ Ir+ H2O oxide formation and reduction
(5a)

IrO2 + 4H+ + 4 e− ←→ Ir+ 2H2O oxide formation and reduction
(5b)

2IrO2+2H++2 e− ←→ Ir2O3+H2O oxide formation and reduction
(5c)

Pt+ H+ + e− ←→ Pt− H hydrogen atom plating (6)

M(n+1)+ (OH)(n+1) + H+ + e− ←→ Mn+ (OH)n + H2O

valency changes within an oxide
(7)

Ag+ + e− ←→ Ag reduction of silver ions (8a)

AgCl←→ Ag+ + Cl− dissolution of silver chloride (8b)

Anodic processes, defined as those where oxidation of species in the electrolyte
occur as electrons are transferred to the electrode, include:

2H2O→ O2 ↑ +4 H+ + 4 e− oxidation of water (9)

Pt+ 4Cl− → [PtCl4]2− + 2 e− corrosion (10)

2Cl− → Cl2 ↑ +2 e− gas evolution (11)
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Fe→ Fe2+ + 2 e− anodic dissolution (12)

2 Ag+ 2OH− ←→ Ag2O+ H2O+ 2 e− oxide formation (13)

Reaction (1) is the irreversible reduction of water (which is typically abundant
as a solvent at 55.5 M) forming hydrogen gas and hydroxyl ions. The formation of
hydroxyl raises the pH of the solution. Reversible reactions, where species remain
bound or close to the electrode surface, are demonstrated by reactions (2), (3), (4),
(5), (6), (7), and (8). In reaction (2), the electrolyte consists of ferric and ferrous
ions. By driving the metal electrode to more negative potentials, electrons are trans-
ferred to the ferric ions forming ferrous ions. In reaction (3) a copper metal electrode
is immersed in a solution of cuprous ions. The cuprous ions in the solution are
reduced, building up the copper electrode. Reactions (4) and (5a), (5b), (5c) are the
reversible formation and subsequent reduction of an oxide layer on platinum and
iridium, respectively. Reaction (6) is reversible adsorption of hydrogen onto a plat-
inum surface responsible for the so-called pseudocapacity of platinum. Reaction
(7) is the general form of reversible valency changes that occur in a multilayer
oxide film of iridium, ruthenium, or rhodium, with associated proton or hydroxyl
ion transfer [10, 11, 12, 13]. Reactions (8a) and (8b) are the reversible reactions of
a silver chloride electrode driven cathodically. Silver ions in solution are reduced
to solid silver on the electrode (reaction 8a). To maintain the solubility constant KS
≡ (aAg+)(aCl−), where a is the ionic activity, as silver ions in solution are reduced
the AgCl salt covering the electrode dissolves to form silver and chloride ions in
solution (reaction 8b) (these reactions are discussed in more detail at the end of this
section). In reaction (9), water molecules are irreversibly oxidized forming oxygen
gas and hydrogen ions, and thus lowering the pH. Reaction (10) is the corrosion of a
platinum electrode in a chloride-containing media. In reaction (11), chloride ions in
solution are oxidized forming chlorine gas. In reaction (12), an iron metal electrode
is dissolved forming ferrous ions that go into solution. Reaction (13) represents a
reversible oxide formation on a silver electrode. As electrons are removed from
the silver metal, Ag+ ions are formed. These Ag+ ions then combine with hydroxyl
(OH−) ions from solution forming an oxide layer (Ag2O) on the surface of the silver
electrode. Note the transfer of charge that occurs. As electrons are transferred to the
electrode and then the external electrical circuit, the silver electrode is oxidized (Ag
→ Ag+). Because hydroxyl ions associate with the silver ions, the silver oxide is
electroneutral. However, since hydroxyl has been removed from the solution, there
is a net movement of negative charge from the electrolyte (loss of hydroxyl) to the
electrode (electrons transferred to the electrode and then to the electrical circuit).
The loss of hydroxyl lowers the solution pH.

1.3 Reversible and Irreversible Faradaic Reactions

There are two limiting cases that may define the net rate of a Faradaic reaction [9, 14,
15]. At one extreme, the reaction rate is under kinetic control; at the other extreme,
the reaction rate is under mass transport control. For a given metal electrode and



The Electrochemistry of Charge Injection at the Electrode 91

electrolyte, there is an electrical potential (voltage) called the equilibrium poten-
tial where no net current passes between the two phases. At electrical potentials
sufficiently close to equilibrium, the reaction rate is under kinetic control. Under
kinetic control, the rate of electron transfer at the interface is determined by the
electrode potential and is not limited by the rate at which reactant is delivered to
the electrode surface (the reaction site). When the electrode potential is sufficiently
different from equilibrium, the reaction rate is under mass transport control. In this
case, all reactant that is delivered to the surface reacts immediately, and the reaction
rate is limited by the rate of delivery of reactant to the electrode surface.

Faradaic reactions are divided into reversible and irreversible reactions [9]. The
degree of reversibility depends on the relative rates of kinetics (electron transfer at
the interface) and mass transport. A Faradaic reaction with very fast kinetics relative
to the rate of mass transport is reversible. With fast kinetics, large currents occur
with small potential excursions away from equilibrium. Since the electrochemical
product does not move away from the surface extremely fast (relative to the kinetic
rate), there is an effective storage of charge near the electrode surface, and if the
direction of current is reversed then some product that has been recently formed
may be reversed back into its initial (reactant) form.

FAST KINETICS RELATIVE TO MASS TRANSPORT→
CHARGE - STORAGE CAPACITY = REVERSIBLE

In a Faradaic reaction with slow kinetics, large potential excursions away from
equilibrium are required for significant currents to flow. In such a reaction, the
potential must be forced very far from equilibrium before the mass transport rate
limits the net reaction rate. In the lengthy time frame imposed by the slow electron-
transfer kinetics, chemical reactant is able to diffuse to the surface to support the
kinetic rate, and product diffuses away quickly relative to the kinetic rate. Because
the product diffuses away, there is no effective storage of charge near the electrode
surface, in contrast to reversible reactions. If the direction of current is reversed,
product will not be reversed back into its initial (reactant) form, since it has dif-
fused away within the slow time frame of the reaction kinetics. Irreversible products
may include species that are soluble in the electrolyte (e.g., reaction 12), precipi-
tate in the electrolyte, or evolve as a gas (e.g., reactions 1, 9, and 11). Irreversible
Faradaic reactions result in a net change in the chemical environment, potentially
creating chemical species that are damaging to tissue or the electrode. Thus, as a
general principle, an objective of electrical stimulation design is to avoid irreversible
Faradaic reactions.

SLOW KINETICS→ NO CHARGE - STORAGE CAPACITY

(PRODUCT DIFFUSES AWAY) = IRREVERSIBLE

In certain Faradaic reactions, the product remains bound to the electrode surface.
Examples include hydrogen atom plating on platinum (reaction 6) and oxide forma-
tion (reaction 13 as an example). These can be considered a logical extreme of slow



92 D.R. Merrill

mass transport. Since the product remains next to the electrode, such reactions are a
basis for reversible charge injection.

1.4 The Origin of Electrode Potentials and the Three-Electrode
Electrical Model

Electrochemical potential is a parameter that defines the driving force for all chemi-
cal processes and is the sum of a chemical potential term and an electrical potential
term [16]. It is defined as

μ
β
i ≡ μβi + zi eφβ (14)

where μβi is the electrochemical potential of particle i in phase β, μi
βis the chemical

potential of particle i in phase β, and φβ is the inner potential of the particle in phase
β (the electrical potential in the bulk).

Two phases in contact are defined to be in electrochemical equilibrium when the
electrochemical potential of any given chemical species is the same in each phase. If
the electrochemical potentials of some species are unequal, there is a driving force
for the net transfer of such species between the phases. For a metal electrode and
a solution of metal ions in contact to be in equilibrium, the electrochemical poten-
tial of an electron must be the same in each phase. When two isolated phases are
brought into contact, electron transfer may occur if the electrochemical potentials
are unequal. Consider immersing a metal electrode into an electrolyte with an elec-
trochemical reduction/oxidation (redox) couple, for example ferric and ferrous ions
(Fe3+and Fe2+). Assume that while in isolation, the metal electrode has a higher
chemical potential for electrons than the redox couple. Upon bringing the electrode
into contact with the electrolyte, electrons will transfer from the metal to the redox
couple, driving the reaction Fe3++e− → Fe2+ to the right as ferric ions are reduced
to ferrous ions. Upon transferring electrons, an electrical potential difference devel-
ops between the phases that repels further transfer. Equilibrium is reached when the
electrostatic force cancels the driving force due to a difference in chemical poten-
tials for an electron. At equilibrium, there is no further transfer of electrons, and
a distinctive difference in inner potentials �φ exists between the two phases (the
inner potential φ is the electrical potential inside the bulk of the phase). The dif-
ference in inner potentials between a metal phase and solution phase in contact,
�φmetal - solution, defines the electrode interfacial potential.

It is an experimental limitation that a single interfacial potential cannot be
measured. Whenever a measuring instrument is introduced, a new interface is
created, and one is unable to separate the effects of the two interfaces. It is
tempting to wonder why one cannot simply place one voltmeter probe on a
metal electrode and a second voltmeter probe into the electrolyte and measure
an electrode potential, as shown in Fig. 2. The electrode potential of interest
is �φmetal - solution. By introducing the measuring device (a metal voltmeter
probe) into the electrolyte solution, a new interface is created with its own
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Fig. 2 Voltmeter Probe in
an Electrolyte Introduction
of the metal probe creates a
second electrode/electrolyte
interface

difference in potentials�φsolution - probe. It is impossible to separate the com-
ponents �φmetal - solution and �φsolution - probe from the measured potential.
Note that if the other voltmeter probe (touching the metal electrode, not shown in
Fig. 2) consists of a different material than the electrode, a third interface is formed,
with a third difference in inner potentials.

Evaluation must be of a complete electrochemical cell, which is generally con-
sidered as two electrodes separated by an electrolyte. Practically, potentials are
measured as complete cell potentials between two electrodes, either from the work-
ing electrode to the counter electrode or from the working electrode to a reference
electrode. A cell potential is the sum of two interfacial potentials (electrode1 to elec-
trolyte plus electrolyte to electrode2), as well as any potential difference occurring
across the electrolyte as current flows. In the absence of current, the cell potential
between the working electrode and second (counter or reference) electrode is called
the open-circuit potential and is the sum of two equilibrium interfacial potentials
from the working electrode to the electrolyte and from the electrolyte to the second
electrode.

The term “electrode potential” is not defined consistently in the electrochemistry
literature. Some authors define the electrode potential as the potential between an
electrode and a reference electrode, and others define it as the (immeasurable) inter-
facial potential. For clarity and accuracy, when the term “electrode potential” is used
it should be specified what this potential is with respect to, e.g., the electrolyte, a
reference electrode, or another electrode.

Consider the electron-transfer reaction between a metal electrode and a reduc-
tion/oxidation (redox) couple O and R in solution:

O+n e− ←→ R (15)

where O is the oxidized species of the couple, R is the reduced species, and n is the
number of electrons transferred

If the concentrations of both O and R in solution are equal, then the electrical
potential of the redox couple equilibrates at E�’, defined as the formal potential.
More generally, if the concentrations of O and R are unequal, the equilibrium
potential or Nernst potential, Eeq, may be calculated by the Nernst equation [9,16]:

Eeq = E�′ + (RT/nF) ln {[O] / [R]} (16)
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where [O] and [R] are concentrations in the bulk solution, R is the gas constant
∼ 8.314 J/mol-

◦
K, T is the absolute temperature, and F is Faraday’s constant

∼96,485 C/mol of electrons
The Nernst equation (16) relates the equilibrium electrode potential Eeq (the elec-

trical potential of the working electrode with respect to any convenient reference
electrode) to the bulk solution concentrations [O] and [R] when the system is in
equilibrium. As the bulk concentration [O] increases or the bulk concentration [R]
decreases, the equilibrium potential becomes more positive.

In a system containing only one redox couple that has fairly fast kinetics, the
measured open-circuit potential equals the equilibrium potential of the redox couple.
If the kinetics of the redox couple are slow, the open-circuit potential (an empirical
parameter) may not quickly attain the equilibrium potential after a perturbation, and
if other contaminating redox couples (affectionately known as “dirt”) are present
that affect the equilibrium state, the measured open-circuit potential does not readily
correlate with any single redox equilibrium potential.

If one begins with a system that is in equilibrium and then forces the potential of
an electrode away from its equilibrium value, for example by connecting a current
source between the working and counter electrodes, the electrode is said to become
polarized. Polarization is measured by the overpotential η, which is the difference
between an electrode’s potential and its equilibrium potential (both measured with
respect to some reference electrode):

η ≡ E − Eeq (17)

The electrode interface model of Fig. 1(b) demonstrates the mechanisms of
charge injection from an electrode; however, it neglects the equilibrium interfa-
cial potential �φ that exists across the interface at equilibrium. This is modeled
as shown in Fig. 3(a). In addition to the electrode interface, the solution resistance
RS (alternatively referred to as the access resistance RA or the ohmic resistance R�)
that exists between two electrodes in solution is modeled.

An electrical potential difference, or voltage, is always defined between two
points in space. During electrical stimulation, the potentials of both the working and
counter electrodes may vary with respect to some third reference point. A third elec-
trode whose potential does not change over time, the reference electrode, may be
employed for making potential measurements. Potentials of the working electrode
and counter electrode may then be given with respect to the reference electrode.
An electrical circuit model of a three-electrode system, including the working
electrode, counter electrode, and reference electrode immersed into an electrolyte,
is shown in Fig. 3(b). The reference electrode is used for potential measurements
and is not required to pass current for stimulation; a two-electrode system (working
and counter electrodes) is sufficient for stimulation. As current is passed between
the working and counter electrodes through the electrolytic solution, the interfacial
potentials, VWE-solution and VCE-solution, will vary from their equilibrium values,
i.e., there are overpotentials associated with both interfaces. Also, as current flows
there is a voltage drop across the resistive solution equal to the product of current
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Fig. 3 Electrical Circuit Models (a) Single-Electrode/Electrolyte Interface (b) Three-
Electrode System External access to the system is at three points labeled “WE”, “CE”, and “RE”.
If the counter electrode has a large surface area, it may be considered as strictly a capacitance as
shown. A reference electrode with very low valued Faradaic resistance will maintain the interfacial
potential VRE-solution constant

and solution resistance: v = iRS. Thus, if current flows and there is a change in the
measured potential VWE-CE, this change may be from any of three sources: (1) an
overpotential at the working electrode as the interfacial potential VWE-solution varies,
(2) an overpotential at the counter electrode as the interfacial potential VCE-solution
varies, and (3) the voltage drop iRS in solution. In the two-electrode system, one
may only measure VWE-CE, and the individual components of the two overpotentials
and iRS cannot be resolved. A third (reference) electrode may be used for potential
measurements. An ideal reference electrode has a Faradaic reaction with very fast
kinetics, which appears in the electrical model as a very low resistance for the
Faradaic impedance Zfaradaic. In this case, no significant overpotential occurs at the
reference electrode during current flow, and the interfacial potential VRE-solutionis
considered constant. Examples of common reference electrodes are the reversible
hydrogen electrode (RHE), the saturated calomel electrode (SCE), and the silver-
silver chloride electrode [17]. In the three-electrode system, if current flows through
the working and counter electrodes and a change is noted in the measured potential
VWE-RE, this change may be from either of two sources: (1) an overpotential at the
working electrode as the interfacial potential VWE-solution varies, and (2) the voltage
drop iRS in solution. Unlike the two-electrode system, only one overpotential
contributes to the measured potential change. Furthermore, the overpotential at the
working electrode can be estimated using the process of correction. This involves
estimating the value of the solution resistance between the working electrode
interface and the reference electrode interface, called the uncorrected solution
resistance RU, and multiplying RU by the measured current. This product Vcorr =
iRU estimated is then subtracted from the measured VWE-RE to yield the two interfacial
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potentials VWE-solution and VRE-solution. Since VRE-solution is constant, any change
in VWE-RE is attributed to an overpotential at the working electrode interface.
Figure 4 illustrates the electrical potential profiles of a two-electrode system and a
three-electrode system, under conditions of no current flow and with current.

1.5 Faradaic Processes: Quantitative Description

Equation (18) below, the current–overpotential equation [9], relates the overpoten-
tial to net current density through an electrode going into a Faradaic reaction and
defines the full characteristics of the Faradaic impedance.

inet = i0{ [O] (0,t)

[O]∞
exp (−αcn f η)− [R] (0,t)

[R]∞
exp (+ (1− αc) n fη)} (18)

where inet is the net Faradaic current density across the electrode/electrolyte inter-
face, i0 is the exchange current density, [O](0,t) and [R](0,t) are concentrations
at the electrode surface (x = 0) as a function of time, [O]∞ and [R]∞ are bulk
concentrations, αcis the cathodic transfer coefficient and equals ∼0.5, n is the
number of moles of electrons per mole of reactant oxidized (equation 15), f ≡
F/R T, F is Faraday’s constant ∼96,485 C/mol of electrons, R is the gas constant
∼ 8.314 J/mol-

◦
K, and T is the absolute temperature

This equation relates the net current of a Faradaic reaction to three factors of
interest: (1) the exchange current density i0, which is a measure of the kinetic
rate of the reaction, (2) an exponential function of the overpotential, and (3) the
concentration of reactant at the electrode interface. The exponential dependence of
Faradaic current on overpotential indicates that for a sufficiently small overpoten-
tial, there is little Faradaic current, i.e., for small potential excursions away from
equilibrium, current flows primarily through the capacitive branch of Fig. 1, charg-
ing the electrode capacitance, not through the Faradaic branch. As more charge
is delivered through an electrode interface, the electrode capacitance continues to
charge, the overpotential increases, and the Faradaic current (proportional to exp
(η)) begins to be a significant fraction of the total injected current. For substantial
cathodic overpotentials, the left term of equation (18) dominates; for substantial
anodic overpotentials, the right term dominates.

The two exponential terms represent the reduction and oxidation rates, respec-
tively. The net current is the sum of the reduction and oxidation currents, as shown
in Fig. 5. At the equilibrium potential Eeq, when η = 0, the rates are equal and oppo-
site and may be relatively small (compared to when driven away from equilibrium),
and the net current is zero. As the electrode potential moves away from equilibrium,
one or the other term will begin to dominate. At overpotentials near equilibrium, the
current increases rapidly with changes in overpotential due to the exponential form
of equation (18).

A large value for i0 represents a reaction with rapid electron exchange between
the electrode and electrolyte (called the heterogeneous reaction); a small value for i0
represents a reaction with slow electron transfer in the heterogeneous reaction. The
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Fig. 4 Electrical Potential Profiles (a) Two-electrode system. In the absence of current, two
equilibrium interfacial potentials exist, and the cell potential measured between the two electrodes
is the difference between these equilibrium potentials. As shown the equilibrium potentials are the
same (as would be the case if the same metal was used for both electrodes), and the cell potential
would be zero. Upon passing current, overpotentials develop at both interfaces (one interfacial
potential becomes greater, one smaller). The net change in measured cell potential is due to three
sources: the voltage drop in solution i RS and two overpotentials η1 and η2. (b) Three-electrode
system. The measured potential is between the working electrode and reference electrode. Since
no substantial overpotential can be developed at the reference electrode, any change in measured
potential upon passing current is due to two sources: the overpotential at the working electrode-
solution interface, and the solution drop i RU, where the uncorrected resistance RU is the solution
resistance between the WE interface and RE interface
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Fig. 5 Net Current vs. Overpotential, Oxidation and Reduction Curves Three characteristic
regions are displayed: (1) near equilibrium, both reduction and oxidation currents contribute, then
as the overpotential increases, (2) either reduction or oxidation dominate, initially in the absence
of mass-transport limitation, and then (3) with mass-transport limitation

values for exchange current density i0 may range over several orders of magnitude,
e.g., from 10+1 to 10−12A/cm2. In the example shown in Fig. 5, i0 is 0.1 of iL, the
limiting current. Figure 6 illustrates how the current–overpotential relation is highly
dependent upon the exchange current. Three values of exchange current density are
plotted. In each case αc= 0.5, so the plot is symmetric about η = 0. For a kineti-
cally fast system with a large exchange current density, such as i0 = 10−3A/cm2,
no significant overpotential may be achieved before a large current ensues. As the
exchange current density decreases, one must go to higher overpotentials (further
from the equilibrium value of η = 0) before a given current is noted. For a finite
detection level of current (a real instrument), a reaction with low exchange current
density will not manifest until relatively high overpotentials are achieved.

If currents are low or if the electrolytic solution is well stirred, so that the surface
concentrations [O](0,t) and [R](0,t) are essentially equal to the bulk concentrations,
then equation (18) reduces to

inet = i0 {exp (−αc n f η)− exp (+ (1− αc) n f η)} (19)

This is the Butler-Volmer equation, which describes the current–overpotential
relationship when mass-transfer effects are negligible. This may be a useful
approximation of (18) when the current is less than 10% of the limiting current.



The Electrochemistry of Charge Injection at the Electrode 99

Fig. 6 Current–Overpotential Dependence on Exchange Current Density Three example
exchange current densities are shown. Large densities correspond to kinetically fast reactions. At
large exchange current densities, little overpotential is required for substantial current density

As η increases away from zero, one of the two terms of the current–overpotential
relationship (representing either reduction or oxidation) will dominate:

for negative overpotentilas inet = i0 exp (−αc n f η) (20a)

for positive overpotentials inet = i0 {− exp (+ (1− αc) n f η)} (20b)

Near equilibrium, the surface concentrations of O and R are approximately
equal to the bulk concentrations. As more charge is delivered and the overpoten-
tial continues to increase (in either direction), the surface concentration of reactant
may decrease. The Faradaic current will then begin to level off, corresponding
to the current becoming limited by mass transport of reactant, not electron trans-
fer kinetics. At the limiting currents, iL,c(cathodic, for negative overpotentials) or
iL,a(anodic, for positive overpotentials), the reactant concentration at the electrode
surface approaches zero, and the terms [O](0,t)/[O]∞ or [R](0,t)/[R]∞ counteract
the exponential terms in equation (18), dominating the solution for net reaction rate.
At the limiting currents, the slope of the reactant concentration gradient between the
electrode surface and the bulk electrolyte determines the rate of reactant delivery,
and thus the current. At overpotentials where mass transport limitation effects occur
(but prior to iL,c or iL,a), Faradaic current takes the form:

for negative overpotentialsinet = [O] [0,t]

[O]∞
i0 exp (−αc n f η) (21a)

for positve overpotentialsinet = − [R] [0.t]

R∞
i0 exp (+ (1− αc) n f η) (21b)
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Equations (19), (20), and (21) are illustrated as three regions on the current–
overpotential plot, shown in Fig. 5.

The mass transport limited currents iL,c and iL,a are given by equations (22a) and
(22b) below.

iL,c = −n F A kd,O [O]∞ (22a)

iL,a = n F A kd,R [R]∞ (22b)

where A is the electrode area and kd is the mass transport rate, given by kd = D/δ,
where D is the diffusion coefficient and δ is the diffusion layer thickness

For very small overpotentials, the Butler-Volmer equation (19) can be approxi-
mated by

inet = i0 (−n f η) (23)

since ex ∼ 1 + x for small x. Thus at small overpotentials, the current is a linear
function of overpotential. The ratio − η /i is called the charge transfer resistance
Rct, which is given by

Rct = R T/n F i0 (24)

A small value for Rct corresponds to a kinetically fast reaction.
When the overpotential is relatively large, only one of the two terms in (18) is

significant, and either the reduction current or the oxidation current becomes neg-
ligible. Figure 7 is a Tafel plot, which is a plot of log i vs. η. The straight-line
approximations of Fig. 7, with slopes of − α n F/2.3 R T for the cathodic reac-
tion and (1− α) n F/2.3 R T for the anodic reaction, are good approximations when
the reverse reaction supplies less than 1% of the total current. Note that the inter-
cept of the straight lines on the η = 0 axis is at log i0. If the kinetics are fairly

Fig. 7 Tafel plot
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fast, no Tafel straight line will be noted, because the mass-transfer-limited current
will be reached before the reverse reaction is negligible. Existence of a Tafel region
requires that there are no mass-transfer effects. Slow kinetics allow a Tafel region
to be observed. Tafel behavior may be used as an indicator of irreversible kinetics,
requiring large overpotentials, yielding an essentially unidirectional reaction that is
irreversible. The Tafel equation for negative overpotentials is given by:

inet ∼ i0 exp (−αc n f η) (25)

As current is passed between a working electrode and reference electrode through
an electrolyte, both the working and counter electrodes’ potentials move away from
their equilibrium values, with one moving positive of its equilibrium value and the
other moving negative of its equilibrium value. Total capacitance is proportional
to area, with capacitance Cdl = (capacitance/area) × area. Capacitance/area is an
intrinsic material property. Capacitance is defined as the ability to store charge, and
is given by

Cdl ≡ dq/dV (26)

where q = charge and V = the electrode potential with respect to some reference
electrode

Thus an electrode with a relatively large area and total capacity (as is often the
case for a counter electrode) can store a large amount of charge (dq) with a small
overpotential (dV). During stimulation, the use of a large counter electrode keeps
the potential of the counter electrode fairly constant during charge injection (near
its equilibrium value), and there is little Faradaic current (equation 18). Significant
overpotentials may be realized at a small working electrode. A typical reason for
using a small electrode area is to achieve high spatial resolution during recording
or stimulation. It is common to neglect the counter electrode in analysis, and while
this is often a fair assumption it is not always the case.

1.6 Ideally Polarizable Electrodes and Ideally Nonpolarizable
Electrodes

Two limiting cases for the description of an electrode are the ideally polarizable
electrode and the ideally nonpolarizable electrode [8, 9, 14]. The ideally polar-
izable electrode corresponds to an electrode for which the Zfaradaic element has
infinite resistance (i.e., this element is absent). Such an electrode is modeled as a
pure capacitor, with Cdl = dq/dV (equation 26), in series with the solution resis-
tance. In an ideally polarizable electrode, no electron transfer occurs across the
electrode/electrolyte interface at any potential when current is passed; rather all cur-
rent is through capacitive action. No sustained current flow is required to support a
large voltage change across the electrode interface. An ideally polarizable electrode
is not used as a reference electrode, since the electrode potential is easily perturbed
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Fig. 8 Current–voltage relationships of highly polarizable and nonpolarizable electrodes

away from the equilibrium potential. A highly polarizable (real) electrode is one
that can accommodate a large amount of injected charge on the double layer prior
to initiating Faradaic reactions, corresponding to a relatively small exchange current
density, e.g., i0 = 10−9 A/cm2.

The ideally nonpolarizable electrode corresponds to an electrode for which the
Zfaradaic element has zero resistance; thus only the solution resistance appears in
the model. In the ideally nonpolarizable electrode, current flows readily in Faradaic
reactions and injected charge is accommodated by these reactions. No change in
voltage across the interface occurs upon the passage of current. This is the desired
situation for a reference electrode, so that the electrode potential remains near equi-
librium even upon current flow. A highly nonpolarizable (real) electrode, for which
the Zfaradaic element has very small resistance, has a relatively large exchange cur-
rent density, e.g., i0 = 10−3 A/cm2. Most real electrode interfaces are modeled by
a Cdl in parallel with a finite Zfaradaic, together in series with the solution resis-
tance (Fig. 3a). Figure 8(a) illustrates a highly polarizable electrode, which rapidly
develops a potential upon the passage of current, and Fig. 8(b) illustrates a highly
nonpolarizable electrode, which does not readily support a change in potential upon
current flow.

Consider a metal electrode consisting of a silver wire placed inside the body,
with a solution of silver ions between the wire and ECF, supporting the reaction
Ag+ + e− ←→ Ag. This is an example of an electrode of the first kind, which
is defined as a metal electrode directly immersed into an electrolyte of ions of the
metal’s salt. As the concentration of silver ions [Ag+] decreases, the resistance of the
interface increases. At very low silver ion concentrations, the Faradaic impedance
Zfaradaic becomes very large, and the interface model shown in Fig. 3(a) reduces
to a solution resistance RS in series with the capacitance Cdl. Such an electrode
is an ideally polarizable electrode. At very high silver concentrations, the Faradaic
impedance approaches zero and the interface model of Fig. 3(a) reduces to a solution
resistance in series with the Faradaic impedance Zfaradaic, which is approximated by
the solution resistance only. Such an electrode is an ideally nonpolarizable electrode.
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The example of a silver electrode placed in direct contact with the ECF, acting as an
electrode of the first kind, is impractical. Silver is toxic, silver ions are not innate in
the body, and any added silver ions may diffuse away. The silver wire electrode is
a highly polarizable electrode since the innate silver concentration is very low and
the Faradaic reaction consumes little charge; thus this configuration is not usable
as a reference electrode. The equilibrium potential, given by a derivation of the
Nernst equation Eeq = E�+ (RT/nF ) ln [Ag+] = (59 mV/decade) log [Ag+] at
25
◦
C, is poorly defined due to the low silver ion concentration. A solution to these

problems is to use an electrode of the second kind, which is defined as a metal coated
with a sparingly soluble metal salt. The common silver/silver chloride (Ag/AgCl)
electrode, described by reactions 8a and 8b, is such an electrode. This consists of
a silver electrode covered with silver chloride, which is then put in contact with
the body. The Ag/AgCl electrode acts as a highly nonpolarizable electrode. The
equilibrium potential Eeq = E�+ 59 log [Ag+] can be combined with the definition
of the silver chloride solubility constant:

Ks ≡
[
Ag+

] [
Cl−

] ∼ 10−10M2, to yield Eeq = E� + 59 log
[
Ks/Cl−

] =
E� + 59 log Ks − 59 log

[
Cl−

] = E�′ − 59 log
[
Cl−

]
. The equilibrium potential

of this electrode of the second kind is seen to be dependent on the finite chloride
concentration rather than any minimal silver concentration, and is well defined for
use as a reference electrode.

2 Charge Injection Across the Electrode/Electrolyte Interface
During Electrical Stimulation

2.1 Charge Injection During Pulsing: Interaction of Capacitive
and Faradaic Mechanisms

As illustrated in Fig. 1, there are two primary mechanisms of charge injection from
a metal electrode into an electrolyte. The first consists of charging and discharging
the double-layer capacitance causing a redistribution of charge in the electrolyte,
but no electron transfer from the electrode to the electrolyte. Cdl for a metal in
aqueous solution has values on the order of 10–20 μF/cm2 of real area (geometric
area multiplied by the roughness factor). For a small enough total injected charge,
all charge injection is by charging and discharging of the double layer. Above some
injected charge density, a second mechanism occurs consisting of Faradaic reactions
where electrons are transferred between the electrode and electrolyte, thus chang-
ing the chemical composition in the electrolyte by reduction or oxidation reactions.
Figure 1 illustrates a single Faradaic impedance representing the electron transfer
reaction O + n e− ←→R. Generally there may be more than one Faradaic reaction
possible, which is modeled by several branches of Zfaradaic (one for each reaction),
all in parallel with the double-layer capacitance. The current–overpotential equation
18 and Fick’s first and second laws for diffusion give the complete description of
processes occurring for any Faradaic reaction.
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In addition to the double-layer capacitance, some metals have the property of
pseudocapacity [8], where a Faradaic electron transfer occurs, but because the prod-
uct remains bound to the electrode surface, the reactant may be recovered (the
reaction may be reversed) if the direction of current is reversed. Although electron
transfer occurs, in terms of the electrical model of Fig. 1, the pseudocapacitance is
better modeled as a capacitor, since it is a charge-storage (not dissipative) process.
Platinum is commonly used for stimulating electrodes, as it has a pseudocapac-
ity (by reaction 6) of 210 μC/cm2 real area [18], or equivalently 294μC/cm2

geometric area using a roughness factor of 4.1

It is a general principle when designing electrical stimulation systems that one
should avoid onset of irreversible Faradaic processes, which may potentially cre-
ate damaging chemical species, and keep the injected charge at a low enough level
where it may be accommodated strictly by reversible charge injection processes.
Unfortunately this is not always possible, because a larger injected charge may be
required to cause the desired effect (e.g., initiating action potentials). Reversible pro-
cesses include charging and discharging of the double-layer capacitance, reversible
Faradaic processes involving products that remain bound to the surface such as plat-
ing of hydrogen atoms on platinum (reaction 6) or the reversible formation and
reduction of a surface oxide (reactions 4, 5), and reversible Faradaic processes
where the solution phase product remains near the electrode due to mass diffusion
limitations.

When the exchange current density is very low and significant overpotentials
are required for measurable Faradaic current, a relatively large total charge can
be injected (and thus a relatively large overpotential achieved) through the capac-
itive mechanism before Faradaic reactions commence. When the exchange current
density is high, little injected charge is accepted into capacitive charge, and small
overpotentials are achieved, before onset of significant Faradaic reactions. The desir-
able paradigm for a stimulating electrode is to use either capacitive charge injection
or charge injection through reversible Faradaic processes (such as reversible oxide
formation), thus minimizing irreversible Faradaic reactions that lead to either
electrode or tissue damage.

The net current passed by an electrode, modeled as shown in Fig. 1, is the sum of
currents through the two parallel branches. The total current through the electrode
is given by

itotal = iC + if (27)

where iC is the current through the capacitance and if is the current through Faradaic
processes

1The relationship between capacitance and stored charge is given by equation 29. A one volt
potential excursion applied to a double layer capacitance of 20 μF/cm2 yields 20 μC/cm2 stored
charge, which is an order of magnitude lower than the total charge storage available from platinum
pseudocapacitance.
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The current through Faradaic processes is given by the current–overpotential
equation 18. The current through the capacitance is given by equation (28) below.

iC = Cdl dv/dt = Cdl dη/dt (28)

The capacitive current depends upon the rate of potential change, but not the
absolute value of the potential. The Faradaic current, however, is exponentially
dependent upon the overpotential, or departure from the equilibrium potential. Thus,
as an electrode is driven away from its equilibrium potential, essentially all charge
initially flows through the capacitive branch since the overpotential is small near
equilibrium. As the overpotential increases, the Faradaic branch begins to conduct
a relatively larger fraction of the injected current. When the overpotential becomes
great enough, the Faradaic impedance becomes sufficiently small that the Faradaic
current equals the injected current. At this point the Faradaic process of reduction
or oxidation conducts all injected charge, and the potential of the electrode does not
change, corresponding to the capacitor not charging any further.

In terms of charge going into the different processes, the charge on the double-
layer capacitance is proportional to the voltage across the capacitance:

qC = Cdl�V (29)

thus if the electrode potential does not change in time, neither does the stored
charge. The charge into Faradaic processes however does continue to flow for
any nonzero overpotential. The Faradaic charge is the integration of Faradaic cur-
rent over time, which by equation (18) is proportional to an exponential of the
overpotential integrated over time:

qf =
∫

if dt ∝
∫

exp (η) dt (30)

The charge delivered into Faradaic reactions is directly proportional to the mass
of Faradaic reaction product formed, which may be potentially damaging to the
tissue being stimulated or the electrode.

2.2 Methods of Controlling Charge Delivery During Pulsing

Charge injection from an electrode into an electrolyte (e.g., extracellular fluid) is
commonly controlled by one of three methods. In the current-controlled (also called
galvanostatic) method, a current source is attached between the working and counter
electrodes and a user-defined current is passed. In the voltage-controlled (also called
potentiostatic) method, current is driven between the working electrode and counter
electrode as required to control the working electrode potential with respect to a
third (reference) electrode. This may be used for electrochemical measurements of
certain neurotransmitters [19]. This method is most often not used for stimulation
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and is not discussed further in this review. In the third method, VWE-CE control, a
voltage source is applied between the working and counter electrodes. While this
is the simplest method to implement, neither the potential of the working electrode
nor the potential of the counter electrode (with respect to a third reference electrode)
are controlled; only the net potential between the working and counter electrodes is
controlled.

2.3 Charge Delivery by Current Control

The current-controlled method is commonly used for electrical stimulation of
excitable tissue. This typically takes the form of pulsing. In monophasic pulsing, a
constant current is passed for a period of time (generally on the order of tens to hun-
dreds of microseconds), and then the external stimulator circuit is open-circuited (it
is effectively electrically removed from the electrodes) until the next pulse. Among
the different pulsing schemes, monophasic pulsing results in the greatest amount
of irreversible Faradaic reaction product (detailed in the next section), which may
result in tissue or electrode damage; thus it is not used in chronic stimulation. In
biphasic pulsing, a constant current is passed in one direction, then the direction
of current is reversed, and then the circuit is open-circuited until the next pulse. In
biphasic pulsing the first phase, or stimulating phase, is used to elicit the desired
physiological effect such as initiation of an action potential, and the second phase,
or reversal phase, is used to reverse electrochemical processes occurring during the
stimulating phase. It is common to use a cathodic pulse as the stimulating phase
(the working electrode is driven negative with respect to its prepulse potential),
followed by an anodic-reversal phase (the working electrode is driven positive),
although anodic pulsing may also be used for stimulation (discussed in Section 4).
Figure 9 illustrates definitions of the key parameters in pulsing. The frequency of
stimulation is the inverse of the period or time between pulses. The interpulse inter-
val is the period of time between pulses. Figure 9(b) illustrates charge-balanced
biphasic pulsing, where the charge in the stimulation phase equals the charge in the
reversal phase. Figure 9(c) illustrates charge-imbalanced biphasic pulsing (detailed
in Section 4) where there are two phases, but the reversal phase has less charge than
the stimulating phase. Figure 9(d) illustrates the use of an interphase delay, where
an open-circuit is introduced between the stimulating and reversal phases.

Upon application of a cathodic current pulse to an electrode that starts at a poten-
tial close to the equilibrium potential, the term exp (η) is small and initially little
charge goes into any Faradaic reactions, thus the initial charge delivery goes into
charging the double-layer capacitance. As charge goes onto the double layer, the
electrode potential moves away from equilibrium (an overpotential η develops), and
the Faradaic reaction O + ne−→ R starts to consume charge, with net current den-
sity proportional to exp (η). The total injected current then goes into both capacitive
current ic, causing the electrode capacitance to continue to charge to more nega-
tive potentials, and Faradaic current if. At sufficiently negative potentials, another
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Fig. 9 Common pulse types and parameters

Faradaic reaction with a lower exchange current density (thus more irreversible)
than the first may start. In the case where this second reaction is the reduction of
water, the reaction will not become mass transport limited (water at 55.5 M will
support substantial current), and an electrode potential will be reached where the
non-mass transport limited reduction of water accepts all further injected charge.
The water window is a potential range that is defined by the reduction of water in the
negative direction, forming hydrogen gas, and the oxidation of water in the positive
direction, forming oxygen. Because water does not become mass transport limited in
an aqueous solution, the potentials where water is reduced and oxidized form lower
and upper limits respectively for electrode potentials that may be attained, and any
electrode driven to large enough potentials in water will evolve either hydrogen gas
or oxygen gas. Upon reaching either of these limits, all further charge injection is
accommodated by the reduction or oxidation of water.

2.4 Pulse train response during current control

Based on the simple electrical model of Fig. 1, one may predict different characteris-
tics in the potential waveforms resulting from monophasic pulsing, charge-balanced
biphasic pulsing, and charge-imbalanced biphasic pulsing. Consider what occurs
when an electrode, starting from the open-circuit potential, is pulsed with a single
cathodic pulse and then left open-circuit (illustrated in Fig. 10(a), pulse 1). Upon
pulsing the electrode initially charges with injected charge being stored reversibly
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Fig. 10 Electrode Potentials in Response to Monophasic and Charge-Balanced Biphasic
Pulse Trains (a) Ratcheting of potential during monophasic cathodic pulsing. The prepulse poten-
tial of successive pulses moves negative until all injected charge goes into irreversible processes.
(b) Ratcheting during charge-balanced cathodic first biphasic pulsing. The prepulse potential of
successive pulses moves positive until the same amount of charge is lost irreversibly during the
cathodic and anodic phases. Shaded areas represent periods of irreversible reactions

on the double-layer capacitance, causing the electrode potential to move negative.
As the potential continues to move negative, charge begins to be delivered into
Faradaic currents (whose magnitude is an exponential function of the overpoten-
tial). At the end of the pulse when the external circuit is opened, charge on the
double-layer capacitance continues to discharge through Faradaic reactions. This
causes the electrode potential to move positive, and as the electrode discharges (i.e.,
the overpotential decreases) the Faradaic current decreases, resulting in an exponen-
tial discharge of the electrode. Given a long enough time, the electrode potential will
approach the open-circuit potential. However, if the electrode is pulsed with a train
whose period is short with respect to the time constant for discharge (as may occur
with neural stimulation, with a period of perhaps 20 ms), i.e., if a second cathodic
pulse arrives before the electrode has completely discharged, then the potential at
the start of the second pulse (the prepulse potential) is more negative than the pre-
pulse potential of the first pulse (which is the open circuit potential). Because the
potential during the second pulse begins at a more negative potential than the first,
a smaller fraction of the injected charge goes into reversible charging of the double-
layer capacitance. The Faradaic reactions begin accepting significant charge at an
earlier time than in the first pulse, and there is more charge delivered to irreversible
reactions during the second pulse than during the first as the overall potential range
traversed is more negative during the second pulse (Fig. 10(a), pulse 2). Upon going
to open-circuit after the second pulse, the electrode discharges through Faradaic
reactions. Because the potential at the end of the second current pulse is more nega-
tive than the potential at the end of the first current pulse, the potential range during
discharge between pulses 2 and 3 is also more negative than between pulses 1 and
2, and likewise the prepulse potential of pulse 3 is more negative than the prepulse
potential of pulse 2. This “ratcheting” of the electrode potential continues until the
following condition is met:

Unrecoverable Charge (Qur) per pulse = Injected Charge
(
Qinj

)
per pulse (31)
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i.e., all injected charge goes into irreversible Faradaic reactions that occur either dur-
ing the pulse or during the open-circuit interpulse interval period. Charge delivered
into irreversible processes is defined as unrecoverable charge Qur. Once condition
(31) is met, the pulsing is in the steady state, and the potential excursions repeat
themselves with each pulse cycle.

Next consider the electrode response when a charge-balanced stimulation pro-
tocol is used; cathodic then anodic, followed by open-circuit. The electrode begins
from open-circuit potential. Upon applying the first cathodic pulse, the double-layer
reversibly charges, and then the electrode may begin to transfer charge into Faradaic
reactions as the potential moves negative. The anodic pulse then causes the electrode
potential to move back positive (illustrated in Fig. 10(b), pulse 1). Unlike the expo-
nential decay during the monophasic pulsing, the electrode potential now changes
according to the anodic current and the double-layer capacitance, and there is rever-
sal of charge from the double layer. Because not all of the injected charge during
the cathodic pulse went into charging of the double layer, only some fraction of
the injected cathodic charge is required in the anodic phase to bring the electrode
potential back to the prepulse value. Since the anodic pulse is balanced with the
cathodic pulse, the electrode potential at the end of the anodic phase of pulse 1 is
positive of the prepulse potential of pulse 1 (the open circuit potential). During the
anodic phase and during the open-circuit following the anodic phase, if the potential
becomes sufficiently positive, anodic Faradaic reactions such as electrode corrosion
may occur. During the open-circuit period, the electrode discharges exponentially
through anodic Faradaic reactions back toward the open-circuit potential, moving
negative with time. By the beginning of pulse 2, the potential is still positive of
the prepulse potential for pulse 1 (the open-circuit potential). Thus, as long as any
charge is lost irreversibly during the cathodic phase, the potential at the end of the
charge-balanced anodic phase will be positive of the prepulse potential, and a ratch-
eting effect is seen. Unlike the monophasic case, the ratcheting of the electrode
prepulse potential is now in a positive direction. Steady state occurs when one of
the two following conditions is met:

(1) There are no irreversible Faradaic reactions during either the cathodic or
anodic phases, and the electrode simply charges and then discharges the double
layer (the potential waveform appears as a sawtooth):

Qur cathodic = Qur anodic = 0 (32)

or
(2) The same amount of charge is lost irreversibly during the cathodic phase and

during the combined anodic phase and interpulse interval:

Qur cathodic = Qur anodic+IPI �= 0 (33)
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If irreversible processes do occur, for cathodic first charge-balanced biphasic
pulsing, the electrode potential will move positive of the open-circuit potential, and
during steady-state continuous pulsing there is an equal amount of unrecoverable
charge delivered into cathodic- and anodic-irreversible processes.

Finally consider the electrode response when a charge-imbalanced stimulation
protocol is used (not illustrated). The electrode begins from open-circuit poten-
tial. The response to the first cathodic pulse is the same as with the monophasic
or charge-balanced biphasic waveforms. The anodic phase then causes the electrode
potential to move back positive, but since there is less charge in the anodic phase
than cathodic, the electrode potential does not move as far positive as it did with the
charge-balanced biphasic waveform. The potential at the end of the anodic phase
will be closer to the open-circuit potential than during charge-balanced pulsing. The
maximum positive potential will be less when using the charge-imbalanced wave-
form than when using the charge-balanced waveform. This has the advantage that
charge delivered into anodic Faradaic processes such as metal corrosion is reduced
with respect to charge-balanced stimulation. The prepulse potential will move under
factors as explained for the monophasic and charge-balanced biphasic waveforms
until the following condition is met:

The net imbalance in injected charge is equal to the net difference in unrecov-
erable charge between the cathodic phase and the combined anodic phase
and interpulse interval:

(Qinj cathodic−Qinj anodic) ≡ Qimbal = (Qur cathodic−Qur anodic+IPI) (34)

During charge-imbalanced stimulation, the shift in prepulse potential may be
either positive or negative of the open-circuit potential depending on the amount of
imbalance.

Based on these considerations, monophasic pulsing causes the greatest shift of
the electrode potential during pulsing away from the equilibrium potential, thus
causes the most accumulation of unrecoverable charge (corresponding to prod-
ucts of irreversible Faradaic reactions) of the three protocol types (monophasic,
charge-balanced biphasic, charge-imbalanced biphasic). Furthermore, since during
monophasic pulsing the electrode potential is not brought back toward the equilib-
rium potential by an anodic phase, there is accumulation of unrecoverable charge
during the open-circuit interpulse interval.

2.5 Electrochemical reversal

The purpose of the reversal phase during biphasic stimulation is to reverse the
direction of electrochemical processes that occurred during the stimulating phase,
minimizing unrecoverable charge. A reversible process is one where the reactants
are reformed from the products upon reversing the direction of current. Upon deliv-
ering current in the stimulation phase and then reversing the direction of current,
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Fig. 11 Electrochemical Processes and Potential Waveforms During Charge-Balanced
Stimulation (a) capacitive charging only (b) reversible hydrogen plating (c) irreversible hydrogen
evolution

charge on the electrode capacitance will discharge, returning the electrode poten-
tial toward its prepulse value. If only double-layer charging occurred, then upon
passing an amount of charge in the reversal phase equal to the charge delivered
in the stimulation phase (a charge-balanced protocol), the electrode potential will
return precisely to its prepulse potential by the end of the reversal phase and the
potential curve will be a simple sawtooth as shown in Fig. 11(a) (corrected for solu-
tion resistance). If reversible Faradaic reactions occur during the stimulation phase,
then charge in the reversal or secondary phase may go into reversing these reac-
tions. Figure 11(b) illustrates an example reversible Faradaic process; in this case,
charging of the pseudocapacitance (reduction of protons and plating of monatomic
hydrogen onto the metal electrode surface) as may occur on platinum. During rever-
sal, the plated hydrogen is oxidized back to protons. Because the electrochemical
process occurring during the reversal phase is the exact opposite of that occur-
ring during the stimulation phase, there is zero net accumulation of electrochemical
species. Reversible Faradaic reactions include adsorption processes as in Fig. 11(b),
as well as processes where the solution-phase product remains near the electrode due
to mass-diffusion limitations. If irreversible Faradaic reactions occur, upon passing
current in the reverse direction, reversal of electrochemical product does not occur
as the product is no longer available for reversal (it has diffused away). An example
shown in Fig. 11(c) is the formation of hydrogen gas after a monolayer of hydrogen
atoms has been adsorbed onto the platinum surface. In the case where a Faradaic
reaction has occurred during the stimulation phase, the potential waveform during
the stimulation phase is not linear, but displays a slope inflection as Faradaic pro-
cesses consume charge (this is charge that does not charge the capacitance, thus
does not change the electrode potential). If irreversible Faradaic reactions occur,
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then when an equal amount of charge is passed in the reversal phase, the electrode
potential goes positive of the prepulse potential. To return the electrode potential
exactly to its prepulse value would require that the charge in the reversal phase
be equal to only the amount of charge that went onto the capacitance during the
stimulation phase (a charge-imbalanced waveform).

The use of biphasic stimulation (either charge balanced or charge imbalanced)
moves the electrode potential out of the most negative ranges immediately after
stimulation. In comparison (as shown in Fig. 10), the monophasic-stimulation proto-
col allows the electrode potential to remain relatively negative during the interpulse
interval, and during this time Faradaic reduction reactions may continue. In the
presence of oxygen, these reactions may include reduction of oxygen and forma-
tion of reactive oxygen species, which have been implicated in tissue damage [20,
21, 22, 23, 24]. The charge-imbalanced waveform has the added advantage that the
electrode potential at the end of the anodic pulse is less positive than with charge-
balanced biphasic pulsing, thus less charge goes into irreversible oxidation reactions
such as corrosion when using the charge-imbalanced protocol. Charge-imbalanced
biphasic waveforms provide a method to reduce unrecoverable charge in the
cathodic direction (with respect to monophasic stimulation) and in the anodic direc-
tion (with respect to charge-balanced biphasic stimulation), thus are an attractive
solution to minimizing damage to either the stimulated tissue or the metal electrode.

2.6 Charge delivery by a voltage source between the working
electrode and counter electrode

An alternative form of charge injection involves the direct connection of a voltage
source between the working and counter electrodes. Figure 12 compares the current,
working electrode to reference electrode voltage (VWE-RE), and working electrode
to counter electrode voltage (VWE-CE) waveforms during monophasic pulsing under
current control versus VWE-CE control. The VWE-RE waveforms represent the work-
ing electrode interfacial potentials and do not imply that a reference electrode is
required for either control scheme. Upon applying a voltage pulse with amplitude
Vapp between the working electrode and counter electrode in VWE-CE control, the
current is at its maximum value at the beginning of the pulse as the double-layer
capacitances of the two electrodes charge and the current is predominantly capaci-
tive. Given a long duration pulse, the current will asymptotically approach a value
where Vapp maintains a steady-state Faradaic current, with current density given
by equation (18). Figure 12 illustrates the steady-state waveforms when using an
exhausting circuit [25, 26], where at the end of the monophasic voltage pulse the
working and counter electrodes are shorted together, causing the charge on the work-
ing electrode capacitance to rapidly discharge, and the working electrode potential
to attain the counter electrode potential. If the counter electrode is sufficiently large,
its potential will not be notably perturbed away from its equilibrium potential dur-
ing pulsing, and upon shorting the working electrode to the counter electrode, the
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Fig. 12 Steady-State Voltage and Current Waveforms Using Current Control and VWE-CE
Control Note the rapid discharge of the working electrode during the short-circuit interpulse inter-
val of VWE-CE control relative to the open-circuit interpulse interval of current control. s.c.=short
circuit, o.c.=open circuit, Iapp=applied current, Vapp=applied voltage

working electrode potential will be brought back to the counter electrode equilib-
rium potential. Donaldson [26] showed that during cathodic-monophasic pulsing
of real electrodes with an exhausting scheme, the potentials of both the working
electrode and counter electrode moved positive in response to a continuous train,
increasing the risk of oxidizing reactions such as corrosion. The discharge of the
working electrode is relatively rapid during VWE-CE control with an exhausting cir-
cuit, as the working electrode is directly shorted to the counter electrode. This is
contrasted by the relatively slow discharge using monophasic current control, as
shown in Fig. 12, with an open circuit during the interpulse interval. During the
open-circuit period, the working-electrode capacitance discharges through Faradaic
reactions at the working-electrode interface. This leads to a greater accumulation
of unrecoverable charge during the open-circuit interpulse interval (current control)
than with the short-circuit interpulse interval (VWE-CE control). However, in cur-
rent control, appropriate biphasic pulsing waveforms (Fig. 9) can promote rapid
electrode discharge.

Advantages of the VWE-CE control scheme over the current control scheme
include (1) the circuitry is simpler (it may be a battery and an electronic switch);
and (2) unrecoverable charge accumulation is lower during the interpulse interval
than it would be with monophasic current control. Disadvantages of the VWE-CE
control scheme include (1) maximum stimulation of excitable tissue occurs only
at the beginning of the pulse when current is maximum, and stimulation efficiency
decreases throughout the pulse as current decreases, whereas with current control
the current is constant throughout the pulse; (2) an increase in resistance anywhere
in the electrical conduction path will cause an additional voltage drop, decreasing
the current and potentially causing it to be insufficient for stimulation, whereas with
current control the current is constant (assuming the required voltage is within the
range of the stimulator); and (3) neither the current driven nor the charge injected
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are under direct control using voltage control [27]. Because the level of neuronal
membrane depolarization is related to the applied current, these factors result in
a reduction in reproducibility between experiments, as well as between clinical
implants, during VWE-CE control. Moreover, because tissue properties can change
over time, stimulation efficacy may change when using VWE-CE control.

3 Materials Used as Electrodes for Charge Injection
and Reversible Charge Storage Capacity

The ideal material for use as a stimulating electrode satisfies the following six
requirements. (1) The passive (unstimulated) material must be biocompatible, so it
should not induce a toxic or necrotic response in the adjacent tissue, nor an excessive
foreign body or immune response. (2) The material must be mechanically accept-
able for the application. It must maintain mechanical integrity given the intended
tissue, surgical procedure, and duration of use. The material must not buckle if it is
to pass through the meninges. If a device is to be used chronically, it must be flexible
enough to withstand any small movement between the device and tissue following
implantation. (3) The complete device must be efficacious. This requires that suf-
ficient charge can be injected with the chosen material and electrode area to elicit
action potentials. The required charge is quantified by the charge-duration curve,
discussed in Section 4. (4) During electrical stimulation, Faradaic reactions should
not occur at levels that are toxic to the surrounding tissue. The level of reaction prod-
uct that is tolerated may be significantly higher for acute stimulation than chronic
stimulation. (5) During electrical stimulation, Faradaic corrosion reactions should
not occur at levels that will cause premature failure of the electrode. This again
depends greatly on the intended duration of use. During acute stimulation, corro-
sion is rarely a concern, whereas a device that is intended for a 30-year implant must
have a very low corrosion rate. (6) The material characteristics must be acceptably
stable for the duration of the implant. For a chronic electrode, the device electrical
impedance must be stable. The conducting and insulating properties of all materials
must remain intact.

Dymond et al. [28] tested the toxicity of several metals implanted into the cat
cerebral cortex for 2 months. Materials were deemed toxic if the reaction to the
implanted metal was significantly greater than the reaction to a puncture made
from the same metal that was immediately withdrawn (Table 1). Stensaas and
Stensaas [29] reported on the biocompatibility of several materials implanted pas-
sively into the rabbit cerebral cortex (Table 1). Materials were classified into one
of three categories depending upon changes occurring at the implant/cortex inter-
face: (1) Nonreactive. For these materials, little or no gliosis occurred, and normal
CNS tissue with synapses was observed within 5 μm of the interface. (2) Reactive.
Multinucleate giant cells and a thin layer (10 μm) of connective tissue surrounded
the implant. Outside of this was a zone of astrocytosis. Normal CNS tissue was
observed within 50 μm of the implant. (3) Toxic. These materials are separated from
the cortical tissue by a capsule of cellular connective tissue and a surrounding zone
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Table 1 Classification of material biocompatibility

Classification by
Dymond

Classification by
Stensaas and
Stensaas Other references

Conductors:
Aluminum Non-reactive
Cobalt Toxic
Copper Toxic Toxic [34, 35, 36]
Gold Nontoxic Non-reactive
Gold-nickel-chromium Nontoxic
Gold-palladium-rhodium Nontoxic
Iron Toxic
Molybdenum Reactive
Nickel-chromium

(Nichrome)
Reactive Nontoxic [34]

Nickel-chromium-
molybdenum

Nontoxic

Nickel-titanium (Nitinol) Biocompatible [37, 38]
Platinum Nontoxic Non-reactive Biocompatible [31, 32]
Platinum-iridium Nontoxic Biocompatible [33]
Platinum-nickel Nontoxic
Platinum-rhodium Nontoxic
Platinum-tungsten Nontoxic
Platinized platinum (Pt

black)
Nontoxic

Rhenium Nontoxic
Silver Toxic Toxic Toxic [34, 35, 36]
Stainless steel Nontoxic Nontoxic [34]
Tantalum Reactive
Titanium Biocompatible [32]
Tungsten Non-reactove
Insulators:
Alumina ceramic Non-reactive Biocompatible [32]
Araldite (epoxy plastic

resin)
Reactive

Polyethylene Non-reactive
Polyimide Biocompatible [154]
Polypropylene Non-reactive
Silastic RTV Toxic
Silicon dioxide (Pyrex) Reactive
Teflon TFE (high purity) Non-reactive
Teflon TFE (shrinkable) Reactive
Titanium dioxide Reactive
Semiconductors:
Germanium Toxic
Silicon Non-reactive Biocompatible [40,

155, 156]
Assemblies
Gold-silicon dioxide

passivated microcircuit
Reactive
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of astrocytosis. Loeb [30] studied the histological response to materials used by the
microelectronics industry implanted chronically in the subdural space of cats, and
found reactions to be quite dependent on specific material formulations and surface
preparations.

Platinum has been demonstrated as biocompatible for use in an epiretinal array
[31] and in cochlear implants [32]. Both titanium and ceramic [32] and platinum-
iridium wire [33] have been shown as biocompatible in cochlear implants. Babb
and Kupfer [34] have shown stainless steel and nickel-chromium (Nichrome) to
be nontoxic. Copper and silver are unacceptable as stimulating electrodes, as these
metals cause tissue necrosis even in the absence of current [28, 29, 34, 35, 36].
Nickel-titanium shape memory alloys have good biocompatibility response [37], up
to a nickel content of 50% [38].

The first intracortical electrodes consisted of single-site conductive microelec-
trodes made of material stiff enough to penetrate the meninges, as either an insulated
metallic wire or a glass pipette filled with conductive electrolyte. Advances in mate-
rials science and microelectronics technology have allowed the development of
multiple-site electrodes built onto a single substrate using planar photolithographic
and silicon micromachining technologies. Such devices have been made from sil-
icon [39, 40] and polyimide [41]. In further advancements, bioactive components
have been added to the electrode to direct neurite growth toward the electrode,
minimizing the distance between the electrode and stimulated tissue [42, 43, 44].

Chronic implantation of any device into the central nervous system, even
those materials considered biocompatible, elicits a common response consisting of
encapsulation by macrophages, microglia, astrocytes, fibroblasts, endothelia, and
meningeal cells [45]. The early response to material implantation is inflammation
[29, 45, 46]. The chronic response is characterized by a hypertrophy of the sur-
rounding astrocytes [29], which display elevated expression of intermediate filament
proteins such as GFAP and vimentin [47], an infiltration of microglia and foreign
body giant cells [29], and a thickening of the surrounding tissue that forms a capsule
around the device [40, 46].

The reversible charge-storage capacity (CSC) of an electrode, also known as the
reversible charge injection limit [48], is the total amount of charge that may be stored
reversibly, including storage in the double-layer capacitance, pseudocapacitance,
or any reversible Faradaic reaction. In electrical stimulation of excitable tissue, it
is desirable to have a large reversible charge-storage capacity so that a relatively
large amount of charge may be injected (thus being efficacious for stimulation)
prior to the onset of irreversible Faradaic reactions (which may be deleterious to
the tissue being stimulated or to the electrode itself). The reversible charge-storage
capacity depends upon the material used for the electrode, the size and shape of the
electrode, the electrolyte composition, and parameters of the electrical stimulation
waveform.

The slow cyclic voltammogram for a material is a graphic display of the cur-
rent density into various electrochemical processes as a function of the electrode
potential as the potential is slowly cycled. At any point in time, the amount of cur-
rent going into a particular process is determined by the potential as well as by the
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reactant concentration, as given by equation (18). The water window is defined as
the potential region between the oxidation of water to form oxygen and the reduction
of water to form hydrogen. Because water does not become mass transport limited
in an aqueous solution, once the electrode potential attains either of these two water-
window boundaries, all further injected charge goes into the irreversible processes
of water oxidation (anodically) or water reduction (cathodically). In many studies,
the reversible charge-storage capacity has been defined as the maximum charge den-
sity that can be applied without the electrode potential exceeding the water window
during pulsing. It should be noted that in fact irreversible processes might occur at
potentials within the water window, including such reactions as irreversible oxygen
reduction [49, 50] that may become mass transport limited.

The noble metals, including platinum Pt, gold Au, iridium Ir, palladium Pd, and
rhodium Rh, have been commonly used for electrical stimulation, largely due to
their relative resistance to corrosion [28, 51, 52]. These noble metals do exhibit
some corrosion during electrical stimulation, as shown by dissolution [53, 54, 55,
56, 57] and the presence of metal in the neighboring tissue [58, 59]. In addition to
corrosion of the electrode, there is evidence of long-term toxic effects on the tissue
from dissolution [60, 61, 62].

Platinum and platinum-iridium alloys are common materials used for electri-
cal stimulation of excitable tissue. Brummer and Turner [63, 64, 65, 66] have
reported on the electrochemical processes of charge injection using a platinum
electrode. They reported that three processes could store charge reversibly, includ-
ing charging of the double-layer capacitance, hydrogen atom plating and oxidation
(pseudocapacity, reaction 6), and reversible oxide formation and reduction on the
electrode surface, and that 300–350 μC/cm2 (real area) could theoretically be stored
reversibly by these processes in artificial cerebrospinal fluid (equivalently 420–490
μC/cm2 (geometric area)). This is a maximum reversible charge-storage capac-
ity under optimum conditions, including relatively long pulse widths (>0.6 ms).
Rose and Robblee [67] reported on the charge-injection limits for a platinum elec-
trode using 200 μs charge-balanced biphasic pulses. The reversible charge-injection
limit was defined as the maximum charge density that could be applied without the
electrode potential exceeding the water window during pulsing. The authors deter-
mined the charge-injection limit to be 50–100 μC/cm2 (geometric) using anodic
first pulses, and 100–150 μC/cm2 (geometric) using cathodic first pulses. These
values are considerably lower than the theoretical values determined by Brummer
and Turner [66], since the electrode potential at the beginning of a pulse begins
somewhere intermediate to oxygen and hydrogen evolution and not all of the three
reversible processes accommodate charge during the stimulating pulse. Dissolution
of platinum in saline increases linearly with the injected charge during biphasic
stimulation [55]. Anodic first pulses cause more dissolution than cathodic first
pulses, as the electrode potential attains more positive values during the stimulating
(first) phase. Robblee et al. [56] have shown that in the presence of protein such as
serum albumin, the dissolution rate of platinum decreases by an order of magnitude.

The reversible charge-storage capacity is dependent upon the electrode real
surface area and geometry. The geometric area of an electrode is usually easily
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calculated, but the real area is the value that determines the total charge capacity.
Brummer and Turner [65] have reported on a method to experimentally determine
the real area of a platinum electrode in vitro, however this may not be applicable
to the in vivo situation. It should also be noted that the real area of an electrode
may change during the course of stimulation. A nonuniform (nonspherical) elec-
trode geometry will cause a nonuniform current density [68] with maximum current
at the electrode edges, which may lead to localized electrode corrosion [69] or tissue
burns [70] at the electrode edges.

Platinum is a relatively soft material and may not be mechanically acceptable
for all stimulation applications. Platinum is often alloyed with iridium to increase
the mechanical strength. Alloys of platinum with 10–30% iridium have similar
charge-storage capacity to pure platinum [57]. Iridium is a much harder metal
than platinum, with mechanical properties that make it suitable as an intracortical
electrode. The reversible charge-storage capacities of bare iridium or rhodium are
similar to that of platinum. However, when a surface oxide is present on either of
these materials, they have greatly increased charge-storage capacity over platinum.
These electrodes inject charge using valency changes between two oxide states,
without a complete reduction of the oxide layer.

Iridium oxide is a popular material for stimulation and recording, using reversible
conversion between Ir3+ and Ir4+ states within an oxide to achieve high reversible
charge-storage capacity. Iridium oxide is commonly formed from iridium metal in
aqueous electrolyte by electrochemical activation (known as anodic iridium oxide
films on bulk iridium metal, or AIROF), which consists of repetitive potential
cycling of iridium to produce a multilayered oxide [10, 48, 57, 71, 72]. Such acti-
vated iridium oxide films have been used for intracortical stimulation and recording
using iridium wire [73, 74, 75, 76, 77] or with micromachined silicon electrodes
using sputtered iridium on the electrode sites [78, 79]. The maximum charge density
that can be applied without the electrode potential exceeding the water window was
reported for activated iridium oxide using 200 μs charge-balanced pulses as +/−2
mC/cm2 (geometric) for anodic first pulsing and −/+1 mC/cm2 for cathodic first
[80, 81]. By using an anodic bias, cathodic charge densities of 3.5 mC/cm2 (geo-
metric) have been demonstrated both in vitro [80, 81] and in vivo [82]. Iridium oxide
films can also be formed by thermal decomposition of an iridium salt onto a metal
substrate (known as thermally prepared iridium oxide films, or TIROF) [83], or by
reactive sputtering of iridium onto a metal substrate (known as sputtered iridium
oxide films, or SIROF) [84]. Meyer and Cogan [77] reported on a method to elec-
trodeposit iridium oxide films onto substrates of gold, platinum, platinum-iridium,
and 316LVM stainless steel achieving reversible charge-storage capacities of >25
mC/cm2.

The stainless steels (types 303, 316, and 316LVM) as well as the cobalt-
nickel-chromium-molybdenum alloy MP35N are protected from corrosion by a thin
passivation layer that develops when exposed to atmospheric oxygen and which
forms a barrier to further reaction. In the case of stainless steel, this layer con-
sists of iron oxides, iron hydroxides, and chromium oxides. These metals inject
charge by reversible oxidation and reduction of the passivation layers. A possible
problem with these metals is that if the electrode potential becomes too positive
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(the transpassive region), breakdown of the passivation layer and irreversible metal
dissolution may occur at an unacceptable rate [51, 85, 86], potentially leading to
failure of the electrode. A cathodic charge imbalance has been shown to allow sig-
nificantly increased charge injection without electrode corrosion [87, 88]. Titanium
and cobalt-chromium alloys are also protected from corrosion by a surface oxide
passivation layer and demonstrate better corrosion resistance than does stainless
steel [89]. 316LVM stainless steel has good mechanical properties and has been
used for intramuscular electrodes. The charge-storage capacity of 316LVM is only
40–50 μC/cm2 (geometric), potentially necessitating large surface area electrodes.

Capacitor electrodes inject charge strictly by capacitive action, as a dielectric
material separates the metal electrode from the electrolyte preventing Faradaic reac-
tions at the interface [90, 91, 92]. The tantalum/tantalum pentoxide (Ta/Ta2O5)
electrode has a high charge-storage capacity achieved by using sintered tantalum
or electrolytically etched tantalum wire to increase the surface area [93]. Guyton
and Hambrecht [90, 91] have demonstrated a sintered Ta/Ta2O5 electrode with a
charge-storage capacity of 700 μC/cm2 (geometric). The Ta/Ta2O5 electrodes have
sufficient charge-storage capacity for electrodes in the range of 0.05 cm2 and charge
densities up to 200 μC/cm2 (geometric); however, they may not be acceptable
for microelectrode applications where the required charge densities may exceed
1 mC/cm2 [92]. Tantalum capacitor electrodes must operate at a relatively posi-
tive potential to prevent electron transfer across the oxide. If pulsed cathodically, a
positive bias must be used on the electrode.

Stimulation of muscle, peripheral nerve, or cortical surface requires relatively
high charge per pulse (on the order of 0.2–5 μC), thus platinum or stainless steel
electrodes must be of fairly large surface area to stay within the reversible charge-
storage capacity. Intracortical stimulation requires much less total charge per pulse;
however, in order to achieve selective stimulation, the electrode size must be very
small, resulting in high charge-density requirements. With a geometric surface area
of 20 × 10−6cm2, the charge per pulse may be on the order of 0.008–0.064 μC
yielding a charge density of 400–3200 μC/cm2 [82, 94]. Such high charge densities
may be achieved using iridium oxide electrodes with anodic pulses, or cathodic
pulses with an anodic bias.

Table 2 lists several parameters of interest for materials commonly used for
stimulation.

4 Charge Injection for Extracellular Stimulation
of Excitable Tissue

The goal of electrical stimulation of excitable tissue is often the triggering of action
potentials in axons, which requires the artificial depolarization of some portion of
the axon membrane to threshold. In the process of extracellular stimulation, the
extracellular region is driven to relatively more negative potentials, equivalent to
driving the intracellular compartment of a cell to relatively more positive potentials.
Charge is transferred across the membrane due to both passive (capacitive and resis-
tive) membrane properties as well as through active ion channels [95]. The process
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Table 2 Reversible charge-storage capacity and other parameters in electrode material selection

Reversible charge
Storage capacity
(μC/cm2)

Reversible charge
injection
processes

Corrosion
characteristics

Mechanical
characteristics

Platinum
AF, 200 μs: 300–350 r [66] double layer

charging, hydrogen
atom plating, and
oxide formation
and reduction

relatively resistant;
greatly increased
resistance with
protein

relatively soft
CF, 200 μs: 50–100 g [67]

100–150 g [67]

Platinum/Iridium
Alloys

Similar CSC to Pt stronger than Pt

Iridium Similar CSC to Pt stronger than Pt
Iridium Oxide

AF: +/− 2200 g
[80, 81]

Oxide valency
charges

highly resistant
[57, 82]

CF: −/+ 1200 g
[80, 81]

AB: −/+ 3500 g
[80, 81, 82]

316LVM
Stainless Steel

40−50 g passive film
formation and
reduction

resistant in passive
region; rapid
breakdown in
transpassive
region

strong and
flexible

Tantalum/
Tantalum
Pentoxide

700 g [90, 91] capacitive only corrosion resistant
[93, 157, 158,
159]

200 g [92]

r = real area, g = geometric area, AF = anodic first, charge-balanced CF= cathodic first, charge-
balanced AB = cathodic first, charge balanced, with anodic bias.

of physiological action-potential generation is well reviewed in the literature (in
particular, see Principles of Neural Science by Kandel, Schwartz, and Jessell, 2000)
[96]), and models have been proposed [97, 98] for mammalian myelinated axons in
terms of the parameters “m” and “h” as defined by Hodgkin and Huxley [99, 100,
101, 102] in their studies of the squid giant axon.

The mechanisms underlying electrical excitation of nerve have been reviewed
elsewhere [1, 103, 104, 105, 106]. In the simplest case of stimulation, a monopolar
electrode (a single current carrying conductor) is placed in the vicinity of excitable
tissue. Current passes from the electrode, through the extracellular fluid surrounding
the tissue of interest, and ultimately to a distant counter electrode. For a current I
(in amps) flowing through the monopolar electrode located a distance r away from
a segment of excitable tissue, and uniform conductivity in the fluid of σ (S/m), the
extracellular potential Ve at the tissue is

Ve = I

4πσ r
(35)
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Bipolar and other electrode configurations have more complex voltage and cur-
rent patterns and will not be discussed here. Durand [106] has reviewed solutions
for electrical-potential profiles of various systems.

During current-controlled stimulation, the current is constant throughout the
period of the pulse; thus the Ve at any point in space is constant during the pulse.
During VWE-CE control, current is not constant throughout the period of the pulse
(Fig. 12) and the Ve at any point decreases during the pulse.

The electric field generated by a monopolar electrode will interact with an axon
membrane (these principles may be generalized to any excitable tissue). During
cathodic stimulation, the negative charge of the working electrode causes a redistri-
bution of charge on the axon membrane, with negative charge collecting on the
outside of the membrane underneath the cathode (depolarizing the membrane).
Associated with the depolarization of the membrane under the cathode is movement
of positive charge intracellularly from the distant axon to the region under the elec-
trode, and hyperpolarization of the membrane at a distance away from the electrode.
If the electrode is instead driven as an anode (to more positive potentials), hyper-
polarization occurs under the anode, and depolarization occurs at a distance away
from the anode. During such anodic stimulation, action potentials may be initiated
at the regions distant from the electrode where depolarization occurs, known as
virtual cathodes. The depolarization that occurs with anodic stimulation is roughly
1/7–1/3 that of the depolarization with cathodic stimulation; thus cathodic stimula-
tion requires less current to bring an axon to threshold. During cathodic stimulation,
anodic surround block may occur at sufficiently high current levels where the hyper-
polarized regions of the axon distant from the cathode may suppress an action
potential that has been initiated near the electrode. This effect is observed at higher
current levels than the threshold values required for initiation of action potentials
with cathodic stimulation.

In a mammalian axon, hyperpolarizing with a pulse that is long compared with
the time constant of the sodium inactivation gate will remove the normal partial
inactivation. If the hyperpolarizing current is then abruptly terminated (as with a
rectangular pulse), the sodium activation gate conductance increases back to the
rest value relatively quickly, but the activity of the slower inactivation gate remains
high for a period of milliseconds; thus the net sodium conductance is briefly higher
than normal and an action potential may be initiated. This phenomenon, known as
anodic break, may be observed with either cathodic or anodic stimulation, since both
cause some region of hyperpolarization in the axon. Anodic break may be prevented
by using stimulating waveforms with slowly decaying exponential phases instead of
abrupt terminations [107, 108, 109, 110].

Prolonged subthreshold stimuli can produce the phenomenon of accommoda-
tion. A long-duration cathodic pulse to mammalian axon that produces subthreshold
depolarization will increase sodium inactivation, reducing the number of axons that
can be recruited and so increasing the threshold. This is not a problem with brief
pulses that are shorter than the time constant of sodium channel inactivation, but
can be with more prolonged pulses.

It is often desirable to have some degree of selectivity during electrical exci-
tation of tissue. Selectivity is the ability to activate one population of neurons
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without activating a neighboring population. Spatial selectivity is the ability to
activate a localized group of neurons, such as restricting activation to a certain
fascicle or fascicles within a nerve trunk. Changes in the transmembrane potential
due to electrical excitation are greatest in fibers closest to the stimulating electrode
because the induced extracellular potential decreases in amplitude with distance
from the stimulation electrode (equation 35), as does the second spatial derivative
of the extracellular potential, which is responsible for excitation [111]. Thus, acti-
vation of neurons closest to the electrode requires the least current. As the distance
between the electrode and desired population of neurons for activation increases,
larger currents are required, which generally means neurons between the electrode
and desired population are also activated. Fiber diameter selectivity is the abil-
ity to activate fibers within a certain range of diameters only. Fibers with greater
internodal distance and larger diameter experience greater changes in the trans-
membrane potential due to electrical excitation [112]. Using conventional electrical
stimulation waveforms with relatively narrow pulses, the largest diameter fibers
are activated at the lowest stimulus amplitude. In motor nerves, activating large-
diameter fibers first corresponds to activating the largest motor units first. This
recruitment order is opposite of the physiological case where the smallest motor
units are recruited first. Fang and Mortimer [110] have demonstrated a waveform
that allows a propagated action potential in small-diameter fibers but not large-
diameter fibers. Hyperpolarizing pulses have a greater effect on larger fibers than
smaller, just as for depolarizing pulses. This means that sustained hyperpolariza-
tion can be used to block action-potential initiation selectively in the large fibers,
so that the corresponding depolarizing stimuli can selectively activate small fibers.
Electrical-stimulation protocols have also been developed [113] for triggering of
action potentials in specific cell types (e.g., interneurons) and structures (e.g., nerve
terminals).

The relationship between the strength (current) of an applied constant current
pulse required to initiate an action potential and the duration of the pulse, known
as the strength–duration curve, is shown in Fig. 13(a). The threshold current Ith
decreases with increasing pulse width. At very long pulse widths, the current is

Fig. 13 Strength–Duration and Charge–Duration Curves for Initiation of an Action
Potential Rheobase current Irh is the current required when using an infinitely long pulse width.
Chronaxie time tc is the pulse width corresponding to two times the rheobase current
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a minimum, called the rheobase current Irh. The following relationship has been
derived experimentally to quantify the strength–duration curve [114]:

Ith = Irh

1− exp (−W/τm)
(36)

where Ith is the current required to reach threshold, Irh is the rheobase current, W
is the pulse width, and τm is the membrane time constant. The qualitative nature
of the strength–duration curve shown is representative of typical excitable tissue.
The quantitative aspects, e.g., the rheobase current, depend upon factors such as
the distance between the neuron population of interest and the electrode and are
determined empirically. Figure 13(b) illustrates the charge–duration curve, which
plots the threshold charge Qth = IthW versus pulse width. At longer pulse widths, the
required charge to elicit an action potential increases due to two phenomena. First,
over a period of tens to hundreds of μs, charge is redistributed through the length of
the axon and does not all participate in changing the transmembrane potential at the
site of injection [115, 116]. Second, over a period of several ms, accommodation
(increased sodium inactivation) occurs. The minimum charge Qmin occurs as the
pulse width approaches zero. In practice, the Qth is near Qminwhen narrow pulses
are used (tens of microseconds).

It is generally best to keep the pulse width narrow in order to minimize any
electrochemical reactions occurring on the electrode surface. The narrowness of a
pulse is often limited by the amount of current that can be delivered by a stimulator,
especially if it is battery operated. Furthermore, some kinds of stimulation, such as
selective activation of certain axons of a nerve, require pulses longer than tens of
microseconds.

5 Mechanisms of Damage

An improperly designed electrical stimulation system may cause damage to the tis-
sue being stimulated or damage to the electrode itself. Damage to an electrode can
occur in the form of corrosion if the electrode is driven anodically such that the
electrode potential exceeds a value where significant metal oxidation occurs. An
example of such a reaction is the corrosion of platinum in a chloride-containing
medium such as extracellular fluid, equation (10). Corrosion is an irreversible
Faradaic process. It may be due to dissolution where the electrochemical product
goes into solution or the product may form an outer solid layer on a passivation film
that cannot be recovered. Charge-balanced waveforms (Fig. 9(b)) are more likely
to reach potentials where corrosion may occur during the anodic-reversal phase
and the open-circuit interpulse interval than are monophasic waveforms (Fig. 10).
The charge-imbalanced waveform (Fig. 9(c)) has advantages both in preventing
tissue damage due to sustained negative potentials during the interpulse interval,
and in preventing corrosion by reducing the maximum positive potential during the
anodic-reversal phase (Section 2).
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The mechanisms for stimulation-induced tissue damage are not well understood.
Two major classes of mechanisms have been proposed. The first is that tissue dam-
age is caused by intrinsic biological processes as excitable tissue is overstimulated.
This is called the mass-action theory and proposes that damage occurs from the
induced hyperactivity of many neurons firing, or neurons firing for an extended
period of time, thus changing the local environment. Proposed mass-action mech-
anisms include depletion of oxygen or glucose, or changes in ionic concentrations
both intracellularly and extracellularly, e.g., an increase in extracellular potassium.
In the CNS, excessive release of excitatory neurotransmitters such as glutamate
may cause excitotoxicity. The second proposed mechanism for tissue damage is
the creation of toxic electrochemical reaction products at the electrode surface dur-
ing cathodic stimulation at a rate greater than that which can be tolerated by the
physiological system.

McCreery et al. [117] have shown that both charge per phase and charge den-
sity are important factors in determining neuronal damage to cat cerebral cortex. In
terms of the mass-action theory of damage, charge per phase determines the total
volume within which neurons are excited, and the charge density determines the
proportion of neurons close to an electrode that are excited; thus both factors deter-
mine the total change in the extracellular environment. The McCreery data show that
as the charge per phase increases the charge density for safe stimulation decreases.
When the total charge is small (as with a microelectrode) a relatively large charge
density may safely be used. Tissue damage that has been attributed to mass-action
effects may be alternatively explained by electrochemical means, as charge and
charge density may influence the quantity of irreversible reaction products being
generated at the electrode interface. Shannon [118] reprocessed the McCreery
data and developed an expression for the maximum safe level for stimulation,
given by

log (Q/A) = k − log (Q) (37)

where Q is charge per phase (μC/phase), Q/A is charge density per phase
(μC/cm2/phase), and 2.0 > k > 1.5, fit to the empirical data.

Figure 14 illustrates the charge vs. charge density relationship of equation (37)
using k values of 1.7, 1.85, and 2.0, with histological data from the 1990 McCreery
study using cat parietal cortex as well as data from Yuen et al. [119] on cat pari-
etal cortex, Agnew et al. [120] on cat peroneal nerve, and Bhargava [121] on cat
sacral anterior roots. Above the threshold for damage, experimental data demon-
strate tissue damage, and below the threshold line, experimental data indicate no
damage.

McCreery et al. [122] have reviewed damage from electrical stimulation of
peripheral nerve. They concluded that damage may be from mechanical constric-
tion of the nerve as well as neuronal hyperactivity and irreversible reactions at the
electrode.

Supporting the concept that damage is due to electrochemical reaction products is
the work by Lilly et al. [123], which demonstrated that loss of electrical excitability
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Fig. 14 Charge (Q) vs. Charge Density (Q/A) for Safe Stimulation A microelectrode with
relatively small total charge per pulse might safely stimulate using a large charge density, whereas
a large surface area electrode (with greater total charge per pulse) must use a lower charge density

and tissue damage occur when the cerebral cortex of monkey is stimulated using
monophasic current pulses. Later, Lilly et al. [124] showed that biphasic stimula-
tion caused no loss of excitability or tissue damage after 15 weeks of stimulation for
4–5 h per day. Lilly interpreted these results as due to movement of charged parti-
cles such as proteins out of physiological position. The concept that monophasic is
a more damaging form of stimulation than charge-balanced biphasic was confirmed
by Mortimer et al. [125], who reported that breakdown of the blood brain barrier
during stimulation of the surface of cat cerebral cortex occurs when monopha-
sic pulses were used at power densities greater than 0.003 W/in2 (0.5 mW/cm2),
but does not occur with charge-balanced biphasic pulses until a power density of
0.05 W/in2 (8 mW/cm2) is exceeded. Pudenz et al. [126, 127] further showed that
monophasic stimulation of the cat cerebral cortex causes vasoconstriction, throm-
bosis in venules and arterioles, and blood brain barrier breakdown within 30 s of
stimulation when used at levels required for a sensorimotor response; however,
charge-balanced biphasic stimulation could be used for up to 36 h continuously
without tissue damage if the charge per phase was below 0.45 μC (4.5 μC/cm2).
Also supporting the hypothesis that damage is due to electrochemical products are
observations of cat muscle that suggest some nonzero level of reaction product can
be tolerated [88, 128]. These studies showed that monophasic stimulation causes
significantly greater tissue damage than a nonstimulated implant at 1 μC/mm2 per
pulse, but not 0.2 μC/mm2 per pulse, and that charge-balanced biphasic stimula-
tion does not cause significant tissue damage at levels up to 2 μC/mm2 per pulse.
However, in order to prevent electrode corrosion, the charge-balanced waveform
must not exceed 0.4 μC/mm2 per pulse, otherwise the electrode potential is driven
to damaging positive potentials during the anodic (reversal) phase and interpulse
interval. Scheiner and Mortimer [88] studied the utility of charge-imbalanced bipha-
sic stimulation demonstrating that this waveform allows greater cathodic charge
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densities than monophasic prior to the onset of tissue damage as reactions occur-
ring during the cathodic phase are reversed by the anodic phase, and also that greater
cathodic charge densities can be used than with the charge-balanced waveform prior
to electrode corrosion since the anodic phase is no longer constrained to be equal to
the cathodic phase, thus the electrode potential reaches less positive values during
the anodic phase and interpulse interval. Scheiner found that cat muscle tissue was
significantly damaged using monophasic stimulation at 0.4 μC/mm2 per phase, and
that when charge-imbalanced biphasic stimulation was used, tissue was damaged
with 1.2 μC/mm2 per phase cathodic and 0.2 μC/mm2 per phase anodic, and could
safely tolerate 1.2 μC/mm2 per phase cathodic and 0.5 μC/mm2 per phase anodic.
No electrode corrosion was observed under any of the conditions studied.

In 1975, Brummer and Turner [63] gave an alternative explanation to Lilly’s for
why biphasic pulses were less damaging than monophasic. They proposed that two
principles should be followed to achieve electrochemically safe conditions during
tissue stimulation:

“(1) Perfect symmetry of the electrochemical processes in the two half-waves of the pulses
should be sought. This implies that we do not generate any electrolysis products in solution.
One approach to achieve this would appear to involve the use of perfectly charge-balanced
waveforms of controlled magnitude. (2) The aim should be to inject charge via non-Faradaic
or surface-Faradaic processes, to avoid injecting any possibly toxic materials into the body.”

Their model for safe stimulation interprets the charge-balanced waveform in
electrochemical terms. Any process occurring during the first (stimulating) phase,
whether it is charging of the electrode or a reversible Faradaic process, is reversed
during the second (reversal) phase, with no net charge delivered. The observation
that monophasic stimulation causes greater tissue damage than biphasic stimula-
tion at the same amplitude, pulse width, and frequency is explained by the fact
that during monophasic stimulation, all injected charge results in generation of
electrochemical reaction products.

Reversible processes include charging and discharging of the double-layer capac-
itance, as well as surface-bound reversible Faradaic processes such as reactions (3),
(4), (5), (6), (7), (8), and (13). Reversible reactions often involve the production or
consumption of hydrogen or hydroxyl ions as the charge counterion. This causes
a change in the pH of the solution immediately adjacent to the electrode surface.
Ballestrasse et al. [129] gave a mathematical description of these pH changes and
determined that the pH may range from 4 to 10 near a 1-μm diameter electrode
during biphasic current pulses, but this change extended for only a few microns.
Irreversible processes include Faradaic reactions where the product does not remain
near the electrode surface, such as reactions (1) and (9), (10), (11), and (12).

Free radicals are known to cause damage to myelin, the lipid cell membrane, and
DNA of cells. A likely candidate for a mechanism of neural tissue damage due to
electrochemical products is peroxidation of the myelin by free radicals produced
on the electrode surface. Several researchers [130, 131, 132, 133, 134, 135] have
demonstrated the great susceptibility of myelin to free radical damage. Damage
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occurs as fatty acyl chains move apart and the myelin goes from a crystalline
(ordered) state to a liquid (disordered) state.

Morton et al. [136] have shown that oxygen reduction occurs on a gold electrode
in phosphate-buffered saline under typical neural stimulating conditions. Oxygen-
reduction reactions that may occur during the cathodic-stimulating phase include
reactions that generate free radicals such as superoxide and hydroxyl, and hydrogen
peroxide, collectively known as reactive oxygen species. These species may have
multiple deleterious effects on tissue [20, 21, 22, 23, 24]. As free radicals are pro-
duced, they may interfere with chemical signaling pathways that maintain proper
perfusion of nervous tissue. Nitric oxide has been identified as the endothelium-
derived relaxing factor, the primary vasodilator [137, 138, 139]. Nitric oxide is also
known to prevent platelet aggregation and adhesion [140, 141, 142]. Beckman et al.
[143] have shown that the superoxide radical reacts with nitric oxide to form the
peroxynitrite radical. Oxygen-derived free radicals from the electrode may reduce
the nitric oxide concentration and diminish its ability as the principal vasodilator
and as an inhibitor of platelet aggregation. Superoxide depresses vascular smooth
muscle relaxation by inactivating nitric oxide, as reviewed by Rubanyi [144].

An electrochemical product may accumulate to detrimental concentrations if the
rate of Faradaic reaction, given by the current–overpotential relationship of equation
(18), exceeds the rate for which the physiological system can tolerate the product.
For most reaction products of interest there is some sufficiently low concentration
near the electrode that can be tolerated over the long term. This level for a toler-
able reaction may be determined by the capacity of an intrinsic buffering system.
For example, changes in pH are buffered by several systems including the bicar-
bonate buffer system, the phosphate buffer system, and intracellular proteins. The
superoxide radical, a product of the reduction of oxygen, is converted by superoxide
dismutase and cytochrome c to hydrogen peroxide and oxygen. The diffusion rate
of a toxic product must be considered, as it may be the case that high concentrations
only exist very near the site of generation (the electrode surface).

6 Design Compromises for Efficacious and Safe Electrical
Stimulation

A stimulating system must be both efficacious and safe. Efficacy of stimulation
generally means the ability to elicit the desired physiological response, which
can include initiation or suppression of action potentials. Safety has two primary
aspects. First, the tissue being stimulated must not be damaged, and second, the
stimulating electrode itself must not be damaged, as in corrosion. An electrode
implanted into a human as a prosthesis may need to meet these requirements for
decades. In animal experimentation, damage to the tissue or the electrode can
seriously complicate or invalidate the interpretation of results.

Efficacy requires that the charge injected must exceed some threshold (Fig. 13).
However, as the charge per pulse increases, the overpotential of the electrode
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increases, as does the fraction of the current going into Faradaic reactions (which
may be damaging to tissue or the electrode if the reaction is irreversible). Judicious
design of stimulation protocols involves acceptable compromises between stimula-
tion efficacy, requiring a sufficiently high charge per pulse, and safety, requiring
a sufficiently low charge per pulse, thus preventing the electrode from reaching
potentials where deleterious Faradaic reactions occur at an intolerable rate. The
overpotential an electrode reaches, and thus Faradaic reactions that can occur,
depend on several factors in addition to the charge per pulse, including (1) wave-
form type (Fig. 10), (2) stimulation frequency, (3) electrode material (a high
charge-storage capacity allows relatively large charge storage prior to reaching over-
potentials where irreversible Faradaic reactions occur), (4) electrode geometric area
and roughness (determining real area) and therefore total capacitance, and (5) train
effects (Section 2). Increasing either the stimulus phase pulse width or the rever-
sal phase pulse width of a charge-balanced stimulation protocol has the effect of
increasing unrecoverable charge into irreversible reactions. Any factor which either
drives the electrode potential into a range where irreversible reactions occur (such as
a long stimulus phase pulse width) or fails to quickly reverse the electrode potential
out of this range (such as a long reversal phase pulse width) will allow accumulation
of unrecoverable charge.

The overpotential an electrode must be driven to before any given current will
be achieved is highly dependent on the kinetics of the system, characterized by
the exchange current density i0. For a system with a large exchange current den-
sity (e.g., i0 = 10−3 A/cm2), no significant overpotential may be achieved before a
large Faradaic current ensues (equation (18)). When i0 is many orders of magnitude
smaller (e.g., i0 = 10−9 A/cm2), a large overpotential must be applied before there is
substantial Faradaic current. When i0 is very low, a large total charge can be injected
through the capacitive mechanism before significant Faradaic reactions commence.
This is the generally desirable paradigm for a stimulating electrode, minimizing
Faradaic reactions that lead to either electrode damage or tissue damage.

The fundamental design criteria for an electrochemically safe stimulation pro-
tocol can be stated: the electrode potential must be kept within a potential window
where irreversible Faradaic reactions do not occur at levels that are intolerable
to the physiological system or the electrode. If irreversible Faradaic reactions do
occur, one must ensure that they can be tolerated (e.g., that physiological buffering
systems can accommodate any toxic products) or that their detrimental effects are
low in magnitude (e.g., that corrosion occurs at a very slow rate, and the electrode
will last for longer than its design lifetime).

The charge–duration curve shown in Fig. 13 demonstrates that to minimize the
total charge injected in an efficacious stimulation protocol, one should use short-
duration pulses. In practice, pulses on the order of tens of microseconds approach
the minimum charge and are often reasonable design solutions. During this rela-
tively short duration, one may be able to avoid Faradaic reactions that would occur
at higher levels of total charge with longer pulses. While it is desirable to use
short-duration pulses on the order of tens of microseconds, there are applications
for which biological constraints require longer-duration pulses. The time constants
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of several key ion channels in the membranes of excitable tissue are measured in
hundreds of microseconds to milliseconds. By using stimulating pulses with compa-
rable durations one can selectively manipulate the opening and closing of these ion
channels to accomplish various specific behaviors. Certain waveforms have been
developed that allow selectivity during electrical excitation of tissue (Section 4).
Grill and Mortimer [145] have reviewed stimulus waveforms used for spatial and
fiber diameter selective neural stimulation, illustrating the response of the neural
membrane to different waveforms. Selective waveforms often require stimulation
or reversal phases with long pulse widths relative to conventional stimulus wave-
forms; thus waveforms optimized for physiological responses may not be efficient
for reversing electrochemical processes. Judicious design of electrical protocols has
allowed the designers of neural prostheses to selectively inactivate the larger neu-
rons in a nerve trunk [146], selectively inactivate the superficial fibers in a nerve
by preconditioning [147], and prevent anodic break. Lastly, there are applications
where tonic polarization mandates the use of very long (> 1 s) monophasic pulses;
for example, tonic hyperpolarization of the soma to control epileptic activity [148,
149]. The use of these various waveforms with long pulse widths allows greater
accumulation of any electrochemical product, thus requiring additional diligence by
a neurophysiologist or prosthesis designer to prevent electrochemical damage.

In addition to biological constraints on the pulse durations, the required current
for a short pulse width may also be a limitation. In order to inject the minimum
charge required for effect, a large current is required (Fig. 13). This is not always
possible, as may be the case with a battery-powered stimulator with limited current
output.

Certain applications, such as clinical Deep Brain Stimulation [150, 151] and
experimental long-term potentiation [152], require the use of high-frequency (>
50 Hz) pulsing. As discussed in Section 2, this can lead to a ratcheting of the elec-
trode potential not achieved during single-pulse stimulation. Appropriate design of
stimulation protocols can minimize damage by careful attention to the effects of
high-frequency stimulation on the electrode potential.

Fig. 15 summarizes key features of various stimulation-waveform types. The
cathodic-monophasic waveform illustrated in Fig. 15(a) consists of pulses of current
passed in one direction, with an open-circuit condition during the interpulse interval.
At no time does current pass in the opposite direction. Commonly the working elec-
trode is pulsed cathodically for stimulation of tissue (as shown), although anodic
stimulation may also be used (Section 4). Of the waveforms illustrated in Fig. 15,
the monophasic is the most efficacious for stimulation. However, monophasic pulses
are not used in long-term stimulation where tissue damage is to be avoided. Greater
negative potentials are reached during monophasic pulsing than with biphasic puls-
ing (Fig. 10). Furthermore, the electrode potential during the interpulse interval of
cathodic-monophasic pulsing remains relatively negative as the charged-electrode
capacitance slowly discharges through Faradaic reactions, allowing reduction reac-
tions which may be deleterious to tissue to proceed throughout the entire period
of stimulation. Biphasic waveforms are illustrated in Fig. 15(b) to (f). The first
(stimulating) phase elicits the desired physiological effect such as initiation of an
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Fig. 15 Comparison of Stimulating Waveforms Six prototypical waveforms are rated for rela-
tive merit in efficacy and safety. “+++” = best (most efficacious, least damaging to tissue or the
electrode), “–” = worst

action potential and the second (reversal) phase is used to reverse the direction
of electrochemical processes occurring during the stimulating phase (Section 2).
If all processes of charge injection during the stimulating phase are reversible,
then the reversal phase will prevent net changes in the chemical environment of
the electrode, as desired. The charge-balanced biphasic waveform (Fig. 15(b)) is
widely used to prevent tissue damage. It should be noted that charge balance does
not necessarily equate to electrochemical balance. As given by equations (32) and
(33), during certain instances of stimulation there are irreversible Faradaic reactions
during the cathodic phase (e.g., oxygen reduction), and then different irreversible
reactions during the anodic phase (e.g., electrode corrosion) that are not the reverse
of the cathodic Faradaic reactions. Such electrochemical imbalance leads to a poten-
tial waveform as illustrated in Fig. 10(b), where the potential at the end of the
anodic phase is positive of the prepulse potential, allowing irreversible reactions
such as electrode corrosion to occur. The charge-imbalanced waveform, illustrated
in Fig. 15(c), may be used to reduce the most positive potentials during the anodic
phase with respect to the charge-balanced waveform and prevent electrode corro-
sion [88]. Ideally, the charge in the reversal phase is equal to the charge going
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into reversible processes during the stimulation phase, in which case the electrode
potential returns to its prepulse value at the end of the reversal phase.

In addition to electrode corrosion, a second concern with the charge-balanced
biphasic waveform is that the reversal phase not only reverses electrochemical
processes of the stimulation phase, but may also reverse some of the desired phys-
iological effect of the stimulation phase, i.e., it may suppress an action potential
that would otherwise be induced by a monophasic waveform. This effect causes an
increased threshold for biphasic stimulation relative to monophasic. Gorman and
Mortimer [153] have shown that by introducing an open-circuit interphase delay
between the stimulating and reversal phases, the threshold for biphasic stimulation
is similar to that for monophasic. This is illustrated in Fig. 15(d). Although the
introduction of an interphase delay improves threshold, it also allows the electrode
potential to remain relatively negative during the delay period. A delay of 100 μs
is typically sufficient to prevent the suppressing effect of the reversal phase, and
may be a short enough period that deleterious Faradaic reaction products do not
accumulate to an unacceptable level.

As illustrated in Fig. 15(e) and (f), the more rapidly charge is injected during
the anodic-reversal phase, the more quickly the electrode potential is brought out of
the most negative range, and thus the less likely that tissue damage will occur. A
high current reversal phase however means more of a suppressing effect on action-
potential initiation, and also means the electrode potential will move positive during
the reversal phase, thus risking electrode corrosion.

When evaluating the electrochemistry of a stimulating electrode system, both the
working electrode and counter electrode should be considered. If the area, and thus
total capacitance, of a counter electrode is relatively large, there is a small potential
change for a given amount of injected charge. Such an electrode will not be per-
turbed away from its resting potential as readily as a small electrode, and all charge
injection across this large counter electrode is assumed to be by capacitive charg-
ing, not Faradaic processes. If the working electrode is driven cathodically first in
a biphasic waveform (and thus the counter electrode anodically), then during the
reversal phase the working electrode is driven anodically and the counter electrode
cathodically. In such a system, the working electrode is often referred to simply as
the cathode. Strictly speaking, the working electrode is the cathode during the stim-
ulus phase, and during the reversal phase the roles are reversed so that the working
electrode is the anode and the counter electrode is the cathode.
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In Situ Characterization of Stimulating
Microelectrode Arrays: Study of an Idealized
Structure Based on Argus II Retinal implants
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Abstract The development of a retinal prosthesis for artificial sight includes a
study of the factors affecting the structural and functional stability of chronically
implanted microelectrode arrays. Although neuron depolarization and propagation
of electrical signals have been studied for nearly a century, the use of multielectrode
stimulation as a proposed therapy to treat blindness is a frontier area of modern
ophthalmology research. Mapping and characterizing the topographic information
contained in the electric field potentials and understanding how this information is
transmitted and interpreted in the visual cortex is still very much a work in progress.
In order to characterize the electrical field patterns generated by the device, an in
vitro prototype that mimics several of the physical and chemical parameters of
the in vivo visual implant device was fabricated. We carried out multiple electri-
cal measurements in a model “eye,” beginning with a single electrode, followed by
a 9-electrode array structure, both idealized components based on the Argus II reti-
nal implants. Correlating the information contained in the topographic features of
the electric fields with psychophysical testing in patients may help reduce the time
required for patients to convert the electrical patterns into graphic signals.
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1 Introduction

Key hypotheses in the field of multielectrode retinal prosthetic implants are that
visual information can be encoded in the spatial patterns of the electric potentials
that are generated by energized electrodes and that the information can be trans-
mitted to the visual cortex by stimulation of the retinal neurons. Recent progress
in the science, engineering, and clinical testing of retinal implants supports these
hypotheses. For example, advances in the design, fabrication, testing, and surgical
implantation of 16- and 60-electrode stimulating devices have been reported [1].
Second Sight’s first-generation 16-electrode devices, implanted in patients in the
United States, have contributed to the proof-of-principle for functional restoration
of partial sight. There is, however, the need for a device with more electrodes. It
has been calculated that for visual acuity of 20/80, an optoelectronic device with a
stimulating density of up to 2500 pix/mm2 [2, 3] is desired. Although significant
progress in research and surgical techniques has been achieved, challenges remain.
These include power dissipation in the ocular cavity, cross talk between neighbor-
ing electrodes, and collateral electrochemical reactions electrode tissue interface.
The focus of this chapter is on cross talk between neighboring electrodes and their
respective track lines and how this additional information might affect the visual
content of the field maps. We report fabrication of an in vitro prototype that mimics
several of the physical and chemical parameters of the in vivo device. We also report
topographic electric potential maps of an idealized multielectrode structure that
mimics the size and spacing of the individual Argus II retinal implant electrodes and
avoids the additional field information of the track lines that bring electric charge to
the electrodes. Studies of 200+ and the 1000+ electrode devices are planned.

2 Physical Analysis of Argus II Electrode Array
and Representative Analogs

2.1 The Argus II Electrode Array

The artificial retina system is composed of multiple components (Fig. 1) [3]. It con-
tains a light-sensing device for scanning the surrounding environment and capturing
image data, a visual-processing information module that converts the image into
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Fig. 1 Simplified diagram of
a photovoltaic retinal
prosthetic system developed
by the Palanker lab at
Stanford University
(Reproduced from [3] with
permission from Springer)

an electrode stimulation pattern, and a multielectrode array that delivers the pat-
terned stimulus to the retina [4]. Several technologies have proven successful in
fabricating the light-sensing device. However, the implanted device, in particular
the electrode array that delivers the stimuli into the retina remains a scientific and
engineering challenge. The characteristics of the interface between retinal tissue and
device require a combination of materials that deliver the stimulation while main-
taining a stable relationship between the array and tissue. The Argus II prosthesis
is biocompatible, conforms to retinal tissue, and is mechanically robust. Also, other
components of the system, such as the electronic chip set that is encased in a metal
can (and serves as the return electrode), have a significant influence on the electrical
characteristics of the system. In order to characterize the field patterns generated by
the device, we carried out multiple electrical measurements, beginning with a sin-
gle electrode, followed by a 9-electrode array structure, both idealized components
based on the Argus II electrode size and array geometry.

2.2 Electrical Properties of the Vitreous

The microelectrode array is implanted 10–20 μm from the retinal surface in a vis-
cous fluid, the vitreous humor [5]. The vitreous is a viscoelastic, gel-like substance
that fills the ocular cavity [6]. The experimental setup for characterization of the
retinal prosthesis components requires a medium that has the same chemical for-
mulation as the vitreous. Since the early 1900s, different materials have been used
as vitreous replacements. These substitutes serve two main purposes. First, they
are used to replace a dysfunctional vitreous humor in cases where clouding or
physical collapse and liquefaction of the vitreous have occurred. The second is tem-
porary or permanent application during retinal surgery. Since arrays are intended
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for implantation, in vitro characterization should be carried out in chemically
similar media [7].

2.2.1 Stimulation Waveforms

Vitreous humor is primarily a saline solution consisting of approximately 98%
water. It is an electrolytically conductive and corrosive medium. The retinal pros-
thesis involves stimulation of neural tissue with metal electrodes. The interface
between the metal and delicate retinal tissue places constraints on the magnitude
of charge injection and time profiles of the waveforms that can be applied. Failure
to observe these limitations will result in tissue damage, gas evolution, and elec-
trode degradation. Waveforms are chosen to ensure that the net charge injection is
zero. There are several methods that can be used to achieve this: a stimulator can
supply charge-balanced cathodic and anodic current pulses, or an in-line capacitor
can slowly discharge after monophasic stimulation. In cases where charge balance
is not ensured, the resulting effects might be damaging to retinal tissue. Over time,
net charge accumulation can increase the potential at the electrode/tissue interface
resulting in electrolysis and accumulation of oxygen and hydrogen [8, 9].

2.2.2 AC and DC Impedance

It might be desirable to perform real-time impedance measurements while monitor-
ing the patient. It is a challenging goal, but one that may not be achievable due to
practical limitations. However, the in situ characterization of the electrode array can
be done under conditions similar to those in the eye. An electric current from an AC
or DC source is typically injected through the electrodes and the resulting voltage
measured, from which the impedance can be calculated using Ohm’s law.

2.2.3 Retinal Tissues

A key reason for the in situ characterization of the prosthetic model is to study
the characteristics of the device under real-world operating conditions including
upper-limits for safe charge injection. Even in a retinal environment with overall
charge balance, it is possible to momentarily exceed the established charge limits
[10]. Although previous experiments [9] have established electrochemical safe lim-
its, charge-injection limits may vary from patient to patient. Humayun et al. [11]
reported that with an electrode of about 200-μm diameter, the safe charge-density
limit that can be used before neural damage occurs is 1 mC/cm2. For a given current,
the smaller the electrode diameter, the higher the charge density, and the develop-
ment of 200+ and 1000 electrode arrays should therefore lead to smaller threshold
currents per electrode and higher overall resolution compared to the 16- and the
60-electrode array.
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2.3 Electrical Stimulation, Electrodes, and Systems

2.3.1 Electrode Configuration

As noted above, a key priority in electrode configuration and design is to provide
safe communication between a specific location in the retina and the externally
controlled electrical signals. Safe stimulation can be achieved with close proxim-
ity of the electrodes to the retinal tissue. This helps prevent irreversible reactions
associated with high-stimulus charge density at the electrode/tissue interface.

2.3.2 Electrode Size and Spacing

The size of the region of the retina that is the target for stimulation limits the overall
dimensions of the electrode array, the number of electrodes, and the diameter per
electrode. The target region in the retina is approximately 5 mm× 5 mm. The initial
16-electrode implantable array was a first-generation device. An Argus 16-electrode
array in a human subject is shown in Fig. 2 (Left). Patients could sense light and
darkness, motion, and recognize large objects [12]. The Argus II device consists of
60 electrodes in the same 5 mm × 5 mm area (see Fig. 2 (right)). Correspondingly,
the diameters of the electrodes were reduced to 200 μm with the pitch decreasing to
accommodate 60 electrodes in the same area. The operational stability for chronic
implants is an important clinical parameter. The track record is good. The first Argus
16 array was implanted in February 2002. The longest Argus 16 currently in use was
implanted in June 2004. The first Argus II electrode was implanted in September
2006. A retinal array that is capable of higher resolution image recognition will
probably require at least 1000 electrodes [13].

Fig. 2 (Left) An Argus 16-Pt/silicone electrode array in a human subject; and (right) an Argus II
thin-film 60-electrode array in a human subject

2.3.3 Materials and Stability

The main objective of prosthetic devices is to restore functionality in a manner that
will be safe, reliable, and physiologically acceptable. The choice of materials for



144 V. Kandagor et al.

achieving these goals is determined by the specific function of the prosthesis. The
complexity and delicate nature of the retinal tissue limits the choice of the materials
for implants. Important factors are biocompatibility and stability [14].

Gold and platinum are suitable electrode materials for other prosthetic implants,
but current electrode implants have been fabricated by depositing Pt electrodes and
their corresponding microtrack-lines onto a polycarbonate substrate [15] followed
by a thin layer of the polymer to cover the Pt track-lines so that only the surfaces
of the stimulating electrodes are exposed. The 4 × 4 Pt array with an electrode
diameter of 520 μm that was implanted in patients has shown stability similar to
that achieved with Pt cochlear implant electrodes.

2.4 Return Electrode

2.4.1 Functions

The multielectrode array needs a return electrode in a mono-polar stimulation con-
figuration. Although a minimum charge density is needed to trigger an action
potential in neural cells, no such limitation is imposed on the charge density of the
return electrode. The return electrode can be larger and conveniently chosen to inte-
grate with the overall circuit design of the system [9]. For the work reported here,
a metal can, the housing for the electronic circuitry of the device, was provided by
Second Sight.

2.4.2 Design

The metal can (Fig. 3) is a small cylindrical structure that houses the integrated
circuitry of the electrical infrastructure. It is equipped with a small wire that is a
connection point between the electrical settings inside and the outside.

Fig. 3 Schematic of the
metal can (the return path)
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3 Characterization of Simplified Argus II Analogs

Although a number of studies have been carried out on the Argus II electrode array,
less has been done on individual electrode interactions and the contribution of vari-
able density microtrack lines to the overall electrical environment. As part of the
characterization of the Argus II electrode array structure, we designed and fabricated
idealized analog electrode arrays based on the Argus II configurations.

3.1 Single Electrode

3.1.1 Design and Material

The idealized array structure contains an electrode configuration similar to the elec-
trodes in the Argus II set. It was fabricated by fusing a 200-μm diameter Pt wire
in a Pyrex R© glass capillary tube (see Fig. 4). One end was polished flush with the
tube while the Pt wire extended from the other end for making electrical contact.
Depending on preparation, Pt can have a high effective surface area, a desirable fea-
ture because it increases interfacial capacitance and raises the threshold for the onset
of Faradaic redox chemistry. Other forms of Pt may have higher and more desired
surface area characteristics [8, 16].

Fig. 4 A picture of the
polished surface of the
single-electrode array
structure

3.2 9-Electrode Array Structure

In order to further characterize the Argus II electrode array, we fabricated a
9-electrode array structure that mimics any subset of 9 (3 × 3) electrodes in the
Argus II pattern (Fig. 5). However, unlike the Argus II which contains closely
packed microelectrode traces that are in the plane of the array, the traces of the
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Fig. 5 Top and isometric views of the 9-electrode array. The 200-μm diameter wires are
embedded in a polycarbonate block

model 9-electrode array are perpendicular to the array plane. This simplification
allows separation of the effects of the traces’ electric field potential from those of
the electrode disks per se. The 9-electrode array can also be used for simultaneous
stimulation of multiple electrodes.

The structure was fabricated by drilling 9 holes of 200-μm diameter in a poly-
carbonate cylindrical block. The spatial pattern was the same as in the Argus II. Pt
wires were inserted in the holes from the bottom until they extended through the top
of the polycarbonate. Epoxy was then applied to the wires which were then pulled
back so that the ends of the Pt wires were flush with the surface of the polycarbon-
ate. The surface was then polished so that a smooth Pt disk of each electrode was
flush with the polycarbonate plane (Fig. 6).

Fig. 6 Photograph of the
polished surface of the
9-electrode array structure
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Fig. 7 The position of the
metal can with respect to
the Argus II electrode array in
the retina

The test apparatus for characterizing the single- and 9-electrode array was based
on an engineering diagram provide by Second Sight Medical Products containing
the position of the metal can and electrode array in relation to the retina. We con-
structed a model “eye” to perform the electrical characterization, which was based
on the positions shown in Fig. 7.

The electrodes were introduced into the bath from the bottom (Figs. 8 and 9).
This ensured that only the surface area of the Pt was exposed to the electrolytic

Fig. 8 Schematic illustration of the experimental set up translated from the Second Sight diagram



148 V. Kandagor et al.

Fig. 9 Apparatus for
automated field potential
measurements. Positioning
was achieved with a
computerized Thorlabs XYZ
translation stage. The
recording electrode was
attached to the stage
hardware and controlled by
the computer. Stage
movement was programmable
so that any position could be
reached with mouse a click
away from the experimental
set up to minimize human
intervention

bath. The recording electrode was initially centered 20 μm above the stimulating
electrode by movement in the x-y plane until the measured voltage in both directions
was maximized. Twenty μm is approximately the closest position that the Argus II
electrode can be positioned near the retina. Since the retinal surface is not flat and
consists of several layers, placing the electrode array too close to the retina may
result in uneven and excessive pressure. A larger distance between the electrode
array and the retina can result in inefficient stimulation and exaggeration of electrode
cross talk [17].

The 200-μm Pt single electrode was stimulated with a charge-balanced biphasic,
cathode-first, 38-μA current for 1 msec duration, giving a charge density of 100
μC/cm2 with an interpulse delay of 16 mSec. The recording electrode, mounted to
the programmable XYZ translation stage, was moved incrementally vertically and
horizontally over the stimulating electrode. The metal can, which is the return elec-
trode, was affixed on the inside wall of the bath in contact with the synthetic vitreous
medium during the measurements. A high-speed digital oscilloscope was used to
record the compliance voltage relative to the metal can. A 10× buffer amplifier was
used to amplify and condition the signal. The recording electrode was then moved
horizontally to “neighboring” positions that correspond to the immediate adjacent
electrodes in the Argus II electrode array pattern as illustrated in Figs. 10 and 11.

The position of the stimulating electrode is indicated by the black spot at the
center location in Fig. 10. The recording electrode was then moved to the other
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Fig. 10 Position of the metal
can with respect to the single
electrode

Fig. 11 Topographic
potential map for a single
electrode in Ames’ media at
37◦C. Z=20 μm

positions and the voltage was measured and recorded at each position, which cor-
responds to half and full distances between one electrode and another in the Argus
II electrode array configuration. The experiment was repeated with the recording
electrode positioned at a vertical distance (z) of 30 and 40 μm.

The same experimental procedure was repeated with the 9-electrode array con-
figuration. It was also introduced into the synthetic media bath from the bottom. In
this case, stimulation was done on each of the 9 electrodes individually, followed
by simultaneous stimulation of multiple electrodes in predetermined patterns. For
a set of 9 electrodes, analysis of all possible combinations of single and multiple
electrode stimulation reveals that the maximum number of patterns is 511. In these
experiments, not all 511 patterns were stimulated. A few selected combinations were
chosen that were representations of the complex patterns. The characterization of the
9-electrode analog was performed 20 μm above the surfaces of the electrode.
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The results obtained characterizing the single-electrode array revealed defining
features of the system components. The potential maps indicate a bias toward the
metal can irrespective of its vertical position. This result is consistent with pre-
vious modeling studies with a different return electrode configuration [18]. As

Fig. 12 Potential change in different directions for a single electrode in Ames’ media at 37◦C.
Z=20 μm

Fig. 13 Bar chart of
potentials as a function of the
vertical distance from the
surface of the stimulating
electrode
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indicated in Figs. 12 and 13, the recorded voltage decreased symmetrically in both
the positive and negative Y directions when the recording electrode was moved
parallel to the metal can. When the recording electrode was moved in the direc-
tion toward or away from the return electrode, in the X direction, the voltage
decreased.

However, the decrease in potential in the positive x direction (toward the metal
can) was less than in the negative direction (away from the can), indicating that
the presence of the metal can (the return electrode) has a significant effect on the
field pattern. As expected, there was a decrease in the recorded voltage as the
recording electrode was moved away from the stimulating electrode whether in
the horizontal or vertical direction. The relationship between change in potential
with change in x, y, or z distance between the electrode array and the recording
electrode is summarized in Figs 12 and 13. All experiments were carried out at
37◦C.

As expected, simultaneous stimulation of more than one electrode in different
combinatorial patterns yields correspondingly different patterns. As noted, stimula-
tion of a single electrode gives a decrease in potential with distance. The decrease in
potential (in the case where three electrodes in a line pattern are stimulated) occurs
only when the recording electrode is moved beyond the region of the stimulation
as shown in Fig. 14. The same experiment was repeated with only the two outer
electrodes stimulated. A different feature is revealed as shown in Fig. 15 below,
where there is a drop in potential at the center where the electrode was not stimu-
lated whereas the potential at the center of the stimulating electrodes remained high
and dropped again when the recording electrode was scanned away from the end
electrodes in each side.

Fig. 14 Field potential
mapping for simultaneous
stimulation of three
electrodes in Ames’ medium
at 37◦C, Z=20 μm
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Fig. 15 Field potential
mapping for simultaneous
stimulation of two electrodes
in the 9-electrode array in
Ames’ medium at 37◦C,
Z=20 μm

4 Numerical Simulation of Argus II Simplified Model

4.1 Numerical Simulation

In addition to characterizing aspects of the implantable arrays using analog and
experimental measurements, electromagnetic numerical modeling and simulation
was used to determine the distribution of electric potentials resulting from the charge
injection of the stimulating electrodes. Models took into account the conductivity of
the different materials involved and the configuration of the single electrode analog
and a simplified 60-electrode array. Numerical simulations were performed using a
three-dimensional variant of the Admittance Method [19].

4.2 Single Electrode

A first set of simulations was executed to determine the variation of the elec-
tric potential with the distance perpendicular to the tip of a stimulating electrode
in a single-electrode setup. A three-dimensional simulation model, as shown
in Fig. 16, was developed from the diagram of the experimental configuration.
Simulation results were later contrasted with experimental measurements from
the single-electrode analog setup to verify the model and determine if the pres-
ence of the measurement electrode affected the electric potential at the probe
points.

This particular configuration used a wire electrode for current return instead of
the electronics metal can that was used in some of the experimental setups. Both
electrodes were immersed in a medium that had the same dielectric properties as
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Fig. 16 Three-dimensional
model of the experimental
single-electrode analog setup
without a probe electrode.
Stimulating electrode (left)
has a Pt conductor
surrounded by glass for
insulation. The counter
electrode (right) includes a
horizontal conducting wire
and an insulation support. A
section of the glass cladding
of the stimulating electrode
has been removed to show the
inner Pt wire

vitreous humor. The stimulating electrode had a diameter of 150 μm and the stim-
ulation waveform was a 1-ms pulse of 177 μA. The model had a spatial resolution
of 35 μm and the resulting fields were interpolated to 20 μm for reporting. The
comparison between measured and simulated potentials is shown in Fig. 17.

Fig. 17 Measured versus simulated potentials. Distances are from the tip of the stimulating elec-
trode, in a line that passes through the center of the electrode, perpendicular to the electrode surface
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4.3 60-Electrode Array Cross-Talk Modeling

A set of simplified models of a 60-electrode array was developed to help determine
how injecting electrical charge through one electrode modifies the electrical poten-
tial at neighboring electrodes. This simplified 60-electrode array had electrodes of
200-μm diameter arranged in a dielectric substrate, spanning a total volume of
600 × 433 × 29 voxels. One electrode injected a 100-μA current pulse; the others
were set to a high-impedance state. Several variations of the model were considered,
each having the current return in a different place.

In Figs. 18 and 19, it can be observed how the electric potential distribution
caused by the single stimulating electrode changes with the relative position of the
current return. In addition, it was noted that a charge injection that produces a poten-
tial in the order of 80 mV at the stimulating electrode would cause a variation in the
order of 30 mV on the immediate neighboring electrodes when they are left in a
high-impedance state (floating).

Fig. 18 Simplified 60-electrode model with current return in the upper right (left), and corre-
sponding equipotential boundaries at the surface of the electrode array (right). The indents in
the otherwise smooth equipotential lines are caused by the highly conductive surfaces of the
neighboring electrodes

Fig. 19 Simplified 60-electrode model with current return in the upper center (left) and corre-
sponding equipotential boundaries at the surface of the electrode array (right)



In Situ Characterization of Stimulating Microelectrode Arrays 155

5 Conclusions

Although neuron depolarization and propagation of electrical signals have been
studied for nearly a century, the use of multielectrode stimulation as a proposed ther-
apy to treat blindness is a frontier area of modern ophthalmology research. Mapping
and characterizing the topographic information contained in the electric field poten-
tials and understanding how this information is transmitted and interpreted in the
visual cortex is still very much a work in progress. Correlating the information con-
tained in the topographic features of the electric fields with psychophysical testing
in patients may help reduce the time required for patients to convert the electrical
patterns into graphic signals.
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Thin-Film Microelectrode Arrays
for Biomedical Applications

Karen C. Cheung

Microfabrication offers many advantages for the batch manufacture of reliable,
microscale electrode arrays. Such arrays have been used for highly localized record-
ing and stimulation of neural tissue. This chapter gives a survey of the most
commonly used materials and methods in the fabrication of microelectrodes, includ-
ing planar silicon-based electrodes, three-dimensional silicon-based electrodes,
sieve electrodes, and polymer-based structures. Several techniques for electrode
modification with nanostructures are described, including carbon nanotube and con-
ductive polymer nanotube coatings. Biocompatibility is described in the context of
central nervous system response to chronically implanted devices, which leads to
the eventual development of a glial scar.
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1 Introduction

One of the most successful commercially available implantable microelectrode
arrays is the deep-brain stimulator. Deep-brain stimulation (DBS) uses chronically
implanted electrodes to treat neurological conditions such as movement disorders.
Electrodes deliver high-frequency electrical stimulation to targeted regions of the
brain to treat symptoms of Parkinson’s disease. Implantable visual prostheses
promise to restore vision by providing stimulation at the retina, optic nerve, or
visual cortex. Cochlear implants include an electrode array implanted in the inner
ear to stimulate the auditory nerve. Other commercially available implantable
neural interfaces include neurostimulation systems for treatment of chronic pain or
urinary control.

Recent work has shown that cortical recordings from implanted intracranial mul-
tielectrode arrays can provide movement-related signals [1]. Such arrays record
neuronal action potentials or local field potentials from within the brain. Recordings
from the motor cortex of awake, behaving monkeys have been used to control
the movement of computer cursors [2] as well as real and virtual arm movements
in a three-dimensional virtual environment [3]. Such work shows promise for the
development of brain-machine interfaces which could restore function to patients of
stroke, neurodegenerative disease, or injury. Although noninvasive recordings such
as those using electroencephalographic (EEG) activity or the electrocorticogram
(ECoG) have also been used to control computer activity, these methods lack spa-
tial resolution. Only single-cell recordings can give information about neural coding
and tuning. At a slightly larger scale, ensemble recordings from groups of neurons
show how individual neurons interact as coherent assemblies.

For all of these applications, microelectrodes should be able to record neuronal
action potentials or local field potentials or provide highly localized stimulation to
select populations of neurons. Given that typical neuronal cell bodies are on the
order of 10 to 30 μm in diameter, and electrode selectivity scales inversely with
electrode size, microfabrication offers many advantages for the batch manufacture
of reliable, microscale electrode arrays:

• Electrodes must remain stable for long periods – a wide variety of metals,
insulators, and polymers (not to mention semiconductors) are machinable using
microfabrication processes.

• The ideal implant would have a very small cross section for minimal tissue
damage – microfabrication by definition aims to produce devices with small
lengthscales.
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• The ideal array would have a large number of electrode sites to be able to record
from or stimulate separate neurons – again, microfabrication by definition aims
to mass produce devices with a high functional density.

Microfabrication processes, as described in the following section, are based on
thin-film deposition, patterning, and etching and are the basis for integrated-circuit
manufacture as well as an expanding universe of microsystems.

2 Microfabrication Methods and Materials

The development of integrated-circuit (IC) fabrication processes, including pho-
tolithographic techniques and silicon etching technology, enabled the later develop-
ment of micro-electro-mechanical systems (MEMS). The invention of the transistor
in 1947 at Bell Telephone Laboratories was followed by the integrated circuit in
1958 made using germanium devices, and then the planar silicon IC. The availabil-
ity of pure, single-crystal silicon made silicon an attractive semiconductor material.
Planar batch-fabrication processes developed in the 1960s reduced the cost of semi-
conductor devices and also improved their reliability [4]. Although early fabrication
processes had a minimum feature size of 20 μm, today that dimension has shrunk
to submicron levels, and it continues to decrease.

The first sensor made of silicon was the silicon strain gauge, which relies on
the piezoresistive effect; silicon strain gauges were marketed commercially in the
late 1950s. Silicon pressure sensors were also developed in the 1960s. The first
batch-fabricated MEMS device was the resonant gate transistor, developed in the
1960s [5]. Howe and coworkers developed a MEMS resonant bridge vapor sensor,
the vibration of which was detected capacitively with an integrated NMOS circuit.
The use of silicon fabrication technology thus allowed the monolithic integration of
mechanical structures and electronic circuitry.

Up until 1988, MEMS devices featured silicon diaphragms, beams, and other
suspended structures which had limited motion. The work of Fan et al. was the first
to present freely rotating gears, springs, and sliders [6]. MEMS devices have since
expanded tremendously to include micromotors, out-of-plane hinges, switches,
microfluidic pumps, valves, and countless other sensors and actuators.

2.1 Micromachining

The term “micromachining” refers to the mechanical aspect of fabrication pro-
cesses. MEMS microfabrication techniques, while based on conventional IC fabri-
cation technology, also include more specialized and refined processes which permit
the formation of mechanical structures. The key for both MEMS and IC fabrica-
tion is photolithography, which permits high volume, batch production of devices
with microscale dimensions. In photolithography, a thin, photosensitive polymer
film (“photoresist”) is selectively exposed to UV light using a photomask (Fig. 1).
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Fig. 1 Photolithographic process [7]. (a) A feature is designed and transferred to a mask (b), often
using a direct laser writer. The mask is typically a glass plate that has chrome, which is opaque
to UV light. (c) The substrate is spin coated with photoresist (d). The pattern is transferred from
the mask to the substrate using UV light, which is blocked where the chrome defines the feature
(e). The photoresist is submerged into the developer solution and the feature is revealed (f). The
photoresist can be used as a masking layer for further etching steps, in which material is removed,
or in deposition steps, in which material is added

The features on the photomask are transferred to the photoresist, and their size
depends on the resolution of the photomask. The features are revealed after immer-
sion in the developer solution. The photoresist can be used as a masking layer for
further etching steps, in which material is removed, or in deposition steps, in which
material is added.

“Surface micromachining” refers to the use of the silicon substrate as a mechan-
ical support, while the actual MEMS structures comprise the relatively thin features
at the surface, typically from 1 to 100 μm in thickness. Each layer in the structure
is created through thin-film deposition, photolithographic patterning, and etching.
This sequence of steps is repeated for each successive layer. Surface micromachin-
ing uses these standard IC processes while adding new materials, and the use of
sacrificial layers. Bulk micromachining refers to the use of the silicon substrate
as a functional component, such as in inkjet nozzles, pressure sensors, and mold-
ing structures. Bulk micromachining techniques include deep reactive ion etching
and silicon molding. MEMS now includes non-silicon substrates, such as polymers
and glass used in biomedical applications (bioMEMS). For a detailed overview of
microfabrication technology, see Fundamentals of Microfabrication: The Science of
Miniaturization by M. Madou [8].

2.2 Microfabricated Microelectrodes

Over the past several decades, microelectrodes for extracellular neural recording
and stimulation have evolved from single wires to microfabricated arrays [9]. In the
development of a breakthrough technique, Strumwasser used single 80-μm diameter
stainless steel microwires to record from unanesthetized, freely moving animals
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in 1958 [10]. Today, wire electrodes can be made of platinum, tungsten, stainless
steel, indium, Pt/W, or Pt/Ir. Commercially available stainless steel and tungsten
microwires are still used today. They are extremely robust and have demonstrated
recording ability for more than 18 months [11] (Fig. 2). One commonly used con-
figuration is the tetrode, which comprises a bundle of four wires [12]. The tetrode
is used to record simultaneously from multiple neurons, and these recordings can
then be used to isolate single neurons. Although microwires have demonstrated
robustness, one drawback is that wires may bend during implantation, so that the
distance from one recording site to another is not constant. Also, with only one
active site per wire, the volume of displaced tissue increases linearly with the num-
ber of electrodes. A tetrode wire has also been commercially introduced. The tetrode
wire is made of a quartz glass fiber containing multiple platinum/tungsten alloy
cores. The wire cores are arranged with one at the center and three surrounding it
radially [13].

Fig. 2 Multiple
two-dimensional microwire
arrays are stacked to create a
three-dimensional array with
up to 128 microwires [11].
Reproduced with permission

2.3 Silicon-Based Thin-Film Electrodes

Given the historical evolution of MEMS from IC fabrication, it was natural
that the first microfabricated, thin-film microelectrode arrays were made in sili-
con. Photolithography gives the designer freedom to create any two-dimensional
arrangement of electrode sites to suit the specific application. In contrast to
microwires, which have one recording or stimulating site at the end of each shank,
planar microfabricated probes can have multiple electrode sites along each probe
shank, with the distance between each defined precisely in the photolithographic
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process. In addition, the monolithic integration of elements such as preamplifier
circuits could improve the performance of the sensors by reducing noise pickup.

2.3.1 Planar Silicon-Based Electrodes

The first planar silicon-based multielectrode arrays were developed in the 1970s
by Wise and Angell [14, 15]. These electrodes were fabricated from 50-μm thick
oxidized silicon wafers. Backside patterning of the oxide was used to define the
probe shape, while topside patterning defined the insulating base for the gold met-
allization. The finished probes were separated from the wafer, bonded to insulated
output wires, and attached to a carrier handle. In comparison to microwire bundles,
these photolithographically defined electrode arrays have several advantages: the
interelectrode spacing is controlled and can be as small as the photolithographic
limit; the interelectrode spacing is fixed and will not change after implantation;
batch fabrication can produce many identical devices with low marginal cost.

The “Michigan array” evolved from these early structures to become widely used
internationally. In this thin-film array, several microelectrode sites are patterned
on each shank of the structure (Fig. 3). The Center for Neural Communication
Technology with funding from the National Institutes of Health (NIH) made stan-
dard arrays as well as custom designs available to the research community. They are
currently available commercially through NeuroNexus Technologies, a University
of Michigan spinoff company.

The microfabrication process begins with high-temperature diffusion of boron
ions into the silicon substrate creating a highly doped p++ region defined using an
oxide mask [16]. The shape of the boron-diffusion area defines the overall probe
shape. This is followed by deposition of several lower dielectric layers, which are
balanced to minimize residual stress and prevent warpage of the final structure. This
oxide/nitride/oxide base dielectric layer serves to insulate the polysilicon conduc-
tors from the substrate. Next, the conducting layer is deposited and patterned. After
deposition of the upper dielectric layers, the electrode sites are defined by a lift-
off process. The probes are released by dissolving the wafer. During this step, the
boron-diffused areas act as an etch stop since the etchant does not attack silicon with
high boron concentration (> 5× 1019/cm3). The released structure is then mounted
and packaged to leads.

These thin-film structures provide reproducibility, high spatial resolution, and
high density of recording sites. Active probes with monolithically integrated
CMOS-signal buffers [17] and preamplifiers [18] have been used to record single-
unit activity and local field potentials. High-density recording arrays with more than
50 electrode sites have been fabricated [19].

In addition to the deep boron-diffusion process to define silicon probe shape used
in Michigan probes, silicon-on-insulator (SOI) technology has also been used to fab-
ricate planar silicon-based microelectrode arrays [22]. The top single-crystal silicon
device layer of an SOI wafer is separated from the silicon substrate by a dielectric
layer. This dielectric is typically silicon dioxide from 1 to 2 μm in thickness. In
this fabrication process, the probe thickness is defined by the device layer of the
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Fig. 3 (A, B) Silicon thin-film microelectrodes developed at the University of Michigan [20].
(C) Schematic of a planar, silicon-based thin-film microelectrode array. The dissolved wafer
process used to fabricate the Michigan implantable probes (not to scale) [21] Reproduced with
permission

SOI wafer; these are commercially available in a range of thickness combinations.
Features are patterned on both sides of the wafer using aligned front/backside pho-
tolithography. The buried oxide acts as an etch stop during a backside deep reactive
ion etch of the silicon wafer [23, 24]. Using direct write laser (DWL) lithogra-
phy, SOI probes with semi-customized designs were fabricated by defining which
electrodes out of a standardized array would be active [25].

The ability to move individual electrodes within an array would allow the user
to reposition each one during chronic recordings if the electrode drifts from its
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original position due to micromotion, relative motion in freely moving animals, or
the gradual growth of glial scar. Currently available commercial systems, featur-
ing microdrives that allow 1 μm steps on individual microelectrodes, are designed
for use in restrained animals. Using the Sandia’s Ultraplanar Multi-level MEMS
Technology (SUMMiTVTM) process, a 5-layer polysilicon microelectrode array
was fabricated which had thermal actuators to allow positioning of individual elec-
trodes with step resolution of 8.8 μm [26]. The SUMMiTVTM process developed at
Sandia National Laboratories alternates structural polysilicon layers with sacrificial
oxide layers to permit the fabrication of freely moving structures such as gears and
sliders as well as actuators. The SUMMiTVTM process was also used to fabricate
microelectrodes with electrostatic comb-drive microactuators with 1 μm step reso-
lution and overall linear translation of several millimeters [27]. These electrostatic
drives may in the future be combined with signal processing circuitry for mono-
lithic structures. Both the thermal actuator and electrostatic actuators are light and
portable compared to hydraulic drives, an advantage for use in studies involving
freely moving, behaving small animals.

2.3.2 Three-Dimensional Silicon-Based Electrodes

In contrast to the planar boron-diffusion silicon-based multielectrode arrays devel-
oped at the University of Michigan, three-dimensional electrode arrays are made
through bulk micromachining, where the shanks are perpendicular to the wafer
surface. These “needle-bed” arrays consist of sharpened tips, each of which is
electrically isolated from its neighbors. Arrays at the University of Utah and the
University of Twente were both based on silicon [28, 29].

In the Utah process, aluminum pads are created on one side of an n-type sili-
con wafer. A temperature gradient applied to the silicon wafer drives Si-Al eutectic
droplets through the wafer resulting in highly doped p+ silicon trails through the
n-type substrate. Deep orthogonal cuts into the remaining n-doped regions are made
using a dicing saw, producing high aspect ratio columns of p+ silicon. The array
is then placed into a stirred acid-etchant bath, which shapes and sharpens the sili-
con columns. Finally, the needle tips are pushed through a metal foil, and the tips
are coated with platinum to form electrodes [30]. Insulated gold output wires are
connected on the back side of the array. The Utah array needle shafts can be up to
1.5 mm in length with 400 μm spacing. The Bionic array produced commercially
by Cyberkinetics, Inc. is based on the Utah design. The Twente array has needles of
250, 425, or 600 μm in length and 120 μm spacing (Fig. 4).

Utah arrays have been used to stimulate the cat auditory and visual cortex [33].
This array was used to record chronically from the monkey parietal cortex, with
some electrodes still viable after 18 months [34]. The Utah Slant Array features
electrodes with different lengths, compared with the original Utah array where all
the electrodes are of the same length. Thus the slanted array, in which the micro-
electrode length varied from 0.5 to 1.5 mm, can stimulate nerve fibers at different
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b d

Fig. 4 Both the Twente and Utah processes start by sawing deep grooves into a silicon wafer.
(a, b) The University of Twente array features 128 electrodes of three different lengths embedded
in a glass matrix. The array is mounted on a CMOS-mixed mode chip. [31] (c, d) The Utah array
features 100 silicon-based microelectrodes, each with a platinum-coated tip. The slanted array
has been used to stimulate fibers at different depths in the cochlear nerve [32] Reproduced with
permission

depths when implanted in the cochlear nerve [32]. The varying depth of focal stim-
ulation can also be used in peripheral nerves for graded recruitment of muscles, by
accessing individual fibers in each fascicle [35, 36].

Preliminary work implanting the Utah array into human subjects used a pneu-
matic insertion device [37]. This short-term study showed variability in the tissue
reaction to individual shanks in the array, and further work is required to correlate
the histological findings with electrode function.

The Utah Array is used in the BrainGate system, developed by the Cyberkinetics
company. A current clinical trial has such implants in several disabled patients.

2.3.3 Sieve Electrodes

Sieve microelectrodes have been developed for regeneration and functional rein-
nervation of sensory and motor nerve fibers in the peripheral nervous system. In
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this approach, a device is aligned between the severed ends of a peripheral nerve,
the proximal and distal nerve stumps. The goal is to guide regrowth of the nerves
through the holes of the sieve. The holes of the sieve are integrated with electrodes
so that action potentials can be recorded from individual axons, or stimulation can
be applied to small fascicles.

Sieve electrodes were first made in silicon, and they were used to record elec-
trical signals from regenerated nerve fibers [38–41]. In the case of amputation, it is
envisioned that the proximal nerves will grow into the sieve, and the signals may be
used to control a prosthetic limb (Fig. 5).

A

C D

B

Fig. 5 (A) Silicon sieve electrode and (B) close-up view of the iridium-lined site [40]. Reproduced
with permission. (C) Regenerative sieve electrode: severed nerve fibers grow through the holes of
the sieve structure [20]. (D) Polyimide sieve electrode assembled with guidance channel [42]

2.4 Metal-Based Thin-Film Electrodes

Deep-brain stimulation (DBS) for the treatment of Parkinson’s disease, in con-
trast to cortical recording, requires longer probes to reach the nuclei responsible
for motor control. The most common target for DBS is the subthalamic nucleus,
requiring probe lengths much greater than 10 mm in human patients. In order to
batch-fabricate DBS electrodes for chronic use in an animal model, an electroplating
process was developed to create long, rigid, tapered structures [43].
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In this process, a patterned seed layer for electrodeposition was used to control
the profile of the probe and create a needle-like shape with rounded edges. Platinum
electrodes were patterned face down on a silicon substrate on top of a sacrificial sil-
icon dioxide layer. After depositing an insulating silicon nitride layer, the seed layer
of nickel was patterned as a series of isolated islands. Nickel was then electroplated
onto the wafer. As the plated metal layer grew, the metal eventually connected to
previously isolated regions of the seed layer producing a smooth, sloped shape. The
nickel was then coated with a layer of gold for biocompatibility, and the probes were
released from the substrate by etching the sacrificial oxide (Fig. 6a).

a

b

Fig. 6 (a) Metal-based electrode fabricated through an electroplating process [43]. Reproduced
with permission (b) Ceramic-based electrode [44]

2.5 Ceramic-Based Thin-Film Electrodes

In silicon-based probes, high shunt capacitance and cross talk between the recording
sites can give high background current and poor signal-to-noise ratio. Ceramic-
based implantable electrodes were developed to take advantage of the insulating and
higher-strength characteristics [45]. The Ti/Pt electrode sites were patterned using
photolithography and a lift-off process, while the ceramic substrate was structured
using a diamond saw. The probes were insulated using a polyimide coating. After
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packaging to a printed circuit board, the electrodes were dipped into Nafion, an
anionic polymer which enhances selectivity for cationic neurotransmitters. These
planar electrodes were designed to resemble the Michigan probes in shape. The
electrodes were used in vivo for electrochemical measurements of dopamine and
glutamate (Fig. 6b) [46, 47].

2.6 Polymer-Based Thin-Film Electrodes

In many acute applications, microelectrodes are fixed to stationary electronics for
use in anesthetized animals. For chronic use, Michigan probes have been con-
nected to flexible polyimide interconnect cables through thermocompression gold
ball bonding [48]. In this case, the polyimide cable links the microfabricated silicon
probe and an external connector for long-term recording.

In contrast, polymer-based thin-film electrodes offer the possibility of creating
a monolithic device, in which the microelectrodes and the flexible interconnect are
fabricated as one structure.

Continual, small relative movements between an implanted device and biologi-
cal tissue contribute to tissue reaction at the implantation site [49]. The mechanical
mismatch between rigid microelectrodes such as microwires or silicon-based struc-
tures and soft biological tissue exacerbates the damage due to relative movement
between the two. The brain and surrounding fluid are in constant movement, due
to changes in intracranial pressure caused by respiration and heartbeat. Using the
rat model, surface micromotion in the somatosensory cortex was found to be 10–
30 μm pulsations due to respiration and 2–4 μm due to heartbeat [50]; amplitudes
have been found to be much larger, on the order of hundreds of microns, in the
cat brainstem. For implants which are tethered to the skull, “micromotion” can also
result from relative movement between the skull and brain. The Young’s modulus
of silicon is∼170 GPa, while that of brain tissue is more than 6 orders of magnitude
lower at ∼3 kPa. Shear-induced inflammation at the implant site may contribute to
the foreign body reaction, which decreases the signal-to-noise ratio. Thus, flexibil-
ity in the long interconnect between the microelectrodes and the external world is
vital for permitting the implant to float relative to the skull. In addition, a flexible
microelectrode could reduce the micromotion, and thus improve the lifetime of the
implanted device.

2.6.1 Polyimide

As with silicon, polyimide has also been used in IC fabrication processes. Polyimide
is used as a dielectric and encapsulant because it provides good planarization,
electrical insulation, and resistance to solvents. Polyimide thin films are patterned
using standard microfabrication processes such as photolithography and reactive ion
etching; both photosensitive and nonphotosensitive formulations are available.

Polyimide as a structural material for implantable microelectrodes was first
investigated as an alternative to multicomponent devices featuring a microfabricated
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silicon probe that was subsequently bonded to larger electrical contacts. Using poly-
imide as the substrate instead of silicon, integrated, flexible interconnect between
the microelectrodes and electrical contacts could be easily fabricated. Polyimide
biocompatibility has been demonstrated both in vitro [51] and in vivo [52].

Thin-film polyimide-based implants use the polymer as both the structural
and insulation material. They have been micromachined with multilayer metal-
lization [54] for use as acute and chronic extracellular recording electrodes, and
sieve and cuff regeneration electrodes. Thin-film metal layers (approximately 200–
300 nm thickness) are sandwiched between the polymer layers. Reactive ion etching
in oxygen opens contacts to the electrodes. This dry etch also defines the probe
shape (Fig. 7).

Fig. 7 Fabrication process for polyimide-based thin-film microelectrodes. The silicon substrate
acts as a mechanical support during fabrication, and in the last process step the probes are removed
from the wafer [53]

Polyimide sieve electrodes were designed to improve the regeneration of axons
since the flexible, lightweight polyimide structures can reduce the mechanical stress
transferred to the surrounding tissue compared to brittle silicon structures [55].
These flexible electrodes were bonded onto silicon integrated circuits using a
“Microflex interconnection” technique [56]. This hybrid integration process is based
on conventional wire-bonding techniques, in which the interconnect wire is ultra-
sonically bonded to the contact pads. Here, flexible ribbon cables are connected
to electronic dies. The flexible ribbon structure has via holes in the contact pads.
These via holes are aligned over the bond pads on the electronic substrate. The flex-
ible cable and the substrate are bonded using gold balls created using a wire bonder.
Since the gold ball studs are slightly larger than the via holes, this bond creates both
electrical and mechanical interconnect between the flexible cable and the silicon die
(Fig. 8). This Microflex technique was used to integrate a polyimide sieve electrode
featuring a large number of electrodes with multiplexer ICs [57]. The multiplexers
were used to reduce the number of input connections.



170 K.C. Cheung

(c)

Fig. 8 (a, b) The Microflex interconnect technique is based on conventional wire bonding, in
which a gold wire is bonded to contact pads. In this case, the goal is to place gold ball studs
through via holes in the top flexible ribbon cable onto the IC substrate below. (c) The gold ball
studs extend over the via holes, providing electrical and mechanical interconnect between the flex
cable and the electronic die underneath [56]

Hybrid thin-film polyimide electrodes integrated in silicone guidance channels
have been fabricated as cuffs for electrical stimulation of peripheral nerves [58].
Cuff electrodes wrap around a nerve trunk. They are used to record sensory signals
from peripheral nerves or stimulate motor fibers to activate muscles [59].

A lamination technique has been used to fabricate polyimide microelectrodes
with integrated microfluidic channels [60]. Open channels are patterned using two
layers of spin-on, photosensitive polyimide. A second substrate is coated with
another uniform, unpatterned spin-on layer of polyimide. This second uncured
cover layer of polyimide was laminated onto the first patterned substrate to form
closed channels. The final structures were defined using a reactive ion etch and
then released from the silicon substrate in an anodic metal dissolution process [61].
Alternatively, embedded microfluidic channels and sealed cavities can be created
using a heat-depolymerizable sacrificial polymer [62]. The sacrificial material is a
polycarbonate which can be spun onto the substrate as a thin film. Both polyethy-
lene carbonate and polypropylene carbonate have been used. The polycarbonate
defines the channel geometry and is patterned on top of a polyimide substrate
using reactive ion etching. A second cover layer of polyimide was spun on over
the polycarbonate. During the second high-temperature polyimide curing step, the
polycarbonate decomposes into a mixture of CO, CO2, and H2O. These volatile
components diffuse through the polyimide, leaving behind a microfluidic channel
or cavity.

In contrast to microfluidic channels, which flow straight from the reservoir to the
delivery site, a U-shaped channel has an outlet close to the electrode sites at the apex
of the “U.” Continuous flow within the U-shaped channel aspirates interstitial fluid
from the tissue into the channel. Small aliquots of fluid in the picoliter range can be
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delivered into the tissue by blocking the flow for a short time so that fluid is ejected
from the delivery outlet (Fig. 9) [63].

Fig. 9 Polyimide-based microelectrode with integrated microfluidic channel. The U-shaped
channel has a fluid delivery outlet at the tip of the probe [63]

For applications involving filtration or dialysis, polyimide probes with integrated
nanoporous filtration areas feature a membrane with submicron-sized pores [64].
The pores are created by irradiation with uranium or xenon ions to create ion tracks.
These tracks are chemically etched in sodium hypochlorite and chlorine to produce
a porous membrane.

2.6.2 Other Polymer-Based Microelectrodes

Parylene is an inert, biocompatible polymer that has been used to insulate microwire
electrodes since the 1980s. Parylene is deposited in the vapor phase. Solid dimer
particles are vaporized under vacuum at 150◦C. The dimer molecules are cracked
at 680 ◦C to form free radical monomers. The monomers condense and polymerize
as a conformal coating on the component. Since the deposition is done at room
temperature, the coating has low residual stress. Parylene films are pinhole-free and
have low moisture permeability.

Parylene has been used as an insulating material for microwire electrodes used
in chronic recording [65]. Laser ablation can be used to define openings at the tip of
the microwires (Fig. 10) [66]. Microfabricated probes made of parylene have also
been developed [67]. These probes featured an embedded microfluidic channel for
localized drug delivery. The channel was created in the probe using photoresist as
a sacrificial material. The photoresist was dissolved in a solvent, leaving behind
an open channel. This structure is quite flexible. The channel was then filled with
polyethylene glycol (PEG) to increase the stiffness of the probe during insertion.
After insertion, the PEG dissolved into the aqueous environment, leaving behind a
flexible polymer structure (Fig. 11).

Benzocyclobutene (BCB) has also been used as a packaging material in the
microelectronics industry. Like polyimide, it has low dielectric constant and good
chemical resistance. Its properties also include low moisture absorption and low
cure temperature. BCB is a negatively photosensitive material. Since there are no
outgassing products during curing and low volume shrinkage during curing, BCB is
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Fig. 10 Parylene-coated
iridium microelectrode. Three
sites have been opened using
laser ablation [66]

Fig. 11 Thin-film parylene-based microelectrode with embedded microfluidic channel. The pary-
lene is structured in a reactive-ion etch. The photoresist serves as a sacrificial material, and it
defines the channel shape. As with the polyimide fabrication process, the silicon substrate serves
as a mechanical support during fabrication, and the parylene probe is removed in the last step. In
this injection test, ink is passed through the microfluidic channel [67] – Reproduced by permission
of The Royal Society of Chemistry

also a good candidate for adhesive bonding applications in MEMS and microfluidic
devices [68, 69].

A hybrid BCB-silicon neural implant with embedded microfluidic channels has
been fabricated and tested in acute recordings [70]. A thin layer of silicon was
used to add mechanical stiffness to the implant. The fabrication process is based
on SOI technology, where the device layer of the wafer was the 2-, 5-, or 10-μm
silicon backbone of the BCB structure. The microfluidic channels were made with
a sacrificial photoresist layer. Cytotoxicity tests of BCB have demonstrated its bio-
compatibility in glial and fibroblast cell culture [71] and using brain slice culture
[72]. A summary of several microfabricated thin-film electrodes is presented in
Table 1.
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2.7 Nanostructured Electrodes

Microelectrodes often exhibit high impedance due to their small geometric area,
leading to high noise levels. By increasing the effective area of planar microelec-
trodes, the electrode impedance can be reduced while maintaining a small geometric
footprint [82]. The geometric footprint of an electrode is one factor in determining
the recording selectivity. Selectivity refers to the ability of an electrode to target a
specific number of neurons, neuronal processes, nerves, or fascicles. In addition,
high impedance brings higher thermal noise. Thermal noise of resistive origin is
given by Vth,rms = √4kTBRtot where k is the Boltzmann constant, T is the temper-
ature, B is the frequency bandwidth, and Rtot is the real part of the total electrode
impedance.

Historically, microelectrode surface area has been increased by electroplating
platinum powder, also known as platinum black, thus increasing the roughness of
smooth electrodes [83]. This method of increasing surface area sometimes results in
unstable impedance because the platinum powder adheres weakly to the electrode.
For gold electrodes, a chemical etch using KI3 preferentially attacks certain crystal
axes in the amorphously deposited gold and roughens the surface. However, pla-
tinide electrodes etch very slowly and only in extremely harsh solutions such as aqua
regia, which will also destroy the substrate material. Other methods of roughening
platinide electrodes include ion milling and plasma etching. For iridium electrodes,
the most common method of decreasing impedance is through chemical modifica-
tion. Oxidized, or activated, iridium forms a hydrated and highly conductive layer
and has high roughness [84–86]. Titanium nitride has also been used to increase the
effective electrode surface. Titanium nitride is deposited on electrode sites by sput-
tering titanium in a nitrogen and argon atmosphere [87]. Depending on the process
parameters, the titanium nitride can form a porous, columnar structure. This surface
modification can lower microelectrode impedance from several MOhms to a few
hundreds of kOhms [31].

Another effect of increasing the electrode roughness may be the improvement
of the neuron-electrode contact. The neuron-electrode gap can be modeled as an
ionic fluid. A tight seal between the neuron and electrode gives less leakage cur-
rent through the extracellular medium. Recently, nanostructures such as nanofibers
or carbon nanotubes have been integrated onto multielectrode arrays for improved
electrical characteristics, cell interaction, or drug delivery. In neural tissue, laminin
is the key extracellular matrix component. Laminin is a 50 nm× 70 nm cross-shaped
protein whose main function is to mediate cell binding to collagen IV in the extra-
cellular matrix [88]. Nanoscale topology on neural implants promises to improve
tissue interaction, since cells naturally encounter nanoscale roughness in their envi-
ronment. Nanostructures at the scale of tens of nanometers and above have been
shown to attract attachment of primary cortical astrocytes while repelling trans-
formed astrocytes [89]. The nanostructures offer topographical cues that can also
guide neurite outgrowth [90]. Growth cones at the tip of the neurite can grasp
onto carbon nanotubes that have been functionalized with neuron growth factors.
Thus nanotubes can serve as scaffolds for neurons, and patterned areas of nanotubes
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can be used to direct neural network formation on planar electrode arrays. Carbon
nanotubes also exhibit high mechanical strength and electrical conductivity.

2.7.1 Carbon Nanotube Coatings

Carbon nanotube coatings can be grown through chemical vapor deposition on a
catalyst layer. Typically, nickel is evaporated onto the electrode sites to serve as
the seed material. The nickel thickness determines the surface packing of the car-
bon nanotubes. Carbon nanotubes are formed by chemical vapor deposition using
hydrogen and ethylene gases. Electrochemical testing has shown that the carbon
nanotube-coated electrodes have high specific DC capacitance of 10 mF/cm2 as well
as low frequency-dependent AC impedance [91]. The nanotubes grown by Gabay
et al. were intertwined, matted coatings on Ni/TiNi pads (Fig. 12a,b). Cell-electrode
coupling to the rough surface is strong, with high signal-to-noise ratio for cells cul-
tured on the nanotube-coated electrodes. The small amount of nickel catalyst was
encapsulated inside the carbon nanotube coating, so that toxicity was reduced as
shown through two weeks of cell culture on the nanotubes.

Fig. 12 (a, b) An 80 μm carbon nanotube island grown on a 100 μm conductive titanium nitride
pad; scale bar is 10 μm [91]. These entwined nanotubes give a matted surface; scale bar is 100 μm.
Reproduced with permission (c) Vertically aligned multiwalled carbon nanofiber array after elec-
trodepositing a 40-nm-thick conformal polypyrrole film; scale bar is 500 nm [92]. Reproduced with
permission. (d) PEDOT nanotubes formed using PLLA templates [93]
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High aspect ratio, vertically aligned carbon nanotube coatings have also been
produced (Fig. 12c). The as-grown arrays of nanotubes are hydrophobic, and they
are not stable as capillary forces from water droplets during the drying process
will tend to pull the carbon nanotubes together. Functionalization of the nanotubes
can create a hydrophilic surface. Heating the nanotubes in air forms hydrophilic
oxides at the ends and defect sites of the carbon nanotubes. Electrochemical
deposition of a conformal film such as polypyrrole, an electrically conductive
polymer, can increase the mechanical strength of the nanotubes, permitting the
nanotubes to remain vertical and freestanding both when submerged in solution
and in air. The application of extracellular matrix proteins such as collagen to
the polypyrrole-coated carbon nanofibers improves the attachment of PC12 cells
cultured on the nanofiber arrays [92].

The hydrophilicity of vertically aligned arrays of multiwalled carbon nanotubes
can be modified through adsorption of molecules such as polyethylene glycol-lipid
conjugates, or they can be incubated with cell culture medium. The charge-injection
limit of microelectrodes with such modified carbon nanotubes is in the range of
1–1.6 mC/cm2, compared to 0.1–0.3 mC/cm2 for bare platinum and 2–3 mC/cm2

for iridium oxide electrodes [94]. Tissue damage can occur due to prolonged stim-
ulation; both charge density and charge per phase are important in determining
the threshold for tissue damage [95]. The primary charge injection mechanism
through carbon nanotubes is capacitive, thus avoiding electrochemical reactions at
the electrode surface.

2.7.2 Conductive Polymer Nanotubes

Conductive polymer nanotubes have also been deposited onto microelectrodes.
Polymers such as polypyrrole or poly(3,4-ethylenedioxythiophene) (PEDOT) fea-
ture a conjugated backbone with a high degree of π-orbital overlap. They can
undergo oxidation or reduction and can contain dopants such as drug molecules.
Abidian et al. have created polypyrrole and PEDOT nanotubes using a biodegrad-
able poly(L:-lactic acid) (PLLA) template. The PLLA is first electrospun onto the
neural probe. The polypyrrole or PEDOT is then electrochemically deposited around
the electrospun PLLA fibers. Although the PLLA fibers coat the entire device, the
conductive polymers nucleate at the electrode sites to give limited, local deposition.
The core PLLA material is removed by soaking the devices in dichloromethane,
leaving behind nanotubular conductive polymer structures [93] (Fig. 12d). The
nanotube diameters range from 100 to 600 nm, while the wall thicknesses vary
from 50 to 100 nm. The impedance of electrodes modified with polypyrrole nan-
otubes (∼80 k�) and PEDOT nanotubes (∼4 k�) is a much lower impedance than
unmodified bare gold electrodes (∼800 k� at 1 kHz). PEDOT nanotube-coated
microelectrodes have been shown to have lower impedance and high signal-to-noise
ratio than unmodified electrodes during in vivo tests for 7 weeks [96].

Conducting polymer nanotubes can also be used for localized drug delivery. The
biodegradable polymer containing the drug is electrospun onto the structure. The
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conducting polymer is electrochemically deposited onto the drug-loaded core mate-
rial. The drug is released from the nanotube through electrical stimulation of the
nanotubes. Conducting polymers can undergo a change in volume upon oxidation
or reduction, because they expand when counterions from solution enter the poly-
mer and contract when ions leave the polymer. Abidian et al. have used PLLA and
poly(lactic-co-glycolic acid) (PLGA) as nanofiber template materials since they can
biodegrade, leaving behind conducting polymer nanotubes [97]. The PEDOT coat-
ing slows the release of the incorporated drug, dexamethasone, likely because it
cannot diffuse easily through the PEDOT nanotube walls. During electrochemical
actuation of the PEDOT nanotubes, the PEDOT contraction squeezes the PLGA
degradation products and the dexamethasone out of the nanotube ends or through
cracks in the surface of the nanotubes. This method gives controlled delivery of the
drug (Fig. 13).

Fig. 13 Fabrication process
for hollow conductive
polymer nanotubes on a
neural probe. The neural
probe (A) is coated with
biodegradable polymer
nanofibers (PLLA) through
an electrospinning process
(B). Conductive polymers are
electrochemically deposited
around the nanofibers (C).
Since they nucleate at the
electrode sites, hollow
conducting polymer
nanotubes remain on the
electrodes (D) after the core
material is removed [93]

3 Central Nervous System Response to Implanted Devices

Although regeneration after injury to peripheral nervous system (PNS) is possible
in adult mammals, injury to the central nervous system (CNS) is rarely followed by
regeneration and return of lost function. In the PNS, the proximal stump of tran-
sected axons can bridge the gap and achieve reinnervation [98]. Nerve guidance
channels are used to give a guide to the elongating neurites and maintain the local
concentration of expressed growth factors.

In contrast, wound healing in the central nervous system (CNS) involves an
initial period of cell damage and cell death followed by reactive gliosis, leading ulti-
mately to the formation of a glial scar. This dense scar tissue is composed mainly
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of enlarged and entangled astrocytes which have increased expression of filament
proteins. One function of this scar is to isolate the injury site from surrounding
healthy tissue, protecting the CNS from further damage [99]. In studies involving
transgenic mice in which reactive astrocytes are ablated, no glial scar forms and
the inflammation is widespread with infiltration of leukocytes [100]. Reactive astro-
cytes are also involved in blood–brain barrier repair and regulation of blood vessel
diameter. However, the glial scar creates a mechanical barrier to axon regeneration
as well as a chemical environment that inhibits regeneration.

Although microfabricated electrodes have demonstrated effective recording and
stimulation for acute applications, stability in chronic applications has not been
achieved. Even using microwire arrays, which have demonstrated the greatest
robustness, Nicolelis et al. reported a steady decline in the number of functional
electrodes over 18 months [11]. The failure of chronically implanted microelec-
trodes is attributed to the CNS response.

3.1 Reactive Gliosis

Glial cells of the CNS include oligodendrocytes, astrocytes, and microglia [101].
Oligodendrocytes form myelin in the CNS. Astrocytes, which have a finely
branched morphology, are involved in supportive functions such as neurotransmit-
ter regulation and blood-brain barrier maintenance. Injury to the CNS activates the
astrocytes, causing increased migration, proliferation, and hypertrophy. Microglia
are resident macrophages in neural tissue and are activated during injury as well.

The acute CNS response starts within hours of injury and is characterized by
migration of astrocytes and microglia to the injury site [102, 103]. The acute
inflammatory reaction peaks within a week after injury [104] and is then gradually
replaced by the long-term foreign body response.

The chronic response to devices implanted in the CNS comprises the glial scar
surrounding the device, extending from tens to hundreds of microns away from the
implant. In addition to astrocytes, the glial scar may also contain extracellular matrix
(ECM) and connective tissue elements. This may occur if the CNS injury involves
the meninges, which are the membranes that envelop the CNS. Concomitant dam-
age to these membranes causes fibroblasts as well as macrophages to migrate to the
lesion site [105]. The ECM components are inhibitory to axon regeneration. In par-
ticular, proteoglycans expressed by activated astrocytes, oligodendrocyte precursor
cells, and meningeal cells have been found to be the most inhibitory. Chondroitin
sulfate proteoglycans (CSPGs) are involved in cell migration and axon guidance
during development [106]. Reactive astrocytes upregulate CSPGs in a gradient with
the highest concentration at the center of the injury site. Here, CSPGs affect growth
cones on the axons to form dystrophic endbulbs (Fig. 14).

3.2 Histology

The glial scar has been extensively characterized using immunohistological tech-
niques. Activated astrocytes upregulate glial fibrillary acidic protein (GFAP), and
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Fig. 14 Tissue damage in the
central nervous system leads
to reactive gliosis. The region
of the glial scar has a gradient
in extracellular matrix
molecules such as
proteoglycans, which inhibit
the regeneration of axons [99]

immunostaining for GFAP is commonly used for their identification. Activated
microglia can be identified using the ED-1 antibody, which recognizes CD68, a
membrane protein [107]. Neurons can be identified with the NeuN stain. Reactive
gliosis has been found in a variety of animal models using silicon-based implants,
microwires, and plastic structures. Gliosis has also been seen in nonhuman primates
using platinum microwires implanted for 3 years [108].

Previous work examining tissue reaction to implanted microelectrodes has shown
that the long-term response varies widely. Early work by Stensaas et al. using
chronically implanted plastic microneedles found that tissue response varied even
around a single implant [110]. Edell et al. [111] reported more gliosis at the tips of
implanted silicon arrays, while Schmidt et al. [112] found relatively constant glio-
sis along the length of each 1.5 mm shank in a Utah array. Both Turner et al. [103]
and Szarowski et al. [102] have presented histological analyses of gliosis around
micromachined silicon devices of different size and cross-section, showing a sheath
of astrocytes around the insertion site that is independent of implant size, geometry,
and surface roughness. Biran et al. [109] found significant neuron loss and reduction
in neurofilament density at the microelectrode interface (Fig. 15).

3.3 Glial Scar and Tissue Impedance

The glial scar increases the distance between the electrode and neuron cell bodies.
The amplitude of extracellular signals decreases rapidly with increasing distance
from the cell body. Extracellular signal amplitude is often in the neighborhood of
50 μV, although strong spikes can be around 250 μV. Experimental data have shown
that extracellular action potentials cannot be differentiated from noise for electrodes
further than 140 μm from the cell body [113].
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Fig. 15 Central nervous
system reaction at the
implant/tissue interface four
weeks after implantation of a
silicon microelectrode. The
microelectrode was placed at
the left (drawn to scale) and
the foreign body response is
indicated by activated
microglia (ED-1 stain),
astrocytes (GFAP), local
neuron loss (NeuN), and
reduced neurofilament (NF)
density [109]

In addition to pushing neurons further from implanted electrodes, the glial
scar may also insulate electrodes from the tissue and increase the effective
impedance [114]. Electrical impedance can be used to monitor changes in extracel-
lular/intracellular volume ratio or ionic composition [115]. Impedance monitoring
of chronically implanted electrodes has shown an increase in impedance over
time [116]. Changes in impedance spectra are influenced by changes in tissue sur-
rounding the implant, and this impedance change peaks at 7 days after implantation,
mirroring the transition from acute to chronic tissue response. Previous work has
also used impedance spectroscopy to characterize the cell-electrode interface in cells
cultured on planar multielectrode arrays [117–119].

4 Implant Biocompatibility

In the context of implantable thin-film microelectrodes for long-term use, the term
“biocompatibility” includes both the bulk material as well as the surface charac-
teristics. Finite element modeling (FEM) of the implant/tissue interface has shown
that flexible polymeric materials such as polyimide, which has a Young’s modu-
lus of approximately 3 GPa, can reduce strain at the implant/tissue interface when
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compared to a rigid, silicon-based probe [120]. The lower strain may reduce micro-
motion, leading to lower chronic irritation. FEM has also shown that improved
attachment between probe and tissue decreases both the micromotion-induced strain
as well as the relative slip between the implant and the tissue [121].

Several strategies to modulate reactive gliosis surrounding implants have been
proposed.

4.1 Microelectrode Structure

The cross-sectional area, size, and shape of the implant may have an effect on the tis-
sue response. Using silicon implants, Szarowski et al. found that the initial response
(<1 week) was proportional to implant cross-sectional area, but the sustained
response (>4 weeks) was independent of electrode size [102]. In contrast, Stice
et al. have found that decreased cross-sectional area leads to statistically significant
reduction in glial scarring using biodegradable polymer-coated microwires [122].

4.2 Pharmacology

The CNS response to implanted microelectrodes may be modulated pharmacolog-
ically. Drug delivery has been effected either through a coating on the implant or
through embedded microfluidic channels in the implant [123].

Historically, dexamethasone, an anti-inflammatory glucorticosteroid, has been
used to reduce inflammation at the electrode-tissue interface of cardiac pacemak-
ers and control fibrous capsule formation [124, 125]. Glucocorticoids have been
found to reduce reactive gliosis when applied topically to the cortex [126]. Systemic
doses of dexamethasone have been shown to reduce astroglia response around a sil-
icon device implanted in the brain [127]. Localized dexamethasone elution from
an implanted poly (ethyl-vinyl) acetate structure also showed reduction in the reac-
tive response [128]. Dexamethasone incorporated into nitrocellulose coatings on
implanted Michigan probes showed reduced reactive astrocyte and microglia num-
bers compared to uncoated probes [129]. Electrochemical release of dexamethasone
using polypyrrole, a conducting polymer, has also been investigated [130].

Flexible polyimide electrodes were seeded with hydrogels that released neural
growth factor (NGF) [131, 132]. NGF can encourage neurite growth toward the elec-
trode for improved signal-to-noise ratio. Using micropipettes, the hydrogels were
seeded into wells on the probes to provide time-controlled drug release.

Other candidates for attenuating astrogliosis include the anti-inflammatory
cytokine IL-10 and antibodies to transforming growth factor (TGF)-β1.
Chondroitinase ABC (chABC) selectively cleaves the glycosaminoglycan side
chains from the CSPG protein core, and treatment with chABC has been shown to
reduce the inhibitory effects and promote axon regeneration [106, 126]. At the same
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time, the implant can also incorporate treatments to protect tissue from damage
associated with prolonged electrical stimulation [133].

4.3 Hybrid Structures

Hybrid structures which house living cells inside a microfabricated implant may
give improved chronic recording ability. A silicon-based in vitro array featuring
cages which house living, cultured neurons has been demonstrated [134]. The aim
was to maintain a robust connection between electrodes and neuron cell bodies
trapped in proximity to the electrodes. These neurowells have also been incorpo-
rated on implantable probes for in vivo use [135]. In this work, embryonic neurons
were inserted into the wells and allowed to mature. They formed a seal with the gold
electrode at the bottom of the well, and extended neurites out of the well into the
surrounding tissue (Fig. 16).

A

B

C

Fig. 16 (A) Silicon-based well, which will hold a cultured neuron. The canopy contains tunnels
through which neural processes can extend. The bottom of the well is a gold electrode. Scale
bar: 20 μm. [134] (B) Schematic of a neuron loaded into the well [136]. (C) Neuron wells on an
implantable probe [135] Reproduced with permission

In addition to forming electrical connections, cell transplantation has been used
for cell-mediated repair and sustained local delivery of therapeutic molecules.
For example, PC-12 cells, which release dopamine, were transplanted using a
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semipermeable hollow fiber membrane device for application in treating Parkinson’s
disease. This device physically isolated the transplanted cells from the surround-
ing tissue [137]. In further work, genetically engineered fibroblasts were used as a
model to study how the transplanted cells would affect local inflammation and glial
scar formation [138].

In spinal cord injury models, cell transplantation has been reported to give func-
tional recovery. Olfactory ensheathing cells (OECs) are glial cells that can enhance
axon regeneration and remyelinate axons [139]. OECs express several molecules
which promote axon adhesion, nerve growth factor, as well as extracellular matrix
components such as laminin [140]. Separate studies using OEC transplantation into
injured spinal cord models have shown restored locomotor behavior, spinal reflex
function, as well as impulse conduction in the spinal cord. Factors which may affect
degree of regeneration include delay between injury and cell transplantation, cul-
ture methods, and age of transplanted cells (time in culture). Cell transplantation
thus has shown promise in the field of CNS repair, and cell-hybrid devices may also
have application as implanted thin-film microelectrode arrays.

5 Conclusion

Electrode arrays have been microfabricated using a variety of methods and materi-
als, including silicon, metal, ceramic, and polymers. The microfabrication processes
for thin-film microelectrodes are already well established for these substrates.

Currently, the greatest challenge to realizing an implant for long-term use is
the chronic tissue reaction to the device. Impedance monitoring of electrode func-
tional status coupled with a feedback mechanism for modulating the glial scar may
improve the reliability of implanted microelectrodes. Future work will also integrate
a telemetry system and on-board amplification and signal processing circuitry with
the electrode array for a fully implantable device.
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Stimulation Electrode Materials
and Electrochemical Testing Methods

Andy Hung, Ira B. Goldberg, and Jack W. Judy

Abstract Neuro-stimulation can be implemented using several design choices —
bipolar vs. monopolar stimulation, current vs. voltage control, and active vs. passive
recharge. To ensure proper function through the desired lifetime, electrodes are typ-
ically made of titanium, platinum, or iridium. The difference between the 3 metals is
primarily based on their performance in reversible oxidation/reduction mechanisms,
which can be illustrated using various electrochemical techniques.

In slow cyclic voltammetry analysis, a platinum electrode can reversibly con-
sume and release 3 mC/cm2 of charge within the normal operating voltage range.
However, for actual neuro-stimulation pulses, platinum can only safely inject 0.1
mC/cm2, as estimated from an electrode-potential graph. Compared to platinum,
iridium can inject 10 times the amount of charge for both neuro-stimulation and
cyclic voltammetry. The greater capability is due to both the greater number of
available oxidation states and utilization of bulk porous oxide.

In AC impedance, a titanium electrode exhibits the same double-layer capacitance
per area as that of platinum. However, titanium suffers from irreversible buildup of a
high-impedance oxide layer, which prevents sustained charge-injection usage. The
irreversible oxidation can be observed using the pulse-clamp technique.

This chapter also introduces computer simulations, specifically capacitive com-
puter models, as a method for visualizing the current-distribution pattern. The
simulation shows uniform current distribution despite prominent electrode topolo-
gies. A dissolution study performed with gold electrodes confirms that the current
distribution is uniform during normal usage, but exhibits severe current crowding
when charge injection is increased above the safe limit.
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1 Introduction

Within a neural stimulation system, the electrodes are subjected to a harsh working
environment. They may have to inject a large amount of charge, tolerate extreme
local pH changes, and function for the duration of the device lifetime. To ensure
longevity, the electrodes need to be thoroughly tested.

Traditionally, engineers prefer capacitive electrodes [1]. These electrodes are
made from inert materials that do not react with surrounding electrolyte and there-
fore avoid corrosion. Examples of these are carbon electrodes for skin patches and
titanium or tantalum electrodes for pacemakers. Since the electrodes do not employ
oxidation reactions, they are limited in their charge-injection capability. Device
designers try to compensate for this shortcoming by using larger electrodes and
making the materials more porous to enhance the surface area.
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In recent years, there has been a growing interest in applications that target neu-
ral tissues insulated by a thick dura layer, such as in spinal cord and retina. The
large amount of charge injection that is required for these applications can only
be safely provided by platinum and iridium electrodes. These two materials have
substantial charge storage capacity within the water window (the voltage range
over which water electrolysis does not occur), thereby allowing for a much higher
charge-injection capability.

Titanium, platinum, and iridium materials have been shown to be well toler-
ated by the tissue without concerns related to toxicity. Platinum is a widely used
material because of its durability and its relative ease of manufacture. Although
iridium can inject even higher amounts of charge than platinum, its high mechan-
ical strength leads to difficulties in machining or molding. Instead, it is usually
sputtered or electroplated onto the electrode surface, adding complexity to the man-
ufacturing process. Titanium is often used as a casing for the electronics, but suffers
from relatively poor charge-injection capability. In this chapter, the electrochemical
properties of these three materials are illustrated using various testing methods.

2 Electrode Reactions

2.1 Electrode Interface

Neural stimulation devices depend on the ability to excite the neural cells with
an electric-voltage gradient. The gradient is established by using electrodes that
pass current through the tissue. Within the implant device itself, electrical current
is carried by the electrons. However, within tissue or saline, this current is car-
ried by the movement of charged ions such as Na+, Cl−, and H2PO4

−. Devoid of
dissolved salt, pure deionized water exhibits a very low conductance. The func-
tion of the electrode is to convert the charge transfer between electrons in the
circuits to ions in the tissue. It does so through two main mechanisms: a capaci-
tive double-layer charging/discharging and Faradaic processes. Conceptually, this is
represented by a circuit with two conduction pathways. Faradaic pathway is a com-
plex impedance that can have both reversible (pseudo-capacitive) and irreversible
(conductive) properties (Fig. 1).

Re

Electrode

Tissue/Solution     

Double-layer
capacitance

Interface

Faradaic 
pathways

Non-
Faradaic

Cd

Electrolyte 
resistance

Z faradaic

Fig. 1 Schematic showing
the two main charge-injection
pathways of the electrode
interface
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2.2 Electrical Double Layer

An electrical double layer is formed whenever a metal is submerged in a liquid. The
charges on the metal can attract positive or negative ions, resulting in an ion con-
centration at the interface region that differs from that in the bulk solution. When a
submerged metal is charged, the charges in the metal and oppositely charged ions in
the liquid attract each other and concentrate near the electrode-liquid interface. The
small separation distance (about 20 nm) between charges in the electrode and in the
electrolyte results in high capacitance, typically around 400 nF/mm2. The electric
double-layer charging is fast acting and carries the majority of the current immedi-
ately after the start of a neural stimulation pulse. The double-layer capacitance is not
constant, but increases with higher electrode potentials or higher ion concentration
levels. This is due to the increased amount of ions that attract to and accumulate at
the electrode surface [2].

2.3 Reversible Metal Oxidation/Reduction

Traditionally, all the noncapacitive charge-injection mechanisms are grouped
together into the “Faradaic” pathway. This includes both the reversible and
irreversible chemical reactions. They are grouped together because the distinc-
tion between the two can be unclear in some instances. The reversible oxida-
tion/reduction reaction plays an important role for charge injection and it is part
of what gives each metal its unique electrochemical properties.

By changing the electrode potential, the metal can be made to react with the
surrounding water molecules and ionic species. A common reaction is the for-
mation of metal oxide. When a metal is deprived of electrons (i.e., positively
biased), it starts to attract negatively charged ions. With sufficient driving force (in
the form of electrical bias), the metal may react with oxygen in water molecules
to form an oxide. On the other hand, when a platinum group metal is supplied
with abundance of electrons, it can bind to hydrogen atoms to form a reduced
hydride form.

The electrical bias at which a particular oxidation-reduction reaction occurs is
expressed as the standard potential (E◦) of a reaction. This standard potential is
measured in relation to the voltage at which hydrogen is oxidized (H2→ 2H+ +
2e−) in acid with 1 M activity. In actual experiments, the reaction voltage is typ-
ically measured by comparing the value to a reference electrode (e.g., Ag/AgCl).
For example, the Ag/AgCl electrode has a constant potential of 0.2 V when com-
pared to the standard hydrogen electrode (SHE). The voltage measured with AgCl
can then be subtracted by 0.2 V to arrive at the standard potential E◦ of the reaction.
The measured reaction voltage is dependent on the composition of the surrounding
electrolyte. For platinum submerged in 1 M sulfuric acid, the reaction voltage for
hydrogen gas formation is at 0 V. However, in physiological saline (pH 7), the H2
gas formation occurs at −0.83 V.
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In saline, platinum oxidation starts at a standard potential E◦ >0.2 V. The oxida-
tion reaction can be reversed by negatively biasing the electrode (Fig. 2) (Table 1).
At a given voltage, E, the ratio of oxidized [O] to reduced [R] species can be
described by Nernst equation:

E = E0 + RT

nF
ln

[O]

[R]
or

[O]

[R]
= e

nF
RT (E−E0)
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Fig. 2 Equilibrium
concentration of oxidized vs.
reduced species as function of
voltage

Table 1 Constants for
Nernst equation R = 8.3 J/K·mol

T =298 ◦K
F =9.65×104 C/mol
R·T / F= 0.0257 V
n= number of e− transferred
E= electrode voltage

2.4 Irreversible Chemical Reaction

If the electrode potential is further increased near the electrolysis potential, it will
eventually start to decompose water to form oxygen or hydrogen gas. The gas
quickly diffuses away, making the reaction chemically irreversible. The irreversible
reaction pathway is then dominated by the electrolysis reaction.

In simplified electrode models, the irreversible reaction pathway is typically rep-
resented by a resistor Ri. The resistor denotes that charge is consumed and not
stored. However, the pathway actually behaves more like a diode. The reaction-
current equation is described approximately by:

i = i0(e(VE−Vact)· −n·F
R·T ),

When the electrode voltage (VE) exceeds the reaction potential (Vact), the current
increases exponentially with voltage.
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Even at voltages below that of water electrolysis, other undesirable reactions can
occur [3]. Two common examples are dissolution of metals by formation of metal
chloride and formation of hydrogen peroxide.

While these reactions are typically irreversible, a small portion of them may be
reversed in the neuro-stimulation setting. This is because neuro-stimulation typ-
ically uses short pulses that are charge balanced. When the current polarity is
reversed, the H2 and O2 gases still adsorbed on the electrode surface may be dis-
sociated [4]. Likewise, dissolved metal chloride can be electroplated back onto the
metal surface.

2.5 Electrolyte Resistance

The resistance of an electrolyte, or the tissue surrounding the electrode, is repre-
sented by a simple resistor Re. In saline, ions can move freely, resulting in low Re
value of around 50 �·cm. For a 10-mm2 electrode implanted in biological tissue,
the resistance is typically around 500∼1500 �. Certain tissues (e.g., muscle fascia)
can also have a small capacitive component, making the impedance slightly fre-
quency dependent. It should be noted that while all the other electrode capacitance
and resistance parameters scale with an r2 relationship, the electrolyte resistance
is inversely proportional to the electrode radius r. The resistance relationship for
a hemispherical electrode can be derived by integrating the electrolyte resistance
of a hemispherical volume from the electrode surface to infinity. Each slice of the
hemispherical shell has an area of 2·π ·r2, and a thickness dr.

Rs =
∫
ρ

A
dl =

∫ ∞
r

ρ

2π · r2 dr = ρ

2π · r
With increasing distance from the electrode surface, the resistance decreases by

r2. Therefore, the Rs is dominated by the solution resistance at the surface of the
electrode. For a planar disk electrode, Rs=ρ /4r [5].

3 Common Electrochemical Tests and Electrode Materials

3.1 Cyclic Voltammetry

The occurrence of oxidation and electrolysis reactions can be best observed with
the slow cyclic voltammetry technique. In this analysis, the electrode voltage is
slowly ramped up or down (typically at <0.1 V/s), and the measured current
is plotted in relationship to the voltage (Fig. 3). The slow voltage ramp allows
oxidation/reduction to equilibrate, resulting in more well-defined peaks.

If the measured system is just a simple resistor, the current would be linearly pro-
portional to the voltage, as dictated by I = V/R. If the system were a pure capacitor,
the current would be a constant value (I = C·dV/dt) (Fig. 4).
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If the electrode surface is oxidized or reduced, there would be a surge of current
at the corresponding reaction potential. As seen in Fig. 5, the concentrations of
the oxidized and reduced species change near the reaction potential. The resulting
current is proportional to the rate of change in the concentration: I= d[O]/dt.
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Fig. 5 The concentration of the reduced vs. oxidized species, and the current as a result
of voltage

To obtain a clear CV graph, it is preferable to use electrodes larger than 3 mm2.
Using a larger electrode allows for higher levels of oxidation-reduction currents,
which can be more clearly recorded over the parasitic capacitance and resistance
current levels.
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3.2 Platinum

The cyclic voltammogram for a smooth, polycrystalline platinum electrode sub-
merged in saline is shown in Fig. 6. The range of the voltage scan is limited by the
generation of oxygen gas at E◦ of +1.23 V (Fig. 6-1), and hydrogen gas at -0.83 V
(Fig. 6-4). This is observed in the curve by the sharp exponential increase in the cur-
rent when the electrode is near the hydrolysis voltage. The voltage range in which
the electrode can be operated without undergoing hydrolysis is referred to as the
“water window.”
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Fig. 6 Cyclic voltammetry of 4-mm2 platinum, measured in 0.1-M NaCl in open air (21% oxygen)
and a scan rate of 0.1 V/s. The marked points indicate hydrogen released (5), hydrogen plated (3),
oxidation of platinum (6), reduction to Pt (2), O2 generation (1), and H2 Generation (4)

Within the water window, platinum is observed to undergo several oxidation
changes. By removing electrons from platinum (i.e., applying a positive voltage),
platinum can be induced to react with oxygen in the water, forming platinum oxide.
On the positive sweep, the oxidation reaction starts at 0.2 V (Fig. 6-6) and contin-
ues to occur even up to values of 1.23 V. Each platinum atom can be bound to a
maximum of 2 oxygen atoms, resulting in a +4 state. Platinum oxide can be made
very thick through repeated anodic high-current pulses [6]. On the negative sweep,
the oxide is converted back to elemental platinum when the voltage falls below
0.2 V (Fig. 6-2). At more negative voltages, adding excess electrons to platinum can
induce hydrogen atoms to bond (Fig. 6-3). Unlike oxygen, hydrogen is only loosely
bound to the platinum surface (Table 2).



Stimulation Electrode Materials and Electrochemical Testing Methods 199

Table 2 Platinum reactions, potential listed in reference to standard hydrogen electrode [7]

Reaction E◦

H2 (g) 2 OH− ↔ 2H2O+ 2 e− −0.83
2H2O↔ O2 (g)+ 4H++4e− 1.23
H2O2 ↔ O2 + 2H+ + 2e− 0.70
PtH2 + OH− ↔ PtH+ H2O+e− −0.6
PtH2 + OH− ↔ Pt+ H2O+e− −0.5
Pt+ H2O↔ PtO+ 2H++2e− 0.25
PtO+ H2O↔ PtO2 + 2H+ + 2e− 0.3
Pt+ 6Cl− ↔ PtCl2−6 (aq)+ 6e− 0.73∼1.4

3.3 Titanium

Titanium injects relatively little charge within the operating voltage range.
Observation of the reaction potentials shows that only one reversible oxidation reac-
tion occurs within the voltage range, with the oxidation state change between +4
and +3.

2TiO2 (s)+ 2H+ + 2e− → Ti2O3 (s)+ H2O E◦ = −0.56

With repeated voltage cycling, titanium does not exhibit a charge-injection
increase due to “activation” (see iridium). However, the voltage at which oxygen
evolution occurs will gradually shift higher. This is due to the buildup of a resistive
oxide layer. The increased voltage drop across the oxide requires a higher electrode
potential to achieve the hydrolysis current (Fig. 7).
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Fig. 7 Cyclic voltammogram of 4-mm2 titanium in 0.1 M saline

3.4 Iridium

Compared to platinum, iridium can inject an even greater amount of charge through
oxidation reactions for the same electrode area, because each individual iridium
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Table 3. Iridium reactions [11]

Ir+3 + 4H2O = IrO4
−2 + 8H+ + 3e− E◦ = 1.448 − 0.4576pH + 0.0197 log (IrO4

−2/Ir+3)
Ir + 2H2O = IrO2 + 4H+ + 4e− E◦ = 0.926 − 0.0391pH
IrO2 + 2H2O = IrO4

−2 + 4H+ + 2e− E◦ = 2.037 − 0.01182pH + 0.0293 log(IrO4
−2)

atom can be bound to a maximum of 4 oxygen atoms to +8 state (Table 3). The
iridium surface can also be “activated” with repeated voltage cycling in saline
[8–10]. This “activation” process creates a thick layer of porous iridium oxide
that further enhances charge injection. Because the activated iridium utilizes the
three-dimensional bulk material instead of just the surface, the resulting effective
surface area is many times that of the topological area. Cyclic voltammetry analy-
sis shows that for the as-deposited state, the iridium surface can deliver about the
same amount of charge as platinum. However, after 400 cycles, the iridium deliv-
ers almost 10 times the charge within the same voltage range. Because of the many
reaction potentials, the individual current peaks cannot be easily distinguished in
the graph (Fig. 8).
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Fig. 8 Cyclic voltammogram for 4-mm2 iridium electrode in saline. Current increase is observed
with prolonged voltage cycling

By integrating the area within the C-V graph, the iridium charge injection is
calculated to be 30 mC/cm2 [12]. However, not all of this charge is available
during neural stimulation. Because of the many oxidation-state changes, iridium
charge injection requires many milliseconds to equilibrate. This is the result of
slow mass transport of oxygen into the bulk of iridium material. While typical
slow cyclic voltammetry takes 1 minute for a complete sweep, neural stimulation
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pulses are much shorter, typically less than 1 ms. For the short pulses used in neural
stimulation, the practical charge-injection limit for iridium is 1 mC/cm2.

3.5 Effect of Protein

Protein is known to reduce corrosion for platinum-stimulation electrodes [13].
Studies performed with a quartz-crystal microbalance further show that protein can
competitively bind to the platinum surface and prevent oxidation. This study is per-
formed by depositing platinum on a piece of piezo crystal with a natural harmonic
frequency of 10 MHz [14]. Voltage cycling the platinum in liquid causes the plat-
inum to oxidize. The additional oxygen mass lowers the harmonic frequency. Each
type of amino acid reduces the increased mass by a varying degree. The proteins
cause the C-V curve to lose the distinct peaks for platinum and, instead, to show
peaks corresponding to the oxidation of the different amino acids.

3.6 Impedance Measurement

An impedance measurement can be used as a standardized test for quickly estimat-
ing the roughness and porosity of a surface. It is performed by applying a small ac
voltage signal (10 mV) at various frequencies (typically 10 kHz–0.1 Hz) and using
the measured electrode current to calculate its impedance [15–16]. The small-signal
perturbation used in the impedance minimizes the oxidation and hydrolysis reac-
tions. The electrode impedance is thus dominated by the double-layer capacitance
Cd, which is in series with the electrolyte resistance Re. This forms a high-pass filter
with cutoff frequency at:

f = 1

2 · π · Re · Cd

At very high frequencies (>10 kHz), the capacitor Cd shunts all the current, and
the resulting electrode impedance is approximately the electrolyte resistance Re.
At very low frequencies (∼0.1 Hz), Cd becomes an open circuit, resulting in a
total electrode impedance of Re + Ri. At intermediate frequencies, the impedance
is governed by the capacitance:

Z = 1

j · w · C , with C∞A

Therefore, an electrode with a rougher surface would exhibit a larger surface
area, and thus a higher capacitance. As seen in Fig. 9, three similarly sized electrodes
made of titanium, platinum, and iridium exhibit similar impedance values when
they are initially submerged. However, after the iridium electrode is subjected to
repeated voltage cycles at the full voltage range of the water window (as in cyclic
voltammetry), its impedance at lower frequencies decreases by up to 10 fold [17].
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4 Neural Stimulation Settings Which Affect Charge Injections

4.1 Basis of Neural Stimulation

Figure 10 depicts an electrode injecting current into the surrounding tissue, with
the target neuron nearby. Current passing through the semipermeable cell mem-
brane establishes a voltage gradient across the membrane. If the transmembrane
voltage increases by a value that exceeds a threshold (typically 15 mV above the
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resting state), the voltage change activates a cascade of ion channels that leads to
cell excitation.

Neural excitation can be best achieved with an electric field that is nonhomoge-
neous (i.e., near the edge of an electrode). Calculations using a conducting-cable
model show that stimulation efficacy is proportional to the gradient of the electric
field along the neural membrane (alternatively this can be calculated as the second
spatial derivative of the electric potential) [18]. The nonhomogeneous field increases
the current flux into the cell membrane at the region of the highest potential. Current
then travels down the axon and exits at regions of the membrane nearby.

4.2 Components of a Neural Stimulation System

In order to provide the stimulation pulses to the electrode, the stimulation system
typically contains custom circuitry, communication modules, and a power supply
(battery). These components are housed in hermetic casing, traditionally made of
titanium (Fig. 11).

Capacitor

Electrode

Fig. 11 Schematic showing
output capacitor

To guarantee safety, a capacitor is placed at the output terminal of the electronics.
In the event of electronics failure, in which the output is shorted to one of the supply
voltages, the output capacitor is crucial in preventing a continuous DC charge injec-
tion. The output capacitor is also useful in implementing charge balance, as can be
seen in the monophasic stimulation example (Section 4.3).

4.3 Monophasic Voltage Stimulation

Monophasic voltage stimulation is the most basic neuro-stimulation scheme. During
stimulation, the circuit outputs a constant-voltage pulse (Fig. 12a). Current is
injected through the output capacitor and to the electrode to stimulate the tissue.
The current level is limited by the tissue resistance. After the pulse, the circuit out-
put returns to ground. The voltage stored across the output capacitor and electrode
interface drives the reaction in reverse and helps to recover the charge.

4.4 Constant Voltage vs. Constant Current

Voltage-controlled systems rely on the tissue resistance to limit the current. Due to
the buildup of voltage across the capacitor and electrode interface, the remaining
voltage drop across the tissue decreases over the pulse duration. This is reflected in
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a nonuniform current level. For certain applications, the initial current spike may
actually stimulate other neuron populations that respond to shorter pulses.

The current-controlled scheme avoids this problem by automatically increasing
the output voltage to maintain constant current (Fig. 12b ). Another benefit for using
current control is the ability to use multiple electrodes to establish a constructive
current profile. Multiple electrodes cannot be easily implemented with voltage con-
trol because the impedance between electrodes can vary depending on the relative
distance, leading to uncertainty in the current. The drawback of current control is
the increased complexity in the circuit design. Additionally, the p and n type output
transistors need to be calibrated to improve charge balance.

4.5 Analysis of Constant-Current Electrode-Voltage Waveform

A diagram of the electrode-voltage waveforms for constant-current stimulation is
illustrated in Fig. 13. A constant-current pulse is injected via the counter elec-
trode, and returned through the test electrode (connected to ground). With the onset
of constant-current injection, current passing through the electrolyte (or tissue)
resistance (R�) would result in a voltage drop (Fig. 13a). For some high-current
stimulation applications, this resistive voltage drop can exceed 10 V. Because the
current level is constant for the pulse duration, the iR voltage drop also stays constant
and can easily be subtracted from the measured voltage. The resistive voltage is not
part of the electrode potential because it occurs in the tissue, and is therefore inde-
pendent of the reactions on the electrode surface. The injected current also charges
the double-layer capacitance (Cd), resulting in a voltage ramp (Fig. 13b). As the
electrode voltage increases, metal oxidation/reduction or other electrode reactions
may start to occur. Current injection then becomes divided between the double-
layer charging and Faradiac reactions including metal oxidation, thus decreasing the
voltage-ramping speed (Fig. 13c). Because metal oxidation stores charge reversibly
like a capacitor, it is sometimes termed as ‘pseudo-capacitance.’ If there is a
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Fig. 13 Voltage waveform generated by a constant-current pulse through the electrode-electrolyte
interface

sufficient increase in electrode potential (∼1 V), electrolysis occurs and thus shunts
the majority of the current (Fig. 13d). If the electrode is continuously operated in the
electrolysis regime, undesirable byproducts are formed and corrosion accelerates
[19]. Since the electrode current becomes an exponential function of the voltage
when in the electrolysis-dominated regime, a small increase in voltage can cause
a large increase in current. This characteristic can be used to identify the onset of
hydrolysis.

4.6 Current Control with Passive Recharge

A commonly used neuro-stimulation scheme is to inject charge with a constant-
current pulse, then recover the charge by clamping the circuit output back to ground
voltage. In the passive recharge phase, the circuit operates similarly to the recharge
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phase in the monophasic mode, relying on the voltage stored in the capacitor and
electrode to drive the recharge. Passive recharge conserves energy because it utilizes
the voltage potential already stored in the capacitor to drive the recharge current.
However, it suffers from slower recharge, with some high-current stimulation appli-
cations taking more than 10 ms to recover. Due to the limited driving strength of
the return pulse, the change in oxidation state may not be completely reversed.
Furthermore, leakage current in the output capacitor accumulates over time and as
a result the anode typically exhibits signs of corrosion due to the passive recharge
(Fig. 14).

Electrodes
(e)

c. Unused electrode

d. Anode - corroded

e. Cathode

Anode 

Anode 

Cathode 

a. Voltage

b. Current

Cathode 

Fig. 14 Passive recharge observed in the electrode (a) voltage and (b) current waveforms, the
resulting corrosion morphology (b–d), and (e) schematic of constant-current injection with passive
discharge shorting

4.7 Active Recharge

For high-frequency stimulation, active recharge can be used to accelerate the
recharge speed. A circuit designed to provide active recharge would actively drive
both the cathodic and anodic phases. However, at the end of both active phases, the
circuit still needs to incorporate a “shorting” phase, as done in passive recharge.
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The shorting phase discharges any residual charge between the two active phases
and prevents the bias voltage located at the electronics output (before capacitor)
from slowly drifting away from ground.

It is important to note that active recharge may not reduce the likelihood of elec-
trode corrosion. During the recharge phase, the cathode is positively biased and
tends to maintain the positive bias at the end of the stimulation sequence, leaving
the electrode susceptible to corrosion.

4.8 Cathodic Bias

For platinum electrodes, corrosion can be best minimized with a slight cathodic
bias, rather than completely balancing the charge [20]. This is because the platinum
electrode is more susceptible to corrosion when positively biased, increasing the
likelihood for oxidation and dissolution by chloride.

To implement a cathodic bias, a slightly higher amount of charge is injected in
the cathodic pulse than the anodic pulse. This ensures that the oxidation that occurs
during stimulation can be completely reversed, rather than continuing to build up
in successively thicker oxide layers. Since the cathodic bias scheme requires charge
imbalance, the output capacitor cannot be used. The imbalance in charge injection
must be supplied by a third, sacrificial anode, which is needed to provide sufficient
material for corrosion to occur over the device lifetime. While this is technically
feasible, the concept of intentionally not balancing charge has not gained wide
usage.

4.9 Bipolar vs. Monopolar Stimulation

Many devices are designed to operate in either bipolar or monopolar modes,
allowing the user to select the most-effective mode.

In bipolar mode, current is passed between two electrodes that are close to each
other, resulting in a current pathway that is concentrated between the two elec-
trodes. This leads to localized stimulation in the tissue immediately surrounding
the electrodes.

In applications where the target tissue may be located further away or protected
by the high-impedance of the dura, monopolar stimulation can be used to increase
the stimulation distance. By using a return electrode that is near the implant casing,
one creates an electrical gradient that has increased spatial coverage (Fig. 15).

5 Other Measurement Techniques

Cyclic voltammetry and impedance analysis were previously introduced as stan-
dard methods for studying the electrochemical properties of the electrode materials.
However, these techniques cannot accurately predict the electrode behaviors when
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Fig. 15 Monopolar and bipolar electrode configurations

used in neuro-stimulation applications. Tests that are appropriate for this unique
environment are introduced in the following sections. The charge-injection limit of
an electrode can be quickly estimated by measuring electrode potential as a func-
tion of charge injection. Implementing a pulse-clamp is a new technique that has the
potential for measuring the charge-storage characteristics. Finally, computational
methods can be used to reveal detailed information describing the charge-injection
mechanism.

5.1 Electrode-Potential Measurement

A quick method to estimate the safe charge-injection limit of the electrode is to
measure the electrode potential as a function of the injected charge [21]. At low
charge-injection levels, the electrode potential increases linearly with increasing
charge injection as the double-layer capacitance charges. However, with the onset
of electrolysis, any additional charge is consumed by hydrolysis and the electrode
potential reaches a plateau.

The test is typically conducted by setting a stimulation protocol with a con-
stant pulse width. The current amplitude is then gradually increased as successive
measurements are recorded. This sequence is used to avoid the effect of elec-
trode activation. To minimize electrode dissolution, a cathodic pulse measurement
of the same magnitude and duration should be made following each anodic pulse
measurement.

As shown in Fig. 16, the platinum electrode potential reaches a broad maximum
at a current injection of about 0.15 mC/cm2. At greater charge-injection values, the
electrode potential appears to gradually decrease. This is likely due to the fact that
the electrode experiences surface cleaning and roughening over the duration of the
experiment.

Compared to platinum, iridium exhibits a much higher charge-injection limit at
about 0.8 mC/cm2. The iridium curve displays a very gradual flattening of the slope.
This indicates that with increased charge injection and electrode potential, iridium
reaches a greater oxidation state and increased charge-injection effectiveness.

An electrode with a fresh titanium surface shows similar curvature to that of a
platinum electrode at low charge densities. However, at charge densities greater than
0.1 mC/cm2, the electrode voltage continues to increase and does not plateau due
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Fig. 16 Electrode potential for a titanium, platinum, and iridium electrode, measured at the end of
1-ms-long pulse. Titanium measurement is repeated to show drastic increase in electrode potential

to the increased thickness of the resistive oxide layer. When the titanium is imme-
diately tested a second time, the electrode voltage is substantially higher due to the
thick oxide layer. The diode-like property of the titanium oxide results in an asym-
metrical curvature [22]. For cathodic charging, the curve plateaus at−0.05 mC/cm2.
For the anodic pulsing, the electrode potential continues to increase past 4 V.

5.2 Pulse Clamp

Pulse clamping is a relatively new technique that promises to provide more infor-
mation about the charge-storage characteristics of neural stimulation electrodes.
Pulse-clamp circuits operate similarly to a typical neural stimulation system. The
difference lies in the additional circuit components that precisely measure the cur-
rent level and use positive feedback to greatly accelerate the discharge [23, 24].
A typical pulse-clamp sequence starts with the working electrode set to 0 V (or
any voltage) against the counter electrode or the reference electrode in most cases.
During testing, the instrument switches to current mode and injects the working
electrode with a constant-current cathodic or anodic pulse. Then, the instrument
clamps the test electrode potential back to the initial voltage. In this state, all of
the charge stored on the working electrode is discharged and detected by the instru-
ment. The charge that is not recovered due to Faradaic loss can thus be calculated.
If the electrode behaves as a pure resistor, then no stored charge will be recov-
ered. Conversely, if the electrode behaves as an ideal capacitor, then all of the
injected charge will be recovered and measured. The recovered current will exhibit
an exponential time decay, with a time constant of τ =Re·Cd, where Re is the ohmic
electrolyte resistance and Cd is the electrode capacitance.
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When using pulse clamping to compare electrodes of different materials, the
difference in discharge time can affect the measurement results. For example, irid-
ium discharges more slowly than platinum, leading to higher measured charge
loss. Similarly, larger electrodes also discharge slower because they exhibit greater
double-layer capacitance. To facilitate comparison, the discharge time can be
reduced by increasing the positive feedback for the slower electrode.

The pulse-clamp result can be displayed as the fraction of charge lost divided by
the charge injected (in the constant-current pulse) (Fig. 17). At very low charge
density, platinum electrodes behave like ideal capacitors. Utilizing only double-
layer capacitance, the stored charge is quickly and completely removed during
the discharge phase. With increased charge injection, oxidation-reduction reactions
begin to occur. The oxidation reaction is typically not completely reversed during
discharging. This is observed in the curve as higher fraction not recovered.
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Fig. 17 Pulse-clamp data of
titanium, platinum, and
iridium electrodes

Accurately measuring iridium electrodes can be difficult because iridium utilizes
bulk oxide with slow reaction kinetics, meaning the discharge time can be greater
than 30 ms. Depending on the data-acquisition method, part of the discharge current
may be truncated resulting in high level of measured charge loss.

Titanium discharges very quickly, relying almost completely on double-layer
charge injection. Unlike platinum or iridium, titanium does not exhibit symmetri-
cal behavior for cathodic and anodic pulses. As a result, the anodic charge injection
is almost completely consumed in the formation of oxide. Repeating the experiment
produces nearly identical results, despite the fact that the electrode potential has
increased.

5.3 Computer Simulation

A well-designed model of the electrode interface can greatly stream-line the process
of designing new systems and help visualize the reaction dynamics. However, creat-
ing a realistic model of the interface is difficult, due to its complex nonlinear behav-
ior. If one were to create a detailed model that can simulate cyclic voltammetry,
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one would need a set of equivalent elements for each individual reaction that occurs
at different potentials [25–27]. For example, according to Table 2, modeling plat-
inum would require at least 7 equivalent pathways, with each pathway containing
information about the reaction speed, potential, and charge capacity. However, it
is possible to use a much simplified model if one just needs an accurate computer
representation for a particular stimulation condition.

Because neuro-stimulation occurs at a relatively fast time scale, the reactions do
not have time to equilibrate. To simulate the condition of many reactions occurring
concurrently, one just needs the average impedance during the entire pulse duration.
Typically, good simulation can be obtained using a second-order model similar to
Fig. 1. The drawback is that because the electrode behavior is dependent on the
stimulation conditions, this model may lose accuracy when applied to different pulse
width and amplitude settings.

Computer simulations have long been used to reflect a reactive electrode surface,
such as when a high charge injection results in high level of electrolysis current
[28– 31]. These simulations employ a resistive network, and all illustrate significant
increases in current density at convex protrusions (Fig. 18).

Fig. 18 Resistive models
reflect the current-crowding
pattern that occurs in
hydrolysis regime or with DC
bias [30]

In normal usage, electrodes should avoid reaching electrolysis potentials [32],
and instead rely on the double-layer capacitance and reversible oxidation/reduction
mechanisms. To simulate the electrode behavior in this regime, capacitive ele-
ments are needed. Because the voltage of the capacitive elements is the result of
charge accumulation over time, a time-stepping computation is necessary to track
the behavior of these capacitive elements through the pulse duration. SPICE and
ANSYS are shown as two examples of software that can be used to perform this
time-stepping simulation. The parameters are obtained from curve-fitting SPICE
simulation to recorded pulse-clamp data, using 1-ms pulse width and charge density
of 0.1 mC/cm2 [33].

Performing the time-domain simulation with ANSYS illustrates the typical cur-
rent pathway that for capacitive electrode surfaces (Fig. 19). Areas of higher current
are observed in the solution near the sharp convex edges. However, at the electrode-
solution interface, the current density is low and uniform. This is shown in the short
arrows near the electrode surface that are perpendicular to the surface. The increased
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current density in the solution is the result of current having to navigate around the
protruding portions of the electrode. Compared to the resistive model, the capac-
itive electrode model shows a very different current pattern. This uniform current
distribution on the electrode surface is reflected in dissolution testing in Section 5.4.

Fig. 19 ANSYS-simulation
of a nonflat electrode
operated in capacitive regime,
50 μs after the start of current
injection. Vectors indicate the
direction and magnitude of
current

The same simulation can be performed using SPICE to illustrate the current
contribution from different pathways. Because SPICE lacks meshing capability, a
custom C-script is required to generate a netlist of nodes that describe the two-
dimensional space of the electrode surface and surrounding electrolyte. Figure 19
shows the simulated current densities for the protruding and recessed portions of
the electrode. At the beginning of the pulse, there is a brief 20-μs duration in which
higher current concentrates on the convex protrusions (Fig. 20a). This initial cur-
rent spike is required to charge the capacitance and establish proper voltage bias.
The voltage gradient is established after 20 μs, and the current density becomes
uniform, with less than 2% variation on the entire electrode surface.

As the electrode voltage increases during the pulse, a proportionally higher
amount of current is injected through the metal-oxidation pathway, rising to more
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than 50% at the end of the 1-ms pulse. The electrolysis current remains low,
contributing less than 5% of the total current at 1 ms.

5.4 Dissolution Testing

Dissolution testing can be performed to illustrate the current distribution at different
charge-injection settings. To demonstrate the effect of extreme surface topology,
gold microposts (10-μm wide and tall) are electroplated on top of a gold elec-
trode surface [34]. Gold is used in this test because it dissolves readily during the
anodic pulse and is redeposited on the metal surface during the cathodic pulse. The
deposition pattern is a good indication of the current distribution.

The morphology of surface redeposition shows a pattern of uniform current den-
sity when the electrode is injected with 30 μC/cm2, well within its charge-injection
limit. However, at 2 mC/cm2, increased current density is observed at sharp convex
edges, indicating a dissolution-dominated mode of charge injection at the higher
current level (Fig. 21).

In general, long-term dissolution testing is required to ensure the lifetime of an
electrode. The various techniques introduced in this chapter are useful in estimating
the electrode performance at different usage conditions, but they cannot be sub-
stituted for the dissolution test. The test is generally conducted with the electrode
submerged in buffered saline, with oxygen purged from the saline. The stimulation
is set to the maximum pulse width and current amplitude used in clinical setting.
The frequency may be further increased to speed up the experiment.

Fig. 21 SEM image of an
array of gold microposts (a)
as fabricated, (b) subjected to
30 μC/cm2 dissolution for 2
weeks and (c) 2 mC/cm2

dissolution
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5.5 Inductively Coupled Plasma (ICP)

The most effective method of measuring the dissolved ion is with ICP equipment.
The test solution containing dissolved metal is nebulized into the chamber. A radio-
frequency field generates plasma and the optical spectrum of the plasma is analyzed
for emission from various elements.

Most ICP equipments are not optimized for analyzing samples with high carbon
contents. If protein is added to the test solution, it may quickly leave a carbon deposit
on the optics. For these samples, one should instead use inductively coupled plasma-
mass spectrometry (ICP-MS). An ICP-MS ionizes the sample in the plasma chamber
and then uses mass spectrometry to detect the different elements. While ICP has
sensitivity of parts-per-billion range, ICP-MS can detect in the parts-per-trillion
range.

6 Summary

This chapter introduced several methods for analyzing the electrochemical proper-
ties of neuro-stimulation electrodes. Cyclic voltammetry is a generic technique that
shows the oxidation/reduction potentials of a material, thereby revealing important
electrode behavior properties. Furthermore, the impedance spectra and the electrode
potential can reflect the surface area and the charge-injection limit of the elec-
trode, respectively. Lastly, to determine their functional lifetimes, electrodes must
be subjected to long-term dissolution testing.

The computer simulations described in this chapter are very simplistic mod-
els, with parameters obtained by fitting to actual stimulation waveforms. This type
of simulation can only reflect the electrode behavior within a narrow range of
charge-injection settings. Nevertheless, with better understanding of the materials,
future models might be able to predict the electrode behavior at all charge-injection
conditions, and even predict the rate of corrosion.
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Conducting Polymers in Neural Stimulation
Applications

David D. Zhou, X. Tracy Cui, Amy Hines, and Robert J. Greenberg

Abstract With advances in neural prostheses, the demand for high-resolution and
site-specific stimulation is driving microelectrode research to develop electrodes
that are much smaller in area and longer in lifetime. For such arrays, the choice of
electrode material has become increasingly important. Currently, most neural stim-
ulation devices use platinum, iridium oxide, or titanium nitride electrodes. Although
those metal electrodes have low electrode impedance, high charge injection capa-
bility, and high corrosion resistance, the neural interface between solid metal and
soft tissue has undesilable characteristics. Recently, several conducting polymers,
also known as inherently conducting polymers (ICPs), have been explored as new
electrode materials for neural interfaces. Polypyrrole (PPy), polyaniline (PANi),
and poly(3,4-ethylenedioxythiophene) (PEDOT) polymers may offer the organic,
improved bionic interface that is necessary to promote biocompatibility in neural
stimulation applications. While conducting polymers hold much promise in biomed-
ical applications, more research is needed to further understand the properties of
these materials. Factors such as electrode impedance, polymer volume changes
under electrical stimulation, charge injection capability, biocompatibility, and long-
term stability are of significant importance and may pose as challenges in the future
success of conducting polymers in biomedical applications.

This chapter looks into the current research and challenges for conducting
polymers and their applications in neural stimulation electrodes.
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1 Introduction

Implantable neural prostheses have been widely used to improve or restore main
functions of nervous systems for patients with neural damage. Some common neural
prostheses include cochlear implants [1–2], spinal-cord stimulators [3–6], and deep-
brain stimulators [7–10]. Novel neural prostheses, such as retinal prostheses [11–12]
and brain–machine interfaces [13–14], with higher resolution and site specificity
are being actively investigated. These devices require larger numbers of microelec-
trodes patterned in a very small area, more sophisticated circuit designs, and longer
lifespans.

In a retinal prosthesis, vision for patients blinded by macular degeneration or retini-
tis pigmentosa is recovered through electrical stimulation of remaining retinal neurons
[11, 15–16]. The retinal prosthesis is designed to detect and convert light into electri-
cal stimuli, which are then delivered to the retina, bypassing damaged photoreceptor
layers, to evoke a visual response [11, 17–20]. Many technical challenges exist before
the retinal prosthesis can become clinically successful including image processing,
power and data telemetry, microelectronics, interconnection, and packaging. This
chapter addresses factors specifically relating to microelectrode arrays.

The demand for high-resolution stimulation in neural prosthetic devices requires
the development of high performance, high density microelectrode arrays. For
such arrays, the choice of electrode materials has become increasingly important.
Stimulation electrodes serve as the interface between electronic devices and neu-
ral systems. Since high levels of charge injection and electric fields are applied to
functional and responsive tissues and electrode materials, it is critical that damage
to tissues or nerves, as well as to electrode materials, from chronic stimulation be
minimized or avoided [21].

Recently, several conducting polymers have been explored as new electrode
materials for neural interface. Polypyrrole, polythiophene, and their derivatives can
be electrochemically polymerized from aqueous solution and deposited on the neu-
ral electrodes [22–28]. Bioactive molecules, such as cell-adhesion peptides, ECM
proteins, growth factors, etc., can be incorporated into the polymer as dopants to
promote neuronal growth and binding to the electrodes [22–25, 29–30]. Poly(3,4-
ethylenedioxythiophene) (PEDOT) presents properties especially promising for
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chronic neural interfaces. PEDOT has a dioxyethylene bridging group across the 3-
and 4-positions of the hetero-ring, which blocks the possibility of coupling and, con-
sequently, renders superior electrochemical stability [31]. When electrochemically
deposited onto the microelectrode sites of neural probes, PEDOT, along with dopant
polystyrenesulfonate (PSS), was found to be electrochemically stable after hun-
dreds of cyclic voltammetric scans. PEDOT/PSS coating decreases the impedance
modulus by almost two orders of magnitude [24–25].

Most studies on conducting polymers focus on improving the neural inter-
face or neural electrode for recording. For example, high quality acute neural
recordings were obtained through electrodes with the PEDOT-incorporated peptide
sequence DCDPGYIGSR in acute animal tests [24–25]. More recent work demon-
strated an improvement in chronic recording performance in neural probes coated
with PEDOT/PSS [32–33]. Our particular interest is in the material used for the
chronic stimulating electrodes. There are similarities in the requirements for a neu-
ral recording electrode and a neural stimulating electrode, such as low impedance,
biocompatibility, and stability. However, one important requirement for a neural
stimulation electrode is the charge-injection capacity. During neural stimulation,
either current or voltage is passed through the electrode for charge delivery, while in
neural recording, an electrode is typically operated through a very high impedance
amplifier with virtually no passing current. This poses a challenge to a neural stim-
ulation electrode to maintain low impedance, biocompatibility, and stability while
delivering adequate charges for prolonged periods of time. In this chapter, a brief
introduction on the developments of conducting polymers for neural interfaces will
be presented. Some preliminary work exploring conducting polymers as stimula-
tion electrodes will be reviewed. The challenges in the development of stimulation
electrodes using conducting polymers, especially for chronic stimulation, will be
discussed.

2 Neural Stimulation and Electrode Materials

Most neural stimulation applications use a biphasic, charge-balanced, cathodic-first-
current pulse. The cathodic phase is believed to be more effective in exciting cells
or neurons than the anodic phase. After the cathodic phase, electrodes are biased
negatively. A lagging anodic phase will remove such negative bias and keep the elec-
trode voltage near neutral. This biphasic method minimizes electrode polarization
by the charge-balancing second phase, which cancels out cathodic bias and maxi-
mizes charge delivery. During each phase, electrodes are subjected to charges that
may exceed their charge-delivery capabilities. Electrode materials used for chronic
stimulation are required to maintain high charge delivery capability [34].

2.1 Charge Transfer Processes During Stimulation

Electrical stimulation of biological tissue with metal electrodes requires the flow of
ionic charge in the biological tissue. This flow of charge can be induced by both
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Faradaic and capacitive mechanisms. The Faradaic mechanism of charge injection
involves electron transfer across the electrode-tissue interface. One such example
is the charge injection through metal oxidation and reduction mechanisms. Metal
oxidation involves binding the metal to oxygen, forming a new oxidation state or
metal oxide binding with oxygen to form a higher oxidation state. For some metal
oxides, charge stored can be recovered through reversible reduction reactions. Such
reversible metal oxidation and reduction processes can be used for safe neural stimu-
lation. If charge density is too high for a given electrode, irreversible electrochemical
reactions such as metal corrosion or dissolution, gas evolution, or production of
toxic chemical reaction products can occur. Such induced harmful electrochemical
reactions during Faradaic charge transfer not only can cause electrode damage, but
also can cause tissue or nerve damage [35–38].

The capacitive mechanism involves charging or discharging of a layer of solution,
known as the electrochemical double layer, whose composition is different from the
bulk solution. Ions in the tissue are attracted or repelled by charge on the electrode
to produce pulses of ionic current. There is no charge transfer across the electrode–
electrolyte interface. There is a tendency for charged species to be attracted to or
repelled from the metal–solution interface. This gives rise to a separation of charge
and the electrochemical double layer. As a result of the variation of the charge sep-
aration with the applied potential, the electrochemical double layer has an apparent
capacitance, known as the “double-layer capacitance” [39]. Double-layer capaci-
tance is the result of ionic accumulation at the electrode surface and does not involve
any electrochemical reaction. Charging or discharging the double-layer capacitance
is an ideal mechanism of charge injection because no electrochemical reactions can
occur in the electrode–tissue interface [35].

For a given electrode, capacitance, C, is calculated according to the equation:

C = εε◦ (A/d)

where ε is the dielectric constant of the solvent, ε◦ the permissivity in vacuum, A
the electrochemical surface area of the electrode surface, and d the thickness of the
dielectric layer.

To achieve large charge storage capacity for a given material and device design,
the real surface area of the electrode is a key factor: the higher the surface area,
the higher the capacitance. For high density microelectrode arrays used in neural
stimulation, the geometric surface area is often limited by the application, and an
effective way to increase the electrochemical surface area without enlarging array
size is to increase the surface roughness of the electrode.

2.2 Electrodes for Neural Stimulation Implants

In neural prosthetics, the demand for high performance, high density microelec-
trodes is increasing as more and more neural prosthetic devices are developed
[40]. The choice of electrode materials has become a key factor for the suc-
cess of such neural prostheses. The electrodes must be made smaller to increase
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spatial resolution and at the same time deliver adequate charge without generating
irreversible electrochemical reactions.

Neurological stimulation requires high quality, electrochemically stable and bio-
compatible electrodes. These electrodes must have low electrode impedance, high
charge injection capability, and high corrosion resistance [35]. Current devices
typically use platinum, iridium oxide, or titanium nitride electrodes to inject the
necessary current to elicit a neural response. These materials are chosen because of
their ability to inject large amounts of charge with negligible electrode degradation.
To ensure longer device lifetimes, most devices incorporate electrodes with a large
surface area and operate at well below the charge injection limit of the electrode
material to avoid unnecessary dissolution and gas evolution, which could potentially
damage biological cells.

Platinum is an electrode material widely used in neural stimulation. Its safe
stimulation limit, defined by the amount of charge applied before hydrolysis and
gas evolution, ranges from 0.1 to 0.35 mC/cm2 [41–43]. For effective stimula-
tion, the electrode must transfer sufficient charge to exceed the threshold potential
for neuronal depolarization. For retinal electrode arrays in retinitis pigmentosa
(RP) patients, the disk electrodes are 500 μm in diameter and the injection
charge required for neuronal depolarization is 0.4–0.6 μC per phase of a biphasic-
stimulating pulse [44]. For many stimulation applications that require a high density
electrode array in a very small region, electrode size should be no larger than
100 μm in diameter. The charge density required for effective stimulation with such
small smooth Pt electrodes will be 1 mC/cm2 or higher, which exceeds the safe stim-
ulation limit [12, 19]. Hydrogen/oxygen evolution due to water hydrolysis induced
by stimulus will alter the pH, causing metal corrosion and possible tissue dam-
age in the electrode–tissue interface [45–47]. Therefore, smooth Pt is not a suitable
candidate for these applications [33, 47].

Iridium oxide (IrOx) and titanium nitride (TiN) have been reported to hold higher
safe stimulation limits of 0.9–4 mC/cm2 [12]. These two materials, in a recent study,
were directly compared on silicon-based electrode arrays [48]. TiN is more micro-
fabrication friendly than IrOx, but has higher impedance. As a result, the stimulator
compliance voltage needed to drive the necessary current through the TiN electrode
will need to be high. Iridium oxide, when activated, has much lower impedance,
reducing the amount of power necessary. In addition, the electrode size could also
be reduced for better spatial resolution. Few studies have been done to evaluate
the biocompatibility of these materials. TiN has been used as a pacemaker elec-
trode material clinically. However, exposure of TiN to retinal cell culture increased
cell death [49]. Iridium oxide has been shown to be biocompatible in several stud-
ies on cortical implants [50]. However, chronic aggressive stimulation resulted in
degradation of iridium and adverse tissue response [50–51].

Conducting polymers offer some advantages over metal electrodes. Conducting
polymers are unique materials, which have the ability to conduct electricity, but
are organic in nature. In contrast to metal materials, soft conducting polymers may
provide an improved bionic interface between the rigid electronic devices and the
soft, amorphous biological systems [52–53]. A conducting polymer’s surface and
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structure can be readily modified to improve charge injection capability and pro-
mote biocompatibility. Such advantages make it an attractive candidate for further
research as coatings for neural stimulation electrodes.

3 Conducting Polymers

The early work on conducting polymers, also known as inherently conducting poly-
mers (ICPs), started from polymerization of acetylene [54]. It was expected that
such conjugated structures, which possess an extended π-conjugation along the
polymer backbone, would exhibit electronic conductivity. However, the conductiv-
ity of polyacetylene, a charcoal-like black powder, was found to be fairly low; it was
at best semiconducting (in the 10−7 S/cm range) [55]. The pioneer work by Heeger,
MacDiarmid, and Shirakawa led to the discovery of doping of conducting polymers
[56, 57]. They oxidized polyacetylene with iodine vapor, increasing its electrical
conductivity by up to 11 orders of magnitude [54]. The doping process, adopted
from terminology used for semiconductors, is an oxidation or reduction process.
Upon oxidation or reduction, electrons are removed from or inserted into the poly-
mer backbone producing a cation or anion. Electron transfer along the conjugated
p- or n-molecular orbital backbone, coupled with the motion of charge carriers in
the material, provides conductivity to doped conducting polymers [58].

3.1 Various Conducting Polymers

Many conducting polymers and their derivatives or composites have been inves-
tigated. Early conducting polymers, such as polyacetylene, suffer from instability
in air and were difficult to prepare [59]. Extensive research has yielded several
promising polymers and their derivatives, including polyanilines, polypyrroles, and
polythiophenes [52, 59], specifically for biomedical applications [54, 60].

3.1.1 Polypyrrole

Polypyrrole (PPy) is one of the most studied conducting polymers due to its aqueous
compatibility, low oxidation potential of the monomer, ease of preparation, and high
conductivity [61–62]. The structure of PPy is shown in Fig. 1. Electropolymerizaion
of polypyrrole involves the formation of pyrrole cation radicals, dimer radicals, and

H
N

H
N

A- A-

n

H
N
+

H
N
+

Fig. 1 The p-doped
polypyrrole (PPy) structure.
The dopant anions (A−) are
required to balance the charge
and maintain electroneutrality
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coupling of the dimers and monomers [58]. Depending on oxidation stages, one
or more electrons can be removed for each polymer section during oxidation. The
polymer backbone is positively charged. The dopant anions (A−) are required to
balance the charge and maintain electroneutrality. During reduction, the anions, if
small enough, are expelled from the polymer.

The physical, chemical, and electrical properties of PPy can be easily modi-
fied by various doping agents and preparation conditions. There are many available
dopant ions for the generation of good quality deposited polymer films [63–64].
Two of the most common dopants that are codeposited with PPy are polystyrene-
sulfonate (PSS) and sodium dodecylbenzenesulfonate (NaDBS). PPy/PSS and
PPy/NaDBS polymers have been used in many applications ranging from actu-
ators and neural scaffolds to neural electrode coatings [22, 53, 61, 65]. It is
reported that electrode materials, electrolyte solution, deposition methods (current-
or potential-controlled deposition), deposition time, and solution temperature dur-
ing electrochemical polymerization affect both the structure and electroactivity of
PPy films [66].

3.1.2 Polyaniline

There are many different forms of polyaniline (PANi) that exist based on their oxi-
dation states ranging from fully reduced to the fully oxidized. These oxidation states
are affected by pH and are interchangeable from the protonation and/or oxidation
reactions. It is reported that the most conductive form among various redox forms
is the emeraldine salt as shown in Fig. 2 [67].
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Fig. 2 One of the PANi
structures – emeraldine salt. x
and y are the degrees of
polymerization and x=y=0.5
for emeraldine salt. This is
the most conductive form
among various PANi redox
forms

Polyaniline and its derivatives have been widely used for biosensing applica-
tions based on their crystallinity. For example, PANi and its derivatives were found
responding to the saturated alcohol vapors by undergoing a change in resistance
[54]. The change in resistance of the polymers on exposure to different alcohol
vapors was attributed to their chemical structure, chain length, and dielectric nature.

3.1.3 PEDOT

Poly(3,4-ethylenedioxythiophene) (PEDOT) is formed from polymerization of bi-
cyclic monomer 3,4-ethylenedioxythiophene (EDOT). The structure of PEDOT is
shown in Fig. 3. Due to its narrow energy gap of the highest occupied molecu-
lar orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) [59, 68],



224 D.D. Zhou et al.

OO

S

O O

S

O O

S

OO

SS
+

O O

SS
+

A– A–

n

Fig. 3 The p-doped PEDOT
structure. The oxidant A−
served as the charge
balancing counter-ion to the
PEDOT during
polymerization

PEDOT exhibits improved conductivity and thermal stability relative to many other
polyheterocycles, such as the polypyrroles or polythiophenes [31, 62, 69–70]. In
addition, PEDOT has a dioxyethylene bridging group across the 3- and 4-positions
of the heterocycle preventing α-β’ coupling, and as a result is more electrochem-
ically stable than PPy [24–25, 32]. Most PEDOT polymers studied are p-doped
for better stability while only a few are n-doped [71]. Similar to PPy, many dop-
ing agents are available for the polymerization of PEDOT. One such doping agent
is sodium polystyrenesulfonate (PSS). The oxidant PSS served as the charge bal-
ancing counter-ion to the PEDOT during polymerization. EDOT monomers have
poor solubility in aqueous solution, usually less than 10 mM at room temperature.
PSS is a water-soluble polymer and also functions as a good dispersant for aqueous
PEDOT [59].

Another approach to increase the solubility of EDOT monomers is to append a
water-soluble side chain onto the monomer rings. For example, the addition of a
hydroxymethylated group (MeOH−) onto EDOT results in a significant increase of
aqueous solubility up to 0.1 M. Xiao et al. have reported that thin films of PEDOT-
MeOH/PSS were easily deposited on the gold electrodes of a neural probe with
20 mM EDOT-MeOH and an applied potential of 0.8–0.9 V vs. SCE [62]. The
resulting films from the complex of PEDOT-MeOH/PSS are more uniform com-
pared to PEDOT/PSS coatings. This indicates that water-soluble groups such as
MeOH-modified monomers improved current distribution during electrochemical
polymerization.

Often, the colors of PEDOT are reported to be sky blue or deep blue [59, 62].
Actually, the coating color of PEDOT films produced electrochemically depends on
plating conditions and film thicknesses. The charge used in the deposition appears
to affect the film color significantly for a given polymer/dopant system. In the
potentiometric-controlled mode, it was found that the coating color is dependent
on plating time at a given current density or is dependent on current density at a
given plating time. Generally speaking, conducting polymer films deposited with
lower charge appear lighter in color, primarily because of the reduced thickness
[33]. Figure 4 shows some typical colors for PEDOT/PSS films electrochemically
deposited on the Pt electrodes. The plating is carried out at a fixed plating time of
60 s at room temperature with variable plating current densities, ranging from 20
to 160 μA/cm2. The color changes from light blue at 20 μA/cm2, light purple at
40 μA/cm2, dark purple at 80 μA/cm2 to dark brown at 160 μA/cm2.
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Fig. 4 Some typical colors for PEDOT/PSS films electrochemically deposited on the Pt electrodes.
The PEDOT was coated potentiometrically for 60 s at room temperature with variable current
densities. From left to right: (a) noncoated Pt surface, (b) light blue at 20 μA/cm2, (c) light purple
at 40 μA/cm2, (d) dark purple at 80 μA/cm2 to (e) dark brown at 160 μA/cm2

3.2 Methods of Preparing Conducting Polymers

Conducting polymers can be polymerized by chemical and electrochemical meth-
ods. Chemical synthesis is typically used to produce large quantities of material,
which involves mixing a strong oxidizing agent with a monomer solution [72–
73]. The resulting polymers are usually in powder or very thick films. For
example, nanometer-sized PEDOT/PSS particles were chemically synthesized with
the oxidant iron(III) p-toluenesulfonate [59]. During the polymerization reaction,
the radicals formed from oxidized monomer conjugated into the neutral poly-
thiophene backbone. The neutral polymer backbones are subsequently doped by
further oxidation and incorporated with some counter-ions for maintaining charge
balance [58, 74].

Electrochemical polymerization is widely utilized during the investigation of
conducting polymers for neural probes and for neural stimulation. The advantages
in electrochemical polymerization are obvious. The technique is established and
simple. It allows accurate controls over thickness and morphology of the resulting
polymer coating on the target electrode surface. Very thin and well-defined coatings
can be deposited over microelectrodes in a neural probe or microelectrode arrays
[63–64]. In addition to lateral growth, vertical growth of polymer coatings provides
flexibility in the three-dimensional design of electrodes [53, 75–76].

Electrochemical polymerization can be carried out by current-controlled (poten-
tiometric) or voltage-controlled (amperometric or cyclic voltammetric) methods.
Although both methods produced quality coatings, the potentiometric method
appears easier to control. When a constant current is applied to the electrochemi-
cal cell in a potentiometric mode, the charge used for polymer deposition is simply
determined by time and the film grows at a steady rate. However, when a constant
voltage is used in an amperometric mode, the resulting electrode current varies and
depends on many factors including the base electrode material, polymer systems,
and plating conditions. The calculation for the charge used for the deposition is not
straight forward and the film growth is less steady.

Unlike metal depositions where metal ions are reduced and deposited on the cath-
ode, most electrochemical polymerizations are an anodic process. Positive (anodic)
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current or voltage is applied to the working electrode to perform oxidation reactions.
Monomers at the working electrode surface undergo oxidation to form radical
cations that react with other monomers or radical cations, forming insoluble polymer
chains on the electrode surface [60].

In an amperometric process, electrochemical polymerization on a working elec-
trode (WE) is subjected to anodic potentials, versus a reference electrode (RE), in
a three-electrode cell. However, in some studies, a cell voltage, i.e., a working-
electrode voltage versus a counter electrode (CE), has been used in a simple
two-electrode cell [77]. In addition to constant voltage, a scanned voltage using
cyclic voltammetry can also been used for electropolymerization. It is reported that
the films produced by cyclic voltammetry are thicker than those produced poten-
tiostatically at a potential equal to the upper limit of the cyclic voltammetry [78].
Typically, a working electrode voltage of +0.6 V to +1.0 V versus Ag/AgCl is used
for most depositions in a three-electrode cell. Overoxidation of the polymer occurs
when higher anodic voltages are used. A typical three-electrode electrochemical cell
for electropolymerization is shown in Fig. 5.

Potentiostat

Magnetic Stirrer 

Water bath 
      Out

Water bath 
      In

CEWE RE

Fig. 5 A typical
three-electrode
electrochemical cell for
electropolymerization of
conducting polymers on
microelectrodes. A magnetic
stirrer is used for solution
agitation while water bath is
used to control temperature of
a water-jacketed glass cell. A
potentiostat is used to control
current or voltage for
electrochemical
polymerizations and
measurements

In a potentiometric process, a wide range of current or charge densities are
reported. A typical current density of 0.5 mA/cm2, or 30 mC/cm2, is a good starting
point for exploring optimal plating conditions. It was found that the use of cur-
rent densities greater than 2 mA/cm2 resulted in the formation of an overoxidized
polypyrrole film with reduced conductivity [79].

The surface morphology and mechanical properties of polypyrrole coatings using
different electrodeposition methods have been compared by Herrasti et al. [80].
Polypyrrole films have been deposited on steel by three electrochemical methods:
constant potential, constant current, and cyclic voltammetry. The deposition was
conducted in a three-electrode cell in 0.1 M LiClO4 and 0.5 M pyrrol. The working



Conducting Polymers in Neural Stimulation Applications 227

electrode was a steel sheet. A graphite electrode was used as the auxiliary electrode
while an Ag/AgCl electrode was used as the reference electrode. The deposition
was controlled with a charge of 2 C/cm2, and the thickness of the resulting films
were approximately 5–6 μm. The morphology of all the deposits is shown in Fig. 6.

Fig. 6 SEM micrographs of
the polypyrrole films
prepared by three
electrochemical methods in
oxidized state (a) constant
potential (0.7 V vs. Ag/AgCl)
for 500 s, (b) constant current
(5 mA/cm2 for 400 s), and (c)
cyclic voltammetry (–0.2 V to
0.7 V at 50 mV/s, 30 cycles)
(Reproduced from [80], with
permission from Elsevier)
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It seemed that all the deposits were of a granular type. However, the differences
in the grain size and porosity of the deposits were clear, and they were dependent
on the type of deposition method used. The grain size and porosity increase from
samples obtained at constant potential, to constant current, to cyclic voltammetry.
The authors attributed the differences in polypyrrole morphology to the deposition
rates. They speculated that in a constant-potential method, the polymerization has
a higher initial growth rate and the polymer deposits are more compact and harder
due to the smaller grain size. In a constant-current method, the deposits obtained
have larger grain sizes due to a more uniform growth rate throughout the deposition
process. In a cyclic voltammetry method, variable deposition rates and the oxidation
and reduction process of the polymer during its growth might contribute to a more
rough and porous structure.

In contrast to PPy, the trend in morphology changes due to deposition methods
was different for the polyaniline films. Choi and Park [81] reported that polyaniline
films prepared by cyclic voltammetry were smoother and more compact compared
to the films obtained by the constant-potential method. PANi films were deposited
on Pt electrodes in a solution containing 0.030 M aniline and 1.0 M HClO4 at +1.0 V
for constant voltage method, and at scanned voltages of –0.1 V to +1.15 V with a
scan rate of 50 mV/s for potentiodynamic method. The authors pointed out that the
aging effects and the degradation reaction might lead to more compact films during
the potentiodynamic cycles. During reverse scans to the voltage lower than 0.7 V,
the degradation reaction produces soluble products such as benzoquinone and/or
p-aminophenol, which would reduce the amount of the deposited polymer. Such
dissolution reaction had less impact on the film growths when the constant voltage
was maintained at +1.0 V.

Many factors affect the quality of the polymer coating including film morphol-
ogy, adhesion, conductivity, impedance, and surface activity. In addition to the
deposition methods and deposition charge discussed above, other important fac-
tors include solution temperature, pH, nature of the supporting electrolyte, dopant
and doping levels, surface condition of bare electrode, and concentration of the
monomer solution. For instance, the surface topographies of PPy can be con-
trolled through electrochemical polymerization temperature [53]. Work reproduced
according to [53] confirmed such findings. Figure 7 shows surface morphology
changes when the plating solution temperatures are varied. During the deposi-
tion of PPy/NaDBS coatings, smooth and dense morphology is obtained at the
room temperature. However, when the solution temperature is lowered to 4◦C,
rough and porous surface features can be obtained while other conditions are kept
the same.

When temperatures are varied, in addition to the surface-morphology differences,
current distribution over the electrode surface also seems to be affected. By compar-
ison, surface coating is more uniform when plated at a lower temperature, while
surface plated at room temperature shows clear edge effects, as shown in Fig. 8.
This indicates a better current distribution is achieved when polymerization is car-
ried out at a lower temperature. It is reported that more uniform surface coating
could give higher conductivity [59].
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Fig. 7 PPy/NaDBS surfaces
on Pt electrodes polymerized
at two temperatures.
(a) Smooth and dense
morphology at 25◦C.
(b) Rough and porous
morphology at 4◦C

Surface modification and preparation on substrate have been reported to improve
coating adhesion. For instance, premodification of the polyimide surface with
self-assembled alkylsilane monolayers induced anisotropic lateral growth of PPy
films along the substrate surface and enhanced film adhesion [76]. In this work,
PPy film was electrochemically deposited onto Pt microelectrodes on a polyimide
substrate and the PPy-coated microelectrode was used in external stimulation of
cultured cardiac myocytes.

In addition to chemical and electrochemical synthesis, other polymerization
methods such as photochemical synthesis, emulsion, and pyrolysis have been
reported [58, 63]. In a recent study, a self-assembled monolayers (SAMs) method
has been used to deposit thiolated poly(alkylthiophene)s and functionalized alka-
nethiols [82]. The authors claimed that resulting polymers have low impedance at
1 kHz and are more robust and better controlled in their composition than existing
electrodeposited conductive polymer coatings.
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Fig. 8 Edge effects at
different plating
temperatures.
PPy/NaDBS-coated surface
on Pt shows clear edge effects
when plated at room
temperature (a), while the
coating is more uniform when
plated at a lower
temperature (b)

3.3 Biomedical Applications of Conducting Polymers

There has been a large effort focusing on the development of conducting polymers
for biomedical engineering applications such as biosensing [83–84], tissue engi-
neering [85], drug delivery devices [77, 86–87], and neural electrode arrays [24].
A comprehensive review of conducting-polymer properties specific to biomedical
engineering applications is provided by Schmidt and coworkers [60].

Conducting polymers are promising for the applications of sensors such as elec-
trochemical sensors, biosensors, and gas sensors [88–90]. In sensor applications,
conducting polymers are used either as sensing elements like electrodes and sensing
membrane or as matrices for immobilizing sensing materials [54]. Physical adsorp-
tion, entrapment, and covalent bonds have been explored to incorporate sensing
materials into sensor systems. The sensing materials can be incorporated simply
by mixing them with the solution of dopant and monomers during electrochemical
polymerization. For example, PPy has been used to trap biosensing materials such
as glucose oxidase and electron transfer mediators such as ferrocene for sensitive
glucose sensors. In this case, biomolecules are mixed with monomers and dopant
during electrochemical polymerization [60]. Optical property changes with oxida-
tion states of conducting polymers have been found suitable for construction of pH
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sensors. pH sensors based on PPy [91] and PANi [82] have been reported with fast
reversible color response upon pH change [54, 89]. The PANi-based optical pH sen-
sors can be exposed in air for over 1 month without any deterioration in sensor
performance [92].

Recently, PPy has been used to construct a reference electrode for an RuO2
thin-film pH sensor [93]. The solid-state miniaturized PPy-coated ITO (indium tin
oxide) reference electrode showed improved properties such as lower drift rate and
narrower hysteresis width in comparison to a commercial Ag/AgCl electrode.

Conducting polymers have been explored as biomaterials to replace metals or
modify metal surfaces in tissue engineering. Localized electrical stimulation has
been shown to promote tissue repair, cell growth, bone regrowth, and wound healing
[52, 58].

The investigations of conducting polymers for improving neural interfaces have
attracted much attention recently [94–97]. Studies indicated that polypyrrole, poly-
thiophene, and their derivatives can be electrochemically polymerized from aqueous
solution and deposited on the neural electrodes [23–24]. Rough surface morphol-
ogy, increased surface area, and low impedance of conducting polymer coatings
improved neural recoding performances [24, 32]. Furthermore, the neural probes
can be modified with biologically functional macromolecules such as peptides,
proteins [29, 98, 99], polysaccharides, and living cells [100–101]. These macro-
molecules can be incorporated by mixing with the solution of dopant and monomers
during electrochemical polymerization. In one study, Wadhwa et al. [77] coated gold
electrodes with polypyrrole and dexamethasone by electrochemical codeposition.
Dexamethasone is an anti-inflammatory drug and can reduce inflammation in the
Central Nervous System (CNS) to inhibit astro-glial sheath formation. Localized
and controlled release of Dex from PPy coatings may reduce such sheath formation
around implanted micromachined neural electrode arrays for chronic recordings.

Polypyrrole has been explored as an implantable microelectrode array for stimu-
lating the nervous system [102]. PPy patterns were prepared by the micropatterning
method using photochemical reaction of oxidative polymerization agents. A mix-
ture of iron (III) chloride (FeCl3) and aqueous solution of polyvinyl alcohol (PVA)
was coated on a plastic film as the oxidative polymerization agent. FeCl3 is known
to be photochemically reactive and will not cause polymerization by irradiation of
UV light. The coated agent was exposed under UV light with a patterned mask.
The PPy patterns were prepared on the nonirradiated surface after the contact with
pyrrole vapor. However, neither electrochemical test data nor electrode performance
were reported by the authors.

Recently, we reported work on the evaluation of PEDOT for neural stimula-
tion applications [33]. PEDOT was electrochemically deposited on thin-film Pt
electrodes of stimulation electrode arrays to evaluate its properties for chronic stim-
ulation. The coated electrodes demonstrated much lower impedance than thin-film
Pt due to the high surface area and high ion conductivity across the film. The PEDOT
film also presents intrinsic redox activity, which contributes to the low impedance as
well as a much higher charge storage capacity. The charge injection limit of PEDOT
electrodes was found to be 2.3 mC/cm2, comparable to IrOx, and much higher than
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thin-film Pt. Under biphasic stimulation, the coated electrodes exhibited lower volt-
age and linear voltage excursion. Well-coated PEDOT electrodes were stable under
chronic stimulation conditions, suggesting that PEDOT is a promising electrode
material for chronic neural stimulation applications.

4 Challenges of Conducting Polymers for Chronic Neural
Stimulation

Chronic neural stimulation requires charge injection through electrode/tissue inter-
face at a high frequency for a prolonged period of time. This poses unique challenges
to conducting polymers used as neural stimulation electrodes. Neural stimulation
requires electrodes that are biocompatible and have low impedance and high charge
delivery capability. In addition, the conducting polymer coating should have good
adhesion on the electrode surface. For chronic stimulation applications, it is critical
that these properties are stable for a prolonged period of time to achieve long-term
quality performance.

4.1 Electrode Impedance

A unique feature for conducting polymers is their π-bonded conjugated polymer
backbone with alternating single and double bonds. The mobile charge carriers
formed during the doping process move along the polymer backbone and between
adjacent chains, generating conductivity [58, 60]. While good conductivity is neces-
sary to reduce the dc resistance of an electrode, having a low ac impedance (i.e., low
resistance and high capacitance over a wide range of frequencies) is more impor-
tant for a stimulation electrode. Electrode impedance is related to interfacial surface
area between the electrode and electrolyte with impedance decreasing as surface
area is increasing. Electrochemical Impedance Spectroscopy (EIS) is a useful tool
to characterize electrode impedance.

Many have reported that electrode impedance is lowered after coating with con-
ducting polymers. The reduction in impedance presents two features: reduction
in impedance modulus and reduction in phase angles. For electrodes coated with
PEDOT of different thicknesses, a significant decrease of impedance modulus rang-
ing from 1 to 3 orders of magnitude can be seen mostly at the lower frequency
region (1–500 Hz) [24, 100, 103]. More impedance reduction was observed in
electrodes coated with PEDOT nanotubes and PEDOT nanotubes combined with
hydrogel scaffolds [104–105]. A lesser decrease in impedance at higher frequencies
is obtained. For example, after deposition of PEDOT/PSS, the impedance modulus
of the Pt electrode decreased 2–3 orders of magnitude at the frequency range of
1–1000 Hz, but only 1–2 orders of magnitude at higher frequencies of 1–10 kHz, as
seen in Fig. 9.
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Fig. 9 Comparison of the impedance modulus of the Pt electrode and PEDOT-coated Pt
electrodes. The PEDOT/PSS was coated potentiometrically at room temperature with variable
polymerization charge densities from 20, 40, 80 to 160 mC/cm2. All 4 PEDOT-coated electrodes
have reductions in impedance modulus at the frequency range of 10 kHz or lower while significant
reductions appear at 1 kHz or lower

Conducting polymer coatings also reduced the phase angles in impedance spec-
troscopy. For example, coating with PEDOT/PSS dramatically decreases the phase
angles as shown in Fig. 10. The phase plot of the impedance spectroscopy measured
in phosphate-buffered saline (PBS) reveals phase angles transition from low to high
at the very high frequency of 63 kHz for a bare Pt electrode. The phase angles

Fig. 10 Comparison of the impedance phase angles of the Pt electrode and PEDOT-coated Pt
electrodes. The PEDOT/PSS was coated potentiometrically at room temperature with variable
polymerization charge densities from 20, 40, 80 to 160 mC/cm2. All four PEDOT-coated elec-
trodes have reductions in phase angle at the frequency range of 100 Hz–10 kHz while significant
reductions appear around 1 kHz
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were in the range of 77–85◦ at frequencies lower than 1 kHz indicating that the
bare Pt electrode is primarily functioning as a capacitor. In contrast, the phase angle
transitions from low to high occurred at very low frequencies of 10–100 Hz, with a
reduction of 1–2 orders of magnitude after conducting polymer coating was applied.
Lower phase angles over a wide frequency range make the electrode more resistive
as opposed to capacitive (low capacitance), which is desirable for a neural recording
electrode or a stimulation electrode since this will provide an overall lower electrode
impedance. Both ionic- and electrical-conductive porous structures of conducting
polymer coatings are attributed to impedance modulus and phase angle deductions.
Richardson-Burns et al. [100] have reported that electrodes coated with PEDOT
polymerized in direct contact with neural tissue had low impedance and increased
charge storage capability, which may help charge injection in in vivo stimulation
applications.

Many equivalent circuit models have been proposed in EIS data analysis [104,
106]. Most researchers use an equivalent circuit of RWC to model the impedance
spectra of coated electrodes [24, 29, 107]. An RWC model consists of a series con-
nection of a solution resistance (R), a finite-length Warburg impedance (W or ZD),
and an electrode capacitance (C) [107]. The solution resistance is independent of
the film thickness or roughness and is dominated by the geometric surface area of
the microelectrodes for a given electrolyte. The finite Warburg diffusion impedance
is characterized by a diffusional time constant, a diffusional pseudocapacitance, and
a diffusion resistance [108]. The electrode capacitance is dominated by the surface
area, which depends on surface roughness for a given polymer.

The RWC model was successfully applied to analyze the relationship of coat-
ing thickness and roughness. For example, on PEDOT/PSS-coated Pt electrodes,
the electrode capacitance increases with the increase of film thickness, which sug-
gests an increased surface area and charge storage capacity. The diffusion resistance,
which is a characteristic of the deposited film, increases as the film thickness
increases. These observations suggest that the film growth starts out smooth and
becomes rough and porous as it gets thicker. Surface morphology study by SEM
verified this hypothesis. Figure 11 shows the PEDOT coatings that grew for differ-
ent lengths of time on the thin-film Pt electrode. The thinnest film shows featureless
morphology. As the film grows, more topographic features, such as bumps and
pores, start to appear. Thicker films have larger bumps and pores than the thin-
ner ones. The open porous structure allows fast ion transport through the film. The
good electronic and ionic conductivity of PEDOT suggests that it may be a better
interface material than smooth metal electrodes for converting electrical signals to
the ionically conductive tissue [33].

Although the coating impedance is reduced by increasing the coating layer
thickness due to the rougher and more porous polymer structure, over-thick and
over-porous structures appear fragile and are susceptible to delamination. Therefore,
an optimized coating thickness, giving the best coating impedance, stability, and
charge capacity, needs to be found [59].

As neural stimulation and neural response are high frequency in nature,
impedance behavior at high frequencies is of particular interest for stimulation. At
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Fig. 11 Surface morphology of the PEDOT coatings on Pt electrodes. Films were grown for (a) 10,
(b) 50, (c) 100, (d) 190, (e) 300, and (f) 400 s at 0.64 mA/cm2 (Reproduced from [33], with
permission from IEEE)

the clinically relevant frequency of 1 kHz or higher, the electrode impedance in
Fig. 12 is nearly identical for electrodes coated under different charges. Therefore,
high charge storage capacity from very thick coatings may not be fully accessed
during fast stimulation. For a very porous thick structure, high frequency stimula-
tion current cannot access deep pores due to time restraints in mass transport and iR
drop in the deep pores.

A neural stimulation system typically uses constant current to deliver charges
required to excite cells or neurons; however, this often causes voltage excursion to
exceed 1 V on the stimulation electrode. In comparison, impedance spectroscopy
traditionally operates in the 5–50 mV range, typically 10 mV, without dc bias for
simplicity in data interpretation [34, 109]. However, the small potential without dc
bias does not accurately reflect the performance at high potentials that are involved
in oxidation or reduction reactions for conducting polymers. In fact, electrode
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Fig. 12 At the clinically relevant frequency of 1 kHz, the electrode impedance modulus is nearly
identical for electrodes coated with different polymerization charges (i.e., different thicknesses),
while the phase angles have a slight decrease with the increase of coating charges

impedance is greatly affected by dc biases, especially at the lower frequency range
[107]. Examples of Nyquist plots of a PPy/NaDBS-coated Pt electrode under differ-
ent dc biases are shown in Fig. 13. For PPy/NaDBS-coated electrodes, the electrode
impedance decreased as dc bias increased from 0 V bias to 0.6 V vs. Ag/AgCl. At
high dc bias, electrode impedance is lower and the Warburgh impedance, which

Fig. 13 Impedance spectra changes with dc biases. EIS measurements were made on a
PPy/NaDBS-coated Pt electrode in PBS within a frequency range of 100 kHz to 10 Hz. The ac
bias was 10 mV. The electrode impedance decreased when the dc bias increased toward anodic
voltages
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indicates mass transfer and diffusion controlled electrode reactions, dominates
impedance spectra.

4.2 Polymer Volume Changes Under Electrical Stimulation

One unique property of conducting polymers is their ability to bind and expel
molecules or ions in response to an electrochemical potential. During the doping
process, i.e., oxidation (for p-doped polymers), the neutral polymer backbone is pos-
itively charged to form mobile charge carriers. To maintain electroneutrality, some
counter-ions are required to diffuse into the polymer during charging and diffuse
out during neutralization [58]. Such movement of anionic species in the polymer
structure caused significant change in polymer volume [80, 110].

The volume change in PPy films has been studied by Otero et al. [110]. The
experiments were carried out on free-standing PPy film under a wide potential range
of –0.6 V up to 0.8 V. It was observed that the polymer length increased with the
oxidation state of the polymer, where a linear relationship was found between charge
consumed and film extension. Polymers swell during oxidation and shrinks during
reduction [80, 110]. It was determined that the amplitude of change in the polymer
length was of 12.5 ± 0.5 μm for a free-standing PPy film of 17 × 12.5 mm and
such length variation is associated with the change of the polymer volume when it
is oxidized or reduced.

Herrasti et al. [80] compared the structure changes of PPy films due to oxidation
states. As can be seen in Fig. 14, the structure of a reduced polymer is much more
compact with smaller grain size and dense films due to the loss of counter-ions and
the reduction of its volume.

The volume change under reduction and oxidation was linked to the film’s hard-
ness and the Young’s modulus. The hardness of the reduced samples is always
greater than oxidized samples due to the more compact structure from the loss of
counter-ions and the reduction of its volume [80]. The Young’s modulus increased
with the oxidation state of the polymer to achieve a plateau at a high oxidized state of
the polymer. When the PPy is oxidized, a swelling of the polymer caused a stretch-
ing of the polymer chains. Hence, a reduction in the number of degrees of freedom
of the polymer chains (from a folded to a stretched conformation) means a reduction
in the elastic properties of the polymer film, increasing the Young’s modulus of the
polymer [110].

The volume change in conducting polymers has been linked to electrode
impedance changes. It is reported that poly-3-octylthiophene (POT) films under
increasing oxidation potentials decreased in charge transfer resistance. Such reduc-
tion in impedance was linked to film swelling, i.e., polymer film volume increases up
to 25–30% during oxidation. Such film swelling caused an easier uptake of counter-
ions into compact structures of the film and, thus, decreased the energy barrier for
injection of anions into the film [106].

The volume change of conducting polymers under different bias or electrical
stimulation has been explored for the development of artificial muscles and actuators
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(a)

(b)

Fig. 14 Comparison of
morphology of polypyrrole
films in the oxidized (a) and
reduced (b) states. The film in
the reduced state has a
smaller grain size and a more
compact structure than that in
its oxidized state. The
polypyrrole films were
prepared by the
constant-current method at
5 mA/cm2 for 400 s
(Reproduced from [80], with
permission from Elsevier)

[74]. The flow of a current through a film of conducting polymer with well-defined
three-dimensional shape in the electrolyte causes electrochemical reactions in the
film, producing a volume change. This change of volume can be transformed into a
mechanical stress for the construction of artificial muscles [110, 111, 112].

The volume change of conducting polymers under electrical control, i.e., electro-
chemo-mechanical properties, has been used in drug delivery applications [60]. In
one study, Xu et al. [113] reported a device using electrochemically deposited thin
PPy films on evaporated gold to release drugs from reservoirs under a low electrode
voltage. Research reported by Abidian and coworkers described the application of
PEDOT nanotube for the electrochemically controlled release of a drug [86, 104].
Under the cyclic potential stimulation, the drug-incorporated nanotube undergoes a
fast swelling and deswelling process caused by ion and water movement in and out
of the film.

The change in volume for conducting polymer coatings may be potentially a
disadvantage for their applications in neural stimulations. During neural stimula-
tion, the electrode is pulsed between its oxidation and reduction states, especially
under high charge densities. If such cycling in redox states will indeed induce
significant volume changes, the coating adhesion may be compromised, causing
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coating delamination and breakdown. This poses a challenge for the application of
conducting polymers as stimulation electrode materials.

4.3 Charge Injection Capability

Electrochemical processes including oxidation and reduction reactions can be
characterized by cyclic voltammetry (CV). A typical cyclic voltammogram of a
PEDOT-coated electrode in comparison to a Pt electrode is shown in Fig. 15a.
PEDOT undergoes reversible oxidation and reduction reactions as indicated by the
anodic and cathodic current peak on the CV curve. The peak potential indicates the
voltage at which the reaction takes place and the enclosed area of the curve is pro-
portional to the charge storage capacity (CSC), i.e., charge passed during one CV
cycle. Clearly the PEDOT film has a significantly higher CSC than the smooth thin-
film Pt electrode. The CSC of PEDOT film is 10 times higher for the thinner films,

Fig. 15 (a) Cyclic
Voltammograms (CV) of
PEDOT-coated and uncoated
Pt electrodes. The CV scan
rate was 100 mV/s. (b) The
charge capacity as a function
of deposition time
(Reproduced from [33], with
permission from IEEE)



240 D.D. Zhou et al.

and 20 times higher for the thicker films. From CV measurements, PEDOT elec-
trodes show current peaks due to Faradaic reactions and high capacitance current
due to double-layer charging/discharging, similar to IrOx electrodes. This suggests
that the charge injection of PEDOT electrodes, like IrOx, is through both Faraday
(redox reactions) and non-Faraday (double-layer capacitance) processes [33]. The
charge storage capacity of PEDOT films increased with deposition charge as shown
in Fig. 15b. This is expected because thicker films are rougher and present more
electro-active species. The relationship is linear for thinner films. However, the lin-
earity falls off for thicker films, which suggests lower doping levels and more defects
for the thicker films.

Cyclic voltammetry, used to characterize conducting polymer coatings, does not
operate at the same time scales or voltage amplitudes as those used for neural stim-
ulation; it may be inadequate for investigating true electrode dynamics. Typical
neural stimulation uses constant-current pulses of 0.1–1 ms in duration, where volt-
ages often exceed 1 V on stimulation electrodes. In comparison, CV has a typical
sweep rate of 10–100 mV/s or 0.5–5 min/cycle for a potential range from –0.6 V
to +0.8 V, and thus is ineffective in reflecting the reaction kinetics of neural stim-
ulation. CV at a faster sweep rate would be more appropriate for characterizing
stimulation electrodes. However, at faster scan rates of 1–20 V/s, charging current
from electrode capacitance dominates the total current response causing distor-
tion of voltammograms. This makes it difficult to analyze these voltammograms
in detail [114].

Most neural stimulation applications use a biphasic, cathodic-first current pulse.
The voltage response (voltage excursion) of an electrode is a direct indicator of its
charge injection capability. For a given pulse current, the electrode that shows lower
electrode voltage presents higher charge injection capability. A low voltage with
linear voltage excursion is favorable for neural stimulation because it has less effect
from irreversible electrochemical reactions. These reactions may produce harmful
by-products and/or cause electrode corrosion.

Voltage excursions were measured under pulse stimulation currents to evaluate
the PEDOT electrode charge injection capacity [47]. The electrodes were stimulated
in PBS under a charge balanced, cathodic-first, biphasic pulse current at 1 mC/cm2

at 50 Hz. The voltage excursion curves are shown in Fig. 16. Because of the lower
impedance and higher charge capacity of the PEDOT polymer, voltage across the
electrode under stimulation is lower than the thin-film Pt electrode and the excursion
profile is linear. Based on voltage excursion under pulse stimulation currents, the
charge injection limit or charge injection capacity (Qinj) of a stimulation electrode
can be determined. Qinj is defined as the maximum cathodic charge that resulted in
cathodic or anodic electrode voltage to exceed 0.6 V versus Ag/AgCl. The average
charge injection limit measured on the PEDOT/PSS electrodes was 2.3 mC/cm2

±0.6 (± StdV, n=5). This charge injection capacity is comparable to the reported
values for IrOx and TiN [12, 48] and much higher than that of smooth thin-film
Pt. It meets the requirement for retinal prosthesis [44]. Care needs to be taken in
in vivo stimulations to not exceed the threshold charge density that induces neural
damage [33].
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(a)

(b)

Fig. 16 Current and voltage waveforms of a PEDOT-coated Pt electrode under pulse stimula-
tion (a). The electrode was stimulated in PBS under a charge-balanced, cathodic-first, biphasic
pulse current at 1 mC/cm2 at 50 Hz; (b). Voltage excursion was measured under pulse stimulation
currents to evaluate the PEDOT electrode charge injection capacity

The charge injection capacity (Qinj) determined from voltage excursions of
pulsed current stimulation is often much smaller than the charge storage capac-
ity (CSC) determined by CV measurements. For PEDOT-coated electrodes, Qinj
is about 10–100 times smaller than their CSC values. This suggests the full charge
capacity of conducting polymer coatings cannot be fully utilized during stimulation.
As noted above, the current cannot reach deep pores of porous polymer coatings
under faster pulse stimulations.

4.4 Biocompatibility

Biocompatibility of conducting polymers has been studied for biomedical applica-
tions including implantable medical devices [53, 61, 76]. Biocompatible polymer
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coatings will provide a good integration of electrodes and surrounding tissues. It
will reduce tissue response and ensure longer performance of the electrodes [52].

The biocompatibility of polypyrrole has been assessed in vitro and in vivo as an
effective guidance channel for the regeneration of nervous tissue and as a method of
conducting current to enhance the repair of a nerve [115]. A PPy coating of 25 μm
was electrochemically deposited on a platinum wire. In vitro, the cell responses from
L929 mouse fibroblast and neuro2a neuroblastoma cells to the polymer coatings
were evaluated under a constant current. The results indicated that the polypyrrole
was cytocompatible in vitro if prepared by appropriate extraction techniques. After
polymerization, extraction in methanol for a period of 1 week was carried out to
remove residual electrolyte. Some evidence of toxicity was evident when a current
of 1 mA was applied across the polymer for periods up to 96 h. In vivo results show
there was only minimal response from tissue after 4 weeks of implantation in a rat
model.

Most biocompatibility studies of conducting polymers check cell growths in vitro
and inflammation response in vivo for low cytotoxicity and good biocompatibility.
The tests last typically from a few days to several weeks [58, 116]. In one study
by Wang et al., the biocompatibility of PPy with nerve tissue was evaluated for
6 months in vitro and in vivo [117]. Both PPy powders synthesized chemically and
PPy film synthesized electrochemically on the indium tin oxide conductive borosil-
icate glass were evaluated. Tests for acute toxicity, subacute toxicity, cell viability,
hemolysis, allergens, and micronuclei were carried out according to ISO 10993 and
ASTM F1748–82 standards. Their results indicated that PPy has a good biocompat-
ibility with rat peripheral nerve tissue. They observed better growth of the Schwann
cells on the surface of PPy-coated glass as compared with those of bare glass control
group.

George et al. [53] examined the effect of surface roughness of PPy coatings on
biocompatibility. Free-standing PPy films of 2 × 3 × 0.25 mm with different sur-
face roughness and doped with NaDBS or PSS were electrochemically deposited at
different temperatures. The electrochemically deposited PPy films were implanted
into rats’ cerebral cortexes for a period of 3–6 weeks with Teflon as a control. The
intensity and extent of inflammatory responses (e.g., gliosis) demonstrated that PPy
implants were biocompatible and performed similar to or better than the inert and
unreactive Teflon. The PPy/NaDBS sample electrodeposited at 4

◦
C, which had a

rougher surface, had less peak gliosis at 3 weeks than the same sample type at
25◦C (p < 0.05). This suggests that the rougher surface induces a less inflammatory
response and provides better implant integration with the surrounding tissue.

Several studies showed PANi had no inflammatory responses in a rat model
for both the conductive emeraldine salt (E-PANi) and nonconductive emeraldine
base (PANi) [116, 118]. Wang et al. also reported that noncovalent or covalent
modifications on PANI surface improved biocompatibility [119].

The biocompatibility of PEDOT has not been thoroughly studied. However, in
vitro and in vivo data so far suggest that it is compatible with cultured cells and brain
tissue and does not release any substance that elicits toxicity [24]. Furthermore,
the peptide sequence DCDPGYIGSR can be incorporated in the PEDOT coating
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to promote cell attachment. High quality acute neural recordings were obtained
through PEDOT/DCDPGYIGSR-coated electrodes in acute animal tests [24]. More
recent work demonstrated an improvement in chronic recording performance in neu-
ral probes coated with PEDOT/PSS [32]. However, biocompatibility of polymer
coatings under neural stimulation conditions in longer term implantation has yet to
be determined.

4.5 Long-Term Stability

Another important parameter for the application of conducting polymer in neural
stimulation is chronic stability. While many factors can affect their long-term stabil-
ity, three major factors are redox reversibility, stability of dopants, and mechanical
adhesion.

Similar to metal electrode materials, conducting polymers stimulation requires
reversible reactions driven under stimulation currents to ensure low voltage excur-
sion and reduced production of by-products. Reports suggest that conducting poly-
mers, especially PPy, are susceptible to irreversible oxidation [120]. Overoxidation
of conducting polymers was reported to cause permselectivity changes, loss of
conductivity, and de-doping [58, 121–122].

Conducting polymers require incorporated dopants to maintain conductivity and
stability. During biphasic neural stimulation, electrodes are cycled between reduc-
tion and oxidation stages. Such redox reactions result in dynamic doping and
de-doping processes. A study carried out by Farrington and Slater [120] indicated
that overoxidized PPy films displayed permselectivity favoring cation transport, but
excluding anions. Since conducting polymers, such as PPy and PEDOT, used as
stimulation electrodes have positively charged polymer backbones, anions (A−) of
dopants are required to balance the charge and maintain electroneutrality. Excluding
anions from polymer films leads to de-doping, causing conductivity loss. In one
study, PPy/PSS was found to retain only 5% of its original electrochemical activity
after polarization at 0.4 V for 16 h [31].

Leaching of dopants, especially small dopants, and/or exchanging dopants with
other ions compromises the stability of conducting polymers. In one study, PPy-
coated electrodes suffered breakdown under cyclic potential stimulation [77]. The
PPy-coated electrodes were used for the electrochemically controlled release of dex-
amethasone. Cracks on the original smooth film developed after ∼30 CV cycles.
Under the cyclic potential stimulation, the film with the drug had undergone a fast
swelling and deswelling process caused by ion and water movement in and out of
the film, causing its delamination and breakdown.

In neural stimulation, conducting polymers are usually electrochemically
deposited on metal seed layers such as Pt and Au. For such noncovalently coated
polymer layers, the adhesion to metal is critical for the stability of long-term appli-
cations. In a recent study, the chronic behavior of PEDOT-coated electrodes was
examined [33]. Thirty electrodes from three electrode arrays were stimulated and
evaluated for stability. It was found that the well-coated PEDOT electrodes were
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stable for 2 weeks of electrical stimulation, suggesting the possibility of using such
material for chronic stimulation. The thickness of the PEDOT coatings, which is
approximately proportional to deposition time, has direct effect on the mechanical
failure observed. It is found that thicker films have lower impedance and larger
charge capacity. However, they showed more mechanical failures such as crack-
ing and delamination under chronic stimulation, possibly due to the higher stress
imposed on the film. Thinner films (plated for 100 s or less) have better adhesion
and appear physically stable. However, the charge capacity is not enough to handle
stimulation charge density of 1 mC/cm2.

Physical degradation, including cracks and delamination, in PEDOT coatings has
been observed as the major mode of failure in long-term stimulation. As the num-
ber of stimulation cycles increased, the electrode impedance increased, which often
times coincided with film cracking and delamination. Figure 17 shows representa-
tive plots of electrode impedance changes over time during chronic stimulation for
thin-film Pt, stable, and delaminated PEDOT coatings, respectively. Stable PEDOT
has much lower impedance than uncoated Pt electrode and the impedance remained
unchanged over the 2-week stimulation period. Unstable coatings showed an abrupt
increase in impedance at the point of failure and the impedance value became close
to that of Pt electrodes suggesting delamination of the film and exposure of the Pt.

Fig. 17 Electrode impedance
changes over time during
chronic stimulation of
thin-film Pt electrodes.
Delamination of PEDOT
coatings from a Pt electrode
caused the impedance value
to increase to close to that of
Pt electrode (Reproduced
from [33], with permission
from IEEE)

When examined under SEM right after failure point, all the coatings that had
unstable impedance showed different degrees of cracking and delamination as seen
in Fig. 18.

In addition to determining the reversibility and CSC of polymer coatings, CV
measurements can also reveal the stability of the polymer coating. Cyclic voltam-
metry showed some interesting changes of film properties under continuous CV
cycles. Figure 19 shows voltammogram changes recorded in a continuous cyclic
voltammetry on a PPy/NaDBS-coated Pt electrode. As the number of stimulation
cycles increased, the separation between redox peaks enlarged, i.e., the anodic
peak moved to more positive potentials while the cathodic peak to more negative
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Fig. 18 SEM micrographs of electrode surfaces with cracking and delamination during 14 days
of pulse stimulation under a charge density of 350 μC/cm2. From (a) to (d), the cracks and
delamination increased with the pulse stimulation time

Fig. 19 Peak current and
potential changes in cyclic
voltammograms of a
PPy/NaDBS-coated Pt
electrode. Voltammogram
changes were recorded in a
continuous cyclic
voltammetry in PBS with a
scan rate of 50 mV/s

potential. The peak currents diminish with CV cycle increases. Larger peak separa-
tions suggest higher energy barriers required for oxidation and reduction reactions
or poor reversibility. Lower peak currents indicate the reduction of electroactivity
and loss of charge storage capacity. In contrast, PEDOT-coated electrodes are much
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more stable under CV conditions for at least hundreds of cycles [24–25]. Changes
in CV were observed on some PEDOT-coated electrodes following chronic pulse
stimulations [33].

Efforts have been made to improve the adhesion of conducting polymer to metal
substrates. One strategy is to covalently attach the polymer to the electrode surface.
A series of thiol-modified pyrroles have been synthesized and tested as an intermedi-
ate monolayer to link the gold electrode surface and the polypyrrole film [123–126].
However, characterizations of the films revealed no evidence that pyrrole moieties
in the monolayer actually covalently linked to the overlying polypyrrole film. Slight
improvements in adhesion by thiol-modified pyrrole were found to be most likely
due to the roughened surface by chemical treatment, adsorption of pyrrole onto
the carbonaceous layer, or coupling of the polypyrrole with decomposition prod-
ucts of the monolayer. Another, more effective approach is roughening the surface
of the metal substrates by electroplating [24] or chemical etching [127]. PPy/PSS
deposited on neural electrodes that were preprocessed with a fuzzy electroplated
gold layer showed electrochemical properties and morphologies similar to those
deposited on smooth-sputtered gold electrodes, but with significantly improved
adhesion to the substrate [24–25]. In an actuator study, electroplating a thin layer
of 1000 angstroms of Au in a low concentration plating bath consistently improved
lifetimes to at least 10,000 cycles (on an unmodified substrate, delamination unpre-
dictably occurred between 1 cycle and 20,000 cycles, with almost half the samples
failing before 3000 cycles) [127]. In the same study, chemical etching was found to
produce a roughened surface with undercut morphology that presumably strength-
ened the interlock between the polypyrrole film and the substrate. This effect was
found to be sensitive to the grain structure of the gold substrate [127]. Cogan et
al [94] investigated strategies for obtaining adherent PEDOT on metal electrodes.
Their results suggested that adhesion layers of sputtered iridium oxide and elec-
trodeposited gold were most effective in providing stable PEDOT coatings on Pt-Ir
microelectrodes.

5 Conclusions

Significant progress in the development of conducting polymers for biomedical
applications has been made in the past decades. Conducting polymers have been
explored for tissue engineering, biosensing, actuator, drug delivery, and neural probe
applications. The unique features of conducting polymers with metallic conductivity
and organic polymer properties have made them very promising for the modification
of neural probes.

To date, few studies evaluating conducting polymers as stimulation electrode
materials have been reported. More research is needed to further understand charge
storage and charge injection mechanisms in conducting polymer-coated stimula-
tion electrodes. Although high conductivity is required, low impedance at higher
frequencies is critical for neural stimulation and neural prosthetic applications.
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The challenge lies in depositing less stress, low impedance, high charge capac-
ity, and thin polymer coatings for high density microstimulation electrode arrays.
Efforts should be made to minimize overoxidation and improve polymer/metal
adhesion. Perhaps the most challenging area in the application of conducting poly-
mers as neural stimulation electrode materials is their chronic stability. Although
many challenges remain, conducting polymers appear to be a favorable candidate
for improving bionic interfaces between neural prosthetic devices and biological
environments in neural stimulation applications.
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Microelectronics of Recording, Stimulation,
and Wireless Telemetry for Neuroprosthetics:
Design and Optimization

Moo Sung Chae, Zhi Yang, and Wentai Liu

Abstract This chapter focuses on how to interface biological systems with elec-
tronics so as to implement bio-instruments to obtain the in-depth understandings
about the animal behavior and human brain activities, and complex neuroprosthetic
devices to treat various neurological diseases. The interdisciplinary nature of the
system requires a wide range of knowledge on both biology and electronics to
build such systems. A unique environment where the system should operate imposes
challenging design constraints and system issues, which can be solved only by con-
sidering both biology and electronics simultaneously. Fundamental building circuits
including amplifiers, filters, analog-to-digital converters (ADCs) are addressed first
and subsystems which consist of those basic circuits are explained with emphasis on
trade-offs which should be considered carefully to achieve optimal design. Several
state-of-art systems such as integrated wireless neural-recording systems and retinal
prostheses are presented to explain how the fundamental knowledge and principles
are used in the real applications.
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1 Introduction

Since Hodgkin-Huxley’s pioneering work on the analysis of the action potential [1],
enormous amount of knowledge about the structure and functions of the nervous
system has been accumulated. Extensive understanding of the neural activities at
the cellular level has been achieved through the techniques of extracellular record-
ing and stimulation, and there are a lot of on-going studies about the behavior of a
large network of neurons, which will eventually lead to the thorough understanding
of human behavior. A lot of technical innovations in microelectronics have been
made so far, and people began to try to use those techniques and knowledge to
treat disease related to nervous system and to help disabled people. Remarkable
successes of cochlear implant for the deaf and deep-brain stimulation (DBS) for
Parkinson’s disease revealed a possibility that implantable neuroprosthetic devices
can be an efficient and practical method to treat a lot of neurological diseases
and nervous-system related disabilities. Retinal prostheses for blind people [2, 3],
brain-machine interface to help the patient with spinal cord injuries [4–6], epilepsy
suppression [7], more advanced cochlear implant [8], and DBS of the subthala-
mic nucleus for Parkinson’s disease [9] are actively under development these days
and gaining more and more interest and support. As the range of applications is
growing and the functionality is getting more complicated and sophisticated, neuro-
prosthetic devices are evolving to a closed-loop control system, which is composed
of three main functional blocks of neural recording, neural-signal processing, and
neuromuscular stimulation. The bio-signals monitored by the recording blocks are
processed to generate a command signal to stimulate a particular neuron or muscles
to evoke expected results in the biological objects. Such recording and stimulation
are analogous to the read and write function of computer system.

However, modern neuroprosthetic devices are facing challenging requirements
and constraints on the electronics design. More and more recording and stimulation
channels are required to improve the performance of prosthetic devices. However,
the mobile nature of the applications forces the entire system to operate on very lim-
ited power budget. Most power sources available for this specific kind of system do
not have enough capacity unfortunately. Moreover, the implanted devices should not
consume too much power even when they operate on reliable power source, because
of the possible heat damage to the tissue surrounding the device. As a consequence,
low-power operation is inevitable. In addition, the space to host the system in the
biological object is usually very small and restricted. Therefore, it is necessary to
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integrate as many components as possible on a single chip to miniaturize the system.
However, as the number of the channel and the complexity of the system increase,
the power consumption and size of the entire system should increase as well, which
is against the constraint set by the applications. All these make it very challeng-
ing to design the electronics for implantable devices, leading to a necessity for a
systematical approach at the early design stages. Wireless capability is another crit-
ical issue. Power and data should be transmitted to the implanted system, which is
inside the body of the animals or patients. Wire connections have a critical prob-
lem of infections and they often seriously hinder the free movements of the objects.
Thus, wireless telemetries are essential for the design of systems targeting for free
moving or behaving biological objects. Special necessity for the wide bandwidth
data telemetry is emerging as the number of the channels is increasing. Flexibilities
of the system are also critical because the properties of the bio-signals have a very
wide range of variations from one object to another, and it even severely changes
in the same object as time goes. Therefore, flexibilities to change critical system
parameters such as gain and bandwidth of the amplifiers are necessary to main-
tain the performance of the system. This chapter will discuss such design issues
mentioned above and present design methodologies to overcome the barriers.

This chapter is organized as follows. Section 2 describes the design of the most
basic circuits frequently used in implantable microelectronics such as preamplifiers,
filters, and analog-to-digital converts (ADCs). Section 3 discusses how to put basic
building blocks together and form subsystems that have specific purposes of record-
ing, signal processing, stimulation, and wireless transmitting of power and data.
Emphasis is put on the trade-offs between various design parameters to achieve opti-
mal solutions. Section 4 presents the real design examples of the entire systems. A
128-channel wireless neural-recording system and 256-pixel retinal-prosthesis ICs
are explained in detail.

2 Basic Building Blocks

2.1 Amplifier

The signals generated by neurons are very small in amplitude and very noisy. For
example, the amplitude of the extracellular action potentials induced at the record-
ing microelectrode is not more than a couple of hundred μV in general. One of the
major noise sources in neural-recording systems is the microelectrode. The noise
contributed by the electrode is given by the well-known Nyquist’s formula, and this
value is typically tens of μV when the recording bandwidth is set to 10 KHz [10].
In addition, the biological background noise, which has various origins, seriously
degrades the signal quality. Local field potentials (LFPs) and other far-field sig-
nals tend to have larger signal amplitudes than that of extracellular action potential,
but the signal amplitude is still too small to be used directly by the microelectron-
ics. Therefore, a low-noise preamplifier to amplify the small potential difference
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between the recording electrode and reference electrode is required at the first stage
of the recording systems.

The different neural signals have different signal amplitude and bandwidth and
their typical values are presented in the Table 1. The amplifier’s gain should be
set large enough to ensure the proper processing of the signal at later stages of
the system. In addition, the bandwidth of the amplifier, mostly determined by the
high-frequency cut-off of the amplifier, needs to match that of the target signal so
that the signal-to-noise ratio (SNR) is maximized. Low-frequency cut-off of the
amplifier also has to be low enough to guarantee that the low-frequency content of
the bio-potentials is not lost. For example, to properly record the extracellular action
potentials from neurons, total signal gain of more than 1000 to achieve 100 mV
signal is necessary and the high frequency cut-off of the amplifier needs to be set to
10 KHz while low-frequency cut-off should be smaller than 200 Hz.

Table 1 Amplitude and bandwidth of various bio-potentials

Signal Bandwidth (Hz) Signal range (mVpp)

ECG 0.05 ~ 256 0.1 ~ 10
EEG 0.05 ~ 128 0.02 ~ 0.4
ECoG 0.1 ~ 64 0.02 ~ 1
EMG-1 1 ~ 1 K 0.02 ~ 1
EMG-2 1 ~ 128 0.02 ~ 1
LFPs 0.1 ~ 100 0.1 ~ 1
EAPs 100 ~ 10 K 0.04 ~ 0.2

Usually, there is a large DC offset voltage at the electrode–electrolyte interface
[11]. This DC offset voltage is called half-cell potential and has a critical effect
on the bio-potential amplifier design. Because the half-cell potential has typically
amplitude of more than a few hundred mV, the amplifier output would be saturated
if these large DC offset voltages are not taken into consideration during the amplifier
design. These unique constraints of both DC offset and the low-frequency nature of
the signal make the bio-potential amplifier design distinguished from other types of
amplifiers.

Input impedance is also important and should be considered at the design stage
with care. Figure 1 shows the simplified circuit model for the neural recording.

Fig. 1 Simplified circuit model for neural-recording environment
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When a neuron fires an action potential, different parts of cell membrane become
depolarized by the opening of voltage-controlled ion channels leading to a flow
of ion current both inside and outside the neuron. Because the surrounding body
fluid is the conducting media, a time-varying potential field is generated around the
neurons. Since extracellular media is resistive, the extracellular potential is approx-
imately proportional to the current across the neuron membrane. The membrane
roughly behaves like an RC circuit and most current flows through the mem-
brane capacitance. The extracellular action potential is sensed by the electrode and
amplified by the neural amplifier. The actual input voltage of the amplifier is deter-
mined by the impedance ratio of the electrode and amplifier’s input impedance. The
impedance of the recording electrode varies according to the geometry and material.
For microelectrode arrays, which are widely used in multichannel recordings, the
impedance could be as high as 1 M� at 1 KHz. Therefore, to minimize the signal
loss, the input impedance of the amplifier needs to be at least a few M� at 1 KHz.

Noise is another critical concern in recording system design. There are three
major noise sources, which affect the signal quality in neural recording and depicted
in Fig. 2. Among them, biological background noise has the largest contribution.
The amplifier should be designed so that the input equivalent noise is smaller than
those of electrode and biological background noise.

Fig. 2 Noise sources that
affect the signal integrity of
the neural recording

2.1.1 Negative-Feedback Amplifier

A capacitively coupled negative-feedback amplifier [12, 13] is most widely used
in neural-recording systems and its circuit is shown in Fig. 3 [13]. It consists of
an operational transconductance amplifier (OTA) as an amplification component,
capacitors to form a feedback network, and biasing resistors. It has an advantage
of automatically rejecting DC offset voltages by the input capacitance C1and this fea-
ture makes it very suitable for neural-recording applications [12–14]. The value of
C1 should be decided so that the input impedance of the amplifier is large enough
compared to the electrode impedance. Since the input node of the OTA is virtual AC
ground when both CL � C2 and gm/CL � 1 are satisfied, where the OTA can rea-
sonably be regarded as an operational amplifier, the differential input impedance of
the amplifier is simply (j2π fC1)−1. Because different neural signals have different
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Fig. 3 A negative capacitive
feedback amplifier

signal bandwidths and the impedance of the electrode is frequency dependent,
C1 should be chosen carefully according to the target signal. For instance, in the
extracellular-action potential recording, because most of the signal energy is concen-
trated around 1 KHz and the impedance of the microelectrode ranges from several
hundred K� to a few M� at 1 KHz, C1 should be less than 16 pF to make the input
impedance larger than 10 M� at 1 KHz.

The biasing resistor RB serves two purposes. First, it sets a proper DC bias volt-
age at the input node of the OTA. The bias voltages are usually set to the midway
voltage between Vdd and Vss, which is equivalent to the circuit ground in case a dual
power-supply level is used. Second, it determines the low-frequency cut-off of the
amplifier because it forms a high-pass filter with the input capacitor C1. Therefore,
the cut-off frequency of the filter is (2πRBC1)−1 and to achieve the cut-off frequency
of less than 1 Hz, RB should have a resistance of several G�. It is challenging to
implement on-chip resistors with such high impedance. Several methods have been
proposed including diode-connected MOS transistors [12], MOS-bipolar devices
acting as pseudo resistors [13], and MOS transistors biased in subthreshold region
[14].

When the condition CL � C2 is met, most output current of the OTA flows
through CL. Therefore, the output voltage Vout can be described as follows:

Vout = −gmVX · 1

jωCL
(1)

Also, we can assume that the input impedance of the OTA is large enough that
the following equation is valid:

C1 (Vin − VX) = C2 (VX − VOUT) (2)

By (1) and (2), the gain of the amplifier can be calculated as below:
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A (ω) = Vout

Vin
= C1

/
C2

1+ jω (C1/C2)CL
gm

(3)

From (3), we can find out that the amplifier’s mid-band gain AM and high-
frequency cut-off ωHF are C1/C2 and gm(AMCL)−1, respectively.

OTA has critical effects on the overall performance of the amplifier such as
input equivalent noise, offset voltages, and common-mode rejection ratio (CMRR).
A current-mirror OTA with cascade output stage [13] is commonly used in
conventional designs.

The width and length of the input transistors are chosen large enough to make the
1/f noise as small as possible. Subthreshold design is often employed for low-power
operation [13]. However, the subthreshold design requires very careful simulations
and layout techniques due to relatively large process variations and poor matching
between critical devices.

A fully differential and self-biased OTA was also proposed [14] and its schematic
is presented in Fig 4. A self-biased fully differential OTA enables the amplifier to
operate at low voltage with an exceptionally large CMRR and small area. Fully
differential output has a great advantage over single-ended output because it has
larger CMRR. Because the OTA is self-biased, there is no need for common mode
feedback (CMFB) circuitry to set the output common mode level and this enables
the amplifier to achieve low power at low power-supply level and small area for
miniaturization. When common-mode signal is applied to the input pair of OTA, the
output signal is suppressed by the negative feedback loop formed by the self-biased
current source pair MPSC1, MPSC2, MNSC1, and MNSC2. However, when differential
signal is applied, the total source current supplied by MPSC1 and MPSC2 remains the
same. Hence, the OTA amplifies only differential signals.

Fig. 4 An amplifier with a fully differential and self-biased OTA

By the symmetrical structure of the circuit, we can use the half-circuit model in
Fig. 5 to find out the DC operating point from the following equation.
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Fig. 5 The half-circuit model
for the analysis of OTA
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(4)

Because longer channel length than minimum feature size of the process is cho-
sen for the analog amplifier design in general, we can ignore Early effect, resulting
in DC output common level as below:

VO = VDD + Vth,p +√κ · Vth,n +√κ · VSS√
1+ κ ,where κ =

(W
L

)
n2 μn(W

L

)
p2 μp

(5)

From (5), we can understand that the DC output common level VO is purely
determined by the geometric parameter of MP2 and MN2. In general, it is preferable
to set VO to (Vdd + Vss)/2, which is GND in this design, for maximum output range.
Assuming symmetrical dual power-supply level, (Vdd =−Vss) the desired geometric
ratio of two source transistors, κ can be set as below:

VO = VDD + Vth,p +√κ · Vth,n +√κ · VSS√
1+ κ = 0 (6)

κ =
(

VDD −
∣∣Vth,p

∣∣
VDD − Vth,n

)2

(7)
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To find out the transconductance of the OTA, we again use the symmetry of the
circuit for the analysis. As explained above, for the differential input, we can assume
that MP2 and MN2 in Fig. 5 form a constant current source. Thus, the transcon-
ductance of the half circuit is simply the sum of transconductance of two input
transistors, MN1 and MP1, resulting in the overall transconductance as below:

gm = 2gm,half = 2
(
gmn1 + gmp1

)
(8)

2.1.2 Chopper Amplifier

Several researchers have proposed using chopper-modulated amplifier for biomedi-
cal applications [15–16] because of the ability to suppress low-frequency noise such
as 1/f noise and DC offset voltages. This technique is especially useful for the ampli-
fication of the far-field signal whose frequency is so low that the major noise source
to affect the signal is 1/f noise rather than thermal noise. The fundamental idea of
the chopper amplifier is to move the original signal to a higher frequency band and
perform the amplification at that frequency band where the noise and offset of the
amplifier do not exit. The block diagram to explain the concept and operation of
the chopper amplifier is given in Fig. 6. The incoming neural signal is first chopper
modulated so that the signal spectrum is moved to higher frequency band. After the
modulation, an amplifier provides the required signal gain with the addition of the
amplifier’s intrinsic noise. It should be noted that the noise added by the amplifier
is not chopper modulated with the neural signal. A low-pass filter then removes
the low-frequency noise and the filtered signal is moved back to the original signal
band by the chopper demodulation. Therefore, the 1/f noise added by the amplifier is
effectively removed making it possible to achieve extremely small input equivalent
noise of the amplifier. The chopper amplifier is inherently a DC-coupled amplifier
and as a consequence, there is no need for DC-blocking capacitors at the input. The
major disadvantage of the chopper amplifier is the clock noise, which can hurt the

Fig. 6 Block diagram of basic chopper amplifier
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weak neural signal unless care is not taken at the design stage of the microelectron-
ics. In addition, the switch for the chopper modulation can add its intrinsic noise
to the neural signal, making the signal noise of the original signal worse unless
designed appropriately.

2.2 Filter

Although the amplifiers can serve as a first-order filter, it is usually not enough to
obtain a reasonably good signal-to-noise ratio due to extremely weak power of neu-
ral signal. In poor-recording environments, the extracellular action potential could
be as low as 50 μV. In addition, reducing noise power is always preferred because
a larger number of neurons around the recording electrode can be monitored with
the same number of recording electrodes. Therefore, most neural-recording systems
employ separate band-pass or low-pass filters following the preamplifiers.

Those filters should have an appropriate cut-off frequency and filter order to max-
imize the signal-to-noise ratio. In most cases, first-order filter is used resulting in
second-order overall filtering together with the amplifier. For extracellular action
potential recording, a cut-off frequency of 10 KHz is typical, and this frequency
should be even lowered for other far-field signals such as LFPs or EEG. Such low
cut-off frequencies required for proper operation of the system impose challenging
design issues in the integrated circuit design.

2.2.1 Passive R-C Filter

The most straightforward choice for the implementation of low-order filters such as
first-order low-pass filters is passive R-C filters. Passive L-C filters are not usually
used because the inductance for the required cut-off frequency is too large to be
integrated on chip. For example, to achieve 10 KHz cut-off frequencies with 100
pF on-chip capacitor, on-chip inductor of 2.5 H is required, which is impossible to
implement on chip. Passive filters have an advantage of not consuming any static
power compared to other types of the filters, but have a disadvantage of large area
even with R-C combinations. This limitation becomes more serious as the number
of recording channel increases.

To overcome this problem, Miller capacitance technique was proposed at the
expense of spending a little static power [14]. In Fig. 7(a), the equivalent impedance
Zeq can be calculated as below:

Zeq = Vi

Ii
= Rout

1+ A
+ 1

jω(1+ A)C
= Req + 1

jωCeq
(9)

where, Rout and A are the output impedance and voltage gain of the Miller amplifier,
respectively. From (9), we can find out that the equivalent capacitance and resistance
are modified by the factor (1+A).
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Fig. 7 (a) Increased
capacitance using Miller
effect and (b) for fully
differential-signaling scheme

Req = Rout

1+ A
, Ceq = (1+ A)C (10)

For a fully differential-signaling scheme, the circuit should be modified as in
Fig. 7(b). In this circuit, the gain of the amplifier should be greater than 3 to achieve
the area reduction of the capacitance. The circuit of the proposed filter with Miller
capacitance technique is presented in Fig. 8.

Fig. 8 Low-pass filter with
Miller capacitance technique

2.2.2 Active Filter

Active filters are widely used for the implementation of high-order filters. A high-
complexity fourth-order band-pass filter tuned for a one-octave passband of
20–40 Hz [17] was demonstrated using OTAs and capacitors. A technique of stagger
tuning where two second-order band-pass filters are cascaded and tuned to slightly
different frequencies resulted in a wider, flatter pass band than in either signal filter.
All the transistors were operated in subthreshold region to save power consumption
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by the active circuits. The large resistors were realized by the OTAs with a very small
transconductance. The current when test voltage source, Vtest, is applied between
two ports of the circuit in Fig. 9 is determined by the transconductance of the OTA.
Therefore, the equivalent resistance between two ports is given as below:

R = Vtest

Itest
= 1

gm
(11)

Fig. 9 A large resistor
realized by an OTA

As shown in (11), a large resistance can be achieved by reducing the transcon-
ductance of the OTA.

2.2.3 Switched-Capacitor Filter

Switched-capacitor filters can also be used. In the switched-capacitor filter, resistors
are realized with switched capacitors rather. To understand how switched capacitors
can be used to replace resistors, consider the circuit shown in Fig. 10 where a capac-
itor is connected to two switches and two different voltages. When S1 closes with
S2 open, and then S2 closes with S1 open, the amount of charge transferred from V1
to V2 is as below:

�q = C · (V1 − V2) (12)

Fig. 10 A switched capacitor
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If the switching frequency of the switches is fS, then the total amount of trans-
ferred charge per second, the current from V1 to V2, can simply be written as below:

iS = C · (V1 − V2) · fS = (V1 − V2)

(C · fS)−1 (13)

The above equation (13) states that the switched capacitor is equivalent to a
resistor whose resistance is (CfS)−1. Therefore, by lowering switching frequency
fS with given C, it is possible to achieve very large resistance. A major advantage of
switched capacitor is that its value can be precisely controlled by adjusting switch-
ing frequency, making it less susceptible to process variations compared to other
types of resistors available in integrated circuits. However, great care must be taken
at the design stages to minimize the charge-injection noise and switching noise such
as clock feedthrough [18].

2.3 ADC

Digital data are preferred to analog data in most of the on-chip signal processing as
the feature size of the fabrication process gets smaller. Modern technologies enable
a great amount of computation power with remarkably small power consumption
and chip area by realizing complex signal-processing algorithms in digital domain.
Therefore, it is necessary to convert analog neural signal amplified and filtered by
the analog circuits into digital data so that it can be processed in digital domain. An
analog-to-digital converter (ADC) is a circuit that digitizes analog signal into digital
bits with a certain resolution and sampling rate. The resolution and sampling rate
are the two most important circuit parameters of ADC in implantable electronics.
These two parameters are chosen carefully based on the properties of the signal
to be processed so that there is no overdesign, which leads to unnecessary power
consumption and chip area [10]. One example of how to determine these parameters
will be given in the later section.

Many different types of ADCs have been proposed so far, and ADC design itself
is one of the important on-going research areas these days. Among several kinds of
ADCs, the successive approximation register (SAR) ADC is the most appropriate
for our application in terms of effective number of bits and required bandwidth [19].
The SAR ADC is also well suited for low-power and small-area applications since
they usually require a minimal amount of analog circuitry [20]. Since SAR ADCs
can use variable resolution easily, the user also has more flexibility in varying the
resolution depending on the type of application. However, a buffer is necessary to
overcome the relatively large input capacitance caused by the sampling capacitor
of SAR ADC. Figure 11 is the general architecture of SAR ADC widely used in
low-power mobile applications [20] and the detailed explanation on the operation
of SAR ADC can be found in many literatures [21, 22].



266 M.S. Chae et al.

Fig. 11 A general architecture of SAR ADC widely used in low-power mobile applications [20]

3 Subsystem Design

3.1 Front-End Blocks for Neural Recording

Advances in microelectrode arrays (MEAs) have enabled neuroscientists and
researchers in biomedical engineering to take advantage of a large number of chan-
nels [22], and this has made it possible to pursue a variety of neuroprosthetic
applications such as brain-controlled limb prostheses to treat spinal cord injuries
and paralysis. A brain-machine interface (BMI) is at the core of these applications
to sense the signals from the brain.

These applications, by nature, impose serious limitations on power and area in
the design of neural-recording systems. Researchers have developed several kinds
of neural-recording systems [23–27], and those systems are generally composed of
preamplifiers to amplify the small extracellular potentials, low-pass filters to reject
the high frequency noise, multiplexers, and analog-to-digital converters (ADCs)
followed by the wireless telemetry circuits to transmit data out of the body.

Much effort has been made to minimize the power of each individual circuit
block to maximize the system’s resolution, but almost no attention was paid to find
the trade-offs among those circuit blocks to achieve an optimal design. For example,
designers generally determine their system’s resolution without considering elec-
trode noise even though the noise contributed by the electrode is significant, leading
to higher-than-required resolution, eventually consuming unnecessarily large power
and chip area. The multiplexing ratio is also an important system design param-
eter because it is the key parameter in the trade-off between the system’s power
consumption and chip area. However, there has been no analysis of this critical
parameter and is usually chosen in an arbitrary manner. An analysis of an optimal
design would greatly help to optimally design a low-power neural-recording system
and integrate more functions such as signal processing to overcome the interfer-
ence among electrodes to reduce the data rate. We will investigate such a design
methodology for a neural-recording system.

3.1.1 System Architecture and Circuit Modeling

Figure 12 shows the general architecture of the multichannel neural-recording sys-
tem. The total number of channels is N(=2n) and the total number of ADCs is
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Fig. 12 General architecture of the multichannel neural-recording system

M(=2m), resulting in a multiplexing ratio of 2n−m. A low-noise preamplifier is
required to amplify the small potential difference between the recording microelec-
trode and a relatively large reference electrode when an action potential is generated
inside the neuron. Typically, these extracellular potentials have amplitudes from 50
μV to 1 mV, and the signal energy is located between 300 Hz and 10 KHz.

Figure 13 shows the schematic of the preamplifier, which is composed of an
operational transconductance amplifier (OTA) and a feedback network. A capacitive
negative-feedback amplifier is widely used in neural-recording systems [28] because
there is usually a DC offset of 1−2 V across the electrode-tissue interface [29].
The gain of the amplifier is determined by the ratio of the two capacitances in the
feedback network.

Fig. 13 Circuit diagram of
preamplifier
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Gamp = C1

C2
(14)

The input-referred noise voltage of this amplifier [29] is given by

v2
ni,amp =

(
1+ 1

Gamp

(
1+ Cin

C2

))2

· 16kBT

3gm
· fNeuron (15)

where Cin is the input capacitance of the OTA, gm is the transconductance of the
OTA, and fNeuron is the signal bandwidth of the action potential. The size of the
amplifier is mostly determined by the feedback capacitances, which means that the
size is approximately proportional to the amplifier gain.

Although the preamplifier can provide first-order low-pass filtering, dedicated
low-pass filters are used to further minimize high-frequency noise. The cut-off fre-
quency of low-pass filters is usually set to fNeuron,10 KHz. Several kinds of low-pass
filters, such as gm-C filters and passive RC filters, can be used for this purpose.
Among those, passive RC filters are the most straightforward and easy to implement.
However, the area of a passive element is relatively huge for on-chip implementa-
tion due to the low cut-off frequency. To overcome this disadvantage, Miller effect
can be used at the expense of increased power consumption [30]. Because the cut-
off frequency of filters is independent of the multiplexing ratio, we can represent
the power consumption for filtering as a constant, PLPF1. Filters also need buffers
to drive the analog multiplexer and these buffers must meet slew rate and output
impedance constraints. Figure 14 shows a simplified model of low-pass filters and
analog multiplexers. In most cases, the slew rate is the limiting factor while output
impedance is easily achievable. Since the slew rate of the buffer is proportional to
the biasing current, the following inequality holds:

2GampVNeuron

(1/λ) (1/fs)
≤ IBF

Cpmux
(16)

Fig. 14 Simplified modeling
of filter and analog
multiplexer

Here, VNeuron is the maximum amplitude of the extracellular potential, which
means that the maximum signal change between two consecutive channels can be
2 VNeuron. The sampling rate of the ADCs, fs, increases as the multiplexing ratio
does. This can be expressed as fs=2n−m2fNeuron, if we use the Nyquist sampling
ratio. Cpmux is the parasitic loading capacitance, which is also proportional to the
multiplexing ratio of the analog multiplexers and is equal to Cpmux12n−m where
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Cpmux1 is the parasitic loading of just one channel. The timing margin ratio λ is
determined by the sampling clock’s jitter, skew, and the minimum timing window
of the ADC. Therefore, (16) can be rewritten as:

IBF ≥ 4λGampVNeuron fNeuronCpmux122(n−m) (17)

The mathematical model of the total power consumption of filters is, therefore:

PFILTER,total =2n · (2Vdd · IBF + PLFP1)

=2n
(
2Vdd · 4λGampVNeuron fNeuronCpmux122(n−m) + PLPF1

)
=8λVddGampVNeuron fNeuronCpmux123n−2m + 2nPLPF1

(18)

However, if we use one ADC per one channel, there is no need for buffers and
the above modeling simplifies to

PFILTER,total = 2nPLPF1 . . . (19)

Usually, the area of the filtering part is independent of the multiplexing ratio and
buffers’ area is negligible compared to filtering part. Thus, the total filter area can
be described as:

AFILTER,total =2n · (ABF1 + ALPF1) when n ≥ m,
=2nALPF1 when n = m,

(20)

where ABF1 is the area of one buffer and ALPF1 is that of a filter.
Crosstalk noise can cause a serious problem in multichannel-recording systems.

There are three possible crosstalk noise sources in an integrated neural-recording
system. One is capacitive coupling between metal interconnection, second is the
finite turn-off resistance of the analog switches due to subthreshold conduction,
and the third is the capacitive coupling through the parasitic capacitance of the
transistor. As for capacitive coupling between metal lines, those coupling capaci-
tances can be eliminated by the careful shielding of each signal line at the expense
of increased bussing area [31]. In general, the signal common mode level is set
to the middle of the power-supply level and the amplified signal rarely exceeds a
few hundred mV. Therefore, there is a large back-bias effect making the subthresh-
old conduction negligible. In general, the turn-off resistance is more than several
G�, which is extremely larger than the turn-on resistance of the analog switches.
As a result, the only remaining crosstalk noise source is the parasitic coupling in
the MOS transistors through source-to-substrate junction capacitance and drain-
to-substrate junction capacitance. We can model crosstalk noise from one channel
using Thevenin’s equivalent circuit as Fig. 15. The equivalent voltage amplitude and
source impedance can be calculated as below:

ZOFF (s) = 1

sCJSB
+
(

RBulk

∥∥∥∥ROUT + 1

sCJDB

)
∼= 1

sCJSB
+
(

RBulk

∥∥∥∥ 1

sCJDB

)
= 1

sCJSB
+ RBulk

1+ sRBulkCJDB

(21)
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Fig. 15 Crosstalk noise due
to parasitic of the switch and
its Thevenin’s equivalent
circuit

VNOFF (s) = RBulk

ROUT + 1
sCJSB
+ RBulk

· VN = sRBulkCJSB

1+ s (ROUT + RBulk)CJSB
(22)

where CJSB is the source-to-substrate junction capacitance, CJDB is the drain-to-
substrate junction capacitance, RBulk is the substrate resistance, and ROUT is the
output impedance of the buffers in the filter. Using this equivalent circuit, we can
model the worst-case crosstalk noise in an N-channel neural-recording system as
shown in Fig. 16. From this, the crosstalk noise can be calculated as

Fig. 16 Modeling of
crosstalk noise in N-channel
analog multiplexer

VCOUPLING = ROUT_RON

ROUT+RON+ ZOFF
N−1

· (N − 1)VNOFF = ROUT+RON

ROUT+RON
ZOFF
N−1

· s(N−1)RBulkCJSB
1+s(ROUT+RBulk)CJSB

· VN

∴ VCOUPLING
VN

(jω) = ROUT+RON

ROUT+RON+ 1
jω(N−1)CJSB

+ RBulk/(N−1)
1+jωRBulkCJDB

· jω(N−1)RBulkCJSB
1+jω(ROUT+RBulk)CJSB

(23)
where RON is the turn-on resistance of the switches and is set to 5 K�. CJSB and
CJDB are set to 7.1 fF, which is typical for 0.35 μm CMOS process. ROUT and RBulk
are set to 4 K� and 10 �, respectively. With these values, we can find out that the
worst-case crosstalk noise by the parasitic capacitances in the analog multiplexer is
around –120 dB at 10 KHz for the 128 channels.

Similar to the buffers that drive the analog multiplexer presented before, the
power consumption of the buffers to drive ADCs are also determined by the
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slew rate, which means the biasing current of one buffer is proportional to the
multiplexing ratio as shown below:

IBA ≥ 2GampVNeuronfsCin,ADC

≥ 2GampVNeuron2n−m+1fNeuronCin,ADC
(24)

Here, Cin,ADC is the input capacitance of the each ADC. Therefore, the total
power consumption of the 2m buffers is independent of the multiplexing ratio as
below:

PBUF,total =M · 2VddIBA

=M · Vdd · 2n−m+3GampVNeuron fNeuronCin,ADC

=Vdd · 2n+2GampVeuronfNeuronCin,ADC

(25)

where Vdd is the power supply voltage. Also, the total power consumption of 2m

ADCs is constant regardless of the multiplexing ratio because the power consump-
tion of one ADC is roughly proportional to the sampling rate and the sampling rate
is proportional to the multiplexing ratio. In other words, the power consumed by the
one ADC increases as the multiplexing ratio does, but the total power consumption
of the ADCs remains the same because the number of ADCs decreases proportion-
ately. However, the total area consumed by ADCs is directly proportional to the
number of ADCs multiplied by the area of one ADC, AADC1.

AADC,total = M · AADC1 = 2n · AADC1 ∝ 2m · Cin,ADC (26)

The last relationship is generally valid because sampling capacitors take most of
chip area in SAR ADC.

3.1.2 System Resolution

The dynamic range to noise ratio (DNR) of a neural-recording system cannot exceed
that of an input signal at the preamplifier’s input regardless of the amplifier’s input
equivalent noise voltage and the number of bits of the ADC. Generally, the area
of SAR ADC increases exponentially with respect to the number of bits. Also, the
worst-case power consumption of the ADC is proportional to the sampling capac-
itance, which increases exponentially with respect to the number of bits as well
[33]. In addition, the amplifier’s input equivalent noise voltage decreases as the gain
of the amplifier increases, which can be seen in (15). This means that there is a
trade-off between the amplifier’s area and noise. The amplifier gain is not the only
design parameter that affects the amplifier’s input equivalent noise. Noise can also
be reduced by increasing the OTA’s transconductance, which increases the power
and area of the OTA. Therefore, to avoid wasting power and chip area by increasing
the system’s resolution more than what is actually needed, it is critical to know the
fundamental limit of the system’s dynamic range determined by the input signal to
avoid overdesign.
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The amount of thermal noise contributed by the electrode is given by Nyquist’s
formula:

VRMS
√

4kBTR�f (27)

where kB is Boltzmann’s constant (kB = 1.38 × 10−23 J/K), T is the temperature
(in degrees Kelvin), R is the resistance of the electrode (in Ohms), and �f is the
recording bandwidth (in Hz). The resistance of the electrode includes the resistance
of the metallic portion of the microelectrode and the seal resistance, sometimes
called the spreading resistance, which is the resistance of the saline bath between
the metallic interface and ground electrode [34]. For an electrode with a resistance
of 1 M� operating at 27◦C with a 10-KHz recording bandwidth, the RMS noise
voltage is 12.6 μV. And there is as much background noise, which is a sum of
many smaller spikes, as thermal noise [35]. In general, the maximum amplitude
of extracellular spike potentials is smaller than 1 mV and the noise is around 20
μV for 1 M�. Therefore, the DNR of input signal is about 34 dB. This implies that
regardless of how large the number of bits of the ADC is and how small the amplifier
noise is, the system’s effective number of bits cannot exceed 6 bits. Therefore, it is
reasonable to make the ADC’s DNR the same as that of input signal and make the
amplifier’s input equivalent noise negligible to achieve as large DNR as possible (in
this case, 6 bits). Thus, we can set the number of bits in the ADC, NB, to satisfy
following relationship:

V2
noise,eltd =

(
1√
2

VNeuron

2NB−1

)2

(28)

In this work, we set the amplifier’s noise power to be 1/10th of the electrode
noise power. This results in the small 4.8% increase in the total equivalent RMS
noise voltage. From (15) and (28), we can express the relationship mentioned above
as

(
1+ 1

Gamp

(
1+ Cin

C2

))2

· 16kBT

3gm
· fNeuron = V2

noise,eltd × 0.1 =
( VNeuron

2NB−1

)2

× 1

20
(29)

This equation can be rewritten as:

Gamp =
(

1+ Cin
C2

)

−1+
√

gm
gm, min

(
,where gm, min = 5 · 4NB+2KBTfNeuron

3V2
Neuron

)
(30)

This equation sets the lower bound for gm, the OTA’s transconductance. If we
choose a small gm for low power, the chip area of the amplifier increases due to the
large amplifier gain determined by (30). Therefore, there exists a trade-off where
the optimal design can be found by setting the gm and Gamp such that the power
and area product of the amplifier is minimal. This power and area product of the
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amplifier is proportional to the product of gm
2 and Gamp, if the transistor operates

in saturation region and width of transistors is unchanged.

g2
mGamp = b · g2

m√
gm − a

(, where a = √gm, min, b =
(

1+ cin

C2

)
· √gm, min ) (31)

To find out the minimum, we differentiate the above equation with respect to gm.

∂

(
g2

mGamp
)

∂gm
= b ·

2gm ·
(√

gm − a
) · 1

2
√

gm(√
gm − a

)2 = b ·
gm ·

(
3
2
√

gm − 2a
)

(√
gm − a

)2 (32)

Setting this equation to zero, we find the gm,opt that makes (31) minimum:

gm,opt =
(

4

3

)2

· a2 = 16

9
· gm, min = 1.78 · gm, min (33)

From (30), the optimal gain of the amplifier is given by

Gamp,opt = 3

(
1+ Cin

C2

)
(34)

For values of Cin/C2 = 7, the optimal value of the amplifier’s gain is 24. With
conservative margins, it is proper to choose 50 as preamplifier’s gain. However,
because this preamplifier alone cannot provide enough signal gain, it is typical to
employ additional second amplifier after the analog multiplexer. The second ampli-
fier is shared by all the recording channels and does not need to be a low-noise
amplifier; the power consumption and chip area required are usually negligible
compared to other circuit blocks.

3.1.3 Trade-Off Between System Power and Chip Area

In this section, using real-circuit examples [30], we will discuss the optimal num-
ber of ADCs when the total number of channels is given. Simply, the total power
consumption of the system is the sum of each block’s power consumption, which is
given by:

Psystem = PAMP,total + PFILTER,total + PMUX,total + PBUF,total + PADC,total (35)

In real implementations, the power consumption of one amplifier with the opti-
mal transconductance and gain given by (33) and (34) respectively was 170 μW.
Therefore, the total power consumption of 2n amplifiers is simply:

PAMP,total = 2n · 170 (μW) (36)
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The power consumption for pure filtering was 99 μW. Using (18) and (19), the
total power consumption of the filters was described as:

PFILTR,total =99+ 0.13 · 22(n−m) (μW) , When n ≥ m
=99 (μW) , When n=m

(37)

The power consumed by the analog multiplexer was so small that it can be
neglected here. Also, the power consumption of buffers and ADCs were respectively

PBUF,total = 2n+2 · 3.62 (μW) (38)

PADC,total = 2n · 0.89 (μW) (39)

Table 2 is the calculation result with various numbers of channels and ADCs.
Here it can be seen that when it comes to power consumption, a one ADC per one
channel system is the best, which is a very natural result because it does not need
buffers to drive the analog multiplexer.

Table 2 System power [mW] according to various numbers of channels and ADCs

Unit
[mW]

m=0
(1 ADC)

m=1
(2 ADC)

m=2
(4 ADC)

m=3
(8 ADC)

m=4
(16 ADC)

m=5
(32 ADC)

m=6
(64 ADC)

m=7
(128 ADC)

n=4
(16ch)

5.08 4.68 4.58 4.56 4.5 N.A N.A N.A

n=5
(32ch)

13.36 10.16 9.36 9.17 9.11 9.1 N.A N.A

n=6
(64ch)

52.28 26.27 20.33 18.73 18.33 18.23 18.2 N.A

n=7
(128ch)

309 105 53.4 40.7 37.5 36.7 36.5 36.4

Also, the total chip is approximately the sum of areas of each block, which is

Asystem = AAMP,total + AFILTER,total + AMUX,total + ABUF,total + AADC,total (40)

However, the area of the multiplexer is very small when compared to those of
other circuit blocks. Therefore, (40) can be rewritten as

Asystem ∼= AAMP,total + AFILTER,total + ABUF.total + AADC,total (41)

The area occupied by the preamplifiers is determined by the number of chan-
nels and not by the multiplexing ratio because the area of the amplifier is mostly
determined by the size of the feedback capacitances, which is independent of the
multiplexing ratio. Therefore, the area of the amplifier can be treated as a constant.
The area of one amplifier whose gain is determined by the (34) was 120,000 μm2
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when implemented with 0.35 μm CMOS process. Therefore, we can model the area
of the 2n amplifiers simply as below:

AAMP,total = 2n · 12000μm2 (42)

Also, the total area of the filters was modeled according to (20) and it is given as:

AFILTER,total =2n · (ABF1 + ALPF1) = 2n × 82950μm2, when n ≥ m
=2nALPF1 = 2n × 78330μm2, when n = m

(43)

The area of one buffer to drive ADCs was 14100 μm2 making the total area
occupied by 2m buffers as

ABUF,total = 2m · 14100μm2 (44)

The optimal number of bits of ADCs determined was 6. With a conservative
margin, we set the number of bits of the ADC to be 9. This resulted in a size of
848000 μm2 per ADC. Therefore, the total area of 2 m ADCs is simply given as:

AADC,total = 2m · 84800μm2 (45)

Using (42), (43), (44), and (45), the total chip area described as (41) is:

Asystem = (2n × 0.203+ 2m × 0.862)mm2, when n ≥ m
= 2n × 1.06mm2 when n = m

(46)

Table 3 is the calculated area of the neural-recording system with various channel
numbers and ADCs. As shown, the total chip area increases as the number of ADCs
does, which is a straightforward conclusion. Therefore, there must be an optimal
multiplexing ratio that makes the system’s power-area product minimum. Table 4
is the power-area product based on Tables 2 and 3. From Table 4, we can deter-

Table 3 Chip area [mm2] according to various numbers of channels and ADCs

Unit
[mm2]

m=0
(1 ADC)

m=1
(2 ADC)

m=2
(4 ADC)

m=3
(8 ADC)

m=4
(16 ADC)

m=5
(32 ADC)

m=6
(64 ADC)

m=7
(128 ADC)

N=4
(16ch)

4.1 5.0 6.7 10.1 17.0 N.A N.A N.A

N=5
(32ch)

7.4 8.2 9.9 13.4 20.3 33.9 N.A N.A

N=6
(64ch)

13.9 14.7 16.4 19.9 26.8 40.6 67.8 N.A

N=7
(128ch)

26.8 27.7 29.4 32.9 39.8 53.6 81.2 135
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Table 4 Power and chip area product [mW•mm2] with respect to various numbers of channels
and ADCs

Unit
[mW•mm2]

m=0
(1 ADC)

m=1
(2 ADC)

m=2
(4 ADC)

m=3
(8 ADC)

m=4
(16 ADC)

m=5
(32 ADC)

m=6
(64 ADC)

m=7
(128 ADC)

n=4
(16ch)

20.82 23.40 30.69 46.06 76.50 N.A N.A N.A

n=5
(32ch)

98.86 83.31 92.66 122.8 184.9 308.5 N.A N.A

n=6
(64ch)

726.7 392.8 333.4 372.7 491.2 740.1 1234 N.A

n=7
(128ch)

8281 2909 1570 1339 1493 1967 2964 4914

Fig. 17 Power-area product of a 128-channels system as a function of the multiplexing ratio

mine that the optimal number of channels per one ADC is 16. Figure 17 shows the
power-area product of the 128-channels system as a function of the multiplexing
ratio. As expected, at the extremes of the multiplexing ratio, the power-area prod-
uct is dominated by either power or area. Though this example uses the area and
power values for specific circuit topologies and process technology, the optimiza-
tion methodology is applicable to all topologies and technologies. As a result, note
that an optimized design is not necessarily the same for different applications even
with the same specifications. It depends on the designer to assign priorities to differ-
ent performance metrics (power and area of individual blocks and system) and take
the additional constraints into account (for example, one might be reusing a circuit
block that is part of the overall system, in which case, it is a given and the optimiza-
tion has to be based on that). But it is necessary for the designer to ensure that a
proper design methodology is adopted that takes into account all the parameters to
ensure the right choice of system architecture.
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3.2 Neural-Signal Processing Unit

Neurons communicate by firing action potentials, which induce transient volt-
age fluctuations in the surrounding neural tissue. The voltage fluctuations can be
recorded with extracellular electrodes, where signals take the shape of spikes. A
recording electrode is often surrounded by multiple firing neurons, causing the
recorded activities become superimposed. To extract and understand the signal pro-
cessing in the biological neural network, it is required to resolve spikes to individual
neuronal sources [36–41]. This labeling process is called spike sorting.

Sorting neural spikes is challenging due to several factors, such as the presence
of unresolved neuronal activity, similarity in recorded shapes and magnitudes of
firing neurons, overlapping of spikes from simultaneously firing neurons, as well
as changes in signal amplitude obtained from the same neuron at different times
[36, 42–44]. If the sorting algorithm fails to differentiate signals from similar neu-
rons, it will inaccurately report a “frequent” firing neuron, which compromises the
reliability and accuracy of the neural information decoder.

Reported spike feature extraction algorithms include principal component anal-
ysis (PCA) [45, 46], Bayesian algorithm [47], template matching [48–51] and
wavelets [52–54], independent component analysis (ICA) [55–59], interspike
intervals-based algorithms [53, 60], and sample selection-based feature extraction
algorithms [61, 62]. The performance of the feature extraction algorithms to dif-
ferentiate similar neurons can be improved by advanced training algorithms [48,
63–65], which are usually computationally intensive, thus slowing down the train-
ing process. Retraining is required when the electrodes move, thus could be frequent
in certain applications [66]. Although an early study has shown that computation of
the training algorithm is affordable, it was assumed that retraining is performed
daily [45]. For frequent retraining in a shorter period as suggested in [66, 67], the
implementation of a complex training algorithm for large number channels becomes
more difficult in terms of computation.

This work reports a method of using the first-order derivative of spikes for
the sorting of similar neurons. The theoretical framework that includes neuronal
geometry signatures and noise shaping is derived. By evaluating neuronal geome-
try signatures with compartment model, we find that emphasizing high-frequency
signal spectrum helps differentiating similar neurons. Because the associated
spike noise is dominant at lower frequency spectrum, a frequency-shaping filter
could be used to reduce the noise. The operation of the derivative is a simple
frequency-shaping filter almost linearly emphasizing signal spectrum according to
the frequency. Combining spike derivative and a conventional spike feature extrac-
tion algorithm, improved differentiation of similar neurons is achieved without using
complex training procedures.

3.2.1 Theory

Geometry Signatures for Similar Neurons

This section focuses on neuronal geometry signatures [67], which are used for
sorting similar neurons. If the transmembrane current profiles from all membrane
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segments are obtained, the potential around the target neuron can be modeled by
Laplace’s equation [68] as below:

∇2 V = 0, (47)

with the boundary condition V = 0 at infinity and

σe∇ · −→n = jm (48)

where jm is the transmembrane current, σ e is the conductivity, and −→n is the normal
vector to the cell membrane. By further assuming that both the intra- and extra-fluids
are neutral, the induced voltage waveform is:

V
(−→r0

) =
∫

jm
(−→r ,t

)
dr

4πσe
∣∣−→r −−→r0

∣∣ , (49)

where −→r0 denotes the location of the electrode and −→r describes the locations of the
active membranes.

Since action potentials propagate slowly along the axonal branches of the corti-
cal neurons (averaged 0.5 ~ 2 m/s [69]), the recorded active membranes usually do
not fire simultaneously. As a result, the detailed geometry of the underlying neu-
ron influences the shape of spikes. Following the computational model described
in [70–73], a neuron is modeled as compartment elements including soma, axon
hillock, and axonal branches. Different compartment elements may have differ-
ent ion-channel densities, resulting in different transmembrane current profiles. An
extracellular electrode only records those membrane segments within the recording
radius, which is measured to be tens of μm [74]. Meanwhile, many cortical neurons
have axonal branches up to hundreds of μm or more [69, 75–77], and membranes
within the recording radius are simply modeled as one or few compartments with
uniform ion-channel densities. As a result, the spike waveform can be expressed
as the convolution of the transmembrane current profile and an implicit geometry
kernel function:

V (t) =
∫

jm (τ )W (t − τ) dτ , (50)

where W(t) is the geometry kernel function determined by geometry properties of
the recorded membrane segments, and the integration range is from−∞ to∞. From
here on, this integration range is used as the default if not specified.

It is possible that the recorded neurons have distinguished spikes, which can be
easily captured by a sorting algorithm. It is also possible that the recorded neu-
rons have similar shape spikes, due to similar ion-channel densities. However, if the
magnitudes of such spikes are also similar, the differentiation becomes challeng-
ing. A general spike sorting algorithm without using complex training procedures
may fail to resolve such ambiguity and will inaccurately report a single, large, spike
cluster, which affects the reliability and accuracy of the decoder. An approach of
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differentiating the associated kernel functions could be used to sort the similar
spikes. Assume W1 (t)and W2 (t) as the geometry kernel functions of two neurons
with the same ion-channel population, the difference between the two spikes is:

�V (t) =
∫

jm (τ ) [W1 (t − τ)−W2 (t − τ)] dτ . (51)

Small waveform difference appears if
∫

[W1 (t)−W2 (t)] dt ≈ 0. Intuitively, the
condition means the waveforms are identical, ignoring the skew of the activation of
membranes.

Directly extracting the kernel functions from waveforms is difficult because
of the uncertainties of neurons’ geometry and transmembrane current profile. To
differentiate the waveforms, we rewrite (51) in the frequency domain as:

F (�V) = F (jm)F (W1 −W2) , (52)

where F() denotes the Fourier transform. The condition of
∫

[W1 (t)−W2 (t)]dt ≈ 0
is equivalent to F (W1 −W2) ≈ 0|f=0 Hz, which implies that the waveform dif-
ference caused by the geometry kernel functions has small contribution at lower
frequency spectrum. A more quantitative explanation can be given by studying the
derivative of F(�V) with respect to the frequency using (52).

The second term in (53), on the other hand, exhibits a strong frequency
dependency within the dominant spectrum ofF(jm). It can be expanded as

F (jm)
∂F(W1−W2)

∂f = −j2πF (jm)
∫

[W1 (t)−W2 (t)]te−2π jftdt,
=2πF (jm)

∫
[W1 (t)−W2 (t)]t sin (2π ft) dt

(53)

where the approximation holds good when kernel functions Wi are symmetrical.
As a summary, the waveform difference between similar neurons caused by

geometry functions satisfies the following conditions:

{
F (�V) ≈ 0|f=0 Hz
∂F(�V)
∂f ≈ 4π2fF (jm)

∫
[W1 (t)−W2 (t)] t sin(2π ft)

2π f dt ∝ f .
(54)

In (54), ∂F(�V)
∂f is linear to frequency fat low-frequency region, as sin (2π ft)

2π f . The
strong emphasis on frequency shows that F(�V) exhibits a higher frequency spec-
trum. As a result, a frequency-shaping filter with an emphasis on high-frequency
spectrum may help to differentiates kernel functions.

The frequency-shaping filter also modifies the spectrum of noise; a further
improved waveform differentiation can be achieved if it reduces the noise. A
detailed analysis on noise is shown in “Frequency-Shaping Filter and Spike
Derivative”.
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Frequency-Shaping Filter and Spike Derivative

In the previous section, we have discussed the differentiation of similar neurons
using a frequency-shaping filter with emphasis on high frequency signal spectrum
without considering the noise. The noise power spectrum, however, is clearly mod-
ified by the frequency-shaping filter. Intuitively, low frequency noise is reduced and
high-frequency thermal noise is amplified. In general, the power spectrum of the
input referred noise at the first-stage amplifier exhibits a decaying profile [61, 78,
79] and approximates as

N (f ) = Nneu + Ne.e + N1/f + Ntherm ≈ Nfc1

(
fc1

f

)α
+ Nthern, (55)

where Nneu is the neuronal noise, Ne.e is the electrode-electrolyte interface noise,
N1/f is the flicker noise, Ntherm is the thermal noise contributed by tissue impedance
and transistors, fc1 is the high-pass corner frequency of the digital filter, and Nfc1

is the low-frequency noise at frequency fc1. Except thermal noise, the remain-
ing noise is featured at low frquency and assumed to have profile following f−α .
Noise profiles vary among both of objects and recording systems, however, low fre-
quency noise is typically dominant. As shown in Fig. 18, the noise power spectrums
recorded from two objects are plotted. Within the signal band (hundreds of Hz to
several KHz), a f−α noise profile is observed.

Among various frequency-shaping filters, taking derivative is a simple one,
which almost linearly emphasizes signal spectrum according to frequency. For a dis-
crete time spike sequence, taking the derivative after the analog-to-digital converter
(ADC) has the frequency response

H (f ) = 2ejπ f /s sin (π f /f2) , (56)

where fs is the sampling frequency of the ADC.
The effect of a frequency-shaping filter on noise can be quantitatively evaluated

by the expression:

k = 1

N0
∣∣H (

fspike
)∣∣2

∫ fc2

fc1

N (f ) |H (f )|2 df , (57)

where fci are the corner frequencies (3-dB attenuation frequency points) of the dig-
ital filter before feature extraction, fspike is the center frequency of the spike signal,
N(f ) is the estimated power spectrum of the noise, and N0 is the integrated noise
over passing band. If k is less than 1, the SNR increases further, which improves
waveform differentiation.

After taking derivative, the noise spectrum density changes to:

N (f ) |H (f )|2 = 2

[
Nfc1

(
fc1

f

)α
+ Ntherm

]
sin2 (π f /fs) . (58)
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For integer α, a closed loop expression of the integrated noise after derivative
(N1) can be obtained from (58). With a further assumption that the sampling fre-
quency is sufficiently higher than the signal spectrum, the expression of N1 could be
generalized to noninteger α as:

N1 ≈ 2Nfc1 fc1απ
2

(3− α) f 2
s

[
f 3−α
c2 − f 3−α

c1

]
+ 2Nthermπ

2

3f 2
s

[
f 3
c2 − f 3

c1

]
(59)

Combine (57) and (59), the parameter k that is used to quantify the modification
to SNR due to the frequency-shaping filter is

k =
Nfc1f αc1
3−α

(
f 3−α
c2 − f 3−α

c1

)
+ Ntherm

3

(
f 3
c2 − f 3

c1

)
Nfc1

f αc1
1−α

(
f 1−α
c2 − f 1−α

c1

)
+ Ntherm (fc2 − fc1)

1

2f 2
spike

. (60)

Fig. 18 Noise properties of recordings from two objects (500 Hz–5 KHz). (a) Noise power spec-
trum measured from a cat. (b) Noise power spectrum of the derivative (the same data in (a) are
used). (c) Noise power spectrum measured from a monkey. (d) Noise power spectrum of the
derivative (the same data in (c) are used)
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The quantitative impact of frequency-shaping filter on noise is affected by the
recording system and biological environment, and the typical values of _ we observe
vary around 2 within the signal band as shown in Fig. 18. Here, we use α = 2 to
illustrate the analysis:

k = Nfc1f 2
c1 (fc2 − fc1)+ Ntherm

3

(
f 3
c2 − f 3

c1

)
Nfc1f 2

c1

(
f−1
c1 − f−1

c2

)
+ Ntherm (fc2 − fc1)

1

2f 2
spike

≈
f 2
x

fc2
+ fc2

3

f 2
x

fc1
+ fc2

f 2
c2

2f 2
spike

(61)

with

fx = fc1

(
Nfc1

Ntherm

)1/2

, (62)

where fx is the frequency at which the noise spectrum approximately settles to the
thermal noise floor. During the measurement, fx varies according to the recording
system and biological environment (varies from 6 to tens KHz in measurements).

In the case that the digital filter’s low-pass corner frequency fc2 is designed
smaller or comparable to fc2, (61) can be simplified as:

k ≈ fc1fc2

2f 2
spike

≈ 2fc1fc2

(fc1 + fc2)
2 ≤

1

2
(63)

where the approximation holds well if the center frequency of the spike signal is
close to the middle point of the filter’s passing band.

As a summary, the spectrum of the recorded noise exhibits a decaying profile with
respect to the frequency within the signal band. Therefore, an appropriate frequency-
shaping filter could be used to further improve the SNR.

3.2.2 Spike Sorting Methods and Results

Quantitative and comparative sorting experiments are carried out to demonstrate
the usefulness of a frequency-shaping filter. The sorting procedures and results are
described in this section.

Spike Detection

In this work, spikes are detected with the nonlinear energy operator (NEO) [80–83].
NEO was formulated by Kaiser and is used for the amplitude and frequency demod-
ulation and speech analysis. It is also effective to detect spikes that have localized
high-frequency and instantaneous energy. With discrete time signal, NEO is

ψ (x (n)) = x2 (n)− x2 (n)− x (n+ 1) x (n− 1) . (64)
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Fig. 19 The upper trace is the digitized neural signal. The bottom trace is the NEO’s output

A typical processing result using NEO is illustrated in Fig. 19, where the upper
trace is the raw neural signal and the bottom trace is the NEO’s output. When high-
frequency spike activity is present, the NEO generates a larger score.

Due to the improved differentiation of spike events (instantaneous high-energy
events) and background activities (a mixture of low-frequency noise and thermal
noise) by using

NEO, the detection threshold becomes a less sensitive parameter, which is shown
by the ROC curves in Section 3.2.3. In this study, the threshold is set at three times
of the averaged energy score corresponding to 1:4% error detection and identifying
99.5% spikes as a worst case in this data set. A more detailed description is shown
in “Comparative Sorting Results Using Synthesized Spike Data”.

Spike Feature Extraction

Two commonly used spike feature extraction algorithms, including PCA [45, 46]
and spike peaks [84], are applied to demonstrate the improved sorting results by
using the first derivative of spike waveforms.

All the algorithms are tested without performing interpolation. To quantify the
performance of feature extraction algorithms alone, detected spikes with small inter-
val are treated as overlapping events and ignored. In this design, the minimal spike
interval is set to be 1.2 ms, which could generally represent well-isolated individual
spike events. A Bessel type digital filter is applied to the identified spike waveforms
before feature extraction. The corner frequencies (3-dB attenuation frequency point)
of the filter are set to 250 Hz and 6 KHz with 60-dB out-of-band rejection. With
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PCA-based feature extraction, the first two scores with the largest variance are used
as the features. Compared with the feature extraction using spike peaks [84], a set
with peaks of the spike derivative and spike height are used as counterpart features
[67].

Spike Clustering

An example of extracted spike features using PCA is shown in Fig. 20. This example
illustrates several challenges faced by a spike-clustering algorithm. First, the shapes
of the clusters can be irregular and unpredictable. Second, the density and size of
each cluster vary significantly. Third, the amount of data obtained is limited due to
the acquisition and processing overhead. To overcome these challenges, we use a
modified mean-shift clustering algorithm [62] to classify spikes.

Fig. 20 Comparative clustering results. (a) Contour lines of the spike feature map. (b) k-means
clustering result with a four-cluster configuration. (c) Single linkage hierarchical clustering
result with overspecified (50) partitions. (d) Modified mean-shift clustering result with manually
specified kernel scope

The original mean shift algorithm is sensitive to the choice of the kernel radius
[85–88]. Adaptive kernel radius estimation is reported in [89], which alleviates the
problem to certain extent. In this work, the technique of adaptive kernel radius is
applied, and the radius is chosen to be small. A side effect is that the algorithm
tends to overpartition the data set into many subclusters, which is handled by a
postmerging process. In the implementation, subclusters are merged based on two
criteria. First, any modes with spike events less than 1% are forced to merge to the
nearest mode. Second, subclusters are merged based on the density estimate at the
boundary.

Comparative Sorting Results Using Synthesized Spike Data

Synthesized spike data from waveclusters (http://www.vis.caltech.edu/~rodri/) [53]
are used as testing data set to compare the sorting results with both spikes and their
derivative. The data are constructed using many averaged spike shapes compiled
from recordings in the neocortex and basal ganglia. Simulated noise is further super-
imposed to the spike sequence to mimic background noise. Comparative results on
challenging sequences, which contain three clusters, are presented in this section.
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As described before, spikes are detected from the raw data using NEO. Receiver
Operating Characteristic (ROC) curves are used to quantify the performance of
detection algorithms, and comparative results are plotted in Fig. 21.

Fig. 21 ROC curves for spike-detection algorithms. The red dotted curve is the result from NEO-
based spike detection. The black diamond curve is the result from amplitude-based spike detection

The “Probability of Correct Detection” used in Fig. 21 is defined as the ratio of
the number of correctly detected spikes over the number of total neural spikes. The
“Probability of False Detection” is defined as the ratio of the number of detected
noise events over the number of total detected spikes. For example, if the number
of neural spikes is 100 and the detector detects 120 spikes, among which 99 spikes
are neural spikes and 21 events are noise, the “Probability of Correct Detection” is
99=100 and “Probability of False Detection” is 21=120. With NEO-based spike
detection, the detection threshold hold is set to be three times of the RMS score,
which corresponds to 1:4% error detection and detects 99:5% spikes as a worst
case in this data set (detailed information is shown in Table 6). The detected spike
with interval less than 1.2 ms are treated as overlapping events and ignored. It is
worthy to clarify that a reduction of the minimal spike internal increases the error
probability.

After detection, spikes are simply aligned according to the peaks before fea-
ture extraction. The alignment is performed without interpolation or waveform
fitting. The results from PCA-based spike feature extraction algorithm are shown
in Fig. 22(a)–(h) and (i)–(p). In Fig. 22(a)–(h), features are extracted from spikes.
As a comparison, features extracted from the derivative of spikes are shown in
Fig. 22(i)–(p), where a three-cluster configuration is clearly visible. The results of
using waveform peaks-based feature extraction algorithms are shown in Fig. 22(q)–
(x) and (y)–(af). In Fig. 22(q)–(x), the features are constructed from the peaks of
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Fig. 22 Feature extraction results using spikes and their derivatives. (a)–(h) display PCA-based
feature extraction result using spikes. (i)–(p) display PCA-based feature extraction result using
the derivative of spikes (proposed). (q)–(x) display waveform peaks-based feature extraction using
spikes. (y)–(af) display waveform peaks-based feature extraction using the derivative of spikes
(proposed). All the algorithms are tested without performing interpolation. Overlapping spikes
within 1.2 ms are ignored. Two-dimensional features are projected from a higher dimensional
space

the spikes. Features using the peaks of spike derivative and spike height are shown
in Fig. 22(q)–(x). Again, improved cluster isolation is observed when extracting
features from the spike derivative.

Following [52], the Classification Matrix is used to quantify the performance of
spike sorting algorithms. It is defined as

CM =

∣∣∣∣∣∣∣∣

N1 N2 N3
C1 d1 r4 r5
C2 r1 d2 r6
C3 d1 r2 d3

∣∣∣∣∣∣∣∣
where N(1, 2, 3) represent spikes belonging to each neuron, while C(1, 2, 3) rep-
resent the clusters distinguished by the sorting algorithms. The ideal performance
should have the sorting results perfectly matching the “ground truth,” which corre-
sponds to rk = 0,∀k. The sorting accuracy is intuitively defined as the ratio of the
number of correctly sorted spikes over the total number of correctly detected spikes:

SA =
∑

d1∑
d1 +∑ r1

. (65)



Microelectronics of Recording, Stimulation, and Wireless Telemetry 287

Quantitative sorting results of the sequences are displayed in Fig. 22. The sorting
accuracies defined by (65) are listed in Table 5 as a performance measure to compare
the results. In those sequences, improved performance is observed by sorting the
derivative of spikes rather the original waveforms.

Table 5 Spike sorting accuracy comparison

Sequence number 1 2 3 4 5 6 7 8

Total neural spikes 3383 3448 3472 3414 3364 3462 3440 3493
Detected spikes 3382 3448 3470 3413 3361 3460 3438 3476
Noise events 0 0 0 0 0 0 2 52
Nonoverlapping spikes 3067 3179 3172 3415 3052 3203 3104 3139
PCA (SA) (%) 98 89 60 55 98 78 80 69
PCA + derivative (SA) (%) 98 98 98 96 98 98 94 90
Spike peaks (SA) (%) 34 34 35 34 36 38 36 36
Spike peaks + derivative (SA) (%) 98 97 96 95 98 98 93 92

Sorting Results Using Animal Data

Animal sequences are collected to test the performance of the proposed algo-
rithm. An example with overlapped spike clusters is selected for demonstration. The
sequence is recorded from the cat cerebral cortex. The sorting results are displayed
in Fig. 23. In Fig. 23(a), the detected 1210 spikes are superimposed. Extracted spike
features using the prespecified subset of samples implemented on chip are shown
in Fig. 23(b). The discrete points in feature space are grouped into 8 clusters with
different colors using off-line clustering. Less than 10% of noisy spikes and over-
lapping spikes are discarded, the rest are classified and plotted in Fig. 23(c). To

Fig. 23 (a) Recorded spikes from cat cerebral cortex are superimposed, (b) the extracted spike
features using a subset of samples are plotted and grouped with a clustering algorithm imple-
mented on PC, (c) the classified spike clusters are superimposed, (d)–(k) individual spike clusters
superimposed in (c) are displayed. Spike clusters in (d)–(g) are plotted in a smaller vertical scale
(–0.3, 0.15) compared with (h)–(j) in (–0.5, 0.3) and (k) in (–0.5, 0.5)
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further quantify the validity of the classified spike clusters, superimposed clusters
in Fig. 23(c) are individually plotted in Fig. 23(d)–(k).

3.3 Neuromuscular Current Stimulator with High-Compliance
Voltage

These days, stimulus devices are being used in various biomedical applications
such as cochlear implant, deep-brain stimulation, muscle stimulation, and retinal
prosthesis. These devices are connected between two electrodes and deliver stim-
ulation pulses to induce a contraction in muscle tissues or action potentials in
neurons.

There are two different types of stimulators widely used in the applications. One
is current stimulator and the other is voltage stimulator. The voltage stimulator pro-
duces voltage waveforms at the output resulting in a stimulus current determined
by the load impedances, which consists of impedances of electrodes, electrode-
electrolyte interface, and tissues. That load impedance is typically nonlinear and
has a very wide range of variations, which implies it is very difficult to control the
exact amount of charge delivered by the stimulators. This can cause a serious safety
problem unless careful and proper control and protection methods are employed.
On the contrary, the current stimulator directly supplies stimulation currents gener-
ated by a digital-to-analog converter (DAC). Therefore, the current does not change
according to the variation of the load impedance and thus a precise control of the
injected charge is achieved easily.

However, there is a main shortcoming for the current stimulators. Due to the
high impedance of the electrode, which is getting more serious as the density of the
electrode increases, high-compliance voltage is unavoidable around the output of
the stimulus device. That requirement for high-compliance voltage naturally brings
up a power-consumption issue because the power-supply level for the stimulator
has to be increased if single power-supply level is used. Therefore, the stimula-
tor should employ a mixed-voltage design to meet both high-compliance voltage
requirement at the output and to minimize the overall power consumption. The
power consumption of the entire stimulator can be reduced by making all the
circuit blocks operate at the low-supply voltage levels, while the current output
stage operates at high-supply voltage level for the high-compliance voltage. High-
voltage process is inevitable for the transistors in output stages to make sure that the
breakdown voltage of the output transistors is larger than the power-supply level.
For the power-supply level of ±12 V, the breakdown voltage of at least 30 V is
necessary.

Figure 24 shows one example of circuit diagram of a current stimulator with a
high-compliance voltage. The 4-bit DAC generates reference current according to
the control signal assigned and this current is multiplied by the variable gain current
mirror. The protection transistor interfaces circuits implemented with low-voltage
transistors and the output stage implemented with high-voltage transistors. Cascode
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Fig. 24 The circuit diagram of exemplary current stimulator with high-compliance voltage

output structure is usually used to maximize the output impedance, which results in
minimized anodic-cathodic tracking error. Charge cancellation transistor removes
any residual charge after the stimulation is complete by shorting the stimulation
electrode to the reference (counter) electrode.

3.4 Wireless Telemetry

Since 1960s, biomedical researchers have tried to use telemetry technology for
collecting information such as organ temperature, blood flow, blood pressure, accel-
eration, EEG, EKG, etc from animals and human bodies in noninvasive method
[90–93]. Such efforts have been accelerated with the invention of the integrated
circuit that helped to minimize telemetry components and enabled bio-implantable
devices. These days, the telemetry system is being more complicated and widely
used in different neural prostheses such as artificial pacemakers, muscles stimula-
tion, cochlear implants, and retinal prostheses.

Power and data should be simultaneously transferred to the implant, which is
completely isolated from the external world after surgery. Instead of a tethering
wire penetrating the skin that limits free running movement of the subject and
inducing infection, transcutaneous telemetry using wireless inductive coupling has
been preferred. At first, a single inductive coil was used to transfer data and power
simultaneously in applications of artificial pacemaker, neuromuscular prostheses,
cochlear implants, and retinal prostheses.

In the case of pacemaker, power delivery is not a problem because the device
itself is of low power consumption and lithium iodine batteries can support a
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10+ year lifetime. Therefore, the introduced programmable pacemaker focused on
more data transfer than power delivery [94]. The data signal is wirelessly transmitted
in the form of series of short RF pulses with a 175-KHz sinusoidal signal, a kind of
amplitude shift keying (ASK), and it is demodulated in simple digital circuits after a
passive front-end circuit [94]. The data rate of the device supports less than 1 kbps.

Neuromuscular prostheses and cochlear implants require higher data rate and
power than artificial pacemakers. For neuromuscular prostheses, P. Troyk intro-
duced frequency shift keying (FSK) [95], where two different frequencies of the
carrier represent the binary data. The power signal serves as the data carrier, and
an external Class-E amplifier sends the signal to increase the efficiency of power
transfer. The data rate of this telemetry is 120 kbps modulated on 480 kHz that
is power carrier frequency. For cochlear implants, several works have been dis-
cussing telemetry design [96–99], and amplitude shift keying (ASK) modulation,
as an example, was used to transfer power and data to the implant in the ear
[98]. The data rate is 400 kbps and it is modulated on 10-MHz power carrier
frequency.

Since the research of the retinal prostheses actively began in the early of 1990s,
various telemetry schemes to transfer power and data have been introduced. Unlike
the above neuromuscular prostheses and cochlear implants, the retinal prostheses,
which aim to support high-density electrodes (+1000), require high data rate and
high-efficiency power transfer. At first, North Carolina State University (NCSC)
designed the ASK modulation scheme that was coded using pulse width modula-
tion (PWM) to control 100 electrodes [100]. This telemetry supports 250 kbps as a
maximum data rate and the power carrier, which modulated with data signal, varies
from 1 to 10 MHz. Frequency shift keying (FSK) was used to transfer power and
data in [101]. 5 and 10 MHz used for two different carriers support a 2.5-Mbps data
rate. This design, however, suffers from low power transfer efficiency due to the
large frequency spacing and wide signal bandwidth.

Using single inductive coil is not enough to transfer high data rate and achieve
high-efficiency power simultaneously. If the data rate is increased in a single-band
telemetry scheme, the power efficiency will be reduced due to the quality factor
(Q) of the power amplifier. In addition to this, it increases skin absorption of elec-
tromagnetic energy as the power carrier frequency goes higher. Thus, a dual-band
approach, which requires dual inductive coils, was developed. Due to separate fre-
quencies for power and data transfer, the trade-off between the power efficiency and
the data rate is decoupled.

The MIT group developed ASK telemetry using the dual inductive coils [102].
Their targeted data rate is 700 kbps and the signal is modulated on 13.56-MHz
data carrier. Also, 125 kHz is used for the power carrier frequency. Although this
data rate is enough to control 15 electrodes, this data rate is low to support +1000
electrodes and the power interference, caused by inductive coupling, on the data
coil still remains after filtering. Therefore, differential phase shift keying (DPSK)
modulation scheme was introduced to eliminate the power interference on the data
coil and to achieve high data rate [103]. This telemetry supports 1 Mbps and it is
modulated on a 20 MHz carrier frequency. In addition, the 1-MHz power carrier is
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separately transmitted to the coil inside the eye and it is also used for the data clock
in the receiver.

3.4.1 Power Telemetry

It has been demonstrated that the retina of patients affected with retinitis pig-
mentosa (RP) and age-related macular degradation (AMD) can be stimulated by
charge-balanced biphasic current pulses to elicit visual perception [104]. The max-
imum amplitude of these current pulses can be as large as 1 mA at a pulse rate
of 50–60 Hz to create strong visual perception, and the load on the stimulus varies
around 10 K ohm at the stimulation frequency [105]. To sustain proper operation
under the loading of a large number of stimulators, the power consumption of the
implanted electronics is estimated to be more than 100 mW, which is transmitted
wirelessly by an inductive link.

Power efficiency, defined as the ratio of the power delivered to load over the total
power dissipation, is the most important parameter in designing power telemetry
system. To optimize power efficiency under physical constraints, an accurate solu-
tion for power efficiency in terms of design parameters is desired. Earlier work in
the literature provides power efficiency formulae based on linear models [106, 107].
Although such linear models provide design insights, they are oversimplified for
the purpose of optimization. In this section, an expression of the power efficiency
is derived. Based on derivations, the optimal component values are obtained and
the fundamental upper limit of the power telemetry is concisely represented as a
function of the quality factor (Q) and coupling coefficient.

The other important parameter of the inductive power link is the device size. Due
to surgical and safety reasons, the size of the implanted coil is preferred to be small.
An obvious trade-off is the low coupling coefficient, typically between 0.01 and
0.05, thereby reducing the power efficiency. To achieve comparatively high power
efficiency with an implanted coil of small size, this section provides equations to
calculate the Q using the geometry parameters. Based on calculation results, high
Qcan be achieved by properly designing the coils, thus increasing power efficiency.

Power Telemetry Model

Power efficiency is a critical parameter of biomedical power telemetry circuits.
Several studies have been conducted to estimate the power efficiency based on sim-
plified linear models [106, 107]. Such linear models provide certain design insights;
however, they are oversimplified for the purpose of optimization. In this section, an
analytical approach is used to calculate the power efficiency and optimal compo-
nent values to maximize the power efficiency are obtained analytically, followed by
simulation results.

A general equivalent model of the power telemetry is illustrated in Fig. 25. Due
to the rectifier and the time variant current loads, the equivalent model is nonlinear.
The power efficiency of the telemetry system is defined as
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Fig. 25 A nonlinear equivalent circuit model for epi-retinal power telemetry. It consists of an
external class E power amplifier, an inductive coil pair, a resonant amplifier, a rectifier, and time
variant current loads

η = pd

Pd + P1 + P2
, (66)

where η is the power efficiency, Pd is the power delivered to the implants, and P1
and P2 represent the external and internal power dissipation.

External power dissipation can be expressed as a function of the induced rms
voltage on L2 as below:

P1 = V2
ind

μ2ωL2Q1
, (67)

where Vind is the induced voltage on the secondary coil,μ is the coupling coefficient,
L2 is the inductance of the implanted coil, and Q1 is the Q of the power amplifier.

Internal power dissipation due to diodes and coil’s ESR is given by:

P2 = 1

T

∫ T

0

(
i2L2RL2 + 2ir+VT

)
dt, (68)

where iL2 is the current going through the implanted coil, RL2 is the implanted coil’s
ESR, ir+ and VT are the current and voltage across the diode D+.

During steady states, the rectified voltage should have constant DC component
with small ripples and the current going through the diodes satisfies the following
condition:

1

T

∫ T

0
(ir+ − i+)dt ≈ 0. (69)
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Therefore, the power dissipated by the two diodes can be calculated as

1

T

∫ T

0
2ir+VTdt = Pd

VT

Vdd
. (70)

Since the diode turn-on voltage VT (0.3~0.7 V) is one order less than the power-
supply level Vdd (>10 V), the two diodes should have very short turn-on time per
cycle. Thereby, it is reasonable to ignore the higher order harmonics of VC2 (voltage
on the resonant capacitor C2), and the amplitude of VC2 is approximately Vdd + VT.
Assuming VC2 with zero-phase, the relative phase information of Vind, iC2, and iL2
is illustrated in Fig. 26.

Fig. 26 Phase diagram for
the resonant amplifier

Since the phase difference between Vind and VC2 is close to 90◦, we obtain:

∣∣∣∣VL2 + VRL2

VC2

∣∣∣∣ =
√

V2
C2 + V2

ind + 2VC2Vind cos θ

VC2
≈ 1. (71)

where VRL2 is the voltage on the implanted coil’s ESR and θ is the phase difference
between Vind and VC2. Therefore, the amplitude of iL2 is approximated as:

|iL2| =
∣∣∣∣VL2 + VRL2

ωL2

∣∣∣∣ Q2√
1+ Q2

2

≈ Vdd + VT

ωL2
. (72)

Combining (68), (70) and (72), P2is computed as

P2 =
(

Vdd + VT

ωL2

)2
ωL2

2Q2
+ Pd

VT

Vdd
. (73)

In (73), diodes are assumed to be ideal switches with turn-on voltages of VT. To
calculate the power efficiency, one has to find the relationship between the induced
voltage and the delivered power to the implant, which is

Pd = iL2Vind cos (αL2 − αind)− P2 ≈ Vdd + VT√
2ωL2

Vind − P2, (74)

where Pd is the power delivered to the implant and αL2 and αind are the phases of iL2
and Vind. When the resonant capacitor C2 is properly chosen, the phase difference
between iL2 and Vind is close to zero such that the approximation in (74) holds.
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Combining (66), (67), (73), and (74), the power efficiency is expressed as a
function of Pd and Vdd:

η = Pd
Pd+P1+P2

P1 = 1
μ2Q1

[
(Vdd+VT)

2ωQ2
2L2
+ 2P2

dωL2

V2
dd
+ 2Pd(Vdd+VT)

Q2Vdd

]

P2 = (Vdd+VT)
2

2ωQ2
2L2
+ PdVT

Vdd

. (75)

In (75), there is an optimal inductance for L2 which minimizes the sum of P1 and
P2 and therefore maximizes the power efficiency. The optimal L2 is given by:

L2,OPT = (Vdd + VT)

2ωPdQ2

√
1+ μ2Q1Q2, (76)

where L2,OPT is the optimal inductance value in terms of maximum power effi-
ciency. In applications where μ is fixed, (76) suggests a single optimal value for
L2. However, μ can be time-variant due to coil movements, where L2 should be
calculated with a chosen μ that characterizes real condition.

The corresponding C2 is given by:

C2,OPT = 2PdQ2

ω (Vdd + VT)
2
√

1+ μ2Q1Q2
(77)

where C2,OPT is the optimal resonant capacitance as shown in Fig. 25. One notice-
able fact is that VC2 has higher order harmonics. Therefore, the optimal value for C2
slightly deviates from (77) and requires simulations to obtain the exact value. In this
study, we assume that C2 is properly chosen to maximize the gain of the resonant
amplifier.

Applying (66), (67), (68), (69), (70), (71), (72), (73), (74), and(75), the maximum
achievable power efficiency is obtained as

η = μ2Q1Q2

2+ μ2Q1Q2 + 2
√

1+ μ2Q1Q2
, (78)

Equation (78) sets the upper limit of the power efficiency, which is achieved once
L2 and C2 are optimally chosen. Besides the high power efficiency, it is desirable
to have low internal heat dissipation. As demonstrated in (75), P2 is a decreasing
function of L2. If L2,OPT is very small, the designer may trade the overall power
efficiency with L2,OPT by increasing L2.

To give a numeric example, simulations of several key parameters, such as Vind,
P2, and η, are compared with theoretic predictions, assuming the following speci-
fications: Pd = 150mW, Vdd = 12V = −Vss, Q1 = 100, Q2 = 75, VT = 0.7 V ,
f = 2.5 MHz (Figs. 27 and 28).
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Fig. 27 Required induced
voltage Vind vs. implanted
inductance L2

Fig. 28 Power efficiency η

vs implanted inductance L2

High Q Coil Design

In this section, an analytical model is presented to calculate the q of a coil with given
geometry parameters. In order to reduce the AC resistance, and thereby the Q at high
frequencies, litz wire is widely used in biomedical power telemetry to transmit both
power and data, as shown in Fig. 29.

According to (78), it is necessary to have high Q coils to boost the power effi-
ciency. In a distributed circuit model as shown in Fig. 29, the coil’s Q, inductance,
and ESR are approximately given by:

Q ≈ 2π fLAC

ESR
, (79)

LAC = LDCf 2
self

f 2
self − f 2

, (80)

ESR = RACf 4
self(

f 2
self − f 2

)2 , (81)

where LAC and LDC are the AC inductance and DC inductance of the coil, RAC is the
series AC resistance of the coil without considering any parasitic capacitance, and
fself is the coil’s self resonant frequency. As frequency approaches fself, the Q quickly
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decreases to zero. Therefore, it is crucial to make sure that fself is much larger than
the carrier frequency. As derived in [108], fself can be dramatically increased by
applying a separation layer (h) between turns. In this study, we assume that his
properly chosen such that fself is at least 3 times higher than the carrier frequency.
In this case, the assumption of infinite fself brings in less than 10% error.

In (79), (80), and (81), it is necessary to have LDC and RAC to analytically cal-
culate the Q. Accurate expression for LDC is readily found in the literature [109].
RAC can be obtained analytically by computing power losses from skin effect and
proximity effect. For litz coils, where each turn has multiple strands, the ratio of
power losses by proximity effect and skin effect is approximately given by

PPRO

PSKIN
≈ 6NtNsβχ (82)

where PPRO and PSKIN are power losses due to proximity effect and skin effect,
respectively, Nt and Ns are the numbers of turns and strands, β is the ratio of the
total conducting area over the cross section, and χ is a parameter to characterize a
coil’s geometry properties [110].

From (80), one can easily see that proximity effect induces much more power
dissipation than skin effect in a litz coil. Power dissipation by proximity effect with-
out considering any parasitic capacitance can be accurately described by Bessel
Functions [111]. Under the condition that the radius of single strand is less than or
comparable to the skin depth, the first-order harmonics of Bessel Functions are suf-
ficient to provide an accurate result. In such cases, the power dissipation caused by
proximity effect is given by

PPRO.Wind = π2d4
sμ

2
r σN3

t NsI2f

128AWind
χ (b/t) , (83)

Fig. 29 t, b, Din and Dout represent a coil’s thickness, width, inner diameter, and outer diameter,
respectively. OD and Ds are the diameters of single turn and single strand, respectively and h is the
distance between layers. In the equivalent distributed model, Li and Ri represent the self inductance
and series resistance of one turn, and CI,j denotes the parasitic capacitance between turn i and
turn j
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Table 6 Numeric values of X

b/t 0.125 0.25 0.5 1 2 4 8
X 0.41 0.62 0.86 0.96 0.86 0.62 0.41

where μr is magnetic permeability, I is the current passing through the coil, f is the
current frequency, AWind is cross-sectional area of the coil, and χ is the parameter
shown in Table 6. Therefore, the coil’s ESR at RF is obtained as

RAC = RDC
PDC + PPRO

PDC
= Nt (Dout + Din)

2σ r2
s Ns

(84)

where fh is the frequency at which the AC power dissipation is twice the DC power
dissipation. This fh can be expressed as:

fh = 4
√

2

βdsμ0σ
√
πχAWind

= 8
√

2

πd2
dμ0σ

√
NtNsχβ

. (85)

Combining Equations (79), (80), (81), (84), and (85), one can conclude that the
coil has the highest Q when the operating frequency is equal to fh. As shown in
(78), the power efficiency is strongly dependent on the Q of coils. Therefore, it is
desirable to have the operating frequency close to fh for the purpose of high power
efficiency. In real designs, however, the carrier frequency is always prechosen to
meet other design specifications. As a useful guideline, the designer can move fh
to the operating frequency according to (85) for high Q. One preferable procedure
is to change ds such that fh is close to the operating frequency with the AWind well
fitting the geometry limitations. Once AWind and β are fixed, the Q is comparatively
flat with different numbers of turns. Thereby, Nt, Ns, and even AWind can serve as
additional parameters for designing appropriate inductance to achieve the maximum
power efficiency as given by (78).

Design Example

As a design example to illustrate the high-efficiency power telemetry design, we
assume the following specifications:Vdd = 12V , Vss = −12V , Pd = 150mW,
VT = 0.7V , Dout = 6 mm, Din = 4 mm, b = 1 mm, AWind = 1 mm2. The sepa-
ration between two coils is h = 10 mm and the carrier frequency f = 2.5 MHz. To
guarantee a high self-resonant frequency, area efficiency is assumed to be β = 0.4.

To design highly efficient power telemetry, firstly, we maximize the coupling
coefficient by sweeping the loop diameter of the external coil. The maximal cou-
pling coefficient is calculated to be around 3%. Secondly, we design high Q coils at
the operating frequency by choosing proper strand diameter ds. For the implanted
coil, since the cross-sectional area AWind = 1 mm2 is given, the optimal strand
diameter ds = 45μm is chosen according to (85). Q2 is calculated to be around
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50. Thirdly, we find the optimal inductance L2 for the implanted coil using (76).
With the assumption that the primary Class E power amplifier has Q1∼ 50(switch
power loss is included), the optimal inductance L2 is calculated to be 1.91μH and
achieved by 19 turns with 12 strands. The power efficiency η is computed to be 28%
using (78).

3.4.2 Data Telemetry

DPSK Data Telemetry

For transcutaneous neural implants, it is necessary to transfer power and wireless
data simultaneously to the implant inside body from the external world. For this
purpose, a single-band approach, in which wireless data are modulated on power
carrier and sent through an inductive coupling coil, has been applied to most existing
neural implants [112–115].

However, some neural implants such as retinal prosthesis with high electrode
count (hundreds to thousands) require high power efficiency as well as high data
rate transfer [116]. If the data rate is increased in a single-band telemetry scheme,
the power efficiency will be reduced due to the quality factor (Q) of the power
amplifier. In addition to this, it increases skin absorption of electromagnetic energy
as the power carrier frequency goes higher [117]. Thus, a single-band approach is
not suitable to increase both data rate and power efficiency simultaneously.

In order to overcome these shortcomings of a single-band, a dual-band approach
was introduced in [118]. Due to separate frequencies for power and data transfer, the
trade-off between the power efficiency and the data rate is decoupled [119]. For the
data receiver design, there are three main issues that should be taken into account.
First, the interference caused by low power carrier frequency should be eliminated.
Since the Vpp of power carrier is much larger than that of data carrier, the power
spectral density (PSD) of the power carrier still remains high and interferes with
the data signal at the input of the receiver even if a high-pass filter is used. Second,
all functional blocks for the data demodulator should be fully integrated in as small
an area as possible. External components should be minimal for neural implants
because of implantable packaging reliability. Third, high data rate and high power
efficiency should be achieved simultaneously through two inductive coupling coils.
In the case of the retinal prosthesis with over 1000 channels, for instance, 2-Mbps
data rate and 100-mW power delivery are required [118].

Noncoherent Differential Phase Shift Keying (DPSK) receiver, which is based
on maximum 2 Mbps with 16 sampled and 1-MHz power carrier, was introduced
for the purpose of eliminating the power interference [120]. The data demodula-
tor, however, still has two outstanding issues; full integration and high data rate
along with high power efficiency. Therefore, this design presents a fully integrated
DPSK demodulator with increasing power efficiency twice compared to [120] while
providing max 4 Mbps.
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Fig. 30 A simplified diagram for dual-band telemetry

Receiver Architecture

Figure 30 shows a simplified dual-band wireless power and data telemetry. There
are six different coupling coefficients, named K12_ pw, K12_data, K11, K22, Kdata_ pw,
and K pw−data, between 4 coils. Among these six coefficients, the K12_ pw and
K12_data affect power and data transfer efficiencies, and the others, K11, K22,
Kdata_ pw, and Kpw−data determine the power interference to the data transmitter and
receiver [117].

In order to eliminate the interferences caused by Kpw_data and K22, differential
phase shift keying (DPSK) scheme is used in this work. The main idea of DPSK is
to detect the phase shift by comparing the current symbol with the previous symbol.
If the 180◦ phase shift is observed, it indicates “1,” and “0,” if there is no phase shift.
In more detail, the specific sample in the current symbol, Sn,m, where n is symbol
state and m is sample order, is compared with Sn−1,m, and the result appears in the
next sampling state, Sn,m+1. At that moment, the next sample, Sn,m+1, is compared
with Sn−1,m+1, and the new result comes out on the state of Sn,m+2.

In order to sample each symbol regularly, the band-pass sampling theory, which
samples the band-pass signal without down-mixing, is employed for the receiver
system, and the equation is as follows:

fs = 4fc
(2n+ 1)

= 4kfd n = 0,1,2, . . . k = 1,2,3, . .

where fs, fc, and fd present sampling rate, data carrier frequency, and data rate,
respectively [121].

Since the proposed receiver uses power carrier as data clock, higher the data
rate is, higher is the power carrier frequency. In this design, 2-MHz power car-
rier is chosen to produce 2-Mbps data rate, which the retinal implants with 1000
electrodes require [118]. By the band-pass sampling theory, the sampling rate can
be 8, 16, 24 MHz, and so on. Since the sampling rate is proportional to the num-
ber of switched-capacitor units, which occupies significant chip area, the minimum
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Fig. 31 The proposed data telemetry

8-MHz-sampling rate, which requires eight switched-capacitor units, is selected in
this work. The data carrier frequency is 22 MHz, determined by 8-MHz sampling
rate and 2-Mbps data rate.

Receiver Circuit Implementation

Figure 31 shows the block diagram of the proposed data receiver system. A 2-MHz
power carrier, passing through a clock recovery buffer, goes into the symbol edge
detector in order to generate the synchronized 2-MHz data clock, and the incoming
modulated DPSK data pass through first-order high-pass filter (HPF) to eliminate
the interference of 2-MHz power carrier. After that, the signal is amplified, sampled,
compared, and integrated through the variable gain buffer, sample and holds, com-
parator, and integrator, respectively. The detailed circuit implementation, according
to the signal sequence, is described in the following subsections.

The leftmost block in Fig. 32 shows the HPF and variable gain buffer. The capac-
itor and resistor connected to the noninverting input of the opamp functions as
first-order HPF. The gain of the buffer, which is composed of a noninverting ampli-
fier and a variable resistor, varies from 1 to 4. The operational amplifier of the buffer
has 49.5 dB of gain and 41.2 degree of phase margin.

For sample and hold units, the switched capacitors are used whose circuit is
described in Fig. 33. The digital switch control in the middle block of Fig. 32,
which divides the 8-MHz oscillator clock, generates Ph1 and Ph2 with 50-ns pulse
width and repeats every 125 ns. Figure 34 shows the timing diagram. Once Ph1 is
high on Sn−1,4, the sampled charge is stored to the capacitor in the branch III of
Array +. After one cycle, 500 ns, another sampled charge is stored to the capacitor
in the branch II when Ph1 is high on Sn,4. The subtraction between the branch II
and branch III occurs on Ph2 in Sn,4, and the comparator starts operating to decide
whether the phase shift has occurred or not. If the 180◦ phase shift is detected,
the subtraction result is finite, and the result should be zero unless there is a phase
shift.

Quantitatively, the stored charge, Q0, is C × V0 in the branch III on the Ph1 of
Sn−1,4. After 500 ns, the stored charge, Q1, is C × V1 on the Ph1 of Sn,4, in branch
II, and then on the next Ph2 of Sn,4, the subtraction, Q0−Q1, takes place. Since the
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Fig. 32 The specific functional blocks in the data telemetry

Fig. 33 The
switched-capacitor arrays

Fig. 34 Timing diagram for
the switched capacitor

total capacitance is 2C at that moment:

2C × Vm+ = C × (V0 − V1) and Vm+ = (V0 − V1) /2
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In the same time, the Vm− of the counterpart array becomes Vm− = (V1 − V0) /2.
The values of Vm+ and Vm− are applied to the input of the comparator and the
integrator, simultaneously. While the absolute value of Vm+ is always equal to the
one of Vm−, the signs are opposite. In the case of 180◦ phase shift between Sn,m and
Sn−1,m, therefore, the sign of Vm+ is changed from plus to minus or from minus to
plus, and vice versa for Vm−. If these values are directly applied to the integrator, it
will not be possible to continue pumping up or down at the output of the integrator.
By using the switches (NI1, NI2, NI3, and NI4) in front of the integrator in the
rightmost box of Fig. 32, the integrator receives the same sign on the inverting and
the noninverting inputs. If Vm+ is switched from plus to minus in the noninverting
input, for instance, NI1 and NI3 are closed by turning Psign on. On the other hand,
when the sign is changed from plus to minus, NI1 and NI3 are open, and N2 and N4
are closed by turning Nsign on, so that Vm−, which has plus sign, is connected to the
noninverting input.

In order to control the switches, the comparator should observe the replacement
of the sign and pass the result to the switches. As mentioned above, the Vm+ and
Vm−, which are smaller than the stored sampling V0 and V1, are sensitive to the
offset of the comparator. Therefore, input offset storage technique, which consists
of preamp and dynamic positive latch, is employed to reduce the offset [122]. If the
sign is changed, the output of the comparator becomes low which causes Nsign to be
on. Otherwise, the output keeps high which results in turning Psign on.

Due to the comparator, the charge, which has consecutively the same sign, is
stacked in the feedback capacitor CFB. The integrator works for three out of four
samplings and is reset for the rest of the sampling. The symbol edge detector
generates the reset pulse.

Before the reset is high, the analog output of the integrator should be switched to
a digital signal. Therefore, the bit slicer composed of dynamic positive latch is used.
The latch compares the analog output with the reference voltages, 3.2 and 1.8 V,
which are supplied by the DC generator on the chip, whenever Len of the latch is
high. NRZ data are recovered along with 2-MHz data clock through D flip-flop
followed by the bit slicer.

The symbol edge detector that is proposed in [120] is applied in this work by
reducing the number of D flip-flops in the frequency divider. 2- and 8-MHz clocks
are fed into the digital control block that generates various control signals. While
the preamble signal “010101” is detected, the symbol edge detector samples the
magnitude of the integrator every 500 ns, stores the charge on a capacitor, and com-
pares it with the previous charge on another capacitor. Once the magnitudes of these
charges are the same, the pulse generator initiates the frequency divider to produce
synchronized 2-MHz data clock.

Here, a beta-multiplier reference (BMR), which functions as a supply-
independent bias, is employed instead of a bandgap reference as the human body
temperature is relatively stable. The BMR consists of the peaking-current config-
uration [123] and is shown in Fig. 35. The 3.2-uA reference current is generated
and Vref produces independent 1.0 V on VDD. The BMR has 2.8-mV/V and 103.7-
dB static supply dependency and PSRR, respectively. The DC generator supplies
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Fig. 35 The DC generator
with BMR

1.5 VbiasN and 1.8 VbiasP bias to the input buffer, the S/H units, and comparator, and
3.2 Vrefp and 1.8 Vrefn reference to the input of the bit slicer. Furthermore, the tail
current of all amplifiers in the chip is copied from Iref.

Ultra Wideband Telemetry

Recently, FCC assigned 3.1–10.6 GHz spectrums for unlicensed use of ultra wide-
band devices to support high data rates [124]. FCC has defined the UWB devices as
one that has fractional bandwidth greater than 20% or absolute spectrum bandwidth
greater than 500 MHz. Also, there are strict regulations on spectral shape and max-
imum power spectral density of UWB transmitter to prevent the interference issues.
Impulse Radio UWB (IR-UWB) and multi-carrier UWB (MC-UWB) are the two
general categories of UWB devices. The former is more appropriate for implantable
neural-recording systems because the latter is generally suitable for multiple access
communication systems and thus has rather complex transmitters consuming high
power. IR-UWB uses simple short pulses for sending data and this makes the trans-
mitter design very simple, small-area, and low-power. Also, it can provide enough
data bandwidth due to its wideband nature. Theoretically, we can achieve data rate
of 200 Mbps for 1028-channels neural-recording systems with IR-UWB. These fea-
tures make IR-UWB the best candidate for the wireless telemetry of multichannel
neural-recording systems.

Ultra-Short Pulse Generation

In this section, we will analyze pulse-generation schemes in both time and frequency
domains. The method described here can be applied to different applications to meet
the spectral mask of the UWB band. There are various methods to generate pulses.
Among all methods using the delay-and-AND gate or delay-and-X-OR gate is the
least complex way in CMOS-integrated circuit technology [125]. The delay unit
can be realized using digital gates such as inverters, analog differential delay cells
[126], and flip-flops or controllable capacitors [127]. A general scheme for such
pulse generations is given in Fig. 36.
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Fig. 36 An IR-UWB
pulse-generation scheme

The data signal s(t) and the delayed replica sd(t) are passed through XOR gate or
an AND gate to obtain a UWB narrow pulse x(t) (e.g., x(t)= S(t).S(t−τ )). A narrow
band square wave can be represented by:

x(t) =
∞∑

n=−∞
gT(t − nTb) (86)

where Tb is the bit period and

g(t − nTb) =
{

A nTb < t ≤ (nTb + τ )
0 (nTb + τ ) < t ≤ (n+ 1)Tb

}
(87)

where A is the amplitude of the pulse and τ is the width of the UWB pulses obtained
from the delay element as depicted in Fig. 37. Manchester NRZ data are preferred
because they always have transition repeated every bid period Tb. Assuming there is
a pulse repeated in every bit period, the Fourier series of the signal in (86) is given
by [128]:

x(t) = Aτ

Tb
+ 2Aτ

Tb

+∞∑
k=1

sin (πkτ/Tb)

(πkτ/Tb)
cos (kwt) (88)

Fig. 37 Timing diagram for
UWB pulse generation
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Fig. 38 Waveforms for UWB square waves

The signal includes a DC term and the fundamental frequency together with har-
monic frequencies. As can been seen, a rectangular UWB pulse has a sinc envelope
as a coefficient. The first zero of sinc(x) will occur at x= π , that is, n= Tb/τ in (88).
It corresponds to a frequency of n/Tb or 1/τ . This first zero defines the distribution of
the UWB signal in frequency domain as well as the number of the discrete spectral
components. Figure 38 shows waveforms for UWB pulses with two different widths
that are obtained from the circuit design. Spectrum plots are for the pulses that have
the width of 2 ns (Fig 38a) and 500 ps (Fig 38c). Since the design targets a data rate
of 100 Mbps, Tb = 1/100 MHz = 10 ns. If we select the pulse width τ = 2 ns, the
number of spectral components is therefore Tb/τ= 5 (Fig. 38(b)). When τ = 0.5 ns,
the number of spectral lines is 20 (See Fig. 38). The distance between two spectral
lines defines the data frequency (i.e., 100 MHz).

The best value for the delay is τ = Tb/2. It results in the maximum power for the
discrete spectral lines at the symbol rate frequency [128]. Using (88), the amplitude
of the spectral lines become inversely proportional to their frequencies (amplitudes
= 2 A/kπ ). In the UWB transmission, the power spectrum of these discrete lines
should be lower than that of the allowed spectral mask by the UWB regulations.
That is why it makes it easy to have both A and the delay τ in (88) to control the
power level of the signal such that it will fall within UWB spectral mask. Another
observation is that once τ is arranged, increasing the bit period Tb yields a large
number of spectral lines as illustrated in Fig. 38.

The square pulses x(t) are passed through a pulse-shaping filter to decrease inter
symbol interference (ISI) during transmission. Since square waves cause higher ISI,
a pulse-shaping filter is used. A Gaussian pulse in UWB is generated after the pulse-
shaping filter. In practice, one or more order high-pass filter is used to obtain such
a shape [125]. If we look into (88), we see rectangular-shaped data extend over an
unlimited frequency band. When a high-pass filter (HPF) is used, the UWB fre-
quency from 3.1 to 10.6 GHz frequencies can be selected. However, for the UWB
band of 0–960 MHz, a low-pass filter should be used. In the frequency domain, the
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distance between two discrete spectral lines is 1/Tb=100 MHz. Note that the data
information is contained in these discrete spectral lines at 1/Tb (Fig. 38.). When
one of the UWB bands shown in Fig. 38 is transmitted, a narrow bandwidth band-
pass filter (BPF) is used at the receiver site to obtain one of the spectral line for the
symbol detection.

CMOS UWB Transmitter Design

There are two common transmitter categories used for UWB technology. The trans-
mitters in the first category include a pulse generator and an up-converter that uses a
mixer and a local oscillator (LO) to transfer the based band signal into UWB band.
The transmitters in the second category consist of a pulse generator and a pulse-
shaping circuitry only where the pulse directly falls in the UWB band. In those
transmitters, there is no need for a mixer and LO that significantly reduces the com-
plexity and power consumption of the transmitter [129]. Since the transmitter in this
application does not require a multiaccess communication protocol and the power
consumption is the most critical design specification, the second type of transmitter
design techniques is used for our multichannel neural-recording system.

Figure 39 is the block diagram of the IR-UWB transmitter. The first stage of the
transmitter is an encoder. The encoder enables the receiver to recover clocks directly
from the encoded data and also to distinguish the data from different channels. The
encoded data are then passed to a narrow pulse generator. The pulse generator circuit
used is shown in Fig. 40. In this circuit, a pulse width is adjusted by control voltage
Vc. Generated pulses are passed through the pulse-shaping filter to fit them into the
FCC emission mask and to eliminate the transmission of unnecessary bands.

Unlike other UWB applications, power amplifiers are not necessary due to the
low transmitted power and short distance range in neural-recording systems. Instead,
a wideband-matching filter is used to regulate the transmitted power.

The transmitter can be configured to different pulse modulation schemes: on-
off keying (OOK), pulse-position modulation (PPM), and binary phase shift keying
(BPSK). A signal OOK_in is generated by passing the NRZ and Manchester NRZ
baseband signals through an AND gate. As shown in Fig. 41, when the signal
OOK_in is given to the pulse generator circuit depicted in Fig 6, x(t) will be an
OOK-modulated signal (Fig. 41). During the bit “1,” a pulse is transmitted and

Fig. 39 Block diagram of IR-UWB wireless transmitter
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meanwhile there is no pulse during the bit “0.” The PPM signal is generated as fol-
lows. Manchester NRZ is passed through the pulse-generation circuit. The resulting
narrow pulses are added (using XOR gate) with the OOK UWB to obtain PPM
UWB in Fig. 41. As can be seen, the pulse position is different for bit “1” than that
of bit “0.” The bits are positioned such that to make the bit detection easier at the
receiver site. To generate a BPSK signal, the pulse is inverted by 180◦ when the bit
is “0.”

4 System Design Examples

4.1 Recording: 128-Channel Wireless Neural-Recording System

A multichannel neural-recording system is used in neuroscience experiments to
study complex neural networks of animals in their natural environments [130]. It
is also a critical component in brain-computer interface used for cortical-controlled
neural prosthetics, which has a wide range of applications such as upper and lower
limb prostheses [131–134], bladder and bowel movement control for spinal cord
injury (SCI) patients [135–136], respiration control for SCI patients [137], and hand
grasping function restoration [138].

To support these applications, a neural-recording system has to meet challenging
requirements imposed by the environment. First, it should be able to record a large
number of channels simultaneously; and high-resolution recording can advance fun-
damental neuroscience studies and has the potential to improve the performance of
neural prosthetic devices. Second, a wireless telemetry that transmits recorded neu-

Fig. 40 Circuit used for pulse generation and modulation selection
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Fig. 41 Time diagram for
PPM and OOK modulation

ral data is preferable, because tethering wires impose significant restrictions on the
subjects and inhibit free movement in their natural environment. Third, on the fly
processing of neural data is necessary to enable prosthetic devices functioning in
a real-time. In addition, a fast processing capability removes the necessity of stor-
ing the large amount of raw data. Fourth, the specifications of the recording system
should be designed with programmability and versatility that accommodate a wide
range of bio-potentials in different applications. Finally, power consumption and
chip area have to be optimized due to the limited space available at the record-
ing site and the system should be powered wirelessly or operated on rechargeable
battery.

Several neural-recording ICs previously reported in literature can support
simultaneous multichannel recording [139–141], wireless data telemetry (spike
information for 100 channels and raw data for one channel) [142], and on-chip
spike detection [142, 143]. However, one of the major limitations of previous sys-
tems in the literature is that it allows recording from only a subset of the electrodes
to be recorded simultaneously and transmitted to the outside mainly due to the lim-
ited bandwidth of the wireless telemetry. Many systems are not optimized and have
unnecessary increase in power consumption and chip area. Although there have
been several systems that have integrated functions of recording, processing (spike
detection or spike feature extraction), and wireless telemetry [142, 144–145] with
multiple ICs, a fully integrated IC with simultaneous recording, on-chip spike detec-
tion and feature extraction, and low-power wireless telemetry that can support raw
data from more than 100 channels has not been reported.

To overcome the limitations of previous works, we present an integrated low-
power IC that can record, process, and wirelessly transmit neural signals in
real-time. This chip is able to simultaneously record and transmit raw data from
128 channels [146] wirelessly and serves as the core hardware for applications
mentioned above when combined with additional components.
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4.1.1 Chip Architecture

The chip has eight 16-channel front-end blocks. Each block consists of amplifiers,
a multiplexer, and an ADC. The front-end blocks are followed by a data-serializing
circuit, a DSP unit for spike detection and feature extraction, a digital MUX, an
encoder, and a UWB transmitter (Fig. 42). On-chip bias generators provide DC
bias voltages to the front-end blocks. At front-end, weak and noisy neural signals
from electrodes are amplified by self-biased, fully differential preamplifiers and
time-multiplexed by an analog multiplexer (Fig. 43). A second amplifier provides
additional gain for the proper operation of the subsequent ADC. A successive-
approximation-register (SAR) ADC is used to digitize the 16-to-1 time-multiplexed
analog signal. The amplifiers are designed to have programmable gain and band-
width to meet the requirements of various biological experiments. There is a
trade-off between power and area because as we increase the number of channel
per one ADC, the chip area decreases while the power consumption increases due to
the increased multiplexer loading [147]. A careful analysis shows that the power and
area product is minimized when 16:1 multiplexer is in the technology used [147]. A
sequential turn-on method in the front-end blocks is utilized to save power. Two of
the 16 channels are fully turned on at any given time, which leads to 71% additional
power reduction when using this technique. For example, only the first and second
channels are fully turned on when a sample from the first channel is being digitized
(Fig. 43). At the next clock cycle, when the ADC accesses second channel, first
channel is turned off and third one is turned on instead. In this technique, only the
buffer to drive the analog multiplexer and ADC is sequentially turned on, and the
preamplifiers, which draw very small current compared to the buffers, are always
turned on.

For an electrode with resistance of 1 M� operating at 27◦C with a 20-kHz record-
ing bandwidth, the RMS noise voltage is 18.2 μV according to Nyquist’s formula.
In general, the magnitude of extracellular spikes is within 1 mV, resulting in a
35-dB signal-to-noise-ratio (SNR) of the input signal. With this estimated noise
figure, we designed our ADC to have a 9-bit resolution after a conservative mar-
gin [147]. The sampling rate of one channel is chosen to be 40 k sample/s to avoid
aggressive interpolation of spike samples, producing data rate as below.

40ksample/s/channel× 128channels× 9bits/sample = 46.08Mbit/s (89)

The 9-bit sampled data from eight front-end blocks are fed into digital data-
serializing circuits or a DSP engine for spike feature extraction according to the
mode setting. The chip can operate in one of the two modes. In streaming mode, all
the sampled data from eight front-end blocks are fed into the digital data-serializing
circuits and serialized by blocks resulting in 9-bit parallel digital data stream. This
9-bit data are expanded to 16-bit data to include 7-bit filler data for channel sep-
aration purpose at the receiver side and serialized again in the encoder. This final
serialized data at the rate of 81.92 Mbps are then Manchester coded at the UWB
transmitter to generate UWB pulses, which are transmitted through an off-chip
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Fig. 42 Block diagram of the integrated neural-recording system

UWB antenna. A pulse-shaping filter is used to ensure that the emitted power spec-
trum of the UWB pulses is under the FCC regulation mask. When operating in
DSP mode, a selected channel is connected to the on-the-fly spike feature extraction
block and the features are transmitted wirelessly for further processing.

The clock signal of 81.92 MHz is applied to the chip externally and the on-
chip internal clock generation circuit provides appropriate clock signals for each
circuit block as shown in Fig. 42. In this design, we chose to use an off-chip crystal
oscillator that can supply the required clock signal with a sufficient accuracy. The
physical dimension of the commercial available crystal oscillator is small enough to
be integrated with this chip in a hermetic sealing to form a higher-level system.

4.1.2 Front-End Block Design

The preamplifier (Fig. 44) uses AC-coupling at the input to reject the large DC
offset occurring at the electrode-tissue interface [142]. The gain of the preamplifier
is 40 dB, which is set by the ratio of feedback capacitances C1/C2. The second
amplifier with a noninverting resistive negative feedback provides an additional gain
of 17–20 dB according to external controls. C1 and C2 were chosen to be 20 pF and
200 fF resulting in differential input impedance of 16 M� at 1 kHz. The high-
frequency roll-off of the preamplifier is configurable from 2 to 20 kHz in 16 steps
by varying the load capacitance CL. The low frequency roll-off is tunable from 0.1
to 200 Hz by changing the gate voltage VB of the NMOS used as bias resistors. The
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Fig. 43 Schematic of 16-channel front-end blocks (Sequential turn-on scheme is used to reduce
the power consumption)

gate voltage provided by the bias generator is adjustable from 600 mV to 1 V by
50-mV steps. The adjusting range and the step size of VB are designed to achieve
the target programmability of low frequency roll-off in the presence of the process
variations.

Operational transconductance amplifiers (OTA) have critical effects on the over-
all performance of the preamplifier. A high common-mode rejection ratio (CMRR)
is preferred to suppress the 60-Hz power interference in the neural recordings [148],
which makes the preamplifiers saturated and disables signal processing at the later
stages of the system. A proposed fully differential self-biased OTA [149] shown in
Fig. 44 enables a 90-dB CMRR and a 80-dB power supply rejection ratio (PSRR)
with 4.9-μVrms input referred noise integrated from 0.1 Hz to 20 kHz. To improve
the common mode noise rejection, a fully differential output signaling was chosen.
A common mode feedback (CMFB) circuit is not required because the output com-
mon voltage level is self-biased by the negative feedback leading to low power and
small area of the preamplifier.

Each preamplifier and buffer draws 2 and 20.3 μA respectively, to drive the
analog multiplexer when it is turned on by the sequential turn-on control signals,
leading to an average current of 2.54 μA. The second amplifier draws 40.6 μA to
drive 10-pF input sampling capacitance of the SAR ADC.

Care was taken to minimize the coupling noise from adjacent channels. All
input signal lines that connect the inputs of the preamplifiers to bonding pads were
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Fig. 44 Schematic of preamplifier and OTA used

shielded by quiet ground lines. In addition, the space between input signal line and
shielding line was determined so that the metal parasitic capacitance is small enough
not to affect the input impedance of the preamplifiers.

Fig. 45 Schematic of fully differential SAR-ADC and comparator used
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SAR ADC is well suited for low-power and small-area applications because it
requires minimal amount of analog circuitry [150]. The resolution of the ADC can
be adjusted from 6 to 9 bits by external control signals. The total sampling capaci-
tance of the SAR ADC is 10 pF and the power consumption is 14 μW, which is very
small compared to other analog circuits. To reject common mode noise, the ADC is
designed to digitize differential signal directly. The block diagram of the SAR ADC
is given in Fig. 45. The on-chip DC voltage generators supply the reference volt-
ages, and the voltage levels controlled by the external control signals are variable
from 100 mV to 500 mV by 50 mV steps. The comparator of the ADC is based on
track-and-latch comparator and its schematic is also shown in Fig. 45. The sizes of
the transistors N1, N2, N3, N4, P1, and P2 can directly affect the offset of the ADC
and therefore are chosen large enough to guarantee that offset is only a few least
significant bits (LSBs) when minimum reference voltage is applied.

4.1.3 Neural-Signal Processing Engine

The recorded neural signals by a single electrode may contain spikes from multiple-
firing neurons. Spike sorting is the procedure to attribute spikes to individual
neurons and recover the encoded information in the neural signals. Spike sorting is
challenging due to several factors, such as the presence of unresolved neuronal activ-
ity and similarity in recorded shapes. Training may be required when the electrodes
move, and this could be frequent in certain applications [151]. The frequent training
over a large amount of recording channels significantly increases the computational
power and memory required [152]. Thus, for an implantable neural-recording sys-
tem where the hardware needs to be integrated and miniaturized, power and area
efficient algorithms are advantageous.

Figure 46 shows the overview of the algorithm that enables on-chip spike feature
extraction. The 9-bit ADC output containing the time-multiplexed neural signals is
fed to the spike detector, where spikes are detected by using a nonlinear energy
operator (NEO) [153, 154]. This method is particularly effective when detect-
ing a spike with localized high frequency and instantaneous energy. According to
[155], a derivative-based frequency-shaping filter significantly attenuates the low-
frequency noise and helps differentiating similar spikes from different neurons. As a
complementary approach to principle component analysis, spike feature extraction
algorithm based on informative sample set was first reported in [156] to identify
uncorrelated local features. This concept requires only a subset of samples contain-
ing the necessary information to cluster the data. Intuitively, a sample is considered
to be informative if the superimposed spikes can be classified into multiple clus-
ters by evaluating the sample alone. Combining derivative operation and sample
selection, improved sorting results were demonstrated in [156]. As a preliminary
implementation to our feature extraction algorithm [157], the peaks of the original
spike waveforms and maximum and minimum values of their first derivatives are
used as the features to classify spikes. The choice of this simplified sample set for
implementation is based on three reasons. First, it requires small computation and
little memory [157]. Second, samples during the fast transition period frequently
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exhibit high information score [156]. Third, obtaining these three features requires
no training.

Figure 47 shows the block diagram of the proposed on-the-fly spike-detection
and feature extraction engine. The feature extraction engine is operated in event
basis. If a spike event is recognized, the feature generation engine is reset and then
extracts features. In this implementation, a subset of samples include the positive
and negative peaks of the spike derivative and spike heights are chosen as the fea-
tures for clustering. The final feature scores along with event-timing information
are packed and output through the coder and packer. These procedures, including
detection, filtering, feature extraction, and coding, are operated in parallel to meet
the real-time requirement.

4.1.4 UWB Telemetry

Although there are several communication standards for biomedical applications,
most of them cannot provide enough bandwidth for simultaneous recording from
more than 100 channels. For example, MICS band, which is allocated for the unli-
censed use of implantable devices, allows only 300 kHz for data transmission. Other
wireless technologies such as Wi-Fi and Bluetooth cannot be used directly due to
the power and area constraint of the implanted device. Therefore, there is a need
for higher-bandwidth data transmission telemetry that consumes low power and
occupies less physical area.

Fig. 46 Proposed spike sorting algorithm
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Fig. 47 Block diagram of an
on-line spike sorting engine

UWB is a recently formed wireless technology that is used for low/high data
rate wireless personal area network (WPAN) and short-range applications. It has the
widest bandwidth (3.1–10.6 GHz) among all technologies and the smallest emission
power density (–41.3 dBm/MHz), providing an opportunity for a wideband wireless
telemetry for neural-recording systems. Although the reported receiver designs of
UWB systems have been consuming more power than those of narrow band commu-
nications [158], in our neural-recording applications the implanted device requires
only a transmitter and the receiver is outside the body, unlike the other short-range
applications. Hence, the transmitter power consumption and complexity have been
traded-off with that of the receiver as the receiver is located outside and its power
consumption and size are not crucial. This greatly simplifies the complexity of the
implanted telemetry design leading to reduction in power and area.

In this system, impulse radio-based UWB (IR-UWB) is employed as the tar-
geted application does not require a multiple access communication, which requires
complex transmitters consuming high power [159–160]. In IR-UWB, short pulses
are generated for sending data, and both the center frequency and bandwidth of
the pulse do not have to be very accurate. Such a process is simple to design in
CMOS technology resulting in a very simple, small-area, and low-power trans-
mitter design while providing enough data bandwidth because of its wideband
nature.

Figure 48 shows the block diagram of the UWB transmitter. The sampled and
serialized data are Manchester encoded first and then either on-off keying (OOK) or
pulse-position modulation (PPM) is employed to generate short pulses. The redun-
dant fillers are set to all “1” for channel, and all “0” for other channels in case of
PPM, and the fillers for channel are set to 7-bit “logic low” of Manchester cod-
ing in case of OOK (Fig. 49). Therefore, the final maximum pulse repetition rate
at the UWB transmitter output is twice the output data rate, 163.84 M pulses/s in
case of using PPM and the same as the output data rate, 81.92 M pulses/s for OOK.
A short pulse generator is based on a simple edge detector [161] and the circuit
implementation is shown in Fig. 48. The pulse width can be controlled from 180
to 980 ps by an external control voltage VC for adjusting the transmitting power.
The generated short pulses are then passed through a high-pass filter to remove
low-frequency component of the pulses and for the transmitting power to fit under
the FCC emission mask. The filtered pulses are finally fed into the off-chip UWB
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Fig. 48 Block diagram of on-chip UWB Tx, and UWB Rx with photo of its implementation using
off-the-shelf components

antenna. Because of the high-frequency nature of the UWB, the size of the antenna
is small enough to be implantable or to be carried by the animals.

The UWB receiver was built from off-the-shelf components (Fig. 48) since it is
outside the biological objects. The signal received by an UWB antenna is passed
through 1-GHz band-pass filter (BPF), whose center frequency is 4 GHz, to remove
the interfering signals from other narrowband wireless devices. The signal is then
amplified by the low-noise amplifier (LNA) stages, which plays a critical role in
determining the maximum distance between the implanted transmitter and receiver
outside the biological subject. An RF diode and a low-pass filter (LPF) down convert
the UWB signal to a low-frequency one by performing envelope detection, and the
digital data are finally recovered by FGPA (Fig. 48).

4.1.5 Test Results

The IC was fabricated in a 0.35-μm 4M2P CMOS process and the chip size is
8.8 × 7.2 mm2 (Fig. 50). The measured power consumption of the entire chip is
6 mW from ±1.65 V when operating in streaming mode. The 8 front-end blocks
consume 50% of the total power. The UWB TX consumes 1.6 mW with PPM mod-
ulation. The power consumption of the DSP block is only 0.1 mW. Waveforms at
the output of amplifier, spike sorting, UWB TX, and UWB RX were monitored by
the built-in test circuits (Fig. 51).
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Fig. 49 Data format of the UWB transmitter

4.1.6 60-Hz Power Interference Issue

60-Hz power interference is a critical issue in biomedical instrumentation. It often
makes the amplifier saturated that no further processing is possible. The power line
interference occurs mainly due to capacitive coupling between the power line and
any node of the recording system [162]. Power line interference caused by magnetic
couplings is easily solved by reducing the size of the loop [162], which induces
interference. A lot of studies have been made [148, 163–166] to obtain an equiv-
alent circuit model to understand and eventually find out a practical solution for
neural-recording applications. However, most of the work was focused on nonin-
vasive recording system such as electrocardiogram (ECG), electroencephalography
(EEG), and electromyography (EMG). The recording environment of implantable
neuroprosthetic devices is quite different from those of noninvasive recordings and
thus a new model to analyze the phenomena is required. It is important to devise
practical solutions rather than to put a notch filter at every recording channel because
the notch filter to eliminate the 60-Hz interference usually takes up large area and
power consumption for implantable devices. The model also should consider the
multichannel effect since most of the neuroprosthetic devices target high-density
recording. A complete analytical model is developed [167] and can be used for that
purpose.
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Fig. 50 Chip photo and performance summary

Fig. 51 Measured output waveforms of the chip
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4.2 Stimulation: 256-Channel Retinal Prosthesis Chip

Each year over 70,000 new patients are reported legally blind in the United States
due to the most common retinal degenerative diseases, retinitis pigmentosa and
age-related macula degeneration [168]. Applying electrical pulses to retina made it
possible for the patients to elicit visual perceptions [168]. Thus, prosthetic devices
based on epiretinal [169–170] and subretinal [171] implants have been proposed and
evaluated clinically. Experiments show the patients with 4 × 4 epiretinal prosthe-
sis can perform simple visual tasks like identifying objects and detecting motions
[172]. More complex visual functions such as finger count and mobility without a
cane require at least 200 pixels; face recognition and reading require even more than
1000 pixels [168], imposing several challenging design issues.

As the number of stimulating electrodes increases, the physical dimension of
those electrodes must be scaled down due to the limited size of the fovea area,
leading to higher electrode impedance. Therefore, high-compliance voltages up to
30 V are inevitable [168] for the current stimulating output stages. Also the amount
of the power and data to be delivered wirelessly to the implant increases with the
number of pixels. Both 100 mW power and 2 Mbps data rate (19 bits/pixel ×1024
pixel/frame ×100 frame/s) are necessary for epiretinal prosthesis with more than
1000 pixels [169]. Since space constraint on the implant site severely limits the chip
size and implant system package footprint, it is preferred to have a single-chip solu-
tion that integrates as many components as possible. In addition, the flexibility of
the stimulator is desired for the proper operation of the implant in patients with dif-
ferent thresholds. The footprint limitation and available high-voltage process allow
us to design a fully integrated 256-pixel epiretinal chip. This section presents the
mixed-mode, mixed-voltage design of the chip fabricated in 32-V CMOS process.

4.2.1 System Architecture

The epiretinal prosthesis is composed of an external camera, a signal-processing
unit, power and data Tx, intraocular Rx coils, a retinal IC, and a stimulating elec-
trode array on inner retinal surface. The coils, IC, and electrode array are sealed
in a hermetic package. The chip consists of a dual-band telemetry unit, a reverse
telemetry, a global digital controller (GDC), and 256 stimulators. The dual-band
telemetry employs two separate coils to optimize both power and data link for deliv-
ering 100-mW and 2-Mbps forward data [169]. A full-wave rectifier composed of
on-chip diodes (D1–D4) and off-chip storage capacitors (CS) generate unregulated
voltages of ±13 V and ±2.8 V from a 2-MHz power carrier, and regulators gener-
ate 4 supply voltages of ±12 V and ±1.8 V. The 2-Mbps data are recovered by a
first-order HPF and a demodulator, and then delivered to the GDC where CRC and
flexible data packet parser are developed to trade-off between pixels drop rate and
data bandwidth. A packet can carry as small as one pixel data in a noisy channel to
reduce pixel drop rate, or as big as all 256-pixel data in a clear channel to reduce
the error-detection code overhead. The stimulation parameter data are distributed
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Fig. 52 System block diagram

to pixels via global data bus. Each pixel responds only to data on the bus with a
corresponding ID address (Fig. 52).

4.2.2 Stimulator Pixel Design

The schematic of stimulator pixels is shown in Fig. 53. A pixel consists of a local
digital controller (LDC), level shifters, a 4-bit current steering DAC, a variable gain
current mirror (VGCM), a current output stage with a charge cancellation switch,
an ESD protection unit, and an area pad. As the reference current of the DAC is
0.333 μA, the output current of the DAC ranges from 0 to 5 μA in 16 steps. VGCM
has a variable gain of 1 to 10 and the output stage has an additional gain of 10,
resulting in a maximum output current of 500 μA. A high-voltage (HV) PMOS tran-
sistor is employed as a charge-cancellation switch to remove any residual charge on

Fig. 53 Schematic of a stimulating pixel with high-compliance voltage
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the electrodes and a pair of back-to-back diode is used as an ESD protection unit.
To achieve high-compliance voltage at the output, HV transistors with breakdown
voltage of 32 V are used, while DAC, VGCM, and LDC are built exclusively with
low-voltage (LV) transistors. LV p-substrate biased to –1.8 V is isolated from the
wafer substrate. This prevents LV transistors from malfunction caused by the noise
in the wafer substrate due to significant ripples on unregulated voltage of −13 V.
Also, the output stage using HV transistors is isolated from the wafer substrate and
the HV p-well is biased to−12 V as shown in Fig. 53. Protecting transistors (Fig. 53)
is connected to between the VGCM and HV transistors, making it possible to use
LV transistors for DAC and VGCM and to reduce the overall size of the pixel by
eliminating level shifters for DAC and VGCM control. By placing the ESD, the
charge-cancellation switch, and parts of the output stage under the 100×100
μm2area pad, which is composed of metal 4 through metal 6, the pixel size is
reduced by 13.5% with this Circuit-Under-Pad (CUP). With a timing controller,
the LDC is able to generate highly flexible stimulation waveforms. Each pixel has a
timing unit and can be independently programmed to generate various stimulation
pulse waveforms with different starting time. Programmable starting time is a mech-
anism to evenly distribute the stimulation of all pixels in the entire frame period. In
addition, dual clock is employed in LDC to reduce static power consumption.

4.2.3 Dual-Band Power and Data Telemetry Design

To overcome interferences due to the coupling of data and power coils, the paper
[173] proposed a noncoherent differential phase shift keying (DPSK) Rx at 16-MHz
sampling rate to recover 2-Mbps forward data from a DPSK signal at 20-MHz car-
rier. In this work, the sampling rate is 8 MHz rather than 16 MHz, thus reducing
the number of switched-capacitor arrays and accordingly the chip area and power
consumption. Band-pass sampling theory allows the system to use a 22-MHz data
carrier and a 2-MHz power carrier while providing 2-Mbps forward data. All recti-
fied inputs of the regulators are directly derived from cascaded resonant tank, which
avoids voltage conversion from±13 V to±2.8 V and the associated power loss. By
tapping the power coil to generate the low voltage instead of using an additional one,
the space occupied by the inductor coil at the implant side is reduced and more than
50 mW power is saved compared to the conventional method with a single resonant
tank and voltage conversion.

5 Summary

The design methodology and example designs of microelectronics for neuro-
prosthetics have been presented. The device has quite a different requirement
and constraint imposed by the unique operating environments than other pure
electronics-oriented applications and thus requires the system designer to consider
those constraints collectively and find out the optimal system parameters rather than
just to focus on achieving best state-of-the-art performance in each circuit block. In
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this chapter, we investigated a way to achieve the goal systematically together with
the design results. Basic circuits were explained first and how to organize those cir-
cuits to achieve a certain function was presented with emphasis on trade-off between
various system parameters. Multichannel wireless recording system and state-of–
the-art retinal prosthesis chip were discussed as examples of entire system design.
Although there are technical issues and challenges to be solved for the complete neu-
roprosthetic device to treat various diseases and disabilities, the technical innovation
occurring in various fields of electronics will eventually overcome those obstacles
and will contribute to the human society.
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Microchip-Embedded Capacitors
for Implantable Neural Stimulators

Orlando Auciello

Abstract Miniaturization of microchips for implantation in the human body (e.g.,
microchip for the artificial retina to restore sight to people blinded by retina pho-
toreceptors degeneration) requires the integration of high-capacitance (≥ 10 μF)
energy-storage capacitors into the microchip. These capacitors would be based
on high-dielectric constant layers, preferably made of materials that are bioinert
(not affected by human body fluids) and are biocompatible (do not elicit adverse
reactions in the human body). This chapter focuses on reviewing the work being
done at Argonne National Laboratory (Materials Science Division and Center for
Nanoscale Materials) to develop high-capacitance microchip-embedded capacitors
based on novel high-K dielectric layers (TiAlOx or TiO2/Al2O3 superlattices). The
microchip-embedded capacitor provides energy storage and electromagnetic sig-
nal coupling needed for neural stimulations. Advances in neural prostheses such
as artificial retinas and cochlear implants require miniaturization of device size to
minimize tissue damage and improve device/tissue interfaces in the human body.
Therefore, development of microchip-embedded capacitors is critical to achieve
full-implantable biomedical device miniaturization.
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1 Introduction

Currently, the complementary metal-oxide semiconductor (CMOS) field-effect tran-
sistor (FET) made from silicon is one of the most important electronic devices in the
integrated-circuits (IC) industry. This has arisen because the performance of CMOS
devices has continued to improve over a 40-year time span according to Moore’s
Law of scaling. The size keeps on decreasing as the number of devices on an inte-
grated circuit increases. However, the scaling law, based on an all-Si technology, is
reaching a limit.

The scaling of CMOS transistors has reached a limit imposed by the silicon diox-
ide (SiO2) layer, used as a gate dielectric, because in the next generation of CMOS
devices with nanoscale gate dimensions, the SiO2 layer needs to be as thin as 1.4 nm.
For this gate thickness, the leakage current through the SiO2 layer is too large (≤ 1
Acm−2 at 1 V) due to direct tunneling of electrons through the SiO2, so that power
dissipation increases to unacceptable values.

It has been determined that SiO2 needs to be replaced with a physically thicker
layer of oxides of a higher dielectric constant (K) material, or “high K” gate oxides
[1–8]. The maximum current density in interconnects between transistors resulted in
the replacement of aluminum with copper as the conductor. The FET “gate stack,”
which is the gate electrode and the dielectric layer between the gate and the silicon
channel, is now the most serious problem.

Concurrently with the need for high-K dielectric layers for CMOS, there is
also a need for high-K dielectric layers for capacitors that can be embedded into
implantable microchips to provide energy storage and electromagnetic signal cou-
pling capacitors needed for neural stimulations. Advances in neural prostheses such
as artificial retinas and cochlear implants require miniaturization of device pack-
age size to minimize tissue damage and improve device/tissue interfaces in the
human body.

2 Design and Process Considerations for Oxide Films
for Microchip-Embedded Capacitors

2.1 Materials for High-Dielectric Constant (K) Layers

Many materials systems are currently under consideration as potential replacements
for SiO2 as the gate dielectric material for sub-0.1-μm CMOS technology. A sys-
tematic consideration of the required properties of gate dielectrics indicates that the
key guidelines for selecting an alternative gate dielectric are (a) permittivity, band



Microchip-Embedded Capacitors for Implantable Neural Stimulators 333

gap, and band alignment to silicon, (b) thermodynamic stability, (c) film morphol-
ogy, (d) crystalline or amorphous, (e) interface quality, (f) compatibility with the
current or expected materials to be used in processing for CMOS devices, (g) pro-
cess compatibility, (h) defects, and (i) reliability. Many dielectrics appear favorable
in some of these areas, but very few materials are promising with respect to all of
these guidelines [3].

The candidate high-K materials are Si3N4 [9, 10], Al2O3 [11–13], Ta2O5 [14–
16], TiO2 [17, 18], SrTiO3 [19, 20], ZrO2 [21, 22], HfO2 [23–25], HfSiO4, La2O3
[26], and α-LaAlO3, Pr2O3 [27, 28]. The relationship of static dielectric constant
(K) versus band gap of some of the candidate gate oxides is shown in Fig. 1. The
materials bonding, electrical behavior, the microstructure, physical properties, and
chemistry of these oxides have been investigated as the gate oxide in CMOSFET.
However, the oxides materials need to be further optimized or new materials need
to be developed.

Fig. 1 Static dielectric
constant vs. band gap for
candidate gate oxides,
(Reproduced with permission
from [29] Copyright 2000,
AVS: Science & Technology
of Materials, Interfaces, and
Processing)

Among high-dielectric oxide materials, TiO2 attracted much initial attention,
because of its relatively high dielectric constant (K > 50). However, its applica-
tion as gate dielectric was hampered primarily due to its high leakage current as a
result of a close zero offset barrier to Si [29]. On the other hand, extensive stud-
ies of Al2O3 as gate dielectric have recently been performed, since Al2O3 exhibits
the largest band gap (Eg = 8.8 eV) next to SiO2 with a conduction band offset of
2.8 eV with respect to Si, and thermodynamic stability at the interface with Si sub-
strate. The drawback of Al2O3 is its relatively low dielectric constant compared with
other leading alternative gate oxide materials.

It has been observed that the conduction-band offset generally increases with
decreasing dielectric constant. As a result, a trade-off between the dielectric constant
and the offset barrier height is most apparent at intermediate dielectric constants
(12<K<20). [30]. Materials in that range such as HfO2 and ZrO2 and their sil-
icates are the forefront candidates currently investigated for the next generation
of gate oxides. However, to meet the long-term development requirement for the
next generation of nanoscale CMOS gates and high-K dielectric capacitors, higher
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dielectric constant is always favored. In addition, it would be ideal if there is a
material that can fulfill the double functionality of high-K dielectric for the next
generation of nanoscale CMOS devices as explained below, microchip-embedded
capacitor layer and hermetic bioinert encapsulating coating for microchip protection
for implantable biomedical devices.

We determined that a hybrid structure including TiO2 and Al2O3 might create a
novel material with the highest dielectric constant (K > 30) among the amorphous
oxides envisioned for the next generation of alternative gate oxides, low tunneling
leakage, relatively large barrier offset, and low density of interfacial state to enable
its application in the next generation of CMOS nanoelectronics.

For the next generation of integrated circuits, the thickness of the SiO2 gate (K
= 3.9) that has been the gate material since the invention of the integrated circuit
will need to be ≤ 1 nm (i.e., 10 Å) thick. Even if a pinhole-free SiO2 layer could
be produced at such thickness, electrons would tunnel from the conduction layer in
the Si substrate into the electrode layer (Fig. 2) resulting in a high direct tunneling
current that will render the device non-operational. The only solution to this problem
is to replace the SiO2 layer with another dielectric material with high dielectric
constant (K). This would allow us to keep the physical thickness of the oxide layer
at a suitable value to provide a good insulator layer with high capacitance, low
leakage, high voltage break-down field, low interface density of states, and good
overall electrical properties.

Fig. 2 Schematic of
field-effect transistor. As the
gate length shortens, the area
(A) is reduced and the gate
thickness (t) needs to be
reduced to keep the
capacitance constant

2.2 TiAlOx or TiO2/Al2O3Superlattice Oxide Layers

Various groups are currently working on alternative high-K layers such as HfO2,
ZrO2, Al2O3 and many others or combinations of those mentioned above. However,
these gate oxide candidates exhibit only a short-term development potential and
do not have all the properties required for the next generation of high-K layers.
Particularly, all of those dielectric oxides mentioned above have lower dielectric
constant (K < 22) than the new alloy we are proposing here. Our TiAlOx alloy oxide
or TiO2/Al2O3 superlattice layers have the potential for providing a higher dielectric
constant (K ≥ 30) than all other alternative layers currently under investigation plus
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all other critical parameters mentioned above that will put our proposed high-K
layers at the forefront of all amorphous gate oxides considered today (Fig. 3.) for
the next generation of nanoscale CMOS devices. In fact, recent work performed
by our group at Argonne demonstrated a TiAlOx layer with the highest dielectric
constant among all amorphous oxides and the thinnest equivalent oxide thickness
demonstrated today for amorphous high-K dielectric layers [31].

Fig. 3 Next-generation
CMOS devices need a
breakthrough in high-K films.
TiAlOx or TiO2/Al2O3
superlattice layers push the
research frontier to enable the
next-generation CMOS
devices and embedded
energy-storage capacitors for
implantable microchips

TiAlOx, Al2O3, and TiO2/ Al2O3 multilayers were first synthesized by ion beam
and magnetron sputter-deposition techniques [31]. TiALOx layers were produced
on Si without an SiO2 interfacial layer by first depositing a TiAl layer (∼3-nm
thick) by sputter-deposition and then exposing the layer to atomic oxygen at room
temperature. The use of atomic oxygen is critical to achieve a fully oxidized TiAl
layer without inducing the formation of an SiO2 layer at the interface, as it occurs
when using molecular oxygen. Work done by other groups [1–7], using molecular
oxygen, results in the formation of an SiO2 interfacial layer due to the much lower
chemical activity of molecular oxygen, which requires heating the layered structure
to ≥ 400◦C to induce the cracking of the oxygen molecule to induce the chemical
reaction for oxidation. A detailed explanation of the difference between molecular
and atomic oxygen for the synthesis of high-K dielectrics is presented next.

More recently, we synthesized Al2O3 and TiAlOx/Al2O3 nanolaminated layers
via ALD, using the precursors of trimmethyl aluminum, tetraisopropyl titanium,
and water at 300◦C. The laminated thin films have the layer-by-layer conformal
growth of amorphous Al2O3 with a growth rate of 1 Å/cycle and polycrystalline
anatase TiO2 with 0.3 Å /cycle. The leakage current density of applied electric
fields was measured for several nanolaminates with different TiO2 contents and dif-
ferent bilayer, single Al2O3 and TiO2 layer, thicknesses. Leakage current density
and permittivity were successfully tailored by adjusting the layer thicknesses in the
nanolaminates.
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2.3 Synthesis and Deposition Techniques of Oxide Films
for Embedded Capacitors

Oxide films can be synthesized by magnetron sputter-deposition or more recently
using atomic layer deposition (ALD), which provides a unique growth process
capable of growing films one atomic layer at a time.

2.3.1 Sputter-Deposition

Sputter-deposition produces oxide films by creating plasma in front of an oxide
target, using RF magnetron sources (see Fig. 4. for example) or ion beams. In both
cases, ions from the plasma or from the ion source are accelerated toward the target
with kinetic energies up to several hundred eV, or 1–2 keV range. Target atoms are
ejected from the target surface and are transferred to the substrate surface to grow
the films. To produce the oxide films, oxygen is injected in the chamber during the
sputtering process.

Fig. 4 Schematic of
magnetron sputter-deposition
concept used to produce
oxide films such as the
high-K dielectric described in
this chapter

Sputter-deposition involves relatively low-cost hardware, and over flat surfaces
produces uniform films with small thermal capacity, strong film adhesion, and cor-
rosion resistance. However, sputter-deposition cannot produce films with uniform
thickness on high aspect ratio features, such as trenches fabricated on Si sub-
strates, which will be necessary to create large areas for producing large-capacitance
capacitors.

2.3.2 Atomic Layer Deposition (ALD)

ALD, also known as atomic layer epitaxy (ALE), has gained more and more atten-
tion for ultrathin film deposition for applications in many fields such as optics and
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microelectronics processing [32]. ALD produces films with excellent conformality
and precisely controlled thicknesses. ALD films are deposited layer by layer, so
the control will be at the atomic layer level. The process is used to create ultrathin
films of unique high-quality, pinhole-free, low stress, and flatness at low temperature
(≥ 300◦C).

The ALD process involves first exposing the substrate surface to a reactant A,
which reacts with all of the initial surface sites. Then, after purging away the by-
products from reaction A, the surface is exposed to reactant B. This reaction regen-
erates the initial functional groups and prepares the surface for the next exposure to
reactant A. The film is grown to the desired thickness by repeating this ABABAB
sequence, resulting in layer-by-layer controlled growth (see Fig. 5. for a schematic
of the ALD process). A wide variety of thin films, specifically oxides, can be synthe-
sized using the ALD technique. The metal precursors are the chemicals of ligand-
bonded metals MLx (M=Al, W, Ta, Si, etc.; L= CH3, Cl, F, C4H11, etc.). Nonmetal
precursors usually are oxides, nitrides, sulfides such as H2O, NH3, or H2S.

Fig. 5 Schematic illustration
of one ALD reaction cycle to
grow a layered TiO2/Al2O3
heterostructure

Al2O3 layers were synthesized using trimethylaluminum [Al(CH3)3] (TMA)
precursors and H2O vapor alternative exposure of the substrate surface. A binary
reaction for Al2O3 was separated into two half-reactions [33]:

(A) AlOH+Al (CH3)3 → Al-O-Al (CH3)3+CH4

(B)Al-O-Al (CH3)2 + 2H2O→ Al-O-Al (OH)2 + 2CH4

The substrate surface is initially covered with hydroxyl (OH) groups through the
first half reaction. The hydroxyl groups react with TMA to deposit a monolayer
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of aluminum-methyl groups and give off methane as a byproduct. Because TMA
is inert to the methylterminated surface, further exposure to TMA yields no addi-
tional growth beyond one monolayer. In the second half reaction, this new surface
is exposed to water regenerating the initial hydroxyl-terminated surface and again
releasing methane. The net effect of one AB cycle is to deposit one monolayer of
Al2O3 on the surface.

To synthesize TiAlOx, Al2O3 and TiO2 layers are deposited alternatively. The
precursors of titanium tetrachloride and H2O were employed alternatively for the
synthesis of the TiO2. A binary reaction for TiO2 was separated into two half
reactions [34]:

(A)TiOH∗ + TiCl4 → TiOTiCl∗3 + HCl

(B)TiCl∗ + H2O→ TiOH∗ + HCl

Al2O3 and TiO2 layers were synthesized alternatively to obtain TiAlOx thin
films.

3 Characterization of Oxide Films for Microchip Embedded
Capacitors

3.1 Characterization of Oxide/Silicon Interface and Structure

Studies of TiAl layer oxidation at room temperature with atomic oxygen are impor-
tant to produce TAO stoichiometric layers without developing an SiO2 interfacial
layer that would greatly decrease the overall dielectric constant of a high-K/SiO2
heterostructure. TiAl layers were grown at room temperature using sputtering depo-
sition and exposed to atomic oxygen at room temperature, 100◦C and 200◦C for
comparison. In situ XPS analysis revealed that the TiAl metallic layer is fully oxi-
dized upon exposure to atomic oxygen, as revealed by the transformation of the
metallic Ti0 and Al0 2p peaks into the oxide Ti4+ and Al3+ peaks (Fig. 6.), which is
confirmed by high-resolution cross-section TEM studies in conjunction with EELS
analysis, which confirmed an atomically sharp interface between the TAO layer
and the Si substrate (Fig. 7.). Highly reactive atomic oxygen can bind to Ti and
Al atoms in the metallic TiAl alloy layer with sufficient activation energy, even at
room temperature. According to the Ellingham diagram, the TiAl alloy would oxi-
dize preferentially at room temperature (RT), via oxygen binding to Ti and Al atoms,
thus inhibiting the formation of an SiO2 interface.

3.2 Electrical Performance of High-K Dielectric Oxide

The electrical properties of TAO are characterized by measuring the capacitance vs.
voltage (C vs V) (Fig. 8.). The C vs V curve corresponds to the thinnest (0.4 nm
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Fig. 6 XPS spectra of TiAl alloy layer, showing the transformation of an as-deposited metallic
Ti0.75Al0.25 layer into fully oxidized Ti0.75Al0.25O3 film at RT, 100◦C, and 200◦C for comparison.
(a), (b), and (c) show the inhibition of an SiO2 interface formation when the oxidation is produced
via exposure of the TiAl films to atomic oxygen at room temperature

Fig. 7 High-resolution TEM microstructural plus EELS analysis of the same TAO layer on Si as
in the XPS analysis shown in Fig. 6.
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Fig. 8 C vs. V curve for a
3-nm Ti0.75Al0.25O3 layer on
Si

Fig. 9 Equivalent oxide
thickness as a function of
physical thickness of
Ti0.75Al0.25O3

equivalent SiO2 oxide thickness) (Fig. 9.) high-K layer demonstrated today among
all amorphous high-K oxides. The ratio of the K-line SiO2 to K-line TAO can be pre-
cisely measured from the slope of the EOT-tox plot not shown here. The permittivity
of the Ti0.75Al0.25O3 layers estimated by this method is as high as 30, which sur-
passes the values of most popular high-K dielectrics, such as Al2O3, HfO2, ZrO2,
and their alloyed oxides and is among the highest values that have been reported
for the binary and ternary amorphous oxides. In addition to the highest permittivity
demonstrated for amorphous high-K oxides, the 3-nm Ti0.75Al0.25O3 layer exhibits
a high capacitance density of 7.7–8.3 μF/cm2, achieved mainly due to the suppres-
sion of SiO2 interfacial layer formation. This high capacitance density will enable
the fabrication of energy-storage capacitors with up to ≥ 10 μF.

The metallic Al at the Al/TiO2 interface preferentially bonds with oxygen atoms,
which explains the reduction of TiO2 into Ti2O3 and TiO. With the second oxida-
tion process, the top Al layer was converted into Al2O3 completely, showing only
a single Al3+peak. Since the TiO2 reduction happened only at the interface where
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Al metal is present, the thin Ti2O3 and TiO layer reoxidized into TiO2 during the
second oxidation process. Thanks to the good barrier properties of TiO2 and Al2O3
and the low temperature process, the formation of an SiOx interlayer was practically
inhibited, compared with one made by the prior method at 500˚C. As a result, EOT
∼ 1.1 nm was achieved on the Al2O3/TiO2/Al2O3 nanolaminate-based MOS struc-
ture, approximately 3 times lower than the one produced with a single oxidation
process at high temperature. The measurements of C vs. V and leakage current vs.
V for nanolaminated capacitors are shown in Fig. 10, showing promising electrical
properties of high-K nanolaminates.

Fig. 10 Comparisons of C-V
and I-V curves of the
Al2O3/TiO2/Al2O3 stack
fabricated by the 2-step
method at room temperature
with the stack made by direct
oxidation at 500

◦
C

4 Challenges for Oxide Films as High-K Dielectric Films
for Microchip-Embedded Capacitors

The applications of oxide coatings to the next generation of nanoscale high-K
dielectric gate oxide for CMOS and for energy storage microchip-embedded capac-
itors require that a high-K material has high breakdown voltage, low leakage
current, and is suitable for integration with Si-based CMOS devices. The TiAlOx
or Al2O3/TiAlOx-layered heterostructure being investigated and developed by our
group shows some promising results. The TiAlOx high-K-based capacitor does not
require the presence of a hermetic coating for the capacitor to function properly,
since it would work for a microchip encapsulated in a hermetic package implanted
in the body. However, since TiAlOx may be used alone or combined with another
coating such as Al2O3 and UNCD (ultrananocrystalline diamond) to provide an
alternative hermetic encapsulating coating for implantable microchips (see Chapter
3 for details), the TiAlOx material must be biocompatible, mechanically stable, and
provide electrical insulation and corrosion protection. Although promising results
have been demonstrated, some challenges remain.
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For application as a high-K dielectric layer for nansocale CMOS usable for future
high-performance retina microchips, it is necessary to understand the TiAlOx/Si
interface to reduce the density of charge-trapping states at that interface, which is
currently the main limitation for insertion into a commercial CMOS device.

Research should focus on investigating a novel TiAlOx alloy oxide, TiO2/Al2O3,
or TiAlOx/Al2O3 superlattice layers on Si substrates with minimal or no SiO2 inter-
facial layer formation for high-K dielectric nanoscale CMOS gates, high-K layer
for embedded energy-storage capacitors for the retina microchip, and as bioinert
coatings.

For application as a high-K dielectric layer for microchip-embedded energy-
storage capacitors, the TiAlOx layer has to sustain a high breakdown voltage
≥ 20 V) and provide low leakage for high operating voltages.

For application as a hermetic encapsulating coating, the challenges are to deter-
mine what composition yields the lowest leakage current in a saline environment,
demonstrate a reliable coating performance, and eventually determine if it can be
integrated with other coatings in a heterostructure hermetic coating layer.

The ongoing work on the development of high-K oxide TiAlOx has been focused
on those issues, and it is hoped that they will not hinder the application of this
multifunctional material.

5 Conclusions

Research on the new multifunctional TiAlOx and TiO2/Al2O3 multilayer has
demonstrated that these materials can provide high-K dielectric layers with record
low leakage current and the thinnest equivalent oxide thickness for application as a
nanoscale CMOS gate. In addition, these oxide layers are showing high capacitance
density that, combined with microfabrication of large arrays of high aspect ratio
ridges, will provide the basis for producing capacitors with ≥ 10 μF capacitance
required for the retinal microchip.

The multifunctional thin films discussed in the chapter may find application in
a broad range of implantable biomedical devices, including a new generation of
neural prostheses.
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An Effective Design Process for the Successful
Development of Medical Devices

Mike Colvin

Abstract The most important point in the successful development of a medical
device is the proper overall design. The quality, safety, and effectiveness of a device
are established during the design phase. The design process is the foundation of the
medical device and will be the basis for the device from its inception till the end
of its lifetime. There are domestic and international guidelines on the proper steps
to develop a medical device. However, these are guides; they do not specify when
and how to implement each phase of design control. The guides also do not specify
to what depth an organization must go as it progresses in the overall developmental
process. The challenge that faces development organizations is to create a design
process plan that is simple, straightforward, and not overburdening.

This chapter gives an overview of the design and development of a medical device.
It also gives some guidance and advice about the developmental process. Finally, it
gives some case examples of pitfalls that real companies have experienced in their
medical device development.
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1 Introduction

The first and most important point in the development of a medical device is the
proper overall design. It is believed that the intrinsic quality, safety, and effectiveness
of a device are established during the design phase. FDA statistics show that 30% of
all medical device recalls are a result of inadequate design control [1]. The design
process is the foundation and skeleton that is the basis of a medical device from its
inception to the end of its lifetime. The design process is a living and an iterative
process; it evolves and improves with time.

There is no universal design process that will work for every medical device.
However, the requirements set forth for design controls in the FDA Quality System
Regulation (Chapter 21 Code of Federal Regulations Part 820) and ISO Standard
13485:2003 do construct an effective medical device design process. However, it is
a guide; it does not cover how and when to implement each phase of design control.
It also does not specify to what depth an organization must go to as it progresses
in the overall development process. The challenge that faces development organi-
zations is to create a design process plan that is simple, straightforward, and not
overburdening.

2 The Design Control Process for the Development
of Medical Devices

2.1 Overview of the Design Control Process

Design control is part of a larger system of checks and balances that the medical
device manufacturer should already have in place as part of their overall develop-
ment plan. Definition and timing of the process are important because formal design
control guidelines are not intended to apply to the research and feasibility stages of
product development. The difficult question for any organization (especially the less
mature) is determining when research and feasibility ends, and development begins.
A comprehensive product development process (PDP) with specific milestones and
development phases that include clearly defined metrics can minimize any confusion
that arises.

The overview of design control is shown in the FDA’s waterfall diagram [2] in
Fig. 1.
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Fig. 1 The FDA’s waterfall
design control process

The waterfall design process basically shows that a device begins with user
needs. This leads to a design input, then to a design process, followed by the design
output, and finally a finished medical device. During each of these phases, there is a
review that takes place, and there is verification and a validation of the device during
the design output and finished medical device phases, respectively.

A more detailed product design and development phase’s timeline is shown in
Fig. 2. It is broken down into the concept phase, followed by the requirements and
definition phase, followed by the design and verification phase, followed by the
validation phase, and finally the design transfer phase. The various reviews that
should occur are also shown (covered in more detail later in text).

An example of a medical device development tree detailing the processes, deci-
sions, and documents that should occur is shown in Fig. 3. As can be seen, there
are various levels of processes, decisions, and documentation that should occur in
the development of a medical device. The process may involve several iterations in
order to develop a successful medical device. The approval sections are of particular
importance and should not be skipped.

2.2 Research and Development Phase

The distinction between research and development is of utmost importance and
often hard to delineate. Research activities may be undertaken in an effort to deter-
mine new business opportunities or basic characteristics for a new product. It may
be reasonable to develop a rapid prototype to explore the feasibility of an idea or
design, for example, prior to developing design input requirements (covered below).

Formal design control is not required for feasibility/research studies. However,
once it is decided that a design concept is feasible and can be developed, i.e.,
initial results indicate that the device works as intended, an assessment must be
made to determine the adequacy of the existing design. The biggest challenge for
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the manufacturers of medical devices is to understand how to implement and inte-
grate federal, legislative, and regulatory requirements properly within their existing
quality systems, especially into design control.

Manufacturers should avoid the danger of equating the prototype design with
a finished product design. The objective at this point is to demonstrate “proof of
concept.” Prototypes manufactured during the feasibility/research phase lack safety
features and additional functions necessary for a finished device and are devel-
oped under conditions which prevent adequate design controls, e.g., in a prototype
clean-room. On the other hand, many design organizations can never get out of
the research mode; they constantly are tweaking the feasibility design in a gen-
uine attempt to “improve” the device performance or add features, resulting in
unnecessary development delays and increased costs. It is very easy to keep adding
“enhanced features” to the design of a medical device. It is critical and timely in the
development of a medical device that the organization is aware and in agreement
when the process shifts from research to development.

In the development process, a device is designed to meet design input require-
ments (through design verification) and user (or) clinical needs (through design
validation). Testing begins in the laboratory using animal and/or bench tests. Once
the design and operating parameters have been subject to adequate preclinical tests,
the developer may wish to conduct an initial limited study (called feasibility clin-
ical studies/trials) in humans to confirm the design and operating specifications
before beginning an extensive clinical study (called pivotal clinical studies/trials).
The initial limited study may indicate that minor or major changes in the device
are necessary before proceeding. It may also indicate that the device does not meet
expectations and the project may be terminated. The performance of the device in
the initial limited study may also be used to establish the parameters for the larger
clinical study, such as sample size and the metrics of measurement.

2.3 General Design Control Philosophy

Federal and Government regulatory bodies are judicious by developing and enforc-
ing regulations to guard against inadequately developed (i.e., unsafe) or poorly
designed (i.e., poor performance) medical products. Organizations often overreact
to these regulations and create overly elegant and overly detailed processes that
they cannot follow practically. They often implement an overly strict design con-
trol and quality policy too early in the development process. Over zealous internal
compliance audits that focus on the finer points and not on the big picture often
exacerbates the problem. This typically results in more, not fewer, less important
requirements. The overall requirements become overwhelming and stifle progress.
Ironically, the net result is that the organization can get into trouble with regulatory
agencies because of they cannot follow their own self-imposed requirements.

Companies should not implement detailed processes/procedures during the prod-
uct research phase. During the research phase, you are making unique product
designs that require highly skilled and creative people at this phase. Product devel-
opment requires a unique blend of visionary and detail-oriented individuals. It
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is more about craftsmanship; the goal at this point in time is not to attempt a
high-volume production.

Detailed processes/procedures are best implemented well within the develop-
ment phase and continue on with the transfer from R&D to the manufacturing line.
Relegating product feasibility to overly detailed processes/procedures is more likely
to achieve mediocrity than excellence, by oppressing creativity. On the other hand,
poor planning and too little detail lead to vague and undefined targets within the
R&D development team. Start-up organizations with breakthrough technologies led
by a visionary focus are particularly vulnerable to having too little details.

The ideal process should provide a framework that enables the organization to
document what they do in a format that follows the applicable and necessary regu-
lations and will ensure that the quality, safety, effectiveness, regulatory, and business
needs are met.

It is important to realize that the design processes may apply to various
facets of the organization having different styles and timelines. Such facets are
related to products, services, and software, as well as to manufacturing processes.
Organizations must find the balance between looking at the small and big picture and
include enough, but not over, detail to ensure consistency and efficiency in designing
a successful product.

2.4 Design and Development Planning

The objective of this phase is to come up with a design and development plan that
spans across all design control phases (i.e., from design input to design validation
and design transfer). The design and development plan is also called the project plan
in some organizations.

In this phase, the design and development plan must be defined and should cover
all phases of design control [3–4]. The following are examples of what should be
covered. It should include a description of the goals and objectives of the overall
design and development project, i.e., what is to be developed. Included should be
a definition and delineation of organizational responsibilities with respect to each
phase during the design and development; this should also include interface with
any contractors. It should identify the major tasks to be undertaken, deliverables
for each task, and individual or organizational responsibilities (staff and resources)
for completing each task. In this phase, scheduling of major tasks and milestones
to meet overall project time constraints should be delineated. In addition, major
reviews and decision points should be spelled out.

The design and development phase should also include the selection of review-
ers, the composition of review teams, and procedures to be followed by reviewers.
Typically, the review team should at least include members from the following dis-
ciplines: R&D, regulatory affairs, quality assurance, production/manufacturing, and
marketing. In addition it should include controls for design documentation.

Design and development planning enables the management to exercise greater
control over the design and development process by clearly communicating policies,
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procedures, and goals to members of the design and development team and
providing a basis for measuring conformance to quality system objectives.

Design and development activities should be specified at the level of detail nec-
essary for carrying out the design and development process. The extent of design
and development planning is dependent on the size of the organization and the
size and complexity of the product to be developed. Some organizations may have
documented policies and procedures which apply to all design and development
activities. For each specific design and development program, such organizations
may also prepare a plan which spells out the project-specific elements in detail and
incorporates the general policies and procedures by reference. Other organizations
may develop a comprehensive design and development plan, which is specifically
tailored to each individual project.

2.5 Design Input

Design input should occur formally late in the research phase or early in the devel-
opment phase [2, 5]. Design input requirements (DIR) are derived from user needs
and are expressed in engineering terms. Design input establishes the requirements
that will ensure the device will meet the needs of the intended users. Design input is
undoubtedly the most important element in the development of a successful medical
device. Design input forms the basis for all design and development activities; it is
also the standard document on which all design–verification and design-validation
activities are based.

Companies usually require a business-marketing/technical review and approval
of the design input requirement. This ensures that they are properly investing their
precious resources in developing the proposed medical device. Unfortunately, orga-
nizations often cut short this part of the project because they rush to get into
development in order to meet a perceived window of opportunity in the marketplace.
However, the result is often an insufficient DIR, ultimately resulting in unsatisfac-
tory outcomes such as major development delays due to redesign/respecification,
unacceptable device performance, overspending or project cancellations.

Hence, spending enough time developing a solid DIR will minimize significant
and unnecessary changes during design and development and help in speeding the
time to introduce the product to market. The DIR also helps to delineate the dis-
tinction between the research/feasibility phase from the design and development
phase.

Design input requirements must be comprehensive. This may be quite difficult
for manufacturers who are implementing design control for the first time. It may be
helpful to realize that design input requirements fall into three broad types. Virtually
every product will have requirements of all three types as illustrated in Table 1
below:

In order to develop an adequate DIR, a number of sources of information should
be considered. Some of these are DIR of similar previous medical device(s), overall
market analysis/growth potential, analysis of competitors’ devices, expected product
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Table 1 Types of design-input requirements

Functional requirements Performance requirements Interface requirements

Definition Specifies what the device
does

Specifies how much or
how well the device
must perform

Specifies device
characteristics that are
critical for compatibility
with external systems

Contents Operational capabilities of
the device, the inputs
for the device, and the
resultant outputs of the
device

– Speed
– Strength
– Response times
– Accuracy
– Range and Limits of

Operation
– Use environment

(temperature, humidity,
shock, vibration,
electromagnetic
compatibility)

– User and/or patient
interface

– Characteristics outside
the control of
developers

– Characteristics
mandated by external
systems

lifetime, and current medical practices. System considerations ensuring compatible
operation with other medical devices to achieve the medical need(s)/purpose(s) also
should be included. Review of complaints, field performance and manufacturing
issues of previous similar medical device(s) should be added.

Other factors that should be considered for a proper DIR are human factors input
for the new medical device, the environment in which the medical device must
function (temperature, electromagnetic compatibility, ambient light and acoustic
noise, hermeticity, etc.), new technologies, therapies and results of research activ-
ities, customer input, marketing/business needs and considerations, domestic and
foreign regulatory strategy, domestic and foreign reimbursement strategies, and is
the product/procedure too invasive?

Decisions will be needed to resolve conflicting information sources and arrive
at a concise description of the medical factors, user needs, and purpose(s) to be
addressed by the medical device. Following these decisions, it is necessary to define,
from a black box perspective, the requirements of the medical device in measur-
able engineering terms. The actual requirements in the DIR will fall into two broad
categories: the standards that the product shall meet such as sterility, biocompati-
bility, International electrical standards and American National Standards Institute
(ANSI), etc., and those specific to the medical device (i.e., functional, performance,
and interface requirements).

In general, the DIR is adequate if the design verification and validation test plans
can be written and risk-management activities can be completed. Hence, if the prod-
uct was developed exactly as described in the DIR, the overall residual risk would
be acceptable.

Device development from the earliest stages requires active involvement of
practicing clinicians. Clinician/inventors are frequently involved in creation of the
device concept and are often integral members of the design team performing
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the majority of the early animal studies. Through this involvement, the clini-
cian/inventor obtains intimate knowledge of device performance and failure modes.
Safety concerns during first clinical use and pilot phase mandate participation by
these clinician/inventors. The clinician/inventors frequently take leadership roles
and have equity positions in the company developing the device. These interests
present important conflicts of interest which must be addressed to ensure patient
safety, data integrity, and public trust in the process. Many institutions have set up
formal processes to address these conflicts of interest.

2.5.1 Case Studies of Design Input Requirements

The following are two case examples where the DIR was insufficient:

Case 1
A small class III medical device manufacturer was developing a novel in vivo

diagnostic combination device (combination biological and a device). At the com-
pletion of the initial design input process, it was determined that the device could
not be sterilized by traditional sterilization methods. The design team decided to
continue with the device development, testing it in vitro for the interim until a ster-
ilization method could be developed. Several hundreds of thousand dollars and after
a four-year delay, a novel technique was finally developed to sterilize the device.
It was a close call; the company had spent many years and millions of dollars
in development on a device that potentially could not be sterilized. The risk was
double-fold, they might have never developed the novel process, and or it may have
never received regulatory approval.

Case 2
A medium class III medical device company wanted to improve on a class of

implants with a proven track record of long-term use. The improvements were to
be a less invasive surgical technique, a more reliable device, and a change in the
implantation site. The DIR was carefully assembled. Part of the process was to have
a couple of key opinion leaders weigh in on the design; this occurred with positive
physician feedback and the project was funded and a team was assembled. After
developing this device for over two years and spending over 10 million dollars, the
project was cancelled. The reason, a survey was conducted with a group of physi-
cians within this specialty. The consensus among the group was that they would
never implant a design of this type in patients. All of this time and money was lost
because insufficient market analysis was conducted.

2.6 Design Output

Design output is the result of each stage of the design and development process and
consists of the device, its packaging, and labeling [2, 5]. The finished design output
is the design output at the end of the design-validation phase prior to design trans-
fer. The finished design output is usually represented by the following: engineering
drawings used to make the device that also contain the performance specifications,
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labeling (including the instructions for use for the patient/clinician), packaging spec-
ifications, and manufacturing specifications. The above contents make up the device
master record (DMR). The DMR is the basis for manufacturing the device.

2.7 Design Review

These ongoing meetings (a minimum of 2 formal design reviews are required, how-
ever many more are recommended) occur throughout the design process. They
verify that the development of the design continues to meet the requirements
outlined in the design input stage [2, 5].

Some of the design reviews that may be conducted are:

• Project development kick-off review
• Design input requirements review
• Design verification phase review
• First human use review
• Design-validation phase review and
• Design-transfer phase review

It is important to have a cross-functional team (engineering, regulatory, QA) per-
form the review. At least one member of the design review should be independent
(i.e., a person who is not involved in the project). Members of the scientific advisory
board and experienced, technically astute engineers independent of the development
organization are priceless to weigh in and should be included.

This is one area where the momentum of the design process/project can be
pushed-on, redirected, slow-downed, or even stopped. These meetings are critical
for the project team to do a careful “sanity check.” This could have prevented the
result in Case 2 in the design input section.

2.8 Design Verification

The design verification identifies whether or not the design output requirements
continue to meet the design input requirements [2, 5]. This stage should ideally
involve persons who are not responsible for the design under review. Results are
documented in the design history file (explained in section below). It verifies that
the product was made correctly according to the design input requirements. The
DIR is, of course, the basis for all verification activities. Four guiding principles
will enable success at this point:

(1) Test samples should be virtually identical to the first human use devices
(including sterilization and packaging). If the test samples are not identical,
an equivalency analysis should be made.
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(2) The verification/validation activities must attempt assertively to uncover issues
rather than seeking to merely demonstrate that the medical device meets
the DIR.

(3) All design issues uncovered must be addressed. If design changes are made,
an appropriate subset (regression testing) of the original verification work must
be repeated. If design changes are not needed for some issues, or issues are
not completely corrected, risk management must be applied to ensure that any
residual risk is acceptable.

(4) Verification plans have a large element of art. Experienced, technically astute
test engineers independent of the development organization are invaluable to
weigh in.

Three additional principles apply only to the verification activities:

(1) Verification is carried out against every DIR requirement.
(2) Verification activities are not limited to testing only. Design analysis can be an

appropriate alternative to testing in some applications. However, avoid, at all
costs, the lure to reduce the scope of these activities because of some logical
explanation as to why testing is unnecessary.

(3) Every requirement in the DIR must be verified even if the requirement is carried
over from a previous device. Whenever possible, perform step stress testing to
failure, this is used to ensure there is adequate design margin in the device. This
discussion addresses primarily the final medical device. However, the expecta-
tion is that similar verification activities will also be carried out for all critical
subsystem and custom component specifications.

2.9 Design Validation

Design validation follows successful design verification, and may be part of the
overall risk analysis [2]. This includes testing of production units under actual or
simulated use conditions. Validation demonstrates that all verifications have been
completed and that only safe and effective devices are produced. It confirms that the
right product was made.

Validation activities are carried out against the medical need(s)/purpose(s) of
the user. If the medical device is an enhancement of a previous medical device
(and the same functional and environmental requirements are contained in the DIR
as the previous device), it may be necessary only to validate the new medical
need(s)/purpose(s) of the user.

Simulated use of the product should precede actual human use. The simulations
should include stressing the device by using it at nominal as well as at the device
limit conditions. Reasonable misuse conditions should be included in the analysis.

All labeling, packaging, and training materials should be included in the
validation to ensure that everything stated reflects accurate operation of the device.
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The individuals performing the simulated use, including the labeling and train-
ing, should be very knowledgeable of the operation of the device, of similar devices,
and current medical practice. An attempt to uncover device issues, including
practical misuse, is necessary at this point.

If human use is included in the validation, it should be representative of the range
of use the product will encounter, for example large and small hospitals, clinics,
key opinion leaders, garden variety physicians, and typical environments (home,
emergency vehicle and hospital, etc.), and all specified therapies, etc.

2.9.1 Case Studies of Design Verification and Validation

The following are two case examples where the design verification and validation
was insufficient:

Case 1
A large medical pacemaker supplier had approved devices (pacemakers) on the

market that had a seal with a propensity to leak. Moisture would leak into the devices
causing device failure. This could cause loss of consciousness, heart failure, or death
of the patient. The product was recalled. This failure mode should have been caught
in real-time or accelerated-aging soak testing. It is obvious that this testing was
“cut-short” in order to meet deadlines.

Case 2
A large medical implantable cardioverter defibrillator (ICD) supplier had

approved devices (ICD) on the market. A project was put in place to narrow the
diameter of the pacing leads; this was an attractive option for this medical specialty.
The leads were redesigned with thinner insulation and conductor wires. However,
after regulatory approval and market release it was found that the leads would
fatigue and fracture in the patient causing inappropriate shocks or loss in therapy
all-together. This could cause loss of consciousness, heart failure, or death. The
product was recalled. This failure mode should have been detected in fatigue test-
ing. Again, it is obvious that the product was placed into the market without the
proper animal or bench testing.

2.10 Design Transfer

The design transfer addresses the transfer of a design to production and review of
those specifications [2, 5]. It ensures that the finished production devices have the
same qualities established during the design and development phase. Design transfer
should be thought of as the ongoing interaction between manufacturing and the
R&D design team throughout the development of a medical device (i.e., including
design changes), as opposed to a point in time at the end of the development phase.
Design transfer should accomplish the following objectives:

• Identify and find solutions to designs that are difficult to manufacture or result in
a low product/process yield.
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• Perform a process failure modes and effects analysis (FMEA) and use it to
drive process improvements as well as process verification/validation activities.
Review and update the FMEA as process changes occur.

• Identify manufacturing processes/tooling/inspections, etc., that introduce or fail
to detect defects.

• Build the validation test samples using the final design revision, the same people,
the same processes/tooling and the same components/materials, same facility, as
will be used to manufacture the first human use devices.

• End up with a manufacturing process that replicates successfully the design an
unlimited number of times without introducing unacceptable risk.

2.11 Design Changes

Design change [2, 5] is the process and documentation which shows that all mod-
ifications to the design after the design review have been identified, reviewed, and
approved. If changes are made, they must be verified and, if necessary, validated
again; this is a critical step that often is not given enough importance and has
resulted in many product recalls.

2.11.1 Case Studies of the Design Changes Process

The following are two case examples where the design changes process was
insufficient:

Case 1
A large implantable cardioverter defibrillator company made two “noninvasive

corrections” to the device firmware. This resulted in the device to fail the “Skipped-
Charge Shock” check and resulted in a sensor noise anomaly. The product was
recalled. An example of what was considered a “noninvasive correction” to the
firmware resulted in a product recall. This likely could have been caught in proper
design reviews and design-verification activities.

Case 2
A large medical implantable cardioverter defibrillator (ICD) supplier had

approved devices (ICD) on the market. A design change had been made to nar-
row the diameter of the leads. The product was approved and released to market.
It was found that the leads would fatigue and fracture in the patient. In some cases
the fractures were linked to perforating the patient’s heart. This could cause loss of
consciousness, heart failure, or death. The product was recalled. Another example
of insufficient animal or bench fatigue testing.

2.12 Risk and Hazard Analysis

These activities are required during most phases of development. The extent of
this testing is proportional to the risks associated with the product. If risks are
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unacceptable, the device may need to be redesigned, or warning labels should be
attached. It is important that any changes do not introduce new risks or hazards.
Though not usually thought considered of as part of design controls, risk manage-
ment is included in ISO Standard 13485:2003 and the basic elements are addressed
in the preamble to the FDA Quality System Regulations. Risk and hazard analysis
ensures four things:

1. If the device operated precisely as defined by the instructions for use, it is safe.
2. The implementation of the DIR in hardware/software does not adversely affect

safety.
3. Manufacturing of the device (including critical subsystems and custom compo-

nents) does not adversely affect safety.
4. Sufficient labeling and training information is included with the medical device

to enable a medical professional or patient to use the device safely.

2.13 Design History File

The design history file is a compilation of all the records that were generated as
part of the design and development activities undertaken to develop the device. It is
unusual for all design history documents to be filed in a single location. For exam-
ple, the file may include e-mail, memoranda, or may reside in design engineers
laboratory notebooks. The design history file can also be a list index pointing to all
the records. The intent is simple; it is so that the manufacturer have access to the
information when needed.

3 Conclusion

The first and most important point in the development of a medical device is
the overall design. The process is described well in the FDA Quality System
Regulation and ISO Standard 13485:2003. However, the difficulty most companies
will encounter is implementation and execution of a proper design-control sys-
tem. The goal should be to implement and execute a design process that is simple,
straightforward, and not overburdening.

Many companies will struggle with where research ends and development begins.
In the research phase, testing is carried out on unique product designs that require
highly skilled people. During this phase, detailed processes/procedures should not
be implemented. Too much process detail leads to an exaggerated number of tasks
and deliverables that require the expenditure of unnecessary resources to track
progress; this adds additional unnecessary time to the project schedule. Detailed
processes/procedures are best implemented well within the development phase.

Design input is the most important element in the development of a success-
ful medical device. Design input forms the basis of all development activities, it
is also the standard for which all verification and validation activities are based.
Unfortunately, organizations often short-cut this part of the project because they
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rush to get into the development phase. However, the result is often an insufficient
design input requirements, ultimately resulting in unsatisfactory outcomes such as
major development delays for redesign/respecification, unacceptable device perfor-
mance, overspending, or project cancellations. In the long run, spending enough
time (including feasibility studies) developing a solid design input requirements
should actually speed the time to introduce the product to market and minimize
future problems in the field and even possible product recalls.
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