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The HIV epidemic has brought renewed attention to the immune system and an
enhanced understanding of its mechanisms for defending against infection. Despite the
development of potent chemotherapeutic agents against HIV, chronic HIV infection
cannot be cured over the long term with this approach. Chronic exposure to these medi-
cations is limited by debilitating toxicities and the development of drug resistance.
Hence, there is a need to understand how the immune system can be manipulated to
effect better control of viral replication and disease progression. This effort is proceed-
ing in tandem with progress toward development of an effective vaccine.

Other infections, particularly those for which the development of safe, effective che-
motherapy has proved difficult, have been targeted with specific immunotherapeutic
approaches, from monoclonal antibodies to vaccines to interferons and cytokines.

Immunotherapy for Infectious Diseases is intended to review the state-of-the-art
developments of this rapidly emerging and evolving field. Much of the work in this
area is only beginning to be appreciated by clinicians and medical scientists. We hope
Immunotherapy for Infectious Diseases will not only serve as a useful guide to current
knowledge of the field, but will also stimulate readers to contribute to its further devel-
opment. As such, the book should be of interest to basic scientists and clinicians active
in the fields of immunology and infectious diseases, particularly HIV infection.

Immunotherapy for Infectious Diseases is divided into four sections. The first sec-
tion provides an overview of the basic principles of immune defense, as seen in the
context of developing strategies of immunotherapy. Humoral and cellular immunity
are reviewed. Because many infectious agents enter and exit through mucosal surfaces,
there has been growing appreciation of the role of mucosal immunity in protection
against infection and immunopathogenesis. Therefore, a chapter on mucosal immunity
is included.

The second section discusses the principles of immunotherapy on a molecular level.
There are discussions of monoclonal antibodies, types of vaccines, methods of antigen
presentation, cytokines, and cytokine antagonists.

The third section reviews the current state of anti-HIV immunotherapy. The current
knowledge of HIV immunopathogenesis is reviewed, as is the degree of immune
reconstitution that occurs as a result of anti-HIV chemotherapy. Chapters dealing with
HIV-specific passive and active immunization strategies, gene therapy, and host cell-
targeted approaches for treating HIV infection and restoring immune function are pre-
sented.

The fourth section reviews immunotherapy for additional infections and virus-asso-
ciated malignancies.
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I am grateful to all of our experts who contributed chapters to the book. They repre-
sent some of the finest minds working in this area, and did superb jobs in reviewing the
latest information in their areas of expertise. I am deeply appreciative of Dr. Vassil St.
Georgiev, the series editor, for inviting me to edit this book, and Thomas Lanigan, Sr.,
Elyse O’Grady, Craig Adams and Diana Mezzina, at Humana Press for their support in
compiling it. Thanks also to the secretaries and copy editors who diligently worked to
put together the elements of the book. Finally, I wish to thank the readers, who I hope
will use the knowledge gained from this book to advance our ability to treat infectious
diseases.

Jeffrey M. Jacobson, MD
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Edited by: J. M. Jacobson © Humana Press Inc., Totowa, NJ

1
Humoral Immunity

Peter L. Nara

INTRODUCTION

It has been almost 100 years since Emil von Behring and Shibasaburo Kitasato
received the first Nobel Prize for the discovery of passive immunotherapy. In 1888
Emile Roux and Alexandre Yersin isolated a soluble toxin from cultures of diphtheria.
The bacterium itself is only found in the throat, but its destructive effects are found
throughout the body. Clearly, the bacteria must be sending out an invisible factor, most
likely chemical in nature, to cause the body-wide destruction. This idea was the hypoth-
esis of Roux and Yersin. They filtered diphtheria cultures to remove the bacteria and
then injected the remaining fluid filtrate (which we call the supernatant) into healthy
animals. As expected, the animals showed diphtheria lesions but without any obvious
presence of bacteria.

They then took serum from animals infected with diphtheria and injected it into
healthy animals. When these animals were later inoculated with diphtheria, they were
found to be resistant to infection. We now know this method of conferring infection
resistance as passive immunity. This first demonstration of defense against infection
was described as mediated by antitoxin. (1). It was clear to von Behring and Kitasato
(2) that the antitoxin was specific only for diphtheria; it did not confer any defense
against other forms of infection. We now know that this antitoxin is composed of anti-
bodies produced specifically against the diphtheria microbe. In 1897, Rudolf Kraus
first visualized the reaction of antitoxins to bacteria by simply adding serum from
infected animals to a culture of the bacteria and seeing a cloudy precipitate develop as
the antibodies bound the bacteria together.

Other scientists took different approaches and revealed serum-based responses
toward bacteria and their products. Initially these serum properties were given a range
of different names, such as precipitins, bacteriolysins, and agglutinins. Immunologic
research would have to wait until 1930 before these subtly different properties were
unified and recognized as a single entity. Long before antibodies were actually isolated
and identified in serum, Paul Erlich had put forward his hypothesis for the formation
of antibodies. The words antigen and antibody (intentionally loose umbrella terms)
were first used in 1900. It was clear to Erlich and others that a specific antigen elicited
production of a specific antibody that apparently did not react to other antigens.



Erlich introduced a number of ideas that were later to be proved correct. He hypoth-
esized that antibodies were distinct molecular structures with specialized receptor
areas. He believed that specialized cells encountered antigens and bound to them via
receptors on the cell surface. This binding of antigen then triggered a response and pro-
duction of antibodies to be released from the cell to attack the antigen. He understood
that antigen and antibody would fit together like a “lock and key.” A different key
would not fit the same lock and vice versa. However, he did get two important points
wrong. First, he suggested that the cells that produced antibody could make any type
of antibody. He saw the cell as capable of reading the structure of the antigen bound
to its surface and then making an antibody receptor to it in whatever shape was required
to bind the antigen. He also suggested that the antigen-antibody interaction took place
by chemical bonding rather than physically, like pieces of a jigsaw puzzle.

Thus, by 1900, the medical world was aware that the body had a comprehensive
defense system against infection based on the production of antibodies. They did not
know what these antibodies looked like, and they knew little about their molecular
interaction with antigens; however, another major step on the road had been made. We
can see that the antibody system of defense was ultimately a development of the
ancient Greek system of medicine that believed in imbalances in the body humors. The
antibody response later became known as the humoral arm of the immune system. 
The term humoral (from the Latin word humors) refers to the fluids that pass through
the body like the blood plasma and lymph. The blood plasma is the noncellular por-
tion of the blood, and the lymph is the clear fluid that drains via lymph ducts to the
lymph glands and finally into the venous circulation. These fluids carry the antibodies,
which mediate the humoral immune response (Fig. 1).

BASIC STRUCTURE OF ANTIBODIES

Antibodies (immunoglobulins, abbreviated Ig) are proteins of molecular weight
150,000–900,000 kD. They are made up of a series of domains of related amino acid
sequence, which possess a common secondary and tertiary structure. This conserved
structure is frequently found in proteins involved in cell-cell interactions and is espe-
cially important in immunology. Some examples of other members of the immunoglob-
ulin supergene family are the T-cell receptor; the adhesion molecules intercellular cell
adhesion molecule (ICAM)-1, -2, and -3 and vascular cell adhesion molecule (VCAM);
the coreceptors CD4 and CD8; the costimulatory pairs CD28, CTLA4, B7.1, and B7.2;
and all or parts of many other proteins. The proteins utilizing this structure are mem-
bers of the immunoglobulin supergene family. All antibodies have a similar overall
structure, with two light and two heavy chains. These are linked by both covalent
(disulphide bridges) and noncovalent forces.

One end of the Ig binds to antigens (the Fab portion, so called because it is the frag-
ment of the molecule that is antigen binding); the other end which is crystallizable, and
therefore called Fc, is responsible for effector functions (Fig. 2).

There are five classes (isotypes) of Ig: IgM, IgG, IgA, IgD, and IgE, plus four sub-
types of IgG (IgG1–4) and two subtypes of IgA (IgA1 and IgA2). Light chains exist
in two classes, � and �. Each antibody molecule has either � or � light chains, not both.
Igs are found in serum and in secretions from mucosal surfaces. They are produced and
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secreted by plasma cells, which are found mainly within lymph nodes and which do
not circulate. Plasma cells are derived from B-lymphocytes (Fig. 3).

As seen in Fig. 2, the immunoglobulin molecule consists of two light chains,
each of approximate molecular weight 25,000, and two heavy chains, each of approx-
imate molecular weight 50,000. IgA exists in monomeric and dimeric forms and IgM
in a pentameric form of 900,000 kD. The links between monomers are made by a 
J chain.

Additionally, IgA molecules receive a secretory component from the epithelial 
cells into which they pass. This is used to transport them through the cell and 
remains attached to the IgA molecule within secretions at the mucosal surface. The
heavy and light chains consist of amino acid sequences. In the regions concerned with 
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Fig. 1. Humoral and cell-mediated responses of antibodies to antigens. CTL, cytotoxic 
T-lymphocyte.



antigen binding, these regions are extremely variable, whereas in other regions of 
the molecule, they are relatively constant. Thus each heavy and each light chain pos-
sesses a variable and a constant region. The isotype of an Ig is determined by the 
constant region. L chains are separated from H chains by disulphide (S-S) links. Intra-
chain S-S links divide H and L chains into domains, which are separately folded. Thus,
an IgG molecule contains three H chain domains, CH1, CH2, and CH3 (Fig. 2). Between
CH1 and CH2, there are many cysteine and proline residues. This is known as the hinge
region and confers flexibility to the Fab arms of the Ig molecule. It is used when 
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Fig. 2. Immunoglobulin structure. s-s, disulfide links.

Fig. 3. The immunoglobulin molecule.



antibody interacts with antigen. The properties of immunoglobulins are summarized in
Table 1.

ANTIBODY RECEPTORS

There are various Fc receptors (R) with different properties. Monocytes and neu-
trophils express receptors (Fc�R) for the Fc region of IgG. They constitutively express
Fc�RIIa and Fc�RIIIa (monocytes) and Fc�RIIIb (neutrophils). Mature tissue
macrophages additionally express Fc�RI, as do activated neutrophils. The principal dif-
ference between these receptors is that Fc�RI is a high-affinity receptor (Kd ~ 10�9)
and therefore can bind monovalent antibody/complexes, whereas Fc�RII and -III are
low-affinity receptors (Kd ~ 10�6) and thus only bind multivalent antibody-antigen
complexes. The receptors are described in Table 2.

SOURCES OF ANTIBODIES

Antibodies are synthesized by lymphocytes. Lymphocytes may be T (� thymus)-
processed or B (� bone marrow)-processed. Antibodies are made by B-lymphocytes
and exist in two forms, either membrane bound or secreted. B-lymphocytes use 
membrane-bound antibody to interact with antigens. A B-cell makes antibodies all of
the same specificity, i.e., able to react with the same antigenic determinants; its prog-
eny (as a consequence of mitotic division) are referred to as a clone. The clone will
continue making antibody of the same specificity. Simultaneously, there will be many
other clones of different specificity. This is known as a polyclonal response. Antigens
have determinants called epitopes. Epitopes are molecular shapes recognized by anti-
bodies, which recognize one epitope rather than whole antigen. Antigens may be pro-
teins, lipids, or carbohydrates, and an antigen may consist of many different epitopes
and/or may have many repeated epitopes.

B-lymphocytes evolve into plasma cells under the influence of T-cell released
cytokines. Plasma cells secrete antibodies in greater amounts but do not divide. They
exist in lymphoid tissues, not blood. Other B-cells circulate as memory cells.

Humoral Immunity 7

Table 1
Properties of Human Immunoglobins (Igs)

Ig class

Property IgG IgM IgA IgE IgD

Heavy chains � � � � 	
Light chains � or � � or � � or � � or � � or �
Four-chain units 1 5 1 or 2 1 1
Serum conc. (mg/mL) 8–16 0.5–2 1.4–4 
0.5 0–1
% Total serum Ig 75 10 15 
1 
1
Activates C� (classic pathway) � �� � � �
C� activation (alternative) � � �/� � �
Crosses placenta � � � � �
Binds to macrophages and PMNs � � � � �
Binds to mast cells and basophils � � � � �

Abbreviations: PMNs, polymorphonuclear neutrophils.



The Life of the B-Cell

B-lymphocytes are formed within the bone marrow and undergo their development
there. They have the following functions:

1. to interact with antigenic epitopes, using their immunoglobulin receptors
2. to subsequently develop into plasma cells, secreting large amounts of specific antibody, or
3. to circulate as memory cells
4. to present antigenic peptides to T-cells, consequent upon interiorization and processing of

the original antigen.

FUNCTIONS OF ANTIBODIES

Antibodies exist free in body fluids, e.g., serum, and membrane-bound to B-lym-
phocytes. Their function when membrane-bound is to capture antigen for which they
have specificity, after which the B-lymphocytes will take the antigen into its cytoplasm
for further processing. Free antibodies have the functions given below.

Agglutination. Antibodies can agglutinate particulate matter, including bacteria and
viruses. IgM is particularly suitable for this, as it is able to change its shape from a star
form to a form resembling a crab.

Opsonization. Opsonization involves the coating of bacteria for which the antibody’s
Fab region has specificity (especially IgG). This facilitates subsequent phagocytosis by
cells possessing an Fc receptor, e.g., neutrophil polymorphonuclear leukocytes (poly-
morphs). Thus it can be seen that in opsonization and phagocytosis both the Fab and
the Fc portions of the immunoglobulin molecule are involved.

Neutralization. Toxins released by bacteria, e.g., tetanus toxin, are neutralized when
specific IgG antibody binds, thus preventing the toxin binding to motor end plates and
causing persistent stimulation, manifest as sustained muscular contraction, which is the
hallmark of tetanic spasms. This applies particularly to IgG. In the case of viruses, anti-
bodies can hinder their ability to attach to receptors on host cells. Here, only Fab is
involved.

Immobilization of bacteria. Antibodies against bacterial ciliae or flagellae will hin-
der their movement and ability to escape the attention of phagocytic cells. Again, only
Fab is involved.

Complement Activation. Complement activation (by the classical pathway), espe-
cially the Fc region of IgM and IgG, eventually leads to death of bacteria by the ter-
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Table 2
Receptors for the Constant (Fc) Region of IgG

Family CD Affinity for IgG Cell distribution/function

Fc�RI CD64 High M
 activated PMNs, phagocytosis
Fc�RIIa CD32 Low Phagocytes, phagocytosis
Fc�RIIb CD32 Low B-cells, antibody feedback
Fc�RIIIa CD16 Low PMNs, phagocytosis
Fc�RIIIb CD16 Low M
, phagocytosis
Fc�RIIIb CD16 Low NK cells, ADCC

Abbreviations: ADCC, antibody-dependent cell-mediated cytotoxicity; NK, natural killer; PMNs, poly-
morphonuclear neutrophils.



minal complement components, which punch holes in the cell wall, leading to an
osmotic death. Complement components also facilitate phagocytosis by cells possess-
ing a receptor for C3b, e.g., polymorphs.

Mucosal protection. This is provided mainly by IgA and, to a lesser degree, IgG.
IgA acts chiefly by inhibiting pathogens from gaining attachment to mucosal surfaces.
This is a Fab function.

Expulsion as a consequence of Mast cell degranulation. As a consequence of anti-
gen, e.g., parasitic worms, binding to specific IgE attached to mast cells by their recep-
tor for IgE Fc, there is release of mediators from the mast cell. This leads to contraction
of smooth muscle, which can result in diarrhea, and expulsion of parasites. Here we
see involvement of both Fab versus parasite antigen, with Fc anchoring the reacting
participants.

Precipitation of soluble antigens by immune complex formation. These consist of
antigen linked to antibody. Depending on the ratio of antigen to antibody, they can be
of varying size. When fixed at one site, they can be removed by phagocytic cells. They
may also circulate prior to localization and removal and can fix complement. Here Fab
and Fc are involved.

Antibody-dependent cell-mediated cytotoxicity (ADCC). Antibodies bind to organ-
isms via their Fab region. Large granular lymphocytes (natural killer [NK] cells)—
attach via Fc receptors and kill these organisms not by phagocytosis but by release of
toxic substances called perforins.

Conferring immunity to the fetus by the transplantal passage of IgG. IgG is the only
class (isotope) of immunoglobulin that can cross the placenta and enter the fetal cir-
culation, where it confers immune protection. This is of great importance to the fetus
in the first 3 months. The precise function of IgD is not known. It may serve as a mat-
uration marker of B-lymphocytes.

Primary and Secondary Responses

When we are exposed to an antigen for the first time, there is a lag of several days
before specific antibody becomes detectable. This antibody is IgM. After a short time,
the antibody level declines. These are the main characteristics of the primary response.
If at a later date we are reexposed to the same antigen, there is a far more rapid appear-
ance of antibody, and in greater amounts. It is of the IgG class and remains detectable
for months or years. These are the features of the secondary response. If at the same
time we are reexposed to an antigen, we are exposed to a different antigen for the first
time, the properties of the specific response to this antigen are those of the primary
response, as shown in Fig. 4.

The characteristics of the two responses may be outlined as follows:
Primary response

Slow in onset
Low in magnitude
Short lived
IgM

Secondary response
Rapid in onset
High in magnitude
Long lived
IgG (or IgA, or IgE)

Humoral Immunity 9



Thus the secondary response requires the phenomenon known as class switching.
This requires cooperation with T-cells of various types, which release cocktails of sub-
stances called cytokines. These cytokines induce gene rearrangements culminating in
class switching (described below).

This phenomenon is possible because the immune system possesses specific mem-
ory for antigens. It occurs because during the primary response, some B-lymphocytes,
in addition to those differentiating into antibody-secreting plasma cells, become mem-
ory cells, which are long lived.

GENERATION OF ANTIBODY DIVERSITY

A major question is how antibodies recognize so many different epitopes. The 
antigen-combining site of the antibody molecule is in the variable region of Fab. Actu-
ally, this site is even more variable than the immediately adjacent sites and is known
as the hypervariable region. The bond with antigen is of a physical, non-covalent
nature.

As mentioned before, variable (V), and constant (C) regions are genetically encoded.
If we bear in mind that we need to be capable of responding to something on the order
of 1018 antigens, we can appreciate the need for the enormous number of genes nec-
essary to provide this. In fact, the amount of DNA that this would involve would be
quite profligate, and nature has solved this problem very ingeniously by a neat little
trick.

In the germline DNA, the V genes encoding the antigen-combining sites need to
combine with the C genes. Additional interposed genes bring about diversity of speci-
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Fig. 4. Primary (dotted line, vaccination; IgM) and secondary (solid line, booster; IgG) anti-
body responses.



ficity. In light chains, these are the J genes, which link V to C, i.e., we have V-J-C.
Joining is imprecise, causing further variation, or combinatorial diversity. In the case
of H chains, there is yet another region interposed between V and J, the D (for diver-
sity) gene segment. Thus, in H chains, we have V-D-J-C, again with combinatorial
diversity. So, if there are 25 � light chain V genes, and 5 J genes, constituting light
chain variable regions, there are already 125 possible combinations, disregarding
imprecision of joining. For � light chains, there are 5 V genes and 70 J genes, yield-
ing 350 combinations. For H chains, there are 100 V genes, 50 D genes, and 6 J genes,
giving 30,000 combinations. Overall, disregarding combinatorial diversity, this yields
more than 109 combinations. When we multiply this by joining imprecision, plus a
heightened mutation rate of genes in the hypervariable region, we can see that from
261 genes, we can easily exceed 1018 variations.

The C regions are also genetically encoded, there being four genes for � light chains,
one for � light chains, and nine H chain C genes (IgM, IgD, IgG1–4, IgA1, IgA2,
and IgE).

IgG is the only class of immunoglobulin capable of crossing the placenta (an Fc-
mediated event) (Table 1).

The mechanisms for generating antibody diversity may be summarized as follows:

1. Multiple germline V genes
2. V-J and V-D-J recombinations
3. Combinatorial diversity (� recombinational inaccuracies)
4. Somatic point mutation
5. Pairing of heavy and light chains.

Millions of antibody genes come from diverse combinations of gene parts. (Fig. 5).
Antibodies have a variable region (binding site) and a constant region (holds binding
sites together, interacts with cells). B-cell maturation joins V (variable), D (diversity),
and J (segments) to form a variable gene region, connected to a constant region. Post-
transcriptional processing removes introns (and extra J regions) to form mRNA.

Class switching changes the constant region type (Fig. 6). Each stem cell produces
an antibody with a different specificity, because it combines a different combination of
V, D, and J exons for both light and heavy chains (Fig. 7).

ANTIBODY ENGINEERING YESTERDAY AND TODAY

The discovery of monoclonal antibody (MAb) technology in the late 1970s and
early 1980s opened a new era in human therapeutics (3). The economic promise of
MAbs was said to be limitless. In fact, MAbs, could be selected with exquisite speci-
ficity. They were found to orchestrate various components of the immune system such
as ADCC and complement, and they showed a high biologic half-life in blood and tis-
sues, rendering them effective for prophylactic use. The toxicity of infused MAbs was
expected to be low because of their biologic nature. This concept was further sup-
ported by the successful clinical results of mouse antiidiotypic MAbs in the treatment
of lymphoma and leukemias and by U.S. Food and Drug Administration (FDA)
approval in 1986 of the OKT3 and anti-CD3 mouse MAb for acute renal transplant
rejection.
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This excess of optimism was soon followed by a period of skepticism after adverse
clinical and laboratory findings with rodent MAbs when they were used clinically in
humans: up to 50% of treated patients developed antimurine antibody responses. In
addition, the effector functions and biologic half-life were much less efficient. Adding
to the skepticism were the additional failures of the clinical trials of the anti-lipopolysac-
charide (LPS) mouse IgME5 MAb from Zoma, which was completed between 1992
and 1993, and the human IgM HA-1A (for septic shock) from Stanford/Centocor. How-
ever, in 1994, the FDA approved the antiplatelet mouse MAb ReoPro to treat the com-
plications of angioplasty. This modest success was followed by FDA approval of six
other engineered antibodies between 1997 and 1999.

The resurgence of interest in antibody-based therapeutics was the direct conse-
quence of the introduction of genetically engineered immunoglobulins and the refine-
ment of targets for antibody therapy. MAbs or their recombinant derivatives now
account for the single largest group of biotechnology-derived molecules in clinical tri-
als and have a prospective market of several billion dollars. Their applications include
the prophylaxis, therapy, or control of allergic and autoimmune diseases; complica-
tions of angioplasty; sepsis; a variety of inflammatory diseases; many viral and bac-
terial infections; organ transplantation rejections; and solid and hematologic tumors
(4–10).
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Fig. 5. Diagram showing how antibody genes are combined (see text).

Fig. 6. Diagram of class switching.



ANTIGEN-PRESENTING CELLS AND T-CELLS

MHC and Antigen Presentation

Class II major histocompatibility complex (MHC) is an antibody-like protein repre-
senting an extension of the principles by which antibodies are made: MHCs in differ-
ent clones have different specificities (like antibodies) but otherwise different structures
and functions. MHCs have � and � chains with binding sites (rather than small and
large chains) and a constant region that anchors the molecule to the plasma membrane
(with a binding site outside the cell) (Fig. 8).

Cytokines

This is a generic term for messenger molecules (polypeptides) secreted by lymphoid
and nonlymphoid cells that form a mediator network regulating the growth, differenti-
ation, and function of cells involved in immunity, hematopoiesis, and inflammation.
Cytokines secreted by lymphocytes are also called lymphokines, and those secreted by
monocytes/macrophages are known as monokines. An interleukin (IL) is a cytokine
that carries a message between leukocytes. Cytokines involved in the regulation of 
T-cells, B-cells, and macrophages were mentioned previously and are summarized in
Table 3. CD 4� helper T-cells are now divided into two subsets based on cytokine pro-
file and predominant function:
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1. Type 1 (Th1) cells produce interferon (IFN)-�, tumor necrosis factor (TNF)-� and -�, and
IL-2 (but not IL-4, IL-5, or IL-10) and regulate classical delayed (type IV) hypersensitivity
reactions centered around macrophage activation and T-cell-mediated immunity.

2. Type 2 (Th2) cells elaborate IL-4, IL-5, IL-6, and IL-10 and participate in immediate (type
1) hypersensitivity reactions and B-cell antibody-mediated immunity (11).

Proinflammatory cytokines, such as TNF (� and �) and IL-1, which are produced
by activated macrophages, mediate local and systemic effects, including the induction
of the acute-phase reactions of inflammation.

Chemokines (chemotactic cytokines) belong to a family of low-molecular-weight
proteins (with complex names/eponyms) that are secreted by monocytes (e.g., mono-
cyte chemotactic protein [MCP]), macrophages (e.g., macrophage inflammatory pro-
tein [MIP]), and T-cells (e.g., regulated upon activation normal T-cell expressed and
secreted [RANTES]) that influence leukocyte motion and that attract leukocytes to
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Fig. 8. Macrophages with class II MHC take up antigen and break it into pieces; the pieces
of the MHC are displayed on the surface.

Table 3
Cytokines in Immunity

Cytokine Source Action and target

IL-1 Macrophages Growth of activated T- and B-cells
IL-2 Activated T-cells Growth of activated T-, B-, and NK cells
IL-3 Activated T-cells Growth and differentiation of hematopoietic

precursors
IL-4 Activated T-cells Growth of activated B- and T-cells
IL-5 Activated T-cells Growth of activated B-cells
IL-6 Activated T-cells and Growth and maturation of activated B- and T-cells

macrophages
IL-10 Activated T-cells Inhibits IFN-� secretion
IFN-� Activated T-cells Activates macrophages and increases their

expression of MHC I and II
TNF Macrophages, activated Helps activate cytolytic T-cells; cytotoxic to tumor;

T- and NK cells activates phagocytic cells

Abbreviations: IL, interleukin; IFN, interferon; TNF, tumor necrosis factor; NK, natural killer.



sites of tissue inflammation or infection (Fig. 9). Surprisingly, in HIV infection, spe-
cific chemokine receptors on CD4� target cells are now known to function as core-
ceptors required for viral entry.

B-CELLS

Early Development of the Repertoire

The evolutionary selection pressure guiding T-cell and B-cell repertoire development
is the same in each case: to generate a range of specificities that will protect against
various and unpredictable infectious disease challenges while limiting the potential for
reactivity against self. This selection pressure acts on the level of the individual ani-
mal, such that the individual with the most effective repertoire in a particular time and
place is most likely to survive and reproduce. The selection pressure also acts on the
level of the population, such that repertoire diversity maintained within a population
makes it more likely that some individuals will survive to reproduce after an infectious
outbreak.

The downside of clonal deletion as a mechanism for tolerance is that it creates holes
in the repertoire. A pathogen could take advantage of these holes by mimicking self to
evade immune recognition. For T-cells, this problem is dealt with by balanced poly-
morphism of MHC within a species. T-cell recognition of peptide in the context of
polymorphic MHC molecules provides each individual with a different T-cell repertoire
complete with different holes (12–14). Thus MHC polymorphism provides protection
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against disease at the level of the population. Because B-cells recognize native anti-
gen, and most of us express the same set of native proteins, any holes in the B-cell
repertoire created by clonal deletion would be the same across the population,
putting the entire population at great risk from infectious agents that mimic “self”
proteins. Whereas the recognition of polymorphic MHC by T-cells protects popula-
tions from this sort of threat, B-cell recognition of native antigen precludes a simi-
lar strategy.

Antigen Recognition and Lymphocyte Development

B-cell development differs significantly from T-cell development in that negative
selection of autoreactive B-cells can occur in the same microenvironment in which pro-
ductive immune responses begin, the outer T-cell zone of the spleen. The maturation
of B-cells in this more public environment has important implications for the mecha-
nisms that maintain self-tolerance and contribute to the development of autoimmunity.
This type of development allows for the shaping of the B-cell repertoire with multiple
specificities, including weakly autoreactive and crossreactive specificities, into the func-
tional repertoire. The evolution of the humoral immune system was challenged by hav-
ing on hand as diverse an array of antibody-producing cells as possible to address the
multiple types of invaders discussed earlier.

Much of T-cell development occurs in the thymus, geographically sequestered from
the sites of active immune responses. This cloistered environment ensures that many
self-reactive T-cells are eliminated before joining the mature T-cell repertoire. B-cells
also undergo several forms of negative selection of self-reactive specificities. Recent
experiments suggest that, in contrast to T-cell development, much B-cell negative selec-
tion occurs in the same location in which immune responses to foreign antigens are
initiated—the outer T-cell zone of the spleen (reviewed in ref. 15). This maturation of
B-cells in a public environment has important implications for the mechanisms that
maintain self-tolerance and that might contribute to the development of autoimmune
disease. Here, we suggest that the public shaping of the B-cell repertoire allows the
recruitment of multiple specificities, including weakly self-reactive specificities, into
the functional immune repertoire and that this mechanism for increasing repertoire
diversity offsets the risk of autoimmunity.

B-cell selection, like T-cell selection, functions to balance the need for repertoire
diversity with the need to protect against autoimmunity. T-cells and B-cells recognize
antigen in fundamentally different ways, and these differences in recognition are
reflected in differences in the mechanisms of repertoire generation. T-cell recognition
is inexorably associated with recognition of self. T-cells recognize peptide antigen
complexed with MHC molecules, constraining recognition to antigen processed and
presented by cells (16–18). T-cell selection reflects this recognition by allowing only
those T-cells with receptors that bind MHC to mature, while eliminating those T-cells
that strongly bind self-peptide—MHC complexes during development in the thymus
(19–24). Signals to the T-cell that stimulate activation of T-cell immune responses in
the periphery induce deletion of maturing, self-reactive cells in the thymus (25).
Thymic T-cells that have yet to complete development and selection are prevented from
joining the functional immune repertoire; the cloistered environment of the thymus
thus protects against autoimmunity.
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In contrast to T-cell recognition, B-cells recognize native antigen that is not neces-
sarily associated with cells. B-cell development also begins in an isolated environment
in the bone marrow, where high avidity self-reactive B-cells are deleted (26,27).
Although it was generally thought that most B-cell-negative selection occurred in the
bone marrow (28), several lines of evidence point to a key distinction from T-cell devel-
opment. First, the bone marrow appears to export a larger proportion of the B-cells that
it produces than the thymus (29,30). These newly exported B-cells are relatively imma-
ture cells that migrate from the bone marrow to the outer T-cell zones of the white pulp
of the spleen (31). These newly emigrated splenic B-cells express high levels of the
heat-stable antigen (HSA), a maturation marker common to developing B- and 
T-cells (32). By contrast, HSAhi T-cells are found only in the thymus, as maturing 
T-cells lose HSA expression before migrating to the periphery (33–36). Second, when
the recirculating B-cell repertoire has attained an adult size and steady state, only a
small fraction of these recent bone marrow emigrants persists after reaching the splenic
T-cell zone (31,37,38). The cells that do persist have a skewed V-region repertoire
(39,40). This splenic restriction point in B-cell production eliminates unwanted B-cells
by the same order of magnitude as occurs for T-cells exclusively in the thymus. A key
question is whether immature B-cells are selected against within the splenic T-cell zone
because they fail a positive selection step for particular specificities or because they
trigger a negative selection step against particular specificities.

The first evidence that immature B-cells are negatively selected in the spleen came
from Cyster et al. (41), who showed that self-reactive B-cells recognizing circulating
lysozyme antigen accumulate in the T-cell zone of the spleen and are excluded from
migration into the B-cell follicles, with an efficiency that is directly proportional to the
level of self-ligand present, the affinity of the receptor, its signaling properties, and the
presence of competing B-cells (41–44). Self-reactive cells that are excluded from 
the follicular recirculating repertoire are short lived (1–3 days), whereas, cells that
enter the B-cell follicles are long lived and recirculate for 1–4 weeks (42).

The significance of this follicular exclusion checkpoint in negative selection of self-
reactive B-cells has recently been extended by studies tracking the development of 
B-cells specific for double-stranded DNA (anti-dsDNA), a clinically important speci-
ficity, in the context of a polyclonal B-cell repertoire. Mandik-Nayak et al. (45) have
shown that prototypic anti-dsDNA B cells are not deleted in the bone marrow but are
exported to the spleen as relatively immature cells with a short half-life relative to 
the bulk of the repertoire. They also show that these autoreactive cells localize to the
interface between the B-cell and T-cell zones of the spleen. Together with the lysozyme
model antigen data, and the evidence that many immature cells are competitively
selected against at this site, it seems likely that B-cells bearing many different autore-
active specificities will join the peripheral B-cell population and be subject to selection
at this stage and site within the spleen.

The exclusion of newly produced autoreactive B-cells from the B-cell follicles
places these potentially pathogenic cells in a site known to be important for the initia-
tion of antibody responses to foreign antigens—the outer T-cell zone (46, 47). Indeed,
autoantibody-producing cells in autoimmune mice appear and accumulate in the outer
T-cell zone (48), and it has been proposed that the pathogenic autoantibody production
results from a failure of B-cell tolerance in this site (49). Self-reactive cells that are
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excluded from follicles are also functionally anergic—that is, signaling by their B-cell
receptors (BCRs) is reversibly altered so that they make weak mitogenic responses to
antigen (45,50). Nevertheless, antigens with high avidity binding can deliver strong sig-
nals to the B-cells that partially override anergy and induce modest proliferation and
antibody production by maturing self-reactive B-cells (50). Thus self-reactive B-cells
that have yet to complete development and negative selection might be recruited into
the functional immune repertoire if they crossreact avidly with a foreign antigen; the
public environment of the spleen seems to encourage this recruitment at the risk of
autoimmunity. Why risk autoimmunity by requiring so much of B-cell-negative selec-
tion to occur where immune responses begin?

The Autoimmune Solution

The export of self-reactive short-lived cells into a splenic B-cell pool, in which life-
span is inversely proportional to the degree of self-reactivity, might solve the problem
of holes in the B-cell repertoire, much as MHC polymorphism serves to solve the hole
problem in the generation of the T-cell repertoire. In any one individual in a popula-
tion, at a particular time, a proportion of the B-cell repertoire is contained in the short-
lived B-cell pool, being excluded from entry into the B-cell follicles. In the absence of
infection, self-reactive cells within this population will die within a few days and so
pose little risk of causing a pathogenic autoimmune response. Autoimmunity is also
avoided by requiring stronger signals to recruit autoreactive B-cells into an immune
response than are required to recruit naive B-cells and by producing smaller bursts 
of progeny when autoreactive cells clear the higher activation hurdle (50). Because of
the huge potential B-cell repertoire encoded in the genome, the actual B-cell repertoire
available at any one time is likely to differ between individuals based on the probable
recombination and expression of BCRs. Accordingly, each individual within a popula-
tion will express a different B-cell repertoire, with varying propensity toward autoim-
munity when an infectious agent appears.

The repertoire diversity provided by the short-lived pool of B-cells might work in
concert with the probable differences in B-cell pool composition between individuals
to ensure that some individuals will mount effective B-cell responses against an infec-
tion. This solution to plugging the holes in the repertoire might be buttressed by the
unique ability to fine-tune B-cell specificity further, by hypermutation and additional
rounds of negative selection in germinal centers. The independent processes of anergy
and negative selection in germinal centers might account for why these modest autoan-
tibody responses do not achieve high concentrations and do not normally exhibit sus-
tained or recall characteristics.

The effectiveness of this system depends on the availability of a diverse pool of 
B-cells within each individual at any one time, as well as differences in pools be-
tween individuals. Whereas T-cell deletion in the thymus helps to protect against self-
reactivity within the T-cell repertoire, the inherent short lifespan and more rigorous 
signaling requirements of self-reactive B-cells helps to protect against self-reactivity
within the B-cell repertoire. Whereas MHC polymorphism provides diversity in T-cell
repertoires within populations, the probable generation of BCR specificities and the
short-term inclusion of weakly self-reactive specificities might provide diversity among
the B-cell repertoires within populations. Seen in this light, there might be a clear
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advantage to transiently maintaining weakly self-reactive B-cells in the periphery,
where they can potentially contribute to an acute immune response to infection.

CONCLUSIONS

The presence of nonpathogenic anti-self antibodies and antibodies derived against
the normal bacterial flora colonizing the vertebrate host in the serum of normal indi-
viduals and their non-anamnestic rise and fall during immunization provides evidence
that self-reactive B-cells that secreting IgM and in some cases IgG autoantibodies exist
and are activated in the peripheral B-cell pool (51–55). One source of these relatively
low-avidity autoantibodies is likely to be activation of short-lived B-cells in the outer
T-cell zone by high-avidity foreign antigens. The relative contribution of these preex-
isting reactive B-cells to total repertoire diversity is not known; however, their influ-
ence on disease resistance and susceptibility are profoundly observed during the
parasitic infection known as leishmania in mice.

Experimental leishmaniasis offers a well-characterized model of Th1-mediated con-
trol of infection by an intracellular organism. Susceptible BALB/c mice aberrantly
develop Th2 cells in response to infection and are unable to control parasite dissemi-
nation. A previously identified antigen, Leishmania homolog of receptors for activated
C kinase (LACK), was found to be the focus of this initial response. The early CD4�
T-cell response in these mice is oligoclonal and reflects the expansion of memory,
V�4/V�8-bearing T-cells in response to the LACK antigen. It appears the T-cells were
initially derived to a specific and crossreactive antigen found on a bacterial species col-
onizing the mouse gastrointestinal tract during its early lifetime. IL-4 generated by
these cells is believed to direct the subsequent Th2 response. Mice made tolerant to
LACK by the transgenic expression of the antigen in the thymus exhibited both a
diminished Th2 response and a healing phenotype. Thus, T-cells that are activated early
and are reactive to a single antigen play a pivotal role in directing the immune response
to the entire parasite.

Thus, breakthroughs in our knowledge of humoral immunity may be coming with
our understanding of its development during differentiation and initial repertoire devel-
opment as the host establishes itself in the environment. It seems that successful
pathogens may have explored these subtle overlaps between self and the normal colo-
nizing flora, which in a distant way is part of self in that they permit the survival of
the host through numerous important symbiotic mechanisms (57–59).
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Some Basic Cellular Immunology Principles

Applied to the Pathogenesis of Infectious Diseases

R. Pat Bucy and Paul Goepfert

INTRODUCTION

In this chapter some of the functional implications of our current understanding of
the basic physiology of T-cell mediated immune function for problems in infectious
disease are discussed. The subtleties of the process of T-cell antigen “recognition” and
the heterogeneity of kinds of functional responses within the T-cell system are a major
focus. Finally, some features of the anatomic compartmentalization of the immune sys-
tem and how limited access to tissue compartments skews our thinking about in vivo
immunity in humans are explored. In view of our recently enhanced understanding of
HIV disease, the chapter uses this viral infection as an example to illustrate relevant
immune mechanisms and concepts.

MECHANISMS OF IMMUNE RECOGNITION

As outlined above, T-cells utilize a complex process to discriminate particular anti-
genic epitopes. Unlike antibodies that can bind with high affinity to multiple kinds of
biomolecules, T-cells only recognize peptide epitopes that are embedded into one of
two classes of specialized antigen-presenting structures (Fig. 1). The molecules were
originally defined as strong transplantation antigens, coded for by a complex of genes
termed the major histocompatibility complex (MHC). The class I MHC molecule exists
on the surface of most nucleated cells, albeit at varying densities, in a complex with a
small, constant component known as �2-microglobulin. These molecules bind a selected
set of peptides that are primarily derived from cytosolic proteins via degradation and
transport into specialized membrane compartments by the proteosome transporter pro-
tein (TAP) complex. The peptide/class I molecules are expressed on the cell surface
and serve as the antigenic stimulus for CD8� T-cells. The CD8 molecule on the T-cell
binds directly to framework portions of the class I MHC molecule, distinct from the
peptide binding site and stabilizes the interaction of the T-cell receptor (TCR)/
peptide/MHC complex. The class II MHC molecules serve a similar function of pep-
tide binding and presentation, but they differ in several important ways. First, only
selected cell types express class II molecules constitutively, although some cytokines
(particularly interferon-� [IFN-�] and tumor necrosis factor-� [TNF-�]) can stimulate



other cells to express these molecules. Second, the class II molecule is a heterodimer
of two different MHC-derived proteins with the peptide binding pocket having open
ends allowing somewhat more flexibility in the selected peptides. Third, peptides
derived from extracellular materials engulfed by the antigen-presenting cells (APCs)
are loaded into class II molecules in distinct membrane-bound compartments, com-
pared with the loading of class I molecules. Finally, CD4 binds to the framework por-
tions of the class II MHC molecule to stabilize antigen recognition of CD4� T-cells.

Thus, the two major sublineages of T-cells (CD4 and CD8) recognize antigens in two
distinct kinds of presenting molecules that bind largely distinct universes of peptide
determinants (intracellular vs extracellular), usually on distinct kinds of APCs. The bind-
ing affinity of the TCR with the MHC/peptide complex (Kd of 10�4–10�7M) is signifi-
cantly less than typical antibody binding affinities. Several accessory membrane molecules
are therefore required to increase this binding affinity. Some of the most notable of the
accessory molecules include CD4 and CD8, which function by binding to specific
domains of the MHC class II and class I molecules, respectively. Both the CD4 and CD8
molecules also act as signal tranducers, playing a role in intracellular signaling events.
Other accessory proteins also play important roles in the TCR/MHC complex interaction,
such as CD28, CD2, leukocyte function-associated antigen-(LFA-1), and CD45R (1–8).

This intimate role of the MHC antigens in the process of T-cell recognition not only
controls the induction of specific immune effector mechanisms, but is also critical for
selection and maintenance of the repertoire of TCR specificities in the T-cell pool. Dur-
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Fig. 1. Two pathways of antigen presentation correlating with two subsets of responding
T cells. APCs, antigen-presenting cells; �2m, �2-microglobulin; TCR, T-cell receptor.



ing thymic development, randomly arranged TCR structures are tested out for low avid-
ity to the available peptide/MHC molecules, presumably using peptides derived from
ubiquitous self-components. Most TCR structures fail the twin selective processes of
thymic repertoire selection: they either bind too strongly to available peptide/MHC mol-
ecules (functionally defined as self-antigen), or they fail to bind well enough to receive
a positive survival signal (9–11). In both of these situations, the T-cell is deleted, and the
surviving T-cells have a low to intermediate binding affinity to a self-peptide/MHC 
molecular complex. The same type of low-avidity interactions with available
peptide/MHC molecules also appears to be necessary for long-term survival of periph-
eral T-cells. Individual T-cells in the peripheral pool can undergo mitosis without devel-
oping the changes associated with specific memory function (12,13), probably with one
daughter cell undergoing apoptosis and the other surviving. Data from experiments using
mice have shown that maintenance of the population depends on low-level TCR-medi-
ated signals (14–20).

Although most of the specific recognition characteristics inherent in the trimolecu-
lar complex mode of antigen recognition is mediated by the TCR repertoire generated
during fetal development, each individual MHC molecule can only bind a fairly lim-
ited set of peptides with constrained structural features. Although this strategy appar-
ently offers a degree of fine physiologic control (to prevent autoimmunity?), this
mechanism results in alterations in the intensity of the immune response in different
individuals with structurally different MHC molecules. Especially in immune responses
to antigens of limited structural heterogeneity, the intensity of the response is often
controlled by a genetic element linked to the MHC known as an immune response (Ir)
gene. It is now clear that the structural gene that maps to the MHC is either the class
I or class II antigen-presenting molecule; however, the “Ir gene phenotype” is a com-
plex mixture of the structure of the TCR repertoire and the determinant selection activ-
ity of particular MHC molecules (21,22). In some cases, there is a hole in the TCR
repertoire such that a particular peptide MHC complex fails to stimulate any available
T-cells; in other cases, antigenic peptides simply fail to bind with any of the available
MHC restriction elements. In either case, the immune response to such an antigen is
unproductive and this phenotype is a heritable genetic trait, an Ir gene.

This variability of immune response intensity due to structural constraints on per-
missive peptide binding by individual MHC molecules is thought to be related to the
extreme polymorphism of these molecules maintained among individuals within the
population. Not only are there several distinct loci for both class I and class II antigens
(three for each class in humans), but there are multiple polymorphic alleles present at
each locus. Since any one MHC molecule can present only a fairly limited repertoire
of peptides, it is widely accepted that there is a significant selective advantage for a
population to maintain great diversity of immune recognition structures. Such a diverse
set of restriction elements serves to mitigate the likelihood of a single epidemic
pathogen escaping detection by most individuals in a localized population.

The complex patterns of disease associations with particular alleles of the MHC,
many of which involve the predisposition to autoimmune mechanisms, undoubtedly
arise out of this central role of the trimolecular complex in the life, functional activity,
and death of T-cells. Variation in response intensity with different MHC haplotypes can
also lead to significant mechanistic insights. For example, the strong associations of
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rates of HIV-1 disease progression in particular MHC class I alleles (23–25) suggest
several strong implications about the role of cellular immunity in HIV disease. First,
the statistical association of MHC molecules with disease progression rates correlates
with the primary effect of a relationship of MHC molecules to the initial viral load set
point (24), which, in turn, determines the rate of disease progression. Second, the asso-
ciation of particular class I alleles and the advantageous effect of heterozygosity are
the molecular signature of the critical role of CD8 T-cell antigen recognition in con-
trol of the viral load set point. Furthermore, the concept that CD8 T-cells play a cen-
tral role in control of HIV infection is supported by a number of other independent
lines of evidence (26–31). Interestingly, HIV disease progression does not correlate
tightly with specific MHC class II alleles that would be indicative of a role for CD4 
T-cells in the immune response to this virus. One possibility is that chronic HIV infec-
tion with persistent viremia results in the anergy of all HIV antigen-specific CD4 
T-cell clones, erasing the fingerprints of the subtleties of CD4 T-cell antigen recogni-
tion via the TCR/ peptide/class II MHC interactions during chronic infection.

The complex mechanism by which T-cells recognize antigen, in comparison with 
B-cell/antibody antigen recognition, has several important implications for responses to
infectious agents and especially the development of vaccines. First, since antibodies rec-
ognize a broad range of conformationally dependent epitopes, whereas T-cells focus on
only a limited set of peptide epitopes, the degree of crossreactive immunity to different
quasi-species of the same infectious agent is often greater for T-cell immunity than for
antibody responses. Second, owing to the special processing mechanisms required for 
T-cell recognition, especially the endogenous peptides loaded into class I MHC molecules
for presentation to CD8 T-cells, live viruses may stimulate significantly different T-cell
specificities than purified viral proteins administered in an adjuvant fashion. The use of
live attenuated viruses as vaccines or the use of pseudotyped viruses or DNA vaccines
have all been suggested as a practical means to circumvent this problem, in addition to
other potential advantages. Finally, for antigens of limited structural heterogeneity there
may be substantial variability between individuals based on MHC haplotype in responses
to particular vaccines or infectious agents. To generate strong T-cell immunity, correla-
tion of vaccine responses to particular MHC haplotypes may be just as important as
inclusion of antigens derived from diverse clades of virus in vaccine development.

FUNCTIONAL HETEROGENEITY OF T-CELL SUBSETS

The T-cell repertoire can be defined by two distinct properties: the recognition speci-
ficity of the TCR heterodimer and the functional response of the cell after TCR stim-
ulation. It is now clear that once a particular TCR heterodimer is expressed on the
T-cell surface, the antigen specificity is frozen for all the clonal progeny of that cell.
The functional responses available, however, are quite extensive and range from pro-
grammed cell death to initiation of distinct modalities of immune response. The com-
plex mechanism by which the antigen specificity is determined (random rearrangement
of two distinct polypeptides with both multiple germ-line gene segments and junctional
diversity followed by selection for a relatively narrow band of avidity for self-MHC
peptides) imposes special characteristics on the specificity repertoire.

The mechanisms by which the functional repertoire of T-cells is developed are less
well understood, but they probably involve a similar strategy to that used during thymic
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selection. The key element again is signaling generated from the TCR complex when
it interacts with particular peptide/MHC epitopes. The TCR complex is not merely an
on/off switch, but the avidity of interactions of the TCR with the myriad available 
peptide-loaded MHC molecules initiates biochemical cascades within the T-cell that
are highly dynamic (32). If the avidity of these interactions is sufficient, cooperation
among other adhesion molecules, including the major coreceptors CD4 or CD8, the
adhesion molecule LFA-1 (CD11a), and the CD28 molecule, stabilizes this molecular
binding in a process termed the immunologic synapse (33). This complex structure can
deliver multiple levels of signal depending on the relative intensity and stability of the
interaction. These multiple signals are most likely integrated at the level of multiple dif-
ferent promoter complexes, in which biochemical signals initiated at the cell surface are
translated into the production of transcription complex components. In turn, these cel-
lular signals can interact with multiple promoter motifs (34), resulting in coordinated
patterns of expression of multiple unlinked genes (Fig. 2).

The proteins produced by such activated genes are of several classes, including
those that initiate entry into the cell cycle; expression of unique cytokine receptors;
expression of various effector cytokines; expression of new surface adhesion mole-
cules; and new transcription factors. The products of this ensemble of gene activation
interact in complex ways to determine not only the fate of that particular T-cell, but
also the tempo of immune activation in the immediate microenvironment in which T-
cell activation occurs. Expression of new cytokine receptors (e.g., interleukin-2R� [IL-
2R�]) or inactivation of existing receptors (e.g., IL-12R�) can alter the subsequent
response pattern of the responding T-cell. Many cytokines (i.e., IL-2, IFN-�, TNF-�, IL-
4, IL-10, IL-13, granulocyte/macrophage colony-stimulating factor [GM-CSF], and
transforming growth factor-� [TGF-�]) serve as growth and differentiation factors for
most other cells in the local microenvironment. These include other T-cells, dendritic
cells and macrophages, endothelial cells, and B-cells, in addition to the responding cell
via autocrine feedback. With a longer kinetic delay, activated T-cells change the pat-
tern of cell surface adhesion molecules that alter the subsequent recirculation and tis-
sue distribution properties of the cell. Investigators recognize some of these adhesion
molecules as memory markers (such as CD44, CD62L, and CD45 isoforms), since
their differential expression on previously activated T-cells allows detection by cell sur-
face staining with available monoclonal antibodies.

Finally, and potentially most critical, initial T-cell activation can result in the pro-
duction of new transcription factors, which may differentially affect the vigor of tran-
scriptional activation on subsequent rounds of TCR-initiated signals. It is highly likely
that such factors account for the significantly lowered antigen dose threshold required
for full stimulation found in previously activated (memory) T-cells (35,36), compared
with cells that have not been stimulated recently. Although many genes are activated in
a coordinate manner, in individual cells some of the cytokine genes show distinct thresh-
olds for activation based on different intensities of TCR/peptide/MHC stimulation.
These distinct thresholds probably generate the significant clonal heterogeneity charac-
teristic of antigen-specific T-cell activation (37– 41).

This hypothetical scheme of T-cell activation (incorporating the functional subtleties
of T-cell antigen recognition) contrasts with the more conventional views of classes 
of T-cells, based on static conceptions of antigen specificity, T-cell response, and 
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memory versus naíve T-cells. First, antigen specificity is not a clean positive/negative
phenomenon, even in response to a particular index peptide structure. All TCRs in the
repertoire bind with modest avidity to ubiquitous self-antigen, and there is potential for
anatagonist peptides that bind to the MHC restriction element well, but fail to stimu-
late the particular TCRs with high avidity for the index peptide. T-cells that interact
with intermediate avidity to a particular index peptide/MHC complex may show some
of the features of T-cell activation, particularly entry into the cell cycle if sufficient 
IL-2 is available, but they do not participate in the more stringent activation pathways.

Finally, the activation signals from engagement of the TCR reflect the product of the
amount of peptide/MHC complex and the inherent TCR affinity. Thus, in the presence
of high doses of a particular peptide, more T-cells (including those with slightly lower
avidity) can become fully activated. In the presence of lower doses of the same peptide,
(or in the presence of peptide antagonists), these same T-cells receive suboptimal signal-
ing that not only results in failure to reach the threshold stimulus for full activation, but
probably results in a different kind of activation. The phenotypic characteristics among
the daughter cells of such qualitatively different kinds of antigen activation are probably
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Fig. 2. Multiple distinct signal pathways converge to produce functional transcription com-
plexes to allow coordinate activation of multiple genes. Alterations of the dominant pathway of
signaling from successive cycles of antigen stimulation result in alternate pathways of func-
tional differentiation. ICAM-1, intercellular adhesion molecule-1; IFN-�, interferon-�; IL,
interleukin; LFA-1, leukocyte function-associated antigen; TCR, T-cell receptor.



distinctive. Therefore, the sensitivity to TCR-initiated signal and the cytokine expression
phenotype, as well as the pattern of adhesion molecule expression and tissue recircula-
tion may all be different in these daughter cells. Thus, a static view of antigen specificity,
which is implicitly defined by response to antigen, is not completely tenable, even though
the actual structure of the TCR is not altered by antigen stimulation. Since the pattern of
response is quite heterogeneous and dependent on the subtleties of formation and signal
generation at the immunologic synapse, the range of peptides that a T-cell is specific for
also depends on the circumstances of presentation and the life history of the particular 
T-cell. Finally, the simple dichotomy between memory and naíve T-cells is much too sim-
ple to classify different subsets of T-cells adequately. Not only is memory likely to be as
heterogeneous as the response that is remembered, but many adhesion molecules used as
markers of memory revert to a naíve status at different tempos.

The role of antigen dose in stimulation of responses may also be quite important in
situations of persistent low-level antigen exposure, such as in chronic asymptomatic
HIV infection. Persistent stimulation of high-avidity TCRs by a low concentration of
HIV-derived peptides may result in exhaustion or anergy of relevant T-cells during
chronic infection such that little CD4 helper activity is available for the CD8 T-cell
response. A quick burst of a higher concentration of HIV peptides, such as might be
experienced in a subject effectively treated with highly active antiretroviral therapy
(HAART) who undergoes a scheduled treatment interruption, may allow the functional
activation of these same cells to help mediate effective viral clearance. Thus, both the
dynamics of antigen dose in vivo and the cytokine milieu in the histologic microenvi-
ronment may play critical roles in the ability to induce a functional immune response,
beyond the mere presence of antigen-specific T-cells.

In addition to the heterogeneity that exists in concepts such as antigen specific/
nonspecific and memory/naíve, considerable heterogeneity has long been recognized in
the kinds of functional effector activity mediated by different classes of T-cells. There
are multiple distinct cytokines that can be expressed after TCR activation in addition to
the induction of two distinct pathways of direct lytic activity for target cells (the secre-
tory pathway and the FasL/Fas interaction). There is significant heterogeneity in the pat-
tern of individual cytokine gene expression, even within stable in vitro passaged T-cell
clones (37,38,41). Although there are patterns of cytokines that tend to be coexpressed,
each individual promoter is under a unique pattern of control, with a distinct threshold
for activation. Furthermore, there are multiple potential phenotypes, but any one T-cell
usually has a very limited subset of these alternatives actually expressed. Not only are
the subtleties of TCR/peptide/MHC interaction as discussed above critical for deter-
mining the assortment of particular functional activities with different TCR structures,
but the cytokine milieu in which initial T-cell activation occurs plays a dominant role
in segregation of the cytokine expression phenotype (42–45). The role of the innate
immune system in providing the bootstrap cytokines expressed in the local environment
where particular antigen-specific cells become activated is probably critical in this
process (46–48). Thus, one can conceptualize the T-cell repertoire as a two-dimensional
classification scheme, in which each particular specificity element sorts out into distinct
functional categories dependent on antigenic stimulation experience.

The determination of how many distinct functional classes of T-cells exist in the
repertoire is not clear. The history of cellular immunology has been characterized by
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the continual subdivision of classes of cells initially thought to be homogenous (given
a single name) into distinct categories based on newly discovered features. Lympho-
cytes have been separated into three distinct lineages and T-cells into sublineages based
on both major coreceptor usage (CD4 vs CD8, which correlates with MHC restriction
specificity) and distinct lineages that utilize distinct antigen receptors (�� vs �	 TCR).
To the first approximation, the CD4 and CD8 sublineages of T-cells are biased in the
pattern of their functional differentiation to express particular patterns of cytokines
(CD4 helper cells) or the induction of direct lytic activity (CD8 cytotoxic T-cells).
However, exceptions to this dichotomy exist in both directions. There are CD4 T-cells
that mediate direct lysis and CD8 T-cells that secrete cytokines mediating immunoreg-
ulatory activities.

There is also a further subdivision of T-cell subsets into functional classes based on
the pattern of cytokine expression, the Th1/Th2 paradigm. Originally panels of murine
CD4 T-cell clones were characterized that had distinctive cytokine expression pheno-
types (49). Clones classified as Th1 express primarily IL-2, IFN-�, and TNF-� (LT),
whereas the Th2 cells express IL-4, IL-5, and IL-10. Further work has demonstrated
that these sets of cytokines are associated with functionally distinct types of immune
responses, establishing a link between T-cell phenotype development and cellular ver-
sus humoral immunity (50–52). In particular, IFN-� is a potent macrophage-activating
factor (53,54) and plays a critical role in delayed-type hypersensitivity (DTH) responses
(55,56), whereas IL-4 and IL-5 are potent in B-cell growth and differentiation (57,58).
Not only do these cytokines have distinctive biologic activities, but several lines of evi-
dence also indicate that a reciprocal competitive relationship exists between cells with
Th1 versus Th2 characteristics (42,43,45,52,59). Several infectious disease models
have demonstrated the critical role of Th1 and Th2 cytokines in regulating the balance
in favor of the host or the pathogen (60–64). Particularly clear-cut is the genetic sus-
ceptibility to Leishmania in mice. The disease course between inbred mouse strains is
correlated with inherited tendencies to generate either a Th1 or Th2 response (65–68).

The original dichotomy of cytokine expression patterns has begun to blur into many
individual distinct phenotypes based on differential quantities of expression within the
classical phenotypes (variation in IL-2/IFN-� ratio in Th1, and IL-4/IL-10/IL-5 and
perhaps TGF-� in Th2 cells) (69). The multiplicity of functional phenotypes that have
been characterized in different circumstances (70–72) suggests that the Th1 and Th2
designations do not represent true lineages (irreversible differentiation), but rather a
useful initial distinction among a complex set of functional differentiation patterns. The
general idea is that different patterns of cytokine gene transcription represent a primary
functional distinction of different T-cell subsets.

Consideration of the significant heterogeneity of antigen-specific T-cell activation
has several potentially important implications for the pattern of cellular immune
responses to infectious agents and in particular to HIV-1 infection. First, the conven-
tional method of measuring T-cell response to particular antigens used in most human
disease clinical trials, the lymphocyte proliferation assay (LPA), is both more com-
plicated than is usually thought and in some circumstances an unreliable guide to the
potential for effective in vivo immune response. There are at least three kinds of cells
required for a vigorous LPA response: 1) the availability of adequate APCs; 2) the
existence of a few individual T-cells in each well that produce potent T-cell growth
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factors (TCGFs); and 3) the low-threshold stimulation of other T-cells to grow in the
presence of TCGF. In most circumstances, IL-2 produced by CD4 T-cells is the dom-
inant TCGF, but other cytokines may play an important role in some situations.
Although a strong LPA response correlates well with effective in vivo immunity to
particular pathogens, weak or negative LPA responses can result from several differ-
ent circumstances. These include deficient functional APCs in the population of blood
mononuclear cells, clonal anergy (deficient IL-2 production) of relevant T-cell clones,
production of alternative cytokines that inhibit T-cell growth, or a low frequency of
functional IL-2-producing clones. Direct measurement of the frequency of individual
T-cells that produce different effector cytokines shortly after antigen stimulation may
yield more insight into the status of in vivo immunity than sole reliance on the con-
ventional LPA response.

A second practical consequence of the complexity of T-cell immunity is under-
standing the mechanism of insufficient immune responses to certain pathogens, espe-
cially those that maintain persistent antigen loads during chronic infection. The
conventional view is that such circumstances represent deletion of the small subset of
antigen-specific cells, via clonal exhaustion or pathogen-specific infection (in HIV dis-
ease for the CD4 T-cell response). An alternative possibility is that persistent antigen
load results in various alternative patterns of differentiation that fail to activate effec-
tive clearance mechanisms for the infection. T-cells with sufficient TCR affinity for
peptides derived from the pathogen exist, but continual low-level stimulation anergizes
these cells. In this context, the term anergy simply indicates that absence of the par-
ticular function is used as the index of response, not physical absence (clonal deletion)
of the relevant cells. In some circumstances, immune deviation to produce Th2-like
cytokines in contrast to the Th1 pattern somewhat accounts for such unresponsiveness.
Examples include lepromatous leprosy (60,73,74) and the well-studied Leishmania
major infection in mice (65–75).

In the case of HIV-1 infection, although such classical immune deviation has been
suggested (76), an alternative possibility is that direct interaction of viral particles with
the CD4 molecule together with persistent low concentrations of antigens yields T-cells
with low-level TCR stimulation that fail to respond with high IL-2 production. The
potential role of selection of viral variants that not only escape detection by particular
T-cells but also produce peptide antagonists that block the responses to other epitopes
and perhaps alter the cytokine expression pattern of reactive T-cells may also play an
important role in some cases. As a consequence of functional anergy of T-cells with
TCRs with high affinity for HIV-derived peptides, the infection may be controlled by
helper-independent CD8 T-cells that are inherently inefficient. Since persistent low-
level TCR stimulation may be required to sustain this pattern of differentiation, it may
be possible to reverse this pattern by first eliminating most of the persistent viral anti-
gen (by treatment with available potent antiretroviral drugs) followed by therapeutic
immunization. If clonal deletion of HIV-specific T-cells during primary infection is
responsible for the deficient CD4 T-cell responses in chronic HIV infection, the
prospects for successful therapeutic immunization are fairly dim, given the low (but
detectable) thymic output of new TCR specificities in adult humans (77). If an as yet
ill-defined anergic state exists among these critical cells, understanding the subtle
mechanisms by which antigen can stimulate functionally distinct kinds of differentia-
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tion may be critical to the design of effective therapeutic immunization.

ANATOMICAL DISTRIBUTION OF IMMUNE CELLS: 
RECRUITMENT TO INFLAMMATORY SITES AND REDISTRIBUTION

A final principle of the basic nature of T-cell-mediated immunity is the role of the
anatomic distribution of immune cells in mediation of immune responses. First, unlike
humoral responses in which the effector function of antibody is generally at a distant
site from the antibody-producing cell, T-cell effector function is always localized to
microenvironments directly associated with the active effector T-cell. The lytic func-
tion of cytotoxic T-lymphocytes (CTLs) takes place only in tight conjugates of the indi-
vidual target cell and the CTLs, whereas cytokines are active only over short distances
and act on other cells in the immediate tissue environment. In fact, a substantial por-
tion of helper function for CTL formation is probably owing to the simple colocaliza-
tion of activated CD4 and CD8 T-cells in the same tissue microenvironment caused by
responses to the same antigenic entity, albeit to distinct peptides. This requirement for
localized effector function results in the critical role of T-cell recirculation and recruit-
ment to active inflammatory sites in the organization of in vivo T-cell-mediated immune
responses. The development of a mononuclear infiltrate in a nonlymphoid tissue is the
histopathologic hallmark of active T-cell immunity.

The ability to mobilize a sufficient number of T-cells to a local site is dependent on the
constant recirculation of the low frequency of T-cells with a high-affinity TCR for a par-
ticular peptide/MHC epitope and the rapid recruitment of such cells. IFN-� and TNF-�, as
well as other cytokines produced by activated T-cells and macrophages, affect the local
microvasculature, resulting in increased vascular permeability and the induction of vascu-
lar adhesion molecules. These adhesion molecules serve to facilitate recruitment of circu-
lating T-cells into the microvascular bed surrounding the initial cytokine-producing cells.
Although antigen-specific cells are preferentially accumulated in such inflammatory foci,
most of the T-cells that accumulate in sites of inflammation do not have TCRs that bind
with high avidity to available peptide/MHC complexes. Among the T-cells that are non-
specifically recruited to such sites are a few that reach a threshold of stimulation by the
available peptide/MHC complexes and produce additional cytokines that amplify the
nascent inflammatory focus. In addition, since T-cell activation occurs in such an inflam-
matory site bathed in cytokines such as IFN-� and TNF-�, their pattern of antigen-activated
differentiation is biased toward further production of these Th1-type cytokines. Control of
the tempo of such iterative cycles of cellular recruitment and inflammatory cytokine pro-
duction is probably the critical step in the overall intensity of T-cell-mediated immunity.

A corollary of these principles is that the population of T-cells in the blood may not
be fully representative of T-cells that are actively involved in a tissue-localized immune
response (Fig. 3). During periods of active T-cell immunity, such as localized responses
to infectious agents in lymphoid tissue or responses such as solid organ transplant rejec-
tion, the blood is relatively depleted of antigen-reactive cells, owing to their sequestra-
tion in the local site of the active immune response. Although this is a relatively simple
point, fundamental methodologic difficulties often produce subtle conceptual bias. To
some extent, this conceptual focus on blood T-cells, simply because they are routinely
available for analysis, is a contributor to the controversy concerning the interpretation
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of cellular changes after induction of HAART in HIV-1 infection. The initial proposal
that the increase in blood CD4 T-cells after HAART was caused by an increase in total
body T-cell number reflected the common use of the CD4 count (in blood) as a surro-
gate for total body T-cells. Although this relationship may be largely correct over the
long-term natural history of HIV disease, short-term changes in blood lymphocyte num-
bers often reflect redistribution of cells between body compartments.

Some investigators proposed the alternative interpretation of a redistribution of cells
early on (78,79), but the controversy lingers despite any direct evidence that the total
body number of T-cells rises rapidly in any circumstance. Recent studies focused on
comparison of lymphoid tissue and blood specimens before and after induction of
HAART strongly indicate the reciprocal relationship of blood and tissue lymphocytes
and the resolution of lymphoid tissue inflammation coincident with resolution of active
viral infection of these tissues (80).

A similar line of reasoning cautions against overinterpretation of the relatively mod-
est level of antigen-specific CTL effector function detected in blood T-cells during
chronic HIV disease. Since the active infection exists primarily in the lymphoid tissue,
the cells isolated from blood may have an inconsistent relationship with the level of
active in vivo immunity during episodes of chronic infection. Together with the rela-
tively difficult analytic procedure required to identify functional CTLs, tissue seques-
tration of active cells makes assessment of immunity using in vitro methodologies
problematic. Ten years ago the failure to detect infectious virus in blood during pro-
longed asymptomatic chronic HIV infection led to the view of a dormant infection. The
advent of sensitive viral RNA assays, together with evidence of rapid fall in viremia
after induction of HAART, resulted in a conceptual shift: that there is rapid viral
turnover throughout chronic infection. Similarly, the failure to detect robust immune
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Fig. 3. The in vivo population of T-cells constantly recirculates to many different tissues.
Local immune responses result in redistribution of T-cells to the site of immune activation and
then nonhomogeneous distribution among body compartments.



responses during chronic HIV infection using assays of blood T-cells does not indicate
that viral replication is not controlled by active immune clearance mechanisms.

SUMMARY

This chapter has attempted to incorporate some insights from our current under-
standing of cellular immunity into an understanding of the pathogenesis of infectious
diseases, with a primary focus on HIV disease. The complexity of T-cell recognition,
with subtle functional consequences of particular MHC restriction elements, local
milieu of activation, and kinetic profile of antigen dose, results in complex interactions
between the immune system and persistent infectious agents. The interaction of ideas
derived from basic biologic studies and development of workable therapeutic inter-
ventions is most productive when both basic and clinical investigators develop two-
way communication. Incorporation of basic insights into new hypotheses that can be
directly tested in infected humans offers an additional feature for clinical trial design
beyond the availability of novel agents. Furthermore, development of an effective ther-
apeutic strategy is often the key element in resolving fundamental questions of disease
mechanisms, since effective interventions must be modifying key mechanisms in dis-
ease pathogenesis.
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Immune Defense at Mucosal Surfaces

Prosper N. Boyaka and Jerry R. McGhee

INTRODUCTION

Mucosal immune responses include a major B-cell component characterized by sur-
face IgA-positive (SIgA�) B-cells that become plasma cells which produce polymeric
IgA antibody (Ab). In addition, both T-helper (Th) cells and cytotoxic T-lymphocytes
(CTLs) are induced in mucosa-associated lymphoreticular tissues (MALT) (1). These
B- and T-cell responses can be induced by pathogens in organized mucosal inductive
sites. In fact, the host has evolved a sophisticated network of cells and molecules that
maintain the homeostasis of exposed mucosal surfaces (1,2). This system, termed
MALT, is anatomically and functionally distinct from the systemic counterpart and is
strategically located at the portal of entry of most microorganisms, including specific
pathogens. Prior to the development of acquired immune responses, the mucosa are
protected by innate defenses including the physical barrier provided by epithelial cells,
secreted molecules with antibacterial activity, and the cytolytic activity of natural killer
(NK) cells. However, effective protection against virulent mucosal pathogens requires
prophylactic immune responses that can be achieved by mucosal vaccines, which, in
contrast to systemic vaccines, can trigger both mucosal and systemic immunity. A
major challenge for the development of mucosal vaccines will be to overcome the nat-
ural tendency of the host to suppress immune responses to orally administered anti-
gens, a state commonly termed oral tolerance. In addition, effective protection against
infectious agents will require the development of safe mucosal vaccines capable of pro-
moting targeted immune responses.

THE COMMON MUCOSAL IMMUNE SYSTEM

The mucosal immune system can be divided into organized secondary lymphoid tis-
sue (which allows antigen sampling, uptake, and presentation for initiation of the
mucosal immune response) and more diffuse collections of lymphoid cells constituting
mucosal effector sites (2). It now well established that Peyer’s patches, appendix, and
solitary lymphoid nodules in the gastrointestinal (GI) tract constitute the inductive sites
of the gut-associated lymphoreticular tissues (GALT). Similarly, the tonsils and ade-
noids may represent the nasal-associated lymphoreticular tissues (NALT) in the upper
airway and aerodigestive tracts. Organized bronchus-associated lymphoreticular tissues



(BALT) (3) were also described at airway branches of experimental animals such as
rabbits, rats, and guinea pigs, but these structures rarely occur in humans (4). Collec-
tively, GALT and NALT in humans and GALT, BALT, and NALT in experimental
species are termed MALT. The mucosal effector tissues include the interstitial tissues
of all exocrine glands, e.g., mammary, lacrymal, salivary, and sweat glands, as well as
the lamina propria and the epithelium of the GI tract. In addition, lamina propria 
areas of the upper respiratory and genitourinary tracts are effector sites of this 
enormously large immune network. MALT is connected with effector sites through
migratory patterns of lymphoid cells. Thus, immune effector cells initiated by encounter
with antigen at one mucosal inductive site can migrate to distant mucosal effector sites,
where they will exert their effector functions. The existence of this interconnected 
system of inductive and effector sites has been termed the common mucosal immune
system (CMIS).

Mucosal Inductive Sites

Peyer’s Patches of the GALT

The columnar epithelium that covers the MALT is infiltrated with B- and 
T-lymphocytes and antigen-presenting cells (APCs), which has led to the term follicle-
associated epithelium (FAE). Soluble and particulate lumenal antigens are taken up by
a microfold or M cell and delivered to adjacent APCs. M-cells have been described in
human Peyer’s patches, appendix, and tonsils (5). These cells appear to be ideal for
antigen uptake (6). However, M-cells that only contain sparse numbers of lysosomes
(7) probably do not degrade ingested antigens and thus are not classical APCs (8).
M-cells serve as the entry points for uptake; as such they actively ingest soluble pro-
teins as well as particulate antigens, which can include viruses, bacteria, small para-
sites, and microspheres (6,9–11). In addition to serving as a means of transport for
lumenal antigens, the M-cells also provide an entry pathway for pathogens. A recent
study suggested that lymphocytes and especially B-cells possess signaling molecules
that induce M-cell differentiation of epithelial cells. In this study, mouse Peyer’s patch
T- and B-cells as well as a human B-cell line (Raji) induced Caco-2 cells to differen-
tiate into M-like cells (12).

Peyer’s patches contain a dome region underneath the FAE, as well as underlying
follicles that contain five or more germinal centers (13). The dome region is charac-
terized by the presence of T- and B-cells as well as both macrophages and dendritic
cells (DCs). The presence of all three major APC types in the dome, e.g., memory 
B-cells, MØ and DCs make it likely that antigen uptake occurs immediately after
release from M cells. Furthermore, Peyer’s patch germinal centers differ from those in
peripheral lymph nodes and spleen in that relatively high frequencies of SIgA�

B-cells predominate (14-17).
The regulation of Peyer’s patch formation in mammals is only partially understood;

nevertheless, recent studies suggest that interactions of membrane lymphotoxin
(LT)/tumor necrosis factor (TNF) cytokines with LT-� receptor are of central impor-
tance in Peyer’s patch development (18,19). For example, injection of pregnant mice
with lymphotoxin �-receptor Ig (LT-�-R-Ig) fusion protein resulted in loss of Peyer’s
patches (19) and most lymph nodes except the mesenteric lymph nodes. Recent stud-
ies with this model showed that Peyer’s patches are not strictly required for the induc-
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tion of mucosal S-IgA Ab responses and suggest a role for mesenteric lymph nodes as
alternative inductive sites in the GI tract. Indeed, S-IgA Abs were induced when mice
from LT-�-R-Ig-treated mothers were orally immunized with cholera toxin (CT) and a
soluble protein antigen (20). In contrast, neither systemic nor mucosal S-IgA Ab
responses were seen after administration of the same oral vaccine regimen to TNF-�
and LT-� double knockout mice that lack both Peyer’s patches and mesenteric lymph
nodes (20). However, Peyer’s patches appear to be crucial for the development of oral
tolerance to protein antigens since mice from LT-�-R-Ig-treated mothers showed
impaired induction of this type of tolerance (21).

Other Mucosal Inductive Sites

The NALT includes the palatine, lingual, and nasopharyngeal tonsils, which collec-
tively create a ring of tissue (Waldeyer’s ring) that is strategically positioned at the
entry of the digestive and respiratory tracts. These tissues possess structural features
resembling both lymph nodes and Peyer’s patches, including an FAE with M-cells in
tonsillar crypts that are essential for selective antigen uptake. In addition, germinal cen-
ters containing B-cells, and professional APCs are also present. Direct unilateral injec-
tion of antigens (cholera toxin B subunit [CT-B] and tetanus toxoid [TT]) into the tonsil
of human volunteers resulted in the induction of mucosal immune responses manifested
by the appearance of antigen-specific IgG- and (to a lesser degree) IgA-producing cells
in the noninjected tonsil (22). These studies suggest that the tonsils may serve as 
an inductive site, analogous to Peyer’s patches. Several recent nasal immunization stud-
ies have emphasized the importance of the NALT for induction of both mucosal and
systemic immune responses that may exceed in magnitude those induced by oral
immunization (22–30).

Follicular structures analogous to Peyer’s patches are also found in the large intes-
tine, with especially pronounced accumulations in the rectum. In fact, monkeys immu-
nized intrarectally with simian immunodeficiency virus (SIV) developed both T- and
B-cell-mediated immune responses, including the induction of anti-SIV Abs in rectal
washes and genital secretions (31,32). Similarly, mice immunized intrarectally with CT
or recombinant vaccinia virus expressing gp120 of SIV exhibited Abs responses in gen-
ital tract secretions as well as in serum; this immunization route was frequently supe-
rior to either the intragastric or intravaginal route (33).

Homing of Effector Lymphocytes into Mucosal Compartments

Early studies in rabbits showed that GALT B-cells repopulated the gut with IgA
plasma cells, suggesting a direct connection for B-cell migration between Peyer’s
patches and GI tract lamina propria (34,35). Furthermore, orally immunized experi-
mental animals possessed antigen-specific precursors of IgA plasma cells in GALT-
associated mesenteric lymph nodes, which repopulated the lamina propria of the gut
and the mammary, lacrymal, and salivary glands (36–39). These studies, when com-
bined with others showing that oral immunization led to S-IgA antibodies in multiple
mucosal sites, served as the basis for suggesting a “common” mucosal immune system
in humans (40–42). Studies in recent years have unveiled molecular mechanisms
involved in the migration of immune cells into the GI tract and, to a lesser extent, hom-
ing into other mucosal effector sites.
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Lymphocyte Homing in the GI Tract

Naive lymphocytes enter mucosal or systemic lymphoid tissues from the blood
through the endothelium via specialized high endothelial venules (HEVs) (43). In
GALT, HEV are present in the interfollicular zones rich in T-cells (44). The mucosal
addressin cell adhesion molecule-1 (MAdCAM-1) is the major addressin expressed by
Peyer’s patch HEV (45). The major homing receptors expressed by lymphocytes are
the integrins, which represent a large class of molecules characterized by a het-
erodimeric structure of � and � chains. In general, expression of the �4 chain paired
with either �1 or �7 integrins differentiates between homing receptors for the skin or
gut, respectively. Thus, the �4�1 pair allows binding to vascular cell adhesion mole-
cule-1 (VCAM-1) and is associated with homing to inflamed sites and skin (46,47).
Pairing of �4 with �7 represents the major integrin molecule responsible for lymphocyte
binding to MAdCAM-1 expressed on HEVs in Peyer’s patches (48). A number of stud-
ies have now established that MAdCAM-1 is the major mucosal homing receptor ligand
(48-50). In addition to �4�7 integrin, L-selectin, which also binds to carbohydrate-
decorated MAdCAM-1, is an important initial receptor for homing into GALT HEVs.
Interestingly, L-selectin is expressed on all naive lymphocytes; however, memory T- and
B-cells can be separated into �4�7hi, L-selectin�, and L-selectin� subsets (51).

It is now clear that chemokines are directly involved in lymphocyte homing and that
they trigger arrest and cell activation via specific Gs�i receptors (52). For example, loss
of secondary lymphoid tissue chemokine (SLC) results in lack of naive T-cell or den-
dritic cell migration into the spleen or Peyer’s patches (53). Furthermore, thymus-
expressed chemokine (TECK) mediated human memory T-cell migration into the
lamina propria of the GI tract. In fact, the gut homing �4�7hi T-cells expressed a TECK
receptor, designated G-protein-coupled receptor-9-6, or CCR-9 (54). Interestingly,
human �E�7� as well as �4�7hi CD8 T-cells expressed CCR-9, suggesting that TECK-
CCR-9 is also involved in lymphocyte homing and arrest of intraepithelial lymphocytes
(IELs) into the GI tract epithelium (54).

Lymphocyte Homing in NALT and Lung-Associated Tissues

Unlike Peyer’s patch HEVs which are found in T-cell zones, murine NALT HEVs
are found in B-cell zones and express, peripheral node addressin ( PNAd) either alone
or associated with MAdCAM-1 (55). Furthermore, anti-L-selectin but not anti-
MAdCAM-1 Abs blocked the binding of naive lymphocytes to NALT HEV, suggest-
ing predominant roles for L-selectin and PNAd in the binding of naive lymphocytes to
these HEVs (55). In a rat model of antigen-induced lung inflammation, the percentage
of activated T-cells expressing �4 was increased in the bronchial lumen compared with
blood and lymph node T-cells after antigen challenge (56). An interesting approach
used to address the homing of human cells in the NALT was the analysis of tissue-
specific adhesion molecules after systemic, enteric, or nasal immunization (57). This
study showed expression of L-selectin by most effector B-cells induced by systemic
immunization, with only a small proportion expressing �4�7; the opposite was seen
after enteric (oral or rectal) immunization. Interestingly, effector B-cells induced by
intranasal immunization displayed a more promiscuous pattern of adhesion molecules,
with a large majority of these cells expressing both L-selectin and �4�7 (57).
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IMMUNE RESPONSES IN MUCOSAL SURFACES 

Mucosal Innate Immune Responses

In the mucosa, innate defense includes the physical barrier provided by epithelial
cells and cilia movement, mucus production, secreted molecules with antibacterial
activity, and the cytolytic activity of NK cells. Recent studies have demonstrated that
a number of innate molecules produced at mucosal surfaces (including cytokines,
chemokines, and defensins) can provide the necessary signals to enhance systemic or
both systemic and mucosal immunity to antigens.

Barriere Function of Epithelial Cells

Mucosal surfaces are covered by a layer of epithelial cells that prevent the entry of
exogenous antigens into the host. The physical protection of the largest mucosal sur-
face, i.e., the GI tract, involves a monolayer of tightly joined absorptive epithelial cells
termed enterocytes, which constitute a highly specialized selective barrier that allows
the absorption of nutrients while preventing the entry of pathogens (2). The barrier
effect of intestinal epithelial cells is facilitated by the mucus blanket that covers these
cells and prevents the penetration of microorganisms and the diffusion of molecules
toward the intestinal surface. Mucus resembles glycoprotein and glycolipid receptors
that occur on enterocyte membranes, tending to interfere with the attachment of
microorganisms. The barrier effect of the epithelial surface is ensured by the continu-
ous renewal of the epithelial cell layer. By this process, which results in complete
renewal of the absorptive enterocyte layer every 2–3 days, damaged or infected ente-
rocytes are replaced by crypt epithelial cells, which differentiate into enterocytes as
they migrate toward the desquamation zone at the villus tip. The epithelia of other
mucosal surfaces (including the oral cavity, pharynx, tonsils, urethra, and vagina) are
made of stratified epithelial cells that lack tight junctions. However, the renewal of
exposed epithelial cell layers by cells from subjacent layers and mucus secretion con-
tribute to the permeability barrier effect on these surfaces as well.

Mucosal Antimicrobial Peptides

Epithelial cells also secrete antimicrobial peptides such as defensins, inflammatory
cytokines, and chemokines, which contribute to mucosal innate immune responses. In
this regard, the human intestinal �-defensins (HDs) HD-5 and HD-6 were identified in
intestinal Paneth cells and in the human reproductive tract (58). The �-Defensin are
also secreted by tracheal epithelial cells, and they are homologous to peptides that
function as mediators of nonoxidative microbial cell killing in human neutrophils
(termed human neutrophil petide [HNPs]) (59,60). The �-defensins, and in particular
human �-defensin-1 (hBD-1), are expressed in the epithelial cells of the oral mucosa,
trachea, and bronchi, as well as mammary and salivary glands in humans (61-63).
Human intestinal epithelial cells were reported to express hBD-1 constitutively, whereas 
hBD-2 was only seen in inflamed colon or after bacterial infection of a colonic epithe-
lial cell line (64). Secretory phospholipase A2 (S-PLA2) is an antimicrobial peptide
present in granules of small intestinal Paneth cells and human polymorphonuclear neu-
trophils (PMNs). The S-PLA2 molecule is released by Paneth cells upon exposure to
cholinergic agonists, bacteria, or lipopolysaccharide (LPS). High concentrations of 
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S-PLA2 are also found in human tears. In contrast to other PLA2 molecules produced
by mammalian cells, the S-PLA2 preferentially removes bacterial phosphatidyl glyc-
erol and phosphatidyl ethanolamine, a property that can explain the potent antimicro-
bial activity of S-PLA2 (65,66). Other antimicrobials produced of mucosal surfaces
include lysozyme, peroxidases, cathelin-associated peptides, and lactoferrin. In this
regard, lactoferrin was recently reported to inhibit HIV-1 replication at the level of viral
fusion/entry (67).

Proinflammatory Cytokines and Chemokines

It is now well established that epithelial cells produce proinflammatory cytokines,
including interleukin (IL)-1, IL-6, tumor necrosis factor-� (TNF-�), and granulo-
cyte/macrophage colony-stimulating factor (GM-CSF) in response to pathogen inva-
sion (68,69). Interestingly, epithelial cells also express CxC and CC chemokines. For
example, bacterial or parasitic (i.e., Cryptosporidium parvum) infections of intestinal
epithelial cells were shown to upregulate expression and secretion of the CxC
chemokines IL-8 and GRO-� (70). Bacterial infection of intestinal epithelial cell lines
was also reported to stimulate the expression of the CC chemokines monocyte chemo-
tactic protein-1 (MCP-1), RANTES, and macrophage inflammatory protein-3� (MIP-
3�) (71,72), and freshly isolated colon epithelial cells produced an array of chemokines
similar to the cell lines, as well as MIP-1� and MIP-1� (71). More recently, inflam-
matory protein-10 (IP-10) and monokine inducible by interferon-� (IFN-�) (MIG),
which are CxC chemokines that are known to attract CD4� T-cells, were detected in
normal intestinal epithelial cells, and their expression was upregulated by infection
with invasive bacteria or stimulation with proinflammatory cytokines (73). Further-
more, �	 T-cell receptor-positive (TCR�) (IELs) produce the C-type chemokine lym-
photactin, which is chemotactic for T-cells and NK cells but not for monocytes,
neutrophils, or dendritic cells (74,75). Taken together, these studies clearly indicate that
the mucosal epithelium has the potential to produce a large spectrum of C, CC, and
CxC chemokines and that both epithelial cells and intestinal lymphocytes can con-
tribute to these innate responses.

Mucosal Natural Killer Cells

NK cells are major players in the innate immune system, especially in the GI tract.
NK cells occur in both the lamina propria and the intraepithelial compartment as large
granular lymphocytes (76,77). Studies performed on human IELs have shown that the
�E�7 integrin is the main surface molecule involved in the lysis process (77). Signif-
icant increases in intestinal IEL NK cell activity were seen during the early phase of
secondary infection of chickens with the Eimeria parasite (78). Furthermore, nonspe-
cific recruitment of cytotoxic effector cells into the intestinal mucosa of enteric virus-
infected mice has been reported (79). Humans with inherited deficiency of NK cells
experience more severe herpesvirus infections (80); however, these individuals clear
the virus infection in a fashion comparable to that seen in immunocompetent subjects,
suggesting that the role of NK cells may be to limit the extent of certain mucosal viral
infections. Finally, NK cells are known to secrete interferon-� (IFN-�) and IL-4 after
infection. Thus, mucosal NK cells could be major players in the cytokine environment
that influences the development of effector T-cells.
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Mucosal Adaptive Immune Responses

Cytokines In Mucosal Immunity

It is now well accepted that the functional diversity of the immune response is exem-
plified by an inverse relationship between antibody and cell-mediated immune responses.
This dichotomy is due to Th cell subsets, which are classified as either Th1 or Th2
according to the pattern of cytokines produced (81). Thus, Th1 cells produce IL-2, IFN-
� and lymphotoxin-� (LT-�, also known as TNF-�), LT-� and TNF-�, and Th2 cells pro-
duce IL-4, IL-5, IL-6, IL-9, IL 10, and IL-13. The cytokine environment plays a key role
in the differentiation of both Th cell subsets from precursor Th0 cells. IL-2 is produced
by Th0 cells upon antigen exposure and serves as an important growth factor. IL-12
induces NK cells to produce IFN-� (82,83), which, together with IL-12, triggers Th0
cells to differentiate along the Th1 pathway. Murine Th1-type responses are associated
with development of cell-mediated immunity as manifested by delayed-type hypersensi-
tivity (DTH) as well as by B-cell responses with characteristic IgG Ab subclass patterns.

For example, IFN-� induces murine � → �2a switches (84) and production of 
complement-fixing IgG2a antibodies. On the other hand, IL-4 production induces 
Th0 → Th2-type development. The production of IL-4 by Th2 cells is supportive of 
B-cell switches from sIgM expression to SIgG1� and to sIgE� B-cells (85–87). Fur-
thermore, the Th2 cell subset is an effective helper phenotype for supporting the IgA
isotype in addition to IgG1, IgG2b, and IgE responses in the mouse system. Both Th1
and Th2 cells are also quite sensitive to cross-regulation. IFN-� produced by Th1 cells
inhibits both Th2 cell proliferation and B-cell isotype switching stimulated by IL-4
(88,89). Likewise, Th2 cells regulate Th1 cell effects by secreting IL-10, which inhibits
IFN-� secretion by Th1 cells. This decreased IFN-� production allows development of
Th2-type cells. It is also clear that Th1- and Th2-type cells express distinct patterns of
chemokine receptors (90,91). Thus, CCR5 and the CxC chemokine receptors CxCR3
and CxCR5 are preferentially expressed by human Th1 cell clones, whereas Th2 cells
express CCR4 and to a lesser extent CCR3 (91,92).

Studies in the last decade have shown that two Th2 cytokines, IL-5 and IL-6, are of
particular importance for inducing SIgA� B-cells to differentiate into IgA-producing
plasma cells (93-95). In this regard, IL-6 induced strikingly high IgA responses in vitro
in both mouse (93–95) and human (96) systems. However, the role of IL-6 in IgA
responses in vivo remains to be demonstrated since both reduced (97) and normal IgA
responses were reported in IL-6-/- mice (98). IL-10 has also been shown to play an
important role in the induction of IgA synthesis, especially in humans (99-101). Finally,
high frequencies of Th2 cells producing IL-5, IL-6, and IL-10 were shown in mucosal
effector sites (e.g., the intestinal lamina propria and the salivary glands) where IgA
responses predominate (102,103).

Secretory IgA Antibodies

The S-IgA Abs constitute the predominant isotype present at mucosal surfaces, and
they are the first Abs to come into contact with the microorganisms that have entered
the host through the mucosae. Inhibition of microbial adherence is a critical initial 
step for the protection of the host and is mediated by both specific and nonspecific
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mechanisms. For instance, the agglutinating ability of S-IgA specific to capsular poly-
saccharide of Hemophilus influenzae seems to be crucial for avoiding colonization by 
H. influenzae (104). Finally, another nonspecific mechanism that inhibits microbial
adherence is owing to the presence of carbohydrate chains on the S-IgA molecule that
bind to bacteria or other antigens (105–107). The S-IgA Abs have been shown to be
effective at neutralizing viruses at different steps in the infectious process. In particu-
lar, S-IgA specific for influenza hemagglutinin can interfere with the initial binding of
influenza virus to target cells or with the internalization and the intracellular replica-
tion of the virus (108). The S-IgA can neutralize the catalytic activity of many enzymes
of microbial origin (such as neuraminidase, hyaluronidase, glycosyltransferase and
IgA-specific protease), as well as the toxic activity of bacterial enterotoxins (cholera
toxin and the related heat-labile enterotoxin of E. coli). In vitro experiments employ-
ing murine polarized epithelial cells have demonstrated that antibodies specific to
rotavirus and hepatitis virus can neutralize the respective viruses inside the epithelial
cells (109,110), and evidence has been provided that similar mechanisms occur in vivo
(111). Similarly, it has been shown that transcytosis of primary HIV isolates is blocked
by polymeric IgA specific to HIV envelope proteins (112). These authors have shown
that neutralization of HIV transcytosis occurs within the apical recycling endosome and
that immune complexes are specifically recycled to the mucosal surface (112).

It should be mentioned that S-IgA appears to be important in limiting inflammation
at mucosal surfaces. In fact, IgA Abs are unable to activate complement and interfere
with IgM- and IgG-mediated complement activation (113,114). Furthermore, S-IgA
inhibits phagocytosis, bactericidal activity, and chemotaxis by neutrophils, monocytes,
and macrophages. In addition, IgA can downregulate the synthesis of TNF- � and
IL-6 as well as enhance the production of IL-1R antagonists by LPS-activated human
monocytes (115,116).

Mucosal Cytotoxic T-Lymphocytes

There is a clear demarcation between inductive sites, which harbor precursor
(p)CTLs, and effector sites, which include the lamina propria and the epithelial cells
where activated CD8� CTLs function. it is now established that administration of virus
into the GI tract results in a higher frequency of pCTL in Peyer’s patches (117,118).
For example, reovirus localizes to T-cell regions and is clearly associated with increased
CD8� pCTLs and memory B-cell responses (119). Oral administration of Vaccinia to
rats resulted in the induction of virus-specific CTLs in Peyer’s patches and mesenteric
lymph nodes (120). These findings suggest that after enteric infection or immunization,
antigen-stimulated CTLs are disseminated from Peyer’s patches into mesenteric lymph
nodes via the lymphatic drainage (120). Furthermore, virus-specific CTLs are also gen-
erated in mucosa-associated tissues by oral immunization with reovirus and rotavirus
(117,118) and a high frequency of virus-specific CTLs is present in the Peyer’s patches
as early as 6 days after oral immunization. These studies suggest that oral immuniza-
tion with live virus can induce antigen-specific CTLs in both mucosal inductive and
effector tissues for mucosal responses and in systemic lymphoid tissues as well.

The vaginal infection model of rhesus macaques with SIV has been useful in stud-
ies of immunity to SIV in the female reproductive tract (121,122). Recent studies in
this model have provided direct evidence that pCTLs occur in female macaque repro-
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ductive tissues and that infection with SIV induces CTL responses (123). This impor-
tant finding has now been extended to vaginal infection with an SIV/HIV-1 chimeric
virus (SHIV) containing HIV-1 89.6 env gene (124). Interestingly, all macaques resisted
two challenges with virulent SIV, and functional, gag-specific CTLs were present in
the peripheral blood (124). Again, it should be emphasized that vaginal Abs were also
induced; however, these results clearly indicate that mucosal CTL responses may be of
importance in immunity to SIV infection. Recent work has shown that intranasal
immunization with SIV/HIV components induces antibody responses in vaginal secre-
tions (reviewed in ref. 125). It should be noted that intranasal immunization of mice
with HIV-1 T-cell epitopes and the mucosal adjuvant CT induced functional CTLs
(126). This evidence suggests that mucosal delivery of SIV/HIV components can
induce mucosal CTLs that will contribute to immunity.

MUCOSAL ADJUVANTS AND DELIVERY SYSTEMS

Since immune effector cells initiated by triggering mucosal inductive sites can migrate
to the systemic compartment and to distant mucosal sites, mucosal administration of vac-
cines represents an attractive strategy for provision of immunity in both the mucosal and
systemic compartments. Unfortunately, probably because the mucosal surfaces are con-
tinuously exposed to a myriad of exogenous antigens, most protein antigens are poorly
immunogenic when given mucosally. Furthermore, oral delivery of antigen can instead
result in immunologic unresponsiveness (oral tolerance). Therefore, adjuvants or antigen
delivery systems are needed to ensure the development of effective immune responses to
mucosally delivered antigens. For reasons still to be elucidated, classic systemic adju-
vants such as alum are unable to stimulate mucosal S-IgA Ab responses. Unlike many
protein antigens, the bacterial enterotoxin CT is highly immunogenic when administered
by mucosal routes (127). Furthermore, CT and the related heat-labile toxin (LT)-I from
E. coli are effective adjuvants that promote mucosal and systemic immune responses to
coadministered antigens (128–130). However, the toxicity of these molecules precludes
their use in humans. Recombinant attenuated bacterial and viral vectors were found to be
effective mucosal delivery systems for induction of mucosal immunity (131,132). Again,
however, toxicity issues will need to be addressed before their use in humans. Some of
the strategies to develop safe mucosal vaccines are discussed below.

Nontoxic Enterotoxin Derivatives

Although CT and LT were identified as effective mucosal adjuvants, the enterotoxi-
city of these molecules has precluded their use in human vaccines. The main strategy
undertaken to make these molecules more suitable for use in humans consisted of devel-
oping mutants that lack the adenosine diphosphate (ADP) ribosyl transferase activity of
the native toxins. Other approaches include substitution of the B subunit by a B-cell 
targeting moiety and the covalent binding of protein antigens to CT-B or LT-B.

ADP-Ribosylation-Defective Mutants of CT and LT

Mutants defective in ADP-ribosyl transferase activity were generated by single
amino acid substitutions in the ADP-ribosylation activity site of the A subunit of CT
or LT or in the protease-sensitive loop of LT. In this regard, cholera toxin is a heterol-
ogous macromolecule consisting of two structurally and functionally separate A and B

Immune Defense at Mucosal Surfaces 47



subunits (133,134). The B subunit of CT consists of five identical 11.6-kD peptides
that bind to GM1 gangliosides (135). The binding of CT-B to GM1 ganglioside on
epithelia allows the A subunit to reach the cytosol of target cells, where it binds to
nicotinamide (N) ADP and catalyzes the ADP ribosylation of Gs� protein. The later
guanosine triphosphate (GTP) binding protein activates adenyl cyclase with subsequent
elevation of cyclic adenosine monophosphate (cAMP) in epithelial cells followed by
secretion of water and chloride ions into the intestinal lumen (136). The labile toxin
from E. coli is closely related to CT, and the two enterotoxins share 80% amino acid
sequence homology (137). Although both CT and LT bind GM1 gangliosides, LT also
exhibits an affinity for GM2 and asialo-GM1 (134).

Two CT mutants were contructed by substitution of serine by phenylalanine at posi-
tion 61 (CT-S61F) and glutamate by lysine at position 112 (CT-E112K) in the ADP-
ribosyl transferase activity center of the CT gene from Vibrio cholerae 01 strain GP14.
Similar substitutions in LT have been shown to inactivate ADP-ribosyl-transferase
activity and enterotoxicity completely (138,139). The levels of antigen-specific serum
IgG and secretory IgA Abs induced by the mutants are comparable to those induced
by wild-type CT and are significantly higher than those induced by recombinant CT-B
(140, 141). Furthermore, the mutant CT-E112K, like nCT, induces Th2-type responses
through a preferential inhibition of Th1-type CD4� T-cells, and both nCT and mCTs
enhanced the expression of costimulatory molecules of the B7 family and their corre-
sponding receptors (142,143). Mutations in other sites of the CT molecule were
reported to induce nontoxic derivatives, but the adjuvant activity was also affected. For
example, the CT-106S mCT, with a partial knockout of the ADP-ribosylating activity,
exhibited an adjuvant activity lower that that of wild-type CT (144).

Mutant LT molecules with either a residual ADP-ribosyltransferase activity (e.g., LT-
72R) or totally devoid of such enzymatic activity (e.g., LT-7K and LT-63K) can func-
tion as mucosal adjuvants when intranasally administered to mice together with unrelated
antigens (26,145,146). When mLTs were tested as mucosal adjuvants, they generally
induced mucosal and systemic Ab responses comparable to those of nLTs, although
higher doses of mLT were often needed (147). Since LT induces a mixed CD4� Th1-
(i.e., IFN-�) and Th2-type (i.e., IL-4, IL-5, IL-6, and IL-10) response (148), one might
envision the use of mutants of LT where both Th1- and Th2-type responses are desired.

Other CT and LT Derivatives

It has also been hypothesized that the strong toxic effect of CT and LT could be
largely owing to their promiscuous binding to cells via their B subunits. This assump-
tion led to the construction of a fusion protein consisting of CTA1 and two Ig binding
domains (DD) of staphylococcal protein A, which binds IgG, IgE, IgA, and IgM (149).
The CTA1-DD fusion protein displayed adjuvant activity when given by the nasal route
and promoted both mucosal and systemic immune responses (149). More detailed
analyses of CTA1-DD adjuvanticity have shown that this CT derivative promotes both
T-cell-dependent and -independent responses and that both the ADP-ribosylation and
Ig binding activities were required (150,151).

Another approach used to develop nontoxic derivatives of CT consisted of geneti-
cally substituting the entire CT-A subunit, or the toxic CT-A1 portion, with a protein
antigen. Thus, nasal or oral immunization with the chimeric fusion protein made of 
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CT-B/A2 and a Streptococcus mutans protein adhesin elicited antigen-specific mucosal
and systemic immunity (152). Similarly, nasal immunization with CT-B conjugated to
a Schistosoma mansoni antigen protected infected animals from schistosomiasis (153).
It is important to note that mucosal administration of low doses of antigen coupled to 
CT-B was shown to induce tolerance (154,155). Thus, caution is recommended when
using antigen coupled to CT-B for induction of mucosal immunity or tolerance.

Cytokines and Chemokines as Mucosal Adjuvants

The use of cytokines and chemokines to enhance the immune responses to mucosal
vaccines is an attractive strategy for several reasons. First, cytokines and chemokines
act by often known mechanisms through specific interactions with corresponding
receptors. Furthermore, whereas important adverse effects are often associated with
large and repeated parenteral cytokine doses generally required for the effective tar-
geting of tissues/organs, only low serum cytokine levels are achieved after mucosal
delivery of these regulatory molecules (156). Finally, cytokines/chemokines that influ-
ence the development of Th cell subsets can help promote targeted Th1-type responses
for protection against intracellular pathogens or Th2-type responses required for pro-
tection against soluble antigens and toxins.

The cytokines IL-1, IL-6, and IL-12 were recently tested for their ability to enhance
mucosal and systemic immune responses to nasal vaccines. A nasal vaccine of TT
given with either IL-6 or IL-12 induced serum TT-specific IgG Ab responses that pro-
tected mice against lethal challenge with tetanus toxin, suggesting that both IL-6 and
IL-12 can enhance protective systemic immunity to mucosal vaccines (157). Further-
more, IL-12 but not IL-6 as an adjuvant induced high titers of S-IgA Ab responses in
the GI tract, vaginal washes, and saliva (157). In another system, mice nasally immu-
nized with soluble influenza H1 and N1 proteins and IL-12 developed anti-influenza
systemic and mucosal immunity, further demonstrating that nasal IL-12 does not
require additional stimuli for induction of S-IgA Ab responses (158). Nasal adminis-
tration of protein antigens with IL-1 also enhanced systemic and mucosal immune
responses to coadministered antigens (159). As an illustration of the potential of regula-
tory cytokines to promote targeted immunity, IL-12 was shown to redirect CT-induced
antigen-specific Th2-type responses toward the Th1-type when given by oral (160) or
intranasal routes (156). In addition, IL-12 could also promote both Th1- and Th2-type
responses when administered by a separate mucosal route than a vaccine regimen con-
taining CT as an adjuvant (156).

As mentioned above, a number of innate molecules are secreted in mucosal epithe-
lia. To test whether these molecules could provide signals to bridge the innate and
adaptive mucosal immune systems, protein antigens were given nasally with 
�-defensins, (i.e., HNPs) (161), lymphotactin (162), or RANTES (163). All of these
vaccine regimens were found to promote systemic immune responses to the coadmin-
istered antigen (161–163). Furthermore, whereas defensins failed to promote mucosal
S-IgA Ab responses, significant S-IgA Abs were induced by the CC chemokine
RANTES and the C chemokine lymphotactin (161–163). The adjuvant activity of lym-
photactin resulted in Th1- and Th2-type responses, whereas only Th1- and selected
Th2-type cytokines were produced by RANTES-induced CD4� Th cells (162,163).
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Immunostimulating DNA Sequences and Saponin Derivatives

Immunostimulatory DNA Sequences

Bacterial but not eukaryotic DNA contain immunostimulatory sequences consisting
of short palindromic nucleotides centered around a CpG dinucleotide core, e.g., 5�-
purine-purine-CG-pyrimidine-pyrimidine-3� or CpG motifs (164). It is now clear that
CpG motifs can induce B-cell proliferation and Ig synthesis as well as cytokine secre-
tion (i.e., IL-6, IFN-�, IFN-�, IFN-�, IL-12, and IL-18) by a variety of immune cells
(165). Since CpG motifs create a cytokine microenvironment favoring Th1-type
responses, they can be used as adjuvants to stimulate antigen-specific Th1-type
responses or to redirect harmful allergic or Th2-dominated autoimmune responses.
Indeed, coinjection of bacterial DNA or CpG motifs with a DNA vaccine or with a pro-
tein antigen promotes Th1-type responses even in mice with a preexisting Th2-type of
immunity (166,167). In addition, vaccination of mice with hen egg lysozyme (HEL)
and a CpG oligonucleotide in incomplete Freund’s adjuvant induced a Th1-type
response comparable to that achieved by injecting HEL in complete Freund’s adjuvant
(168). It has also been reported that CpG motifs can enhance systemic as well as
mucosal immune responses when given intranasally to mice (169). The observation that
these CpG motifs can also function as mucosal adjuvants was confirmed by the find-
ing that delivery to lungs of hepatitis B surface antigen (HBsAg) with CpG DNA
resulted in high HBsAg-specific mucosal and systemic immune responses (170).

Saponin Derivatives

Immunostimulating complexes (ISCOMs) are cage-like particules generated after
addition of cholesterol to the Quil A from the bark of the Quillaja saponaria Molina tree
(171). Since antigens can be incorporated into ISCOMs, these particules represent good
delivery systems for mucosal vaccines. In fact, ISCOMs are effective oral delivery sys-
tems that promote mucosal and systemic immunity (172). It is believed that the cage-like
structure of ISCOMs protects both the antigen and Quil A from degradation in the GI
tract. However, ISCOMs appeared to be toxic after parenteral immunization of experi-
mental animals. It is possible that ISCOMs are less toxic after oral delivery. This point
will need to be carefully addressed before considering a broader use of ISCOMs.

QS-21 is a highly purified complex triterpene glycoside isolated from the bark of
the Quillaja saponaria Molina tree (173,174). This molecule promotes both humoral
and cell-mediated immunity when added to systemic vaccine formulations (175–177)
and is now being tested in several parenteral vaccine formulations (173). QS-21 was
reported to act as an adjuvant for both systemic and mucosal immunity to a nasally
administered DNA vaccine (178). More recently, it has been shown that QS-21 also
acts as adjuvant when administered by the oral route (179). Interestingly, low oral QS-
21 doses promoted mucosal S-IgA Abs responses, whereas no S-IgA responses were
induced by high oral QS-21 (179). On the other hand, stronger Th1-type responses
were seen after immunization with high oral QS-21 doses (179).

CONCLUSIONS

The increasing numbers of bacteria that are resistant to antibiotic therapy and the
inefficiency of antiviral drugs to resolve virus infections leave vaccines as the most
promising immunoprophylactic approach against infectious diseases. Mucosal sur-
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faces, which are the main portal of entry for exogenous pathogens, are protected by a
first line of innate defenses provided by epithelial cells, NK cells, and IELs. Although
regulation of these innate defenses is only partially understood, a growing body of evi-
dence shows that mucosal innate factors can provide the necessary signals for the
development of adaptive immunity. It is also clear that effective protection of mucosal
surfaces can only be achieved by vaccines promoting both systemic and mucosal
immunity. A number of mucosal adjuvants and delivery systems capable of inducing
mucosal S-IgA Abs as well as systemic immunity have been identified. However, tox-
icity issues preclude their use in humans (i.e., native enterotoxin, as well as the com-
plex saponin derivatives such as Quil A and recombinant bacterial and viral vectors).
Safe mucosal adjuvants and vaccination strategies are being developed to induce tar-
geted Th1- or Th2-type immunity for optimal protection against different pathogens.
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INTRODUCTION

Infectious and parasitic diseases have been the major cause of death over the last
centuries in developing countries. Similarly, in the past, viral and bacterial infections
have killed tens of thousands of people in the large cities of Europe. The first success
in overcoming the mortality related to infectious diseases was derived from observa-
tions that the serum from cows infected with smallpox protected against human
poxviruses. In 1800, Jenner was the first to apply experimental inoculations of cowpox
to human volunteers. Vaccination against smallpox, beginning in the 19th century,
quickly restricted the disease in Europe and North America.

The basis of immunotherapy was established in Berlin at the Robert Koch Institute
of Hygiene. In 1890, Emil von Behring and Shibasabura Kitasato published a landmark
article showing that serum from actively immunized animals could neutralize toxic
concentrations of toxin in other animals. They could also successfully cure children of
diphtheria with horse antisera. Serotherapy was established as a treatment against diph-
theria as well as tetanus toxin.

After the principles of serotherapy were evident the doors were open for further
applications. The major problem arising from this first generation of passive serother-
apy was anaphylactoid reaction. Stepwise technologic improvements such as precipi-
tation of the immunoglobulins from sera reduced these problems. The �-globulins are
now a group of safe drugs that are prepared from either healthy donors, vaccinated vol-
unteers, or even reconvalescent donors by applying sophisticated manufacturing tech-
nologies. Both basic research and broad clinical applications of immunoglobulins over
decades have provided us with a good knowledge base for technologic and application
improvements. The advantages of antibody-based prevention strategies and therapies
include versatility, low toxicity, pathogen specificity, enhancement of immune function,
and favorable pharmacokinetics; the disadvantages include high cost, limited useful-
ness against mixed infections, and the need for early and precise microbiologic diag-
nosis (1). Hospital infections and resistance to antibiotics generate serious problems
that need to be solved. The combination of antibody therapy with other therapeutic
drugs is still a widely unexplored field of new forms of treatment (2).



IMMUNOGLOBULINS

Immunoglobulins (Igs) are part of the adaptive immune system and basically fulfill
two major biologic functions related to the variable and constant regions of the anti-
body molecule common to all immunoglobulins (Fig.1). The first function, carried out
by the variable region, is the recognition and specific binding to antigens, either solu-
ble antigens such as toxins, or solid antigens such as viruses or microorganisms. The
constant region of the molecule mediates various effector functions and subclasses of
immunoglobulins.

Antibodies (Ab) or immunoglobulins are glycoproteins generated in all mammals.
A cascade of immunoglobulins is produced upon stimulation with a foreign immuno-
genic antigen. During the maturation of the immunologic cascade, five distinct
immunoglobulin classes can evolve, IgG, IgA, IgM, IgD, and IgE, which differ in size
as well as amino acid and carbohydrate composition of the heavy chains. Figure 2
shows the monomeric and oligomeric structures of IgG, IgA, and IgM. The different
regions of the basic Ig monomere are described in Figure 1. IgG is a monomeric pro-
tein representing approx. 70% of the antibody pool in the human serum. IgM mole-
cules are the first antibodies to be expressed in the course of an immunogenic response
to an antigen. The pentameric structure of IgM is stabilized by a peptide structure
called the joining (J) chain. The dimeric structure of IgA is an immunologic barrier in
seromucosal secretions. IgD acts in conjunction with antigen-triggered lymphocyte dif-
ferentiation. IgE is displayed on the surface membrane of basophilic and mast cells and
is often associated with allergic symptoms.

Humoral Immune Response and the Cellular Basis of Immune Response

Primary contact of invading antigens with the cells of the immune system either trig-
gers tolerance or induces an immune reaction. The form of antigen presentation deter-
mines whether a cell-mediated or an antibody response is elicited. The antigen moves
to the local lymph nodes, where it is endocytosed by antigen-presenting cells (APCs)
and presented together with class II major histocompatibility complex (MHC) mole-
cules on the surface of the cells. The degradation and transport through the endoplas-
matic reticulum is mediated by class I MHC molecules. Many additional ligands and
receptors like CD40/CD40 ligand or interleukin (IL)-2/IL-2 receptor support the inter-
action of T- and T/B-cell collaboration. T-helper cells cooperate with B-cells to induce
antibody production.

B-Cell Development

B-cell development starts in the fetal liver, before the bone marrow becomes the
dominant hematopoietic organ. Pre-B-cells begin differentiating and proliferating in
response to signals of local stromal cells. As shown in Figure 3 in more detail, pre-B-
cells rearrange their heavy-chain variable-region gene segments and express signal
transduction receptors for further development. After also rearranging the gene seg-
ments of the light chain, the premature IgM B-cells migrate from the bone marrow to
the secondary lymphoid tissue, where antigen contact and cytokine interaction with T-
helper cells take place. Further differentiation to plasma cells prepares them for sub-
class switch and expression of high quantities of soluble immunoglobulins.
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Antibodies: Structure and Function

Constant Region

Immunoglobulins consist of two identical heavy-chain/light-chain heterodimers. The
constant region of the heavy chain determines the class affiliation. Figure 1 shows a
schematic diagram of an IgG1 molecule with the different peptide regions, carbohy-
drate moieties, and disulfide bonds. The carboxy-terminal half of the light chain (CL;
constant light chain) is constant except for certain allotypic and isotypic variations,
whereas the amino-terminal half shows sequence variability and is known as VL (vari-
able light chain). The two subtypes of light chains (C� and C�) can be combined with
any heavy chain type (� 	, �, �, or �) and are bound to one heavy chain via an
intramolecular cystein-derived SH-group. Every light chain has two intrachain disul-
fide bonds, forming so-called loops, one in the variable and one in the constant region.
The constant part of the heavy chains �, �, and 	 can be divided into three domains,
each generating loops spanning about 60–70 amino acids (C�1, C�2, and C�3). Thus,
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Fig. 1. The basic structure of IgG. The variable regions of heavy and light chains are on the
amino-terminal end of the peptide chains. The constant region of IgG is divided into three struc-
turally discrete regions: CH1, CH2, and CH3. These globular regions are stabilized by disulfide
bonds and are called domains. The variable domain binds to the antigen; the constant regions
are responsible for different effector mechanisms.



Fig. 2. Monomeric, dimeric, and pentameric structure of IgG and soluble IgA with secretory component and pentameric IgM. (Left)
Monomeric structure of IgG1. (Middle) Human secretory IgA travels through the epithelium aided by the secretory component. The two
heavy chains are bound via the J chain as in IgM. (Right) Human serum IgMs consist of five immunoglobulin molecules stabilized by disul-
fide bonds cross linking adjacent C�3 and C�4 of different units and the J chain.
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the heavy chain displays four sections, VH, CH1, CH2, and CH3, defined by homolo-
gies in the secondary and tertiary structure through similar loops. � and � chains con-
tain an additional domain after CH1 so that C�3 is homologous to C�2.

Effector Functions

In vivo the humoral response to foreign antigens takes place in a complex environ-
ment of body fluids in which various constituents such as plasma proteins, enzymes,
and the complement system may contribute functions. On formation of the antigen-
antibody complex, different defense mechanisms may be activated, which are summa-
rized in Fig. 4. In some cases the penetration of cells by bacterial toxins or viral agents
can be prevented by generating antigen-antibody complexes. This mechanism is called
neutralization and represents a passive protection mechanism. Neutralization of an anti-
gen or blockade of a ligand-receptor interaction does not require additional effector
functions or domains. Depending on the effective valency of the target antigen, neu-
tralization can function with monovalent single chains as well as bivalent antigen bind-
ing fragments (Fab) or whole immunoglobulin molecules.

If effector functions mediated via the constant fragment (Fc) specific receptors are
involved in defending the invading agents, we speak of sterilizing immunity, meaning
that the target antigen is actively attacked. The most important effector function is the
activation of the complement system. The initiating step after antigen fixation is the
binding of C�, C�1, or C�3 to the C1q complement component. Partial cleavage of
different complement proteins activates the complement cascade, and three major steps
can be initiated: activation of immune mediators, cytolysis of target cells, or phagocy-
tosis of the antigen. Another mechanism of antibody action is antibody-dependent cell-
mediated cytotoxicity) (ADCC). Infected cells, which are recognized and opsonized by
specific antibodies, can be lysed by natural killer cells, the classical K-cells.

Variable Region

The variable regions of the heavy and light chains jointly form the antigen binding
domain of the immunoglobulin. The three-dimensional structure is generated by the
three �-helical domains of the complementary determining regions (CDRs) on both
heavy and light chains, which are stabilized by relatively conserved framework seg-
ments (FR) forming �-sheet structures. The different regions on the variable part of the
heavy and light chains are determined by variable (V) diversity (D), and joining (J)
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Fig. 3. Rearrangement of VH, D, and JH regions during B-cell development. Chromosomal
rearrangement of the human variable region heavy chain locus on chromosome 14. One of
approx 40 D segments is linked to one of six J regions; in a second recombination step, one VH

region is rearranged in front of the newly generated D-JH locus.



genomic segments rearranged on the RNA transcripts. The rearranged VL and VH

mRNAs are then translated as variable regions, as shown in Fig. 5. In the light chain,
FR1, FR2, and FR3, as well as CDR1, CDR2, and a part of CDR3 are determined by
the genomic variable segment (VL). The C terminus of CDR3 and the FR4 are trans-
lated from the genomic J segment. The variability of VH is enhanced by an additional
D segment that forms the CDR3 loop and generates more diversity.

The affinity of binding to the antigen is determined by multiple noncovalent bonds,
whereby the forces depend on the distance between the interacting groups. To ensure
maximun versatility of humoral immunity against a maximum number of antigens, the
number of potential antibodies in humans must be high. This is achieved by additional
mechanisms of genetic recombinations.

Genetic Basis of Antibody Diversity

Antibody VLs are genetically determined by the V and J segments; VHs are formed
by the recombination of V, D, and J segments on the chromosome. Figure 3 shows an
unrearranged and a rearranged human HC locus. Seven families of VH gene segments
provide about 50 VH regions. More than 30 D segments and 6 JH regions can be
rearranged. In vivo recombination of gene segments for heavy and light chain variable
regions during B-cell maturation allows the generation of specific antibodies directed
against numerous antigens from a limited pool of genes. Splicing allows the combina-
tion of any of the genetic segments of V, D, and J with each other owing to recombi-
nases. During B-cell differentiation, chromosomal rearrangement of heavy-chain V-D-J
and light-chain V-J takes place. To generate a maximum of different antibodies, the
immune system acquired additional mechanisms that increased the diversity of the
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Fig. 4. Humoral defense of invading antigens. ADCC, antibody-dependent cellular 
cytotoxicity.



resulting antibody assortment through the combination of heavy and light chains,
somatic point mutations, and recombinational accuracy. Table 1 summarizes these five
mechanisms that allow the generation of a repertoire of at least 108 different antibod-
ies, sufficient to recognize most antigens invading the body. Modern DNA recombina-
tion technologies learned to copy these naturally occurring principles for the design of
artificial antibody molecules.

IN VIVO APPLICATION OF ANTIBODIES

Immunoglobulins for Therapeutic Applications

Immunoglobulins in the form of injectable polyclonal gammaglobulins, so-called
intramuscular immunoglobulin (IMIG) and intravenous immunoglobulin (IVIG) prepa-
rations, have been used since 1944. In IVIG preparations, antibody oligomers must be
elimimated, to avoid spontaneous complement activation. The associated side effects
(adverse reactions) of the first generation of serotherapy were overcome by Cohn frac-
tionation technology (3). IVIG is prepared from pools of serum collected from large
numbers of healthy donors. Cohn-Oncley cold ethanol fractionation is based on the
principle that proteins can specifically precipitate in a certain environment, according
to size, charge, and other physicochemical properties. This technology is used by sev-
eral manufacturers to separate the �-globulin fraction from other serum proteins. Sub-
sequent biochemical steps downstream of the Cohn fraction are applied and may
include ion exchange chromatography, ultrafiltration, enzymatic digestion, manipula-
tion of pH, and salt concentration; these vary with the manufacturer. These procedures
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Fig. 5. mRNA of variable regions and corresponding polypeptides vH and vL. mRNAs of
antibodies are composed of V-(D)-J regions. These are translated as vH and vL, characterized
by relatively conserved FR regions and antigen-binding complementary determing regions
(CDRs).

Table 1
Generation of Immunoglobulin Diversity by Independent Mechanisms

Multiple germline V, D, and J genes
Different V-J light chain and V-D-J heavy chain recombinations
Recombinational inaccuracies
Somatic point mutations
Assorted heavy and light chains



remove proteins and other contaminants and minimize the concentration of aggregates
that increase the risk of anaphylactoid and other adverse reactions in recipients. Vari-
ous technologies such as heat treatment (pasteurization) or treatment with solvent/deter-
gent safely inactivate enveloped viruses and contribute to product safety. Nonenveloped
viral contaminants are more difficult to inactivate. Nevertheless, careful control of
plasma donations, combined with modern production technology, has established a
high degree of safety for such products even if plasma donations are included from
infected individuals.

In the last 50 years, an increasing number of diseases and patients have been treated
with immunoglobulins. Mild adverse reactions (headache, flushing, backache, and nau-
sea) are often associated with fast infusion rates. Only rarely are hematologic, neuro-
logic, or renal adverse effects seen with high doses of IVIG.

Generally, antibodies can be used in different applications for prevention, diagnosis,
or treatment of diseases. As summarized in Table 2, depending on the intended pur-
pose, immunoglobulins can be generated by different production systems and in dif-
ferent molecular forms.

Usually the mammalian immune system is used to generate antibodies of particular
specificities. As shown in Figure 6, antigen-induced humoral immune response leads
to a predetermined spectrum of specific antibodies, which can be rescued for various
methods of in vitro production, for permanent or transient B-cell immortalization, or
for gene isolation. Once the ability to produce antibodies is preserved in an immortal
hybridoma cell line or the genes are accessible in a transiently immortalized B-cell-
transformed by Epstein-Barr virus (EBV), a broad network of technologies for stable
expression can be applied (see Fig. 7 for an overview). In the following chapters these
technologies and techniques are described in more detail.

IVIG from Healthy Donors

IVIGs are used in replacement therapy in patients with primary and secondary
immunodeficiency in the prevention of bacterial infections (4). HIV-infected children
are also treated since they are immunocompromised (5). In clinical experience, these
�-globulins have proved to be powerful agents in reducing the rate of serious bacterial
infections (6). Other applications, such as after bone marrow transplantations to pre-
vent graft-versus-host disease, or immune thrombocytopenic purpura have been reported
(7). In addition, IVIG is now also being tested for the treatment of multiple myeloma
(8,9) and recurrent spontaneous abortion (10).

Hyperimmune Sera

Hyperimmune sera are produced from plasma donations of actively vaccinated,
reconvalescent or infected donors. They are available for prevention of disease or treat-
ment of various viruses and pathogens; they can help with acute diseases and can pro-
tect patients for a limited period.

A commonly used hyperimmune serum is the anti-Rh (D) immunoglobulin admin-
istered after Rh-D-incompatible child delivery or abortion or in circumstances that
might result in maternal exposure to fetal blood of an unknown type (11). Although the
mechanism of action is not well understood, it is believed that the anti-Rh-D
immunoglobulin interacts directly with the Rh-D antigens, thereby preventing the inter-
action between the antigens and the maternal immune system. The appropriate use of
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Table 2
Summary of Favorable Functions of Antibodies for In Vivo Application

Purpose Favorable functions Preferred type of antibody Favorable expression system

In vivo imaging of tumors for Specific recognition and binding, Fab, Fv E. coli, yeast, others
diagnostic purpose rapid serum clearance

Target agent for immunotoxins High specificity, rapid serum Bispecific antibodies or fragments, E. coli, chemical modification.
clearance conjugated antibodies

Neutralization of toxins after High affinity Fab, or whole antibody E. coli or others
accident

Prevention of infection Specific recognition of infective IgG, IgA, IgM Mammalian cells as CHO, NSO,
target epitopes; also functional BHK, hybridoma
in mucosa

Treatment of manifest As mentioned before plus: IgG, IgA, IgM Mammalian cells at high
infections or diseases; long- neutralization such as expression levels and low
term high-dose repeat complement and ADCC, no costs
treatment ADE

Abbreviations: ADCC, antibody-dependent cellular cytotoxicity; ADE, antibody-dependent enhancement.
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anti-Rh-D immunoglobulin has reduced the prevalence of Rh isoimmunization in the
United States and Canada by 96% since the 1940s; interestingly, it only received U.S.
Food and Drug Administration (FDA) licensing approval in 1968.

Hyperimmune sera against different viruses, such as varicella-zoster virus, hepatitis
B virus, cytomegalovirus (CMV), and respiratory syncytial virus (RSV) are used either
after accidental exposure or to treat high-risk groups, such as immunocompromised
patients.

Polyclonal human hyperimmunoglobulins are used to prevent lower RSV disease in
high-risk children under 24 months of age (12). Theses infants suffer from bron-
chopulmonary dysplasia or chronic lung disease or have a history of premature birth
(13). CMV immunoglobulin is used to attenuate primary CMV disease associated with
renal transplantation if CMV-seronegative patients receive a kidney from a CMV-
seropositive donor. When used prophylactically in renal allograft recipients, CMV-IGIV
has been shown to reduce the incidence of virologically confirmed CMV-associated
syndromes (14,15).

Hepatitis B immunoglobulin (HBIG) has been shown to decrease the rate of recur-
rence after liver transplantation for hepatitis B (16). Antibodies to the hepatitis B sur-
face antigen (anti-HBs) are collected from individuals who have been hyperimmunized
with hepatitis B vaccine. Varicella-zoster immunoglobulin (VZIG) is a prophylactic
agent against chickenpox in immunocompromised children and is used in the preven-
tion of postnatal chickenpox after intrauterine exposure and in immunocompromised
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Fig. 6. Different ways of preserving the humoral immune reaction. EBV, Epstein-Barr virus.



Fig. 7. Technologies for stable expression of human monoclonal antibodies. EBV, Epstein-Barr virus; PCR, polymerase chain reaction.
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persons of any age (17,18). Different preparations of hyperimmune sera are also avail-
able against rabies for application after rabies exposure (19,20). Anti-thymocyte glob-
ulin is extensively used in the treatment and prophylaxis of rejection episodes in renal
transplantations (21). Furthermore, these preparations are used in different bone 
marrow recipients (22) and non-Hodgkin’s lymphomas (23) to reduce CD3-bearing
lymphocytes.

Other kinds of hyperimmune sera are the antitoxins and antitoxoids. With digoxin,
the antibody Fab fragments are prepared by immunizing sheep with digoxin coupled
to serum albumin as an adjuvant. Digoxin-immune Fab is then purified from sheep
blood and used in the neutralization of digitalis toxin (24,25). The protein was approved
by the FDA in 1986.

Problems Concerning Naturally Occurring Antibodies: 
Non-ADE-Inducing Monoclonal Antibodies

Because of their polyclonality, it is expected that antisera have the entire set of effec-
tor functions. Polyclonal antisera can prevent viral infections by different means. Bind-
ing of antibody to virus-infected cells can trigger phagocytosis or ADCC or can induce
lysis via complement activation. However, a major question concerning the general
utility of polyclonal human hyperimmune sera was raised by the discovery of antibody-
dependent enhancement (ADE) in various viral infections through the binding of the
Fc to Fc�RI� and Fc�RII� cells (26). Although the exact mechanisms of the ADE
phenomenon have not been determined, it is assumed that the virus/antibody complex
on the Fc receptor triggers signals that are relevant for increased cell infectivity. It is
also hypothesized that the virus/antibody complex is internalized via Fc/receptor inter-
action and thus promotes increased infectivity. As found with different Flaviviriadeae
like dengue, yellow fever, Wesselsbron, West Nile, and tick-borne encephalitis viruses
ADE can modify cell susceptibility through virus-reactive antibodies (27,28).

Especially in asymptomatic HIV-1 patients, such antibodies with enhancing proper-
ties on homologous and heterologous HIV-1 isolates have been found (29), and up to
95% of sera of HIV-infected persons revealed ADE (30). In other studies the phenom-
enon of ADE could be assigned to distinct monoclonal antibodies (31,32). These find-
ings raise worries both for the establishment of a vaccine against HIV as well as for
the therapy of HIV-1 with HIVIG. Alternatively, these risks could be reduced by using
monoclonal antibodies as tools for mapping of non-ADE epitopes in vaccine design or
by using non-ADE-inducing monoclonal antibodies (or characterized cocktails) for
immunotherapy.

Monoclonal Antibodies in Therapy

Currently many “small synthetic molecules” are synthesized as drugs, which more
or less specifically inhibit the activity of targets such as enzymes or block ligand/
receptor-mediated pathways. This category of small-molecule drugs is often highly
efficient in the treatment of particular diseases and is relatively cheap to manufacture.
However, short half-lives as well as undesired and more or less severe adverse effects
are observed. More recently highly specific monoclonal antibodies have been estab-
lished, which will allow the pursuit of comparable therapeutic strategies with the
expectation of increased half-life and reduced toxicity. Some of these antibodies have
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been successfully applied in human clinical trials and have received FDA marketing
approval. In addition to their binding specificity, antibodies are able to confer important
effector functions. In the following section we describe some cases in which experience
in the use of therapeutic antibodies has been compiled.

Sepsis Syndrome

Sepsis syndrome, or systemic inflammatory response syndrome, is a clinical feature
that occurs with serious systemic infections from Gram-negative bacteria or viruses.
The stereotypical picture of septic shock occurs after trauma, hemorrhage, pancreati-
tis, and immune-mediated tissue injury. Many of the features of sepsis can be mim-
icked by certain cytokines, such as tumor necrosis factor (TNF) or IL-1. These individual
cytokines or cellular mediators have been the targets in clinical trials. A range of dif-
ferent antibodies and antibody-based products has been tested that neutralize TNF (33)
and prevent mortality in animal models of sepsis. Other interesting antibodies are
directed against IL-8 (34), complement proteins, intercellular adhesion molecule
(ICAM-1) (35), and E-selectin (36), which also cause neutrophil-mediated damage.

Another strategy is to block the cause of sepsis, namely, the effects of endotoxins
of Gram-negative bacteria. Unfortunately, initial trials have not demonstrated a single
antibody that was able to prevent or cure sepsis (37–39).

Infectious Diseases

A successful strategy for defending different viral infections requires the establish-
ment of antibodies against protective epitopes. The identification of such epitopes is
the most important step in efficient antibody development. The envelope glycoproteins
of bacteria and viruses present such immunoreactive structures. The characterization of
corresponding antibodies has confirmed their role for humoral protection. Usually, the
most efficient neutralizing and protective antibodies are generated by the mammalian
humoral immune system upon natural infection, probably because during primary
infection complex oligomeric antigenic structures are presented in their native form.

However, the humoral immune defense of the infected host can be misled by its own
defensive activity. The destruction of the infective pathogen may result in the circula-
tion of antigenic debris that in no way represents the antigenic pressure of the original
infection. In such a case the humoral immune response is induced to produce antibod-
ies against epitopes that are irrelevant or even unfavorable. Mutation frequency of the
infective agent is another mechanism for evading the humoral immune response. Infec-
tious agents such as RNA viruses display the highest mutational frequencies. Mono-
clonal antibodies have been developed against a variety of infections including HVZ,
CMV, herpes simplex virus, papillomavirus, hepatitis B virus, and HIV. Up to now the
only one used for human therapy is a monoclonal antibody against RSV envelope gly-
coprotein (40,41).

Antibodies Against HIV

The humoral immune response to HIV-1 has been intensively studied. Considerable
understanding of many details of the viral infective routes via receptor- and coreceptor-
mediated mechanisms has been established. However, we are still far from a complete
understanding of the role of antibodies in the prevention of primary infection and their
role in the control of viremia during the chronic phases of infection. There is evidence
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that so-called neutralizing antibodies are not detectable during the acute phase of virus
clearance after primary infection of seronaive individuals, whereas cellular immune
responses are clearly found (42,43).

During the chronic phase of HIV-1 infection, serum antibodies capable of neutral-
izing primary virus isolates in vitro are detectable. Long-term survivors apparently tend
to have higher levels of those neutralizing antibodies than so-called fast progressors
(44). There is also evidence that the presence of maternal neutralizing antibodies cor-
relates with reduced transmission of HIV-1 to the neonate. Indirect epidemiologic evi-
dence suggests that mucosal virus transmission plays a major role during intrapartum
infection of the infant (45).

Nevertheless, the putative roles of neutralizing antibodies in prevention of infection or
their beneficial contribution to the control of established viremia and disease progression
remain to be established in clinical trials rather than by academic reasoning. The obser-
vation that HIV-1 appears to escape from neutralizing antibodies in vivo cannot be clari-
fied by simple in vitro neutralization tests, which are inappropriate to simulate the complex
in vivo dynamics of the battle between the immune system and a highly adaptive virus.
Standard in vitro neutralization tests, even when done with primary virus isolates passaged
on primary cells, do not reflect the complex interactive in vivo background matrix. Inter-
actions with the complement system, antibody-mediated cellular immune responses, and
other important in vivo derived and profound accessory factors are neglected.

It is well established that during the chronic phase of viremia the virus alters its
(co)receptor tropism, and therefore neutralizing antibodies recognizing different epi-
topes (either so-called linear, structural, or complex epitopes) might be useful in pre-
vention of infection or (therapeutic) control of viremia in different phases of progression.
It is also established that viruses shedd in vivo are loaded with various cytoplasmatic
and envelope proteins as well as with components contributed from the plasma of the
host (46). Little is known about the contribution of those host factors to either increased,
or reduced or altered infectivity of the virus and its sensitivity to neutralizing antibod-
ies in vitro or in vivo. At least it has become evident that the glycoprotein complex of
HIV-1 isolates propagated in peripheral blood mononuclear cells (PBMCs) differs from
that of T-cell line-adapted (TCLA) HIV-1 strains in various respects. The so-called pri-
mary HIV-1 isolates are generally less sensitive to neutralization by antibodies directed
to certain domains on the gp120 envelope such as the CD4 binding domain and the V3
loop. It has even been noted that neutralizing monoclonal antibodies directed against
these domains and also polyclonal HIV-1-specific antibodies derived from human
donors (HIVIG) may enhance virus entry. One may even speculate that ADE is a strat-
egy common to closely related lentivirus such as HIV-1, HIV-2, and simian immuno-
deficiency virus (SIV) in order to escape from neutralizing antibodies (47).

On the other hand, it has been shown in extensive studies that the human monoclonal
antibody 2F5 (48), which binds to a conserved epitope on the ectodomain of the HIV-
1 envelope protein gp41, is capable of inhibiting virus entry and shows no ADE phe-
nomena. This antibody is obviously blocking an essential step in the process of virus
entry of both TCLA- and PBMC-derived viruses (49). One might therefore conclude
that such types of neutralizing monoclonal antibodies and combinations thereof, which
do not mediate ADE phenomena, may represent the most suitable candidates for pas-
sive immune intervention.
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Nevertheless, as long as a clear relationship between in vitro observations and their
in vivo relevance has not been established, animal models appropriate for studying the
putative benefits of immune interventions with antibodies are probably more informa-
tive than results obtained from in vitro tests. However, none of the established animal
models (the HIV-1/chimpanzee model, the simian/human immunodeficiency virus
[SHIV]/macaque model, and the HIV/human severe combined immunodeficiency [hu-
SCID] mouse model) perfectly simulates the complex HIV/human situation. Probably
the SHIV/macaque model is the most suitable animal model available at present. It rep-
resents a versatile tool to investigate important mechanisms of intervention in the
dynamics of HIV infection, phatogenesis, and prophylaxis. SIV infection of macaques
mimics the natural course of HIV-1 infection in humans in terms of clinical signs (50).
SIV-HIV-1 chimeric viruses (SHIVs) were constructed that harbor HIV-1 env, tat, and
rev genes in the SIV backbone. Some of these SHIV variants replicate in macaque
PBMCs, infect monkeys, and cause AIDS in infected animals (51–53). Thus the
SHIV/macaque model represents an almost perfect animal model to study the protec-
tive effects of immune intervention with passively administered human antibodies.

Recent studies with passively infused MAbs either in single doses or in combina-
tion with polyclonal HIVIG have shown promising and protective phenomena in
SHIV/macaque models. The antibodies 2F5, 2G12, and polyclonal HIVIG (all of IgG1
subtypes), when infused in combination or alone 24 hours prior to vaginal (mucosal)
challenge with SHIV 89.6PD, were either completely protective against infection or
against disease progression, whereas all control animals displayed high levels of
plasma viremia and rapid CD4 cell decline (54).

Compared with prior experiments applying intravenous challenge with the same virus
and the same antibodies (55), the data suggest greater protection upon vaginal (mucosal)
challenge. Similar protective phenomena were observed in a maternal HIV-1 transmis-
sion model using SHIV vpu� for mucosal challenge and a combination of the human
monoclonal antibodies 2F5, 2G12, and F105 for passive immunization. Four pregnant
macaques were treated with the triple combination of antibodies approx. 1 week before
section. All four dams were protected against intravenous challenge after delivery. The
infants received the MAbs after birth and were challenged orally (mucosally) shortly
thereafter. No evidence of infection in any infant was found during 6 month of follow-up
(56). In another small study, two chimpanzees were given the human anti-gp41 antibody
2F5 and challenged with the primary antibody HIV-5016. Compared with the controls,
both passively immunized animals exhibited a significant delay in plasma viremia of
approx. 4 months. Obviously the viremia returned with clearance of the antibody. One 
animal had a reduced viral load in plasma through 1 year of follow-up (57).

The MAbs 2F5 and 2G12 are currently being tested in a phase I clinical trial to
establish safety and pharmacokinetics. Seven healthy human HIV-1-positive volunteers
have so far been infused with repeated single infusions of both MAbs, amounting to
an accumulated dose of 14 g within a 4-week treatment period. No signs of any adverse
effects, and, so far also no signs of escape mutants against neutralization, have been
observed (Katinger et al., unpublished data). The MAbs 2F5 and 2G12 combined with
the MAb b12 have also been investigated in an hu-PBL-SCID mouse model, to inves-
tigate their effects on the control of established HIV-1 infection (58). In this experi-
ment, undetectable levels of plasma viremia were seen in only one of three animals,
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whereas selected various escape mutants were found in the other two animals. There
is, however, some criticism with respect to the conclusion that these neutralizing anti-
bodies had a limited effect on the control of established HIV-1 infection in vivo. The
weak point in these experiments was that none of the single antibodies applied neu-
tralized the challenge virus potently in in vitro experiments.

Summarizing all the in vitro and animal model in vivo data available, one may con-
clude that specifically selected combinations of passively administered monoclonal
antibodies have a high potential for the prevention of primary (mucosal) HIV-1 infec-
tion. We even dare to express our view that passive immune therapy could replace the
current treatment of infants with inhibitors such as nucleoside analogs and nonnucleo-
side reverse transcriptase inhibitors and protease inhibitors.

Considering all the facts known from animal and human trials, there are various
indications that antibodies might also contribute beneficially to the control of estab-
lished HIV-1 infection. Although immune intervention with passively administered
antibody combinations alone is probably not sufficient to control a full-blown viremia
combination with existing inhibitors such as highly active antiretroviral therapy
(HAART) would be compellingly logical. The current small-molecular inhibitors pre-
vent virus replication inside the infected cell, whereas non-ADE-neutralizing antibod-
ies prevent virus entry into the cell. Thus the therapeutic combination of antibodies
with existing inhibitors could combine complementary interventive mechanisms. Fur-
thermore, antibodies could additionally contribute to virus elimination by virus agglu-
tination and by sterilizing immune mechanisms via complement activation and ADCC.
One might also speculate that antibodies alone could control a low viremia once the
peak viral load is brought down to the limits of polymerase chain reaction (PCR)
detectability after combination treatment with the small-molecule inhibitors. If that was
the case, patients could afford periodic interruptions of the triple therapy in order to
recuperate from painful adverse effects while they are protected by well-tolerated anti-
bodies. Nobody knows the answer as long as there is no evidence from clinical trials.

Rheumatoid Arthritis

The progressive destruction of bone joints in rhematoid arthritis is mediated by acti-
vated T-cells, macrophages, modified fibroblasts, and other inflammatory cells that
deliver potent inflammatory mediators, cytokines, and proteases. Emerging clinical
benefits are observed in antibody therapy directed toward the regulatory and effector
cells of the immune system and their cytokines. The clinical response seen with anti-
TNF antibodies (59) has confirmed the pivotal role of TNF in the process of disease
(60). Interventions directed towards T- and B-lymphocytes include antibodies against
CD3, CD4, CD5, CD7, CD25 (IL-2 receptor), and CD52 (CAMPATH-1), depleting
activated T-cells by binding to the cell surface (61). Clinical trials with nondepleting
anti-CD4 antibodies showed suppression of synovitis, but the state of improvement of
disease is unknown (62).

Cancer

Immunotherapy was and still is a central topic in tumor therapy. Cell surface anti-
gens of tumor cells are targets for therapeutic attachment with antibody fragments—
derivates and whole molecules. Most of the antibodies used today are directed against
surface molecules of tumor cells and serve as diagnostic agents as they are coupled
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with radioisotopes such as 111In or 99Tc. Two MAbs have been applied in therapeutic
use. Anti-HER2 MAbs are directed against a member of the human growth factor
receptor family and inhibits the expansion of breast cancer cells in tumors with HER2
overexpression (63). Another MAb with therapeutic significance is directed against the
cell surface protein CD20 (64). Patients with non-Hodgkin’s lymphoma and chronic
lymphocyte leukemia are thus depleted of lymphocytes and platelets (65). A promis-
ing set of strategies employs radioisotopes or toxins that are attached to the antibodies
as a means of targeting cytotoxicity (“the magic bullet” concept).

Immunosuppression and Transplation

The MAb OKT3 was pioneered with the idea of using antibodies in the field of
immunosuppression and organ transplantation. The murine monoclonal antibody OKT3
(66) has been used since 1986 to improve graft survival and also to reduce the dose of
toxic drugs such as cyclosporin. The main disadvantage of this anti-CD3 antibody is its
murine origin and its significant immune response (67). Another target for immunosup-
pression in organ transplantation is CD25, the IL-2 receptor (68). Such antibodies are
directed against activated T-cells and reduce acute rejection episodes in combination with
cyclosporin and steroids (69). Anti-TNF antibodies have also shown some encouraging
activities (70,71) in the suppression of immune response after organ transplantations. The
main drawback of immunosuppression strategies is the risk of unwanted infections after
broad immunosuppression and massive release of proinflammatory cytokines (72).

Cardiovascular diseases

Disorders of the cardiovascular system are often related to platelet aggregation or
coagulation, causing arterial reocclusion or venous thrombosis. An anti-integrin MAb
received marketing approval in 1994 and is directed against adhesion molecules
involved in the final common pathway for platelet aggregation. The antibody Fab frag-
ment is a chimeric human/mouse molecule and binds to the integrin GPIIb/IIIa (73,74).
Other antibodies reactive in cardiovascular system diseases are directed against von
Willebrand factor (75) and tissue factor.

APPROACHES AND TECHNIQUES 
FOR ESTABLISHING HUMAN MONOCLONAL ANTIBODIES

Today a broad variety of techniques to establish monoclonal antibodies are avail-
able. Through the use of cell immortalization and cell culture technologies, it was pos-
sible to isolate and grow antibody-expressing B-lymphocytes of rodent as well as
human origin. Molecular engineering made it possible to express antibodies and their
derivates in various host systems. Nevertheless, most MAbs used today were initially
established through the humoral immune system from vaccinated or naturally infected
mammals, in combination with B-cell immortalization techniques. Once the functions
of those antibodies were established, the encoding genes were accessible for manipu-
lation and expression in a host system of choice.

Immortalization of Human B-lymphocytes: Hybridoma Technology

The human immune system is a preferred source of antibody-producing B-lymphocytes.
Vaccinated persons, infected, and/or reconvalescent patients represent an ideal source of
antigen-primed B-lymphocytes either as a gene donor or for direct immortalization.
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Different procedures have been established to immortalize lymphocytes as vehicles
for the production of unlimited amounts of monoclonal antibodies. The first report
describing the immortalization of human antibody-expressing B-lymphocytes with a
distinct specificity with EBV was published by Steinitz et al. (76).

Although the immortalization of B-lymphocytes is a rather easy technique to per-
form, an intrinsic problem is retaining stable antibody production in culture for pro-
longed periods. The transformation of peripheral B-lymphocytes from an
antigen-primed donor with EBV generates expanded lymphocytes or even immortal-
ized lymphocytes. Generally 2–3 weeks after virus infection transformants producing
specific antibodies can be detected in the supernatant. However, with continued growth
of the culture, specific antibody levels invariably fall and become undetectable after
3–4 months—probably owing to the overgrowth of the culture with nonproducing cells.
Therefore EBV transformation is usually applied as a tool to enrich human antibody-
producing B-lymphocytes for functional screening and as a means of amplifying the
genes of interest. Somatic cell hybridization for the creation of antibodies with prede-
termined specificity was first described in 1975 (77). This technology—the hybridoma
technology—revolutionized immunology by allowing production of monoclonal anti-
bodies of virtually any specificity. The hybridoma technology—first established with
rodent species—was initially not used for the production of human MAbs. The appli-
cation of hybridoma technology to create human antibodies suffered from the variable
and often low fusion frequency of hybrids. Furthermore, the isolation and amplifica-
tion of antibody-producing B-cells prior to fusion was one of the most critical points.
In the following sections the main issues of immortalization of high-producing
hybridoma cells will be addressed.

Source of Lymphocytes Capable of Cell Fusion and MAb Production

After immortalization of lymphoblastoid B-cells, the yield of antibody-secreting
hybridomas very much depends on the status of the immunologic differentiation of the
B-lymphocytes prior to cell fusion. In the rodent system, an optimized scheme of
immunization can be applied, leading to the enrichment of antigen-stimulated 
B-lymphoblasts in the spleen, which are activated to enter mitosis concurrently with the
fusion partner used for immortalization. By contrast, it is almost impossible to obtain
human spleen B-lymphocytes from antigen-primed donors. Usually only PBLs of vac-
cinated or reconvalescent donors are available. Because of the lack of accessibility to
surgically removed tonsils or spleen cells, alternative techniques have been developed
to stimulate naive lymphocytes with the desired antigen outside human body.

In Vitro Antigen Priming

Techniques of in vitro antigen priming of B-cells are commonly refered to as in vitro
immunization. Many protocols for in vitro immunization have been established (78,79).
Those include the purification of the lymphocyte population by inactivation or irradi-
ation of T-suppressor cells and retaining T-helper cells and macrophages. After the anti-
gen priming step (80), the B-cells are amplified by incubation with B-cell mitogens
such as Staphylococcus aureus Cowan I (SAC) and stimulated with lymphokines to
secrete immunoglobulins. Often phytohemagglutinin is added to activate T-helper cells
secreting the B-cell lymphokines. After screening of the supernatants for antibody pro-

80 Kunert and Katinger



duction, the B-lymphocytes are fused. In vitro immunization procedures for B-cells
producing high-affinity IgG have also been described (81). However, none of these
complex techniques have achieved widespread industrial application.

Amplification of human B-lymphocytes

Especially for the immortalization of human B-lymphocytes, very small amounts 
of cells are often available. The enrichment of the desired population of human 
B-lymphocytes prior to immortalization can be achieved by two methods. Peripheral
B-lymphocytes expressing the receptor for EBV (82) can be immortalized by 
EBV transformation. Only a subset of 20% of the total B-cell population is actually
immortalized (83,84), whereas a large fraction of activated antibody-producing plasma
cells is resistant to transformation (85). These findings and the fact that fully differen-
tiated plasma cells lack the receptor for EBV indicate an increasing resistance of high-
specificity, antibody-producing B-cells to EBV transformation as these mature into
plasma cells following antigen or mitogen stimulation.

The second method for enrichment of primed B-lymphocytes uses growth factors
(IL-4, IL-6, IL-14), mitogens such as plant mitogens (pokeweed mitogen), bacterial 
products (SAC), and chemical compounds such as phorbol myristate acetate or different
antigens (tetanus toxoid, Candida albicans). This method needs no viral agents, and the
cells are subsequently immortalized by fusion. Alternatively, primed B-lymphocytes can
be enriched in the cell population by catching the cells with surface-bound, antigen-
specific antibody (86).

Fusion Partners for the Generation of Hybridomas

Several laboratories are still engaged in developing human myelomas or lym-
phoblastoid cells capable of establishing human hybridomas that stably produce human
MAbs with a high yield (87,88). However, only a few myeloma cell lines have been
established that are capable of generating human-human hybridomas. Generally, these
cell lines show low growth rates with doubling times of 40–60 hours. They also often
tend to become senescent, possibly because of their nearly normal diploid chromoso-
mal content (89,90). The fusion of human lymphocytes with non-human fusion part-
ners generates xenohybridomas preferentially segregating human chromosomes. Since
the chromosomal constitution of intraspecific human hybrids is much more stable,
human fusion partners for hybrid generation are preferable.

HUMAN FUSION PARTNERS

Plasmacytomas are differentiated human lymphoid neoplasias characterized in vivo by
myeloma protein expression and in vitro by immunoglobuline synthesis (91). These cell
lines are very difficult to establish in continuous cell culture. Lymphoblastoid cell lines
(LCLs) as fusion partners were taken into consideration because of the paucity of human
myeloma cell lines (92). LCLs are established from malignant or normal hematopoietic tis-
sue and are easily maintained in tissue culture. Most of the cell lines described for human
fusion are of lymphoblastoid origin. A comparison of different properties like hybridization
frequency, yield of antigen-specific hybridomas, cloning efficiencies, growth rate, and clone
stability shows no significant advantages of LCLs or plasmacytomas as fusion partners. The
limitation of LCLs seems to be the sustained level of human MAb production in these
hybrids. Cell morphology obviously correlates with the amount of antibody being pro-
duced; abundant rough endoplasmatic reticulum correlates with higher specific expression.
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HUMAN/MOUSE HYBRID MYELOMAS AS FUSION PARTNERS

Human/mouse heteromyeloma cell lines efficient for human B-cell immortalization
have been described by different authors (93). The CB-F7 cell line was derived from
xenogeneic somatic cell hybridization between normal human B-lymphocytes and the
murine hypoxanthine/aminopterine/thymidine (HAT)-sensitive P3X63Ag8/653 cell
line (94). It displays rapid cell growth, high cloning efficiency, and a hybridizing effi-
ciency of 2–6 clones/105 seeded lymphocytes. CB-F7 is ouabain-resistant and is there-
fore suitable for fusion with EBV-transformed lymphoblastoid cell lines, which, as
human cells, are not resistant to ouabain. Several human monoclonal antibodies directed
against HIV-1 were expressd from CB-F7 hybrids (95).

Selection Screening and Stabilization for Antibody-Producing Hybridomas

After cell fusion, the primary hybrids contain a pool of primary transformants. These
are mostly generated by random fusion events. In these inhomogenous cell pools, only
a limited number of hybrids have the capacity to express antibodies of particular speci-
ficities. Furthermore, during fusion of the two karyons, the chromosomes capable of
antibody expression may be lost. Therefore screening must be combined with an effi-
cient selection system that eliminates all lymphocyte/lymphocyte and myeloma/
myeloma primary hybrids. The HAT selection system is usually applied (96), in which
only hybrids fused between myelomas and lymphocytes can survive. Since only a
minor fraction of the lymphocytes are antibody-producing B-lymphocytes, efficient
screening procedures for antibody-secreting hybridomas are essential. Using, for exam-
ple, human peripheral blood as a source of lymphocytes, it is often not possible to get
more than 5 � 107 lymphocytes with approximately 10% B-cells. Calculating a fusion
frequency of 1 � 10�4, the fusion of 5 � 107 lymphocytes will yield approx. 5000
surviving hybrids containing only 500 B-cell hybridomas.

The first screening step is performed after 2 weeks when hybrids are starting to grow
exponentially in the selective HAT medium. The surviving cell pool is then further stabi-
lized by repeated subcloning with limited dilution techniques. Other immunologic methods
have been established to screen the hybridoma supernatant, either with immunomagnetic
catcher beads (97) or by dot immunobinding assay (98,99). Repeated subcloning after every
screening step is necessary to ensure that specific, high-producing subclones are selected.
To establish monoclonal cell lines capable of large-scale industrial manufacture, an exten-
sive stabilization procedure is essential. The stabilization procedure, by limiting dilution
plating, can be assumed to be finished if at least 90% of the subclones show comparable
IgG production as well as constant productivity over a period of 50–100 passages.

Recombinant Antibodies

In vivo application of murine MAbs shows reduced half-lives and induces human
anti-mouse antibodies (HAMAs). Biochemical or recombinant engineering techniques
are used to create more or less chimeric or humanized antibodies. Various methods can
be used to generate functional antibody fragments or to replace regions of the protein
backbone. To replace the murine Fc part of mouse-derived antibodies, the immunoglob-
ulin molecule can be cleaved proteolytically by applying enzymes such as papain or
pepsin. The smaller fragments can be separated chromatographically. According to the
specificity of enzymes applied, Fab and/or F(ab)2 fragments are generated. The F(ab)2
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fragments can then be chemically linked to a variety of substances including plant and
bacterial toxins, enzymes, radionuclides, or cytotoxic drugs. Such modifications may
be useful tools for the imaging of or to attack cancer cells if antibodies recognizing
specific surface marker proteins are available.

Recombinant DNA techniques allow expression of hybrid molecules in different
recombinant cell systems. Especially in human therapy, human/mouse hybrid antibod-
ies are essential tools in overcoming the problems of interspecies reactions. Mouse
MAbs that have undergone Fc replacement are described as chimeric antibodies.
Humanization of antibodies is achieved by transferring the antigen-specific binding
regions and single-framework amino acids of a mouse antibody into a human antibody
backbone.

Chimeric Antibodies

Chimeric antibodies are generated biochemically or genetically by combining variable
regions of mouse antibodies with human constant regions. Such recombined antibody
cDNAs have been successfully expressed in different host cell lines. These expression
systems use transcription of heavy- and light-chain cDNAs under the control of strong
viral or cellular promoters and RNA processing elements in standard eukaryotic expres-
sion vectors. Such a hybrid chimeric antibody molecule contains less than 10% of mouse-
derived sequences coupled to approx. 90% sequences of human origin, usually retaining
100% of the functional binding properties of the parental progenitor.

Humanized Antibodies (CDR-Grafted Antibodies)

To improve therapeutic benefit, humanization of antibodies has become essential. It
was observed that not only rodent antibodies induced an immune response in patients,
but also chimeric antibodies switched within the Fc region also induced the generation
of HAMAs.

Humanized antibodies are chimeric molecules with only the six hypervariable loops
of the original non-human antibody transfered into human framework regions (Fig. 5).
Essentially, powerful techniques have been developed for the generation of antibodies
that are nearly capable of substituting for the mammaliam immune system. The sim-
plest way of performing humanization is to graft the complementary determining
regions (CDRs) on human framework (FR) regions. The relative importance of at least
single residues of the FR regions is determined by conformational adjustment of the
CDRs after interaction with antigen. The first humanized monoclonal antibody of clin-
ical relevance was CAMPATH-1 (100). Humanization experiments with the murine
anti-human CD3 mAb OKT3 made it evident that distinct amino acids in the FR
regions contribute to the affinity of antibodies. A CDR-grafted version of OKT3 incor-
porating only the CDRs from OKT3 was found to be functionally inactive (101).

Phage Antibody Libraries

The intact humoral immune system of the mammal represents the most potent
library of antibodies. In vivo, after antigen contact the most suitable antibodies are
selected, affinity-matured, and amplified in plasma cells. Screening and isolation of
high-affinity human MAbs can be imitated by phage techniques and has been thor-
oughly reviewed (102–104). Essentially, human VH and VL chains can be amplified
from B-cell populations and cloned into the genome of phages. Fv or F(ab) fragments
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are expressed as soluble or fusion proteins, thus allowing linkage of genotypic and phe-
notypic properties of one antibody on each single phage particle. Phages are easy to
handle and can be propagated in E. coli. A single phage library consists of at least 108

clones, each expressing one antibody attached to solid surfaces. Phages presenting anti-
body fragments of particular specificity can be selected from the library by a panning
technique on surfaces on which the antigen of interest is immobilized. Afterward, low-
affinity antibodies from such libraries can be randomly mutated by PCR under imper-
fect conditions yielding higher affinity variants. This procedure is called in vitro
affinity maturation (105). Several high-affinity antibodies, some of potential clinical
interest, have been developed from such libraries (106).

Host Cell Lines for Monoclonal Antibody Production

The choice of the proper expression system for antibody production depends very
much on the intended use of the antibody. E. coli is an option for most of the nongly-
cosylated forms of antibody fragments. Mainly single-chain Fv fragments or their
fusion proteins are expressed in E. coli, intracellularly or in the periplasmic space.
High-level expression in E. coli tends to generate inclusion bodies in which the anti-
body fragments are accumulated at rather high purity but in a denatured form. Refold-
ing to activate the protein is required. Different factors influence the protein folding,
stability, and export of the antibodies (107). E. coli can be grown in very large volumes
and at high cell densities in simple defined media and with tightly controlled tran-
scriptional regulation.

Yeasts such as Saccharomyces cerevisiae and Pichia pastoris have been tested as
hosts, but little real progress has been described as yet (108,109).

Attempts have been made to develop alternative production systems. The use of
insect cells as a production vehicle is based on infection with recombinant bac-
uloviruses; expression titers of around 30 mg/L are given (110). The glycosylation pat-
tern of such cells differs from that of mammalian cells. They process the so-called
high-mannose type of glycosylation (111–113).

The milk of transgenic animals has been reported to yield as much as 4 g IgG/L. The
cloning of transgenic animals will probably open a new era of recombinant protein pro-
duction. However, aspects of product quality assessment are still a serious concern.

Another novel approach for the production of antibodies is the use of transgenic
plants as a production system (114). Transgenic tobacco plants (Nicotiana tabacum)
were first used to show stable accumulation of recombinant antibody in the seed (115).
Antibody production in a transgenic crop bears a potential of nearly unlimited mass
production at low cost (116). The expression and accumulation of up to 280 mg of
secretory IgA antibodies per corn cob have been reported. Furthermore, corn is pro-
vided with the repertoire of housekeeping genes necessary to properly process com-
plicated protein structures such as soluble IgA (sIgA) into their functional form.

Up to now antibodies for therapeutic application have been produced in mammalian
cell culture. Generally, these are considered to confer proper posttranslational process-
ing in order to achieve optimal induction of antibody effector functions (117), phar-
macokinetics, and biodistribution in patients. A variety of different mammalian cell
lines are used, most commonly hybridomas. Hybridomas are easily grown in suspen-
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sion in serum-free media, and, as long as rodent antibodies are acceptable, hybridomas
are a common vehicle for antibody production. Human/mouse heteromyelomas are
more complicated for mass production.

Most high-affinity MAbs are of rodent origin and it is often important to create
chimeric or CDR-grafted antibodies, as described above. If molecular engineering tech-
nologies for antibody production are applied, the choice of the most suitable host cell
line is essential. Criteria such as experience in the technologic use of a certain cell host,
as well as the potential of posttranslational protein modifications, are also important.

Usually Chinese hamster ovary (CHO), myeloma cells (NSO and Sp2/0), baby ham-
ster kidney cells (BHK), and monkey kidney cells (COS) are used. CHO cells and NSO
have been used to express both full-length antibodies (118,119) and antibody fragments
(120). COS cells are usually only used for transient expression, often with low expres-
sion titers in preparative amounts for preliminary characterizations (121) to study dif-
ferent antibody constructs including whole molecules, F(ab) fragments, and bifunctional
chimeric antibodies. The following characteristics are the main criteria for selecting a
cell line for industrial production:

1. Posttranslational modifications of the MAb that do not elicit an immune response in patients
2. Production of high antibody titers
3. Stable production of the protein with consistent quality in serum-free media.

CHO, NSO, and BHK cells have been frequently used to express human glycoproteins.
They obviously have the ability to modify, fold and secrete proteins comparable to that
of the human in vivo situation. NSO and CHO cells are high-yielding expression sys-
tems with advantageous technologic properties. After processing for optimization,
product titers up to 1 g/L for both cell lines have been described. In vitro tests of anti-
bodies expressed in both cell lines gave identical results with respect to their func-
tionality (122,123). Antibodies are nontoxic for the host cell. Therefore permanent
expression is possible.

Selection of a Stable Recombinant Cell Line

Recombinant cell lines expressing MAbs are provided with foreign cDNA, encod-
ing the distinct heavy- and light-chain genes. The cDNAs are integrated into the host
chromosome by mechanisms that so far have not been completely unravelled. There is,
however, evidence that any cotransfected cDNAs underly comparable mechanisms of
genomic integration. This phenomenon is purposely employed to create and select
high-producing cells by cotransfecting selection or amplification marker genes together
with the genes of interest. Different selection genes and amplification systems are
available to obtain recombinant high producers in various hosts.

The goal of the selection procedure is always to amplify expression of the genes of
interest in the transfected mammalian host cell line. Different systems can be used to
select for high expression, so-called dominant markers and auxotrophic (also termed
recessive) markers. Usually both systems are used in combination. Dominant selection
markers generally combine the growth in the presence of an efficient drug substance,
so that only clones with corresponding drug resistances will survive. The most widely
used dominant selection markers are resistances against antibiotics. Auxotrophic or
recessive marker systems make use of naturally or intentionally introduced deficien-
cies in metabolic pathways of the host cell. The resulting auxotrophy requires that the
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missing metabolite or a related agent be added to the growth medium or that genes
capable of supplementing the metabolic deficit be introduced into the host. For exam-
ple, many mammalian cell lines are glutamine auxotrophs, i.e., they require glutamine
as an essential supplement in the growth medium.

The glutamine auxotrophic phenotype is also compensated for by transfection of the
glutamine synthetase (GS) gene together with the antibody genes. Growing the cells in
glutamine-free media thus ensures both the survival of the transfected host cell and sta-
ble antibody expression. The copy number of the gene encoding GS synchronously
with the antibody genes can be further amplified by a gradually increasing addition of
analogs inhibiting the activity of GS. Those cells that acquire increasing copies of the
GS gene will survive and also coamplify the antibody genes. Thus high-expression cell
clones are selected. This amplification system was shown to work very efficiently with
the NSO cell line (124).

Another widely used marker system is the dihydrofolate reductase (DHFR) system.
DHFR converts folate to tetrahydrofolate, which is a critical metabolite in amino acid
and purine synthesis. CHO cells lacking endogenous DHFR have been generated (125)
by means of mutation and selection. CHO DHFR� cells require supplemention with
adenosine, desoxyadenosine, and thymidine in the growth medium. Transfection of an
exogenous DHFR gene together with the antibody genes and omitting said supplements
form the basis for selecting recombinant cells expressing DHFR and antibodies. A fur-
ther amplification of the respective gene copy numbers can be achieved by a selection
of surviving cells in the presence of methotrexate (MTX), which is an inhibitor of
DHFR. High-producing recombinant cell clones can be selected by a stepwise increase
of the MTX concentration. The DHFR marker/MTX selection system can also gener-
ally be used as a dominant marker. In this case an exogenous mutant DHFR with lower
MTX affinity and sensitivity is used for transfection into DHFR-positive host cells.
Thus the action of endogenous DHFR becomes negligible, and the transfectant cells
survive in the presence of higher concentrations of MTX (126,127).

Subsequent to the selection procedure, single high-expression cell clones are iso-
lated. Various techniques have been established that are more or less labor-intensive.
Fluorescence-activated cell sorting can be helpful (128). The limiting dilution method
in microtiter plates is very useful in obtaining cell clones of monoclonal origin. The
assumption that monoclonality can be reached after only one round of subcloning is
rather theoretical (129,130). Repeated subcloning and intensive screening is necessary
to establish stable, high-producing cell lines for industrial manufacture.

INDUSTRIAL PRODUCTION OF MONOCLONAL ANTIBODIES

Monoclonal antibodies for the prevention or therapy of infectious diseases are
administered in doses of up to several milligrams per kilogram of body weight. Other
biopharmaceuticals such as tissue plasminogen activator and erythropoietin, which are
also manufactured by comparable recombinant technologies, are applied in only
nanogram or microgram ranges per kilogram body weight. In other words, a beneficial
antibody treatment dose requires an amount of at least a 1000-fold more of the recom-
binant protein. This simple comparison clearly shows the challenge and the necessity
for the development of cost-effective manufacturing technologies. In fact, marketing
and manufacturing costs as well as quality assurance have been the driving forces
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behind the major process improvements in mammalian cell technologies in the last few
years. The manufacture of antibodies in transgenic animals or plants might be expected
in the future, but quality considerations exist at the present time.

Large-Scale Production In Vitro

Figure 8 shows a typical flow diagram of the process of large-scale MAb manufac-
ture. The manufacturing process attempts to obtain the highest possible product qual-
ity and safety, consistently produced at low costs in high amounts. A few manufacturing
facilities have been established that allow production of several hundred kilograms of
purified antibody a year.

Very important for the success of the entire manufacturing process is the availabil-
ity of cloned cells that express the antibody stably at high levels. Commercial manu-
facturers usually do not publish detailed data describing levels of expression. According
to the experience of the authors, cell clones, either hybridomas or recombinant cells
such as CHO, can be established displaying specific expression rates in the range of
10–50 �g of antibody per 106 cells per day. As described previously, the establishment
of these cell clones requires several subcloning and/or gene amplification steps.

The first logical step is the adaptation of the cloned cells to serum-free growth
media. Again, commercial manufacturers do not publish the exact composition of
media. Nevertheless, serum-free and even protein-free growth media have been empir-
ically optimized that are also free of raw materials from animal origin, to avoid poten-
tial risks of contamination. Often enzymatically digested plant extracts are used as
supplements to improve the growth-promoting quality of serum-free media (131).
These growth media are generally considered safe and are relatively inexpensive
(approximately $1/L) when produced in large scale. Compounding of media is usually
done by specialized companies that also certify the quality.

Once the cloned cells are adapted to a certain medium, an extensive program of sta-
bility testing is necessary to ensure that the cells are expressing the antibody in con-
sistent quality and quantity over a certain number of passages. The number of passages
in stability testing depends on the final production scale envisaged. If we assume that
X cell passages are needed to reach the final production harvest, extension of stability
testing to approximately 1.5 � X cell passages is recommended, to ensure process con-
sistency. It is therefore also recommended to perform the adaptation and stability test-
ing of the cloned cells in a bioreactor that most closely simulates the physical
environment of the bioreactor that will be used for the manufacturing process.

Once fully adapted and stable cell clones are obtained, a master cell bank (MCB) is
established in accordance with the principles of good laboratory practice and good man-
ufacturing practice. Usually, a working cell bank (WCB) is also established concomi-
tantly from the master cells. The combination of MCB and WCB ensures a practically
unlimited source of cells of identical quality for the manufacturing process. Each new
production lot of product is then inoculated from the WCB and used for production up
to passage level X. Full characterization of the MCB and the WCB is mandatory. The
characterization includes a series of investigations that establish and define cell identity
and safety in a clearly traceable and reproducible manner. These cells and the manufac-
turing process define the final drug with respect to all its characteristics (132). In addi-
tion, various quality control tests are conducted on each batch of the biologic drug before
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release for sale or clinical testing. Manufacturing consistency must be proved in so-called
consecutive lots, and changes in the established manufacturing process are only allowed
under strict change control, validation, and approval by the licensing authority (depend-
ing on the status of the drug and the nature of the change). To establish maximum safety,
controls are introduced at various process steps. For example, to control potential conta-
minations (such as viruses), samples from the crude culture harvest are tested since the
chance finding of contaminants, if any, is highest at this particular step of the process.

Production in a Bioreactor

A great variety of devices for in vitro cultivation of animal cells have been devel-
oped. The choice of a proper bioreactor depends on the following criteria:

1. Cell type: in suspension or adherent to growth-supporting solid matrices
2. Cell culture method: batch, batch-fed, semicontinuous, or re-fed batch, continuously perfused
3. Scale of production.

Some common characteristics of animal cells that determine the design of in vitro
cultivation systems (i.e., design of bioreactor and culture method) are low growth rates,
sensitivity to shear stress, direct sparging, and ammonia. Designing large-scale culti-
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vation systems is the art of determining the optimal compromise between engineering
and reactor performance in order to avoid chemical or physical stress on the cells and
to allow mass transfer to and from the cells. Such a compromise is easily achieved for
small bioreactor units. However, if production units for manufacturing several hundred
kilogram quantities per year are necessary, most of the currently used small-scale pro-
duction devices are no longer useful. Only a few bioreactor configurations are applic-
able to large-scale, mass cell propagation and biologic manufacture. If the suspension
type of cell culture is used for production, both the stirred tank reactor, the air lift reac-
tor, and the packed bed reactor (133) can be used for large scale. If the adherent type
of cell culture is necessary, the fluidized bed reactor is a good choice (134).

It should be noted at this point that the standard cell lines such as hybridomas and
NSO are preferentially grown in suspension, whereas CHO and BHK cells can be grown
and propagated in both versions, adherent and in suspension. If the stirred tank reactor is
used for animal cells, axial flow impellers with large blades are preferable, as they lead
to good mixing with low mechanical shear forces. For aeration, direct sparging of air can
be applied. Both reactor types (the airlift and the stirred tank reactors) have been used
for up to 10,000-L working volume in animal cell suspension culture. Batch-, batch-fed,
and continuous culture methods can be applied. Although the airlift reactor performance
is optimal, with a constant filling volume slight modifications of the inner draft tube also
allow its use with variable filling for batch-fed culture (135). In batch culture the aver-
age cell densities are in the range of 1–4 � 106 cells/mL, whereas batch-fed culture
allows a slight increase in cell density and maintenance in a productive state for longer
time. Thus, increased yields of antibody in the culture supernatant are achieved. The
batch-fed culture is defined by the increase of osmolarity due to the feed of substrates
and by the accumulation of metabolites such as lactate and ammonia (136,137).

On the basis of ultrafiltration principles, devices have been developed that give the reac-
tor a kind of kidney function to remove low-molecular-weight metabolites and ammonia,
while the large biomolecules are retained. Thus cell viability and density are improved and
the yield of product is increased. Other possibilities to increase productivity are found with
devices that allow continous perfusion with fresh media and cell retention in the reactor.
Various unit operations such as ultrasonic devices (138), special filters (139), cartrifuges,
or backlooping of cells into the reactor can increase cell retention. Such high-density con-
tinuous perfused systems can accumulate cell densities beyond 108 cells/mL (140).
Depending on the expression rate of the production cells and the cultivation methods
applied, antibody titers above 1 g/L crude culture harvest can be accumulated.

Downstream Processing and Purification

Antibodies are applied therapeutically in high doses and at high concentrations. The
process steps downstream from the bioreactor must therefore establish a product of the
highest possible purity. Furthermore, the single process steps must allow safe sanitiza-
tion procedures since downstream processing usually cannot be performed under ster-
ile conditions. In addition to the purification of the antibody from impurities contained
in the matrix of the culture supernatant, the downstream process steps have to be
designed and validated to remove and inactivate potential viral contaminations.

A typical downstream processing procedure usually starts with removal of the cells
and cell debris from the crude culture supernatant. Cell sedimentation combined with
filtration or centrifugation are generally applied. The following process steps usually
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include a series of chromatographic columns containing different matrices, each of
which contribute complementary separation principles to the entire purification process.
Ideally, purification begins with a high-capacity antibody capture step based on the
principle of affinity chromatography. Affinity ligands capable of reversible and specific
binding of the antibody such as protein A result in an enormous reduction in volume
as well as high concentration and purity of antibody. Additionally, they allow washing
of the product with detergent and incubation with enzymes such as DNAses while the
antibody is still bound to the matrix in the column. Last but not least, such procedures
result in a robust inactivation and removal of potential virus contaminations achieved
by a one-step unit operation (141). Further purification steps after affinity chromatog-
raphy usually apply ion-exchange principles that remove residual impurities, DNA, and
ligands bleeding into the buffer from the first step. As for general safety cautions, the
bulk purified antibody should be treated with one of the virus inactivation technologies
routinely used in �-globulin manufacture. The final drug format usually contains excip-
ients useful for the stabilization and shelf life of the antibody.
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Dendritic Cells

Their Role in the Immune Response to Infectious Organisms and
Their Potential Use in Therapeutic Vaccination

Smriti K. Kundu-Raychaudhuri and Edgar G. Engleman

INTRODUCTION

The ability of the immune system to recognize and eliminate infectious agents has
been well established. As detailed in the other chapters of this monograph, both humoral
and cellular immune responses contribute to the elimination of infection. Over the past
decade, our own research has focused on a critical component of the cell-mediated
immune system, bone marrow-derived dendritic cells (DCs). At least two distinct pop-
ulations of such DC have been described, including the classical and more numerous
myeloid DC and the recently described plasmacytoid or Interferon-� secreting DC.
Most studies of DC completed in the past two decades have not distinguished between
these two populations, but because myeloid DC account for approx 90% of DC obtained
from sources such as blood and lymphoid organs, the functions attributed to DC mainly
reflect myeloid DC activity. Unless otherwise indicated, this report summarizes our cur-
rent understanding of the functions of myeloid DC.

DCs are extremely potent antigen-presenting cells (APCs) that initiate immune
responses to pathogens by taking up, processing, and presenting antigens to T-cells.
Present in all tissues except the brain, DCs serve as sentinels for the immune system
and (particularly in the skin, mucosal sites, and lung) are among the earliest cell pop-
ulations to come into contact with invading organisms. When activated by antigen and
“danger signals,” DCs in peripheral tissues carry antigens via the lymphatic system into
the T-cell regions of draining lymph nodes, where they stimulate primary and memory
T-cell responses (1). DCs are also central to the development of antibody responses
because of the requisite role of activated helper T-cells in the differentiation of B-cells
(2,3). Through their activation of helper and cytolytic T-cells and the subsequent inter-
action of T-helper cells with B-cells, DCs dictate both the nature and potency of the
immune response.

DCs are in effect nature’s adjuvant. They are not only capable of inducing antigen-
specific helper and cytotoxic T-cell responses, they also produce a cytokine, interleukin-12
(IL-12), and chemokines such as RANTES and fractalkine. IL-12 skews the T-cell response



toward production of interferon-� (IFN-�), a key immune effector molecule (4). RANTES
is a chemokine that attracts both naïve and memory T-cells (5). Fractalkine has unique
properties as both an adhesion molecule and a chemokine for DCs and T-cells (6). Thus,
RANTES and fractalkine help to increase DC/T-cell conjugate formation and, in turn, 
T-cell activation.

Exposure of DCs to foreign antigens does not on its own result in the efficient induc-
tion of IL-12 production (7). In general, IL-12-inducing factors (“danger signals”) such
as lipopolysaccharide, immunostimulatory DNA sequences, double-stranded RNA, or
products of activated T-cells such as CD40 ligand and IFN-� are required to “super
activate” DCs. These factors not only induce IL-12 synthesis by DCs but, in addition,
trigger the development of an activated DC phenotype (increased surface expression
of MHC antigens, costimulatory molecules, and adhesion molecules) such that the cells
become far more efficient at antigen presentation. Importantly, most of these stimuli
are products of infectious organisms. Of particular interest is the recent observation
that certain immunostimulatory DNA sequences (so-called CpG-containing oligonu-
cleotides) found principally in bacterial DNA are extraordinarily potent stimulators of
the immune system (8). At least part of this stimulatory effect appears to be owing to
direct activation of DC by these sequences (9). Most recently, double-stranded RNA
from influenza virus has been reported to activate DCs in a manner somewhat analo-
gous to that mediated by CpG-containing oligonucleotides (10). Whether or not other
viral RNAs also activate DCs is not yet known.

As noted above, IL-12 is an important mediator of DC function, and abnormal pro-
duction of this cytokine during infection can be associated with a poor clinical out-
come. Abnormalities in IL-12 production by APCs have been reported in a variety of
infections, including Leishmania major, Trypanosoma cruzi, influenza virus, and HIV
infection (11–16). Addition of IL-12 to T-cells in vitro restores recall responses to anti-
gen (17). Genetic differences in cytokine-mediated responses may also influence dis-
ease progression following infection. For example, the genetic background of
T-lymphocytes affects the development of the Th phenotype, resulting in either resis-
tance or susceptibility of different mouse strains to pathogens such as Leishmania
major (18). Almost certainly, genetic differences contribute to the variable response to
pathogens commonly observed in clinical practice. In this regard, Holland et al. (19)
have reported rare patients who have refractory disseminated nontuberculosis mycobac-
terial infections without HIV infection and have abnormal IL-12 regulation. IFN-� has
been used successfully in combination with antimycobacterials in the treatment of
these patients (19).

DENDRITIC CELLS IN HIV INFECTION

The induction of antigen-specific immune responses is certainly the most pertinent
function of DCs, and this function has been amply demonstrated. DCs exposed to
infectious influenza virus or influenza nucleoprotein peptide, sendai, herpes simplex,
Moloney leukemia virus, or HIV induce both proliferative and antiviral CTL responses,
in vitro, in mouse and human systems (20–23). In our earliest studies of human DCs,
we demonstrated that these cells, but not monocytes or B-cells, can sensitize naïve 
T-cells to soluble protein antigens, enabling the generation of antigen-specific CD4�
helper and CD8� cytotoxic T-lymphocyte (CTL) lines, in vitro (24,25). Nonetheless,
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several organisms infect DCs and/or otherwise compromise DC function and presum-
ably gain a significant survival advantage by doing so.

The role of DC in HIV infection and spread is controversial. A number of studies sug-
gest that HIV takes advantage of the antigen-presenting and lymph node-homing prop-
erties of DCs. Thus, the initiation of most cases of HIV infection involves passage of
the virus through mucous membranes, a process that is enhanced by local tissue dam-
age and inflammation. DCs are believed to be the first cells to interact with HIV at these
sites (26), where they can be infected and become latent and/or persistent sources of
infectious virus (27,28). When these cells interact with CD4� T-cells, either in the
draining lymphoid organs or before migration at sites of inflammation, they can effi-
ciently transfer infection (28–31). Immature DCs in peripheral blood that migrate to
mucosal sites have been posited to be the initial targets of HIV-1 infection, preferen-
tially via R5 viruses. Freshly isolated peripheral blood DCs (DC precursors) have the
highest number of CCR5 antibody binding sites based on quantitative fluorescence-
activated cell sorting analysis. Downregulation of CCR5 and upregulation of CXCR4
occur with maturation of DCs. Mature cells express more CXCR4 receptors and are more
susceptible to HIV R4 infection. However, different strains of HIV are often found in
DCs and T-cells purified from the blood of AIDS patients, and there is no close corre-
lation between infection levels in DCs and T-cells (32). These observations indicate that
many strains may not be trafficking between DCs and T-cells. Finally, the possibility
exists that myeloid and plasmacytoid DC differ in their susceptibility to HIV infection.

Despite their putative role in facilitating initial HIV infection, as APCs, DCs play
important roles in both innate and acquired immunity to HIV infection. Plasmacytoid DC
are important in innate immunity by producing IFN-� upon HIV exposure that partially
inhibit viral replication. These cells also induce Thl immunity (33,34). Myeloid DC
induce both primary and recall HIV-specific helper T-cell and CTL responses that kill
virus-infected target cells (20,35–37). There are controversial reports of defective anti-
gen presentation by DCs to T-cells in HIV-infected patients (38–45). Moreover, as HIV-
infected patients progress to AIDS, there is progressive deterioration in the ability to
generate functional DCs from precursors in the blood and bone marrow. Nonetheless,
CTL epitopes of HIV induce both primary and secondary immune responses (20,35), and
such epitopes are candidates for use in vaccines. Exposure of DCs to these epitopes fol-
lowed by administration of antigen-loaded DCs in vivo can also initiate primary CTL
responses (46). DCs loaded with HIV antigens can initiate both CD4� and CD8� T-
cell-mediated immune responses, which have the potential to suppress viral load (46,47).
DCs also express macrophage inflammatory protein (MIP)-1�, MIP-1�, and RANTES,
which could block virus coreceptor expression and protect otherwise susceptible cells
from infection (48,49). We have shown that DCs from HIV-infected persons with CD4�
T-cells � 400/mm3 can induce HIV-specific CTLs in vitro (20). Most importantly, in a
recent clinical trial, infusion of HIV antigen-pulsed DCs in HIV-infected patients was
shown to be safe and immunogenic (see below and ref. 46).

DENDRITIC CELLS IN OTHER (NON-HIV) INFECTIONS

Trypanosoma cruzi, the etiologic agent of Chagas’ disease, infects humans and ani-
mals and induces natural killer (NK) cells, T-cells, and macrophages to secrete cytokines
such as IFN-� and tumor necrosis factor-� (TNF-�), which in turn control the disease.
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However, infection of immature DCs with T. cruzi profoundly inhibits the ability of
DCs to produce IL-12 and TNF-�. Moreover, infection of such cells prevents their mat-
uration. Thus, by altering DC function, T. cruzi may escape the host immune responses,
leading to persistent infection (50,51).

Leishmania major appears to infect both macrophages and DCs. However, DC are
the sole source of IL-12 production following infection with Leishmania organisms.
The likely explanation for this phenomenon is that whereas both life cycle stages (pro-
mastigotes and amastigotes) infect macrophages, only amastigotes can infect DCs and
do so without inhibiting IL-12 production by the cells. In contrast, infected macrophages
do not produce IL-12 (52).

During Toxoplasma gondii infection, host immunity is mediated by CTLs as well as
IFN-�, which is induced by IL-12. DCs stimulated with T. gondii tachyzoites or solu-
ble antigens derived from this organism fail to produce IL-12. However, when DCs are
cocultured with T-cells from Toxoplasma-seropositive individuals, they produce IL-12.
These observations demonstrate that signals from contact between primed lymphocytes
and DCs are essential for the induction of immunity to this parasite (53).

Several viruses have evolved mechanisms that compromise the ability of DCs to
mount an immune defense. DCs infected by measles virus are reported to lose their
immunostimulatory functions and become immunosuppressive (54)! Human cytomeg-
alovirus (CMV), a ubiquitous pathogen that is normally benign in healthy individuals,
is a serious cause of morbidity and mortality in immunocompromised hosts. This virus
and its closely related immune murine counterpart employ many diverse strategies to
avoid detection by the host immune system. Among these are their ability to interfere
with MHC class I and II expression on APCs (55). Both human and murine CMV
infect APCs, including macrophages and DCs, downregulate IFN-�, and induce IL-10
production, leading to decreased expression of MHC class I and II, which in turn
causes immunosuppression.

Human papillomavirus (HPV) is causally associated with cancer of the urogenital
tract (56). HPV-associated proliferative skin lesions expressing abundant viral protein
can persist for years in immunocompetent subjects, a property that distinguishes HPV
infection from that of the lytic RNA viruses. The fact that no antibody to viral capsid
proteins is detectable for 6–12 months following infection confirms the idea that HPV
infection does not generate a conventional immune response. One mechanism by
which this virus may suppress the generation of immunity appears to be related to their
infection of Langerhans cells (DCs of the epidermis). Thus, Langherhans cells express-
ing the E7 protein of papillomavirus have been shown to be poor stimulators of E7-
specific T-cells. Precisely how HPV inhibits DC function is unknown.

Chlamydia trachomatis is a common cause of sexually transmitted diseases and a
leading cause of preventable blindness worldwide (57). Host defense against chlamy-
dial infection is mediated by both cellular and humoral immune responses (58). Ex
vivo DCs pulsed with killed or live chlamydiae and reinfused into mice have been
reported to induce strong protective immunity to vaginal infection (59,60). Similar pro-
tective effects have been observed for Borrelia bergdorfei, lymphocytic choriomenin-
gitis, Toxoplasma, Leishmania major, and equine herpesvirus.

As noted earlier, double-stranded RNA from influenza virus can increase the ability
of DCs to process and present antigen. Presumably this is responsible for the observa-
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tion that infection with influenza virus results in activation of DCs to such an extent
that the cells are capable of activating CD8� T-cells directly, bypassing the usual
requirement for CD4� T-cell help (61).

CTLs are thought to contribute to hepatitis B virus (HBV) clearance by killing
infected hepatocytes and by secreting antiviral cytokines (62). HBV transgenic mice
that are immunologically tolerant to HBV-encoded antigens represent a model of
chronic HBV infection suitable for use in the development of therapeutic immuniza-
tion strategies. Using this model, investigators have recently shown that antigen pre-
sentation by DCs can break tolerance and trigger an antiviral CTL response (63).

In general, bacterial products processed by DCs are presented in the context of MHC
class I and II molecules on the cell surface to T-cells. In addition to classical MHC
molecules, DC express CD1, a molecule related in structure to MHC molecules that is
involved in presenting non-protein antigens to T-cells. In this regard, the presence of
CD1� DCs at sites of Mycobacterium leprae infection has been associated with an
improved clinical outcome (64). Moreover, recent studies indicate that human DCs can
present Mycobacterium tuberculosis antigens to CD1-restricted T-cells in vitro (65).

Taken together, these results suggest that DCs play a critical role in the induction of
protective immunity against a variety of infectious organisms. On the other hand, sev-
eral organisms have evolved mechanisms to inhibit the ability of DCs and other APCs
to process and present antigens, thereby hindering the development of protective
immunity. Useful reviews of this topic have appeared (54,66).

ONTOGENY AND PHENOTYPIC 
IDENTIFICATION OF DENDRITIC CELLS

The same attributes that make DCs potent APCs make them ideal vehicles to deliver
pathogen- or tumor-associated antigens for immunotherapy or prophylaxis. As noted
above, antigen-pulsed DCs have been shown to confer protection against infection in
numerous animal models. Alternatively, DCs might be used to deliver immune-
modulating and antimicrobial cytokines and chemokines such as IL-12, IFN-�,
RANTES, and fractalkine to sites of infection or inflammation in vivo (67–72). A
potential advantage of this approach is the ability to target the delivery of immunomod-
ulatory products to sites of DC/T-cell engagement where they will exert maximal
effects and minimal systemic toxicity. Before considering how this might be accom-
plished, it is necessary to review our current knowledge of the life cycle of DCs,
including the changes in their phenotype that occur with maturation and activation and
the molecules that mediate their interactions with T-cells.

DC precursors are derived from CD34+ hematopoietic progenitor cells. These pre-
cursors migrate from the bone marrow and circulate in the blood to specific sites in the
body, where they mature and act as sentinels for the immune system (73). This traf-
ficking to the tissues is directed by expression on DCs of the chemokine receptors
CCR1, CCR5, and CCR6 as well as adhesion molecules such as the CD62P-ligand
(74–76). Tissue-resident DCs, including Langerhans cells in the skin, hepatic DCs in
portal triads, mucosal DCs and lung DCs, take up, process, and present antigens to 
T-cells in the context of MHC class I and II molecules. The DCs present in peripheral
tissues are efficient at taking up and processing antigen (microbial proteins or 
apoptotic bodies [77,78]) but not at presenting them to T-cells. Antigen-independent
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“danger” signals such as lipopolysaccharide (LPS), interferon (IFN)-� and -�, IL-1�,
and immunostimulatory DNA sequences present in many bacteria are required for DC
activation, which is accompanied by dramatically increased expression of MHC class
I and II molecules, costimulatory molecules, and other molecules (for example, adhe-
sion molecules) that contribute to DC-mediated T-cell activation (79). Once activated,
DCs leave the tissues and migrate via the afferent lymphatics to the T-cell-rich para-
cortex of the draining lymph nodes, drawn by the chemokines MIP-3� and secondary 
lymphoid-tissue chemokine (SLC) through upregulation of their chemokine receptor
CCR7 (80,81). Activated DCs secrete chemokines, e.g., RANTES, that attract naïve
and memory T-cells for priming (82). They also secrete IL-7 and IL-12, which induce
T-cell proliferation and B-cell differentiation (83,84) and Th1 immune responses,
respectively. This stimulatory milieu produced by activated DCs, combined with the
presentation of epitopes of antigens associated with MHC class I and class II determi-
nants and the expression of costimulatory and adhesion molecules, results in the gen-
eration of potent antigen-specific CD4� and CD8� T-cell responses (85).

In humans there remain difficulties in identifying cells of the DC lineage because
no specific marker for these cells has been identified. Human myeloid precursors in
peripheral blood express CD2, -4, -13, -16, -32 and -33. With DC maturation, these
antigens are gradually lost from the cell surface (86). By contrast, MHC antigens, 
costimulatory molecules, and adhesins increase with maturation. CD83 is expressed 
on most activated or mature DCs (87), and antibodies to this molecule label such 
cells preferentially (88). However, CD83 and other markers of mature DCs are absent
or only weakly expressed on DC precursors. Therefore, the identification and isolation
of such precursors still requires the exclusion of cells bearing lineage markers such 
as CD3 (T-cell), CD14 (monocyte), CD19, -20, and -24 (B-cell), CD56 (NK cell), 
and CD15 (granulocyte), as well as inclusion criteria, typically MHC class II expres-
sion (89).

Committed DC precursors as well as activated DCs also typically express adhesins
and costimulatory molecules that although not specific for DCs can aid identification
(90,91), including CD11a (leukocyte function-associated antigen [LFA-1]), CD11c,
CD50 (intercellular adhesion molecule [ICAM-2]), CD54 (ICAM-1), CD58 (LFA-3),
and CD102 (ICAM-3). DCs possess nonspecific antigen uptake receptors although at
lower levels than macrophages. Some DC express Fc�R (CD16, CD32) and comple-
ment receptors (CD11b, 11c, CD35). CD11c may also act as a receptor for LPS, as
DCs lack the classical LPS receptor, CD14, and yet respond to this stimulus. DCs also
can take up antigen through mannose receptors, potentially through the receptor rec-
ognized by the DEC-205 antibody (92).

With activation and migration of DCs from peripheral tissues, antigen uptake activ-
ity and the associated antigen receptors of DCs are downregulated. As a result, the
main function of these cells switches from antigen uptake to antigen presentation (93).
DCs are capable of processing antigen via classical pathways, e.g., breakdown of
endogenous antigens in the proteosome followed by transfer of peptide fragments into
the MHC class I compartment, and transport of exogenous antigens via endocytic lyso-
somes into the MHC class II compartment (94). DCs also possess alternative pathways
of antigen processing and can route soluble antigen into the MHC class I pathway
through a mechanism known as crosspriming (95). DCs may also utilize molecular
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chaperones such as heat shock proteins (e.g., hsp96) to deliver antigens via the class I
pathway (96). Finally, as noted earlier, DCs express the CD1 family of antigens, which
appear to play important roles in the presentation of nonprotein antigens to T-cells.

As noted above, a number of studies indicate the existence of DC subpopulations.
Some controversy remains as to whether these subpopulations represent distinct lin-
eages or cells in different stages of maturation. Regardless of the answer, the possibil-
ity that the DC subpopulations differ in their functions has significant implications for
DC-based treatment strategies. In humans, the classical “myeloid” DCs, which consti-
tute the majority of circulating DCs and DCs in the periphery, are derived from a com-
mitted precursor of granulocyte/monocyte lineage. Myeloid DCs appear in the blood
as lymphoid-appearing cells that express high levels of MHC class II antigens and lack
most lineage-specific markers. Myeloid DCs can also be derived from several cell
types previously thought to be terminally committed. For example, monocytes and
committed granulocyte precursors can differentiate into DCs when exposed, in vitro,
to appropriate combinations of cytokines including granulocyte/macrophage colony-
stimulating factor (GM-CSF) and TNF-�, with or without IL-4 (97,98). In addition to
myeloid DC, a human DC subpopulation (plasmacytoid DC) expressing high levels of
CD123 (IL-3 receptor) and CD4 and lacking the CD11c myeloid DC marker has been
described (99). These CD123� precursors require IL-3 for their survival and an acti-
vation signal, such as CD40L, for maturation. They reportedly bias CD4� T-cell prim-
ing to a Th2 response, in contrast to the classical myeloid CD11c� DC, which induce
a Thl biased response (100). However, viral infections predominantly induce a Thl
response (101). These CD123hi DC also play an important role in innate immunity by
producing type 1 interferons upon viral exposure (33).

Recent reports have appeared describing CD8�� DCs in the lymph nodes and
spleen of mice. These DCs appear to bias CD4� T-cell priming to a Th1 response,
whereas CD8� negative sign DCs appear to bias toward a Th2 response (102,103).
Because CD8 is primarily expressed on a subset of T-cells, these CD8� DC have been
postulated to be of lymphoid origin. However, recent studies from our group show
clearly that these cells are of myeloid origin and that CD8 is induced on the cells when
they migrate from the periphery to lymphoid organs (104). No human CD8� DCs have
been described. Human DCs derived from CD10� lymphoid precursors have been
reported, although their role is not clearly understood (105,106).

METHODS OF DENDRITIC CELL ENRICHMENT

Human DC precursors in blood constitute about 1% of peripheral blood mononu-
clear cells (30,107). The low frequency of such DCs and the lack of specific DCs mark-
ers have been barriers to the isolation of sufficient numbers of DCs for routine study
let alone development of DC vaccines. However, DCs can be enriched from the blood
using density-based purification (46). Most DC precursors present in peripheral blood
are lymphoid-appearing cells that can be separated from monocytes on the basis of
their different buoyant densities. Our group currently uses centrifugation through a
solution of Percoll for this purpose. After 24–48 hours of culture, the buoyant density
of DC precursors decreases, enabling their separation from lymphocytes by centrifu-
gation through solutions of metrizamide, Nycodenz, or Percoll. Our group has made
extensive use of this approach to prepare DCs for clinical trials (46,108).
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Several other approaches are now being used to generate human DCs. One method
utilizes CD34� precursor cells from bone marrow, cord blood, or G-CSF-mobilized
peripheral blood, cultured in the presence of exogenous GM-CSF and IL-4 with or
without TNF-� (109–112) to generate DCs. DC-like cells can also be generated from
CD14� monocytes after culture of these cells in vitro with GM-CSF, IL-4, and 
TNF-� for 1–2 weeks. Fifty milliliters of whole blood generates over 10 million such
DCs, which are capable of inducing strong immune responses in vivo, in mice and in
humans (113–117). However, monocyte-derived DCs (sometimes referred to as den-
drophages) are phenotypically unstable and tend to revert back to monocytes if not
exposed to additional factors following their culture with GM-CSF and IL-4.

Flt3-ligand, a bone marrow growth factor, can also be used to increase DC yields by
inducing the proliferation of DC progenitors, in vivo (118). Flt3-ligand administration in
mice results in preferential mobilization or release of DC precursors from the bone marrow
to the periphery and into lymphoid organs (118). Flt3-ligand administration in humans can
increase the number of circulating blood DCs by 10–30 fold. These DCs can be harvested
using a leukapheresis procedure for ex vivo manipulation and potentially used to prime
humans to antigen in vivo. Such an approach would avoid the need for prolonged in vitro
culture or repeated leukaphereses. Our group is currently using Flt3-L expanded DCs in
clinical trials in patients with advanced cancer. The results to date indicate that large num-
bers of DCs can be obtained from these patients and that following in vitro manipulation,
including antigen pulsing, these cells induce strong antigen-specific immunity when re-
infused as a vaccine (119).

METHODS OF ANTIGEN DELIVERY TO DENDRITIC CELLS

Several approaches have been used to “educate” DCs with target antigens for use in
clinical trials. Microbial or tumor-associated proteins, or HLA-restricted epitopes derived
from these proteins, have been used extensively (53,115,119,120). The use of immuno-
genic epitopes relies on the ability to identify peptides that both bind with high affinity
to a particular HLA allele and are recognized by antigen-specific T-cells. For purposes
of generating antigen-specific, HLA class I-restricted CTLs, peptides that bind to the
HLA*A0201 allele are most frequently used because this allele is very common (33–45%)
among most ethnic groups. Peptides that bind HLA class II alleles did induce CD4 T-cell
responses and are generally more “promiscuous” than class I binding peptides in that they
often bind several alleles rather than just one and may therefore induce an immune
response in a higher proportion of the population. Although this approach simplifies the
production of target antigens to a limited number of peptides and allows the combined
use of both HLA class I and II restricted epitopes, for purposes of generating both CTL
and T-helper immune responses, selection of patients is limited. Moreover, since there
are practical limits to the number of peptides that can be used (they may compete with
each other for binding), a number of biologically important epitopes may be missed.

By introducing whole protein into DCs, immune responses would potentially be
available to multiple alleles rather than single alleles as they are with peptides. In gen-
eral, however, addition of full-length proteins to DCs would be expected to result in
antigen processing only through the HLA class II pathway. This will result in the induc-
tion of T-helper immune responses but not CTLs. Although exogenous antigens might
gain access to the HLA class I processing pathway, which can lead to stimulation of
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CD8� CTLs, this occurs inefficiently. Since CD8� T-cell mediated immunity is
required to control most infections, the use of DC pulsed with full-length proteins is
not currently favored.

Several approaches have been developed to solve this problem, including gene
transfer, which has been shown to result in antigen processing in the HLA class I path-
way of DCs and presentation to CD8� T-cells. Recombinant viral and bacterial vec-
tors such as adenovirus, vaccinia, fowlpox, salmonella, and listeria expressing the
antigen have been used successfully to deliver transgene products into the HLA class
I pathway of DCs (121–125). Another approach involves the use of “transporter” pep-
tides to bring proteins into APCs for processing. Conjugating such peptides onto full-
length proteins or peptides allows these antigens to translocate across cell membranes
and into the HLA class I pathway. One such peptide is obtained from HIV tat. Tat is
an 86-amino acid protein that has been shown to be rapidly transported from extracel-
lular milieu into the cytosol of most cells. This property presumably plays an impor-
tant role in viral replication or spread. However, it might also provide the means of
delivering antigens into APCs for processing and presentation. When full-length tat
protein was conjugated to galactosidase, horseradish peroxidase, RNAase, or
pseudomonas exotoxin, the conjugated proteins crossed the cellular membrane of
fibroblasts with enzymatic activity intact. One problem that must be overcome if tat is
to be used for antigen delivery is that full-length tat protein as well as large (�20
amino acids) peptide fragments of tat are highly cytotoxic. We have addressed this
issue by identifying the minimal region of tat required for transfer into cytosol and
have demonstrated that a short, basic sequence corresponding to residues 49–57 enters
cells without affecting viability (126) and induces both CD8� and CD4� T-cell
responses. HIV-1 tat can increase the efficiency of HLA class I-restricted antigen pre-
sentation by more than 100-fold (126).

CLINICAL TRIALS OF DENDRITIC CELL IMMUNOTHERAPY

HIV Trials

Numerous studies in animal models have documented that ex vivo antigen-pulsed
DCs are effective inducers of pathogen-specific immunity (59,63,66,67). However, the
utility of ex vivo antigen-pulsed DCs for the prophylaxis or therapy of infection has
not yet been extensively studied in humans. In the first reported DC clinical trial in
HIV-infected patients, the safety and antigen-presenting properties of allogeneic or
autologous DCs were investigated in seven HLA-A2�, HIV-infected patients (46).
Allogeneic DCs, obtained from the peripheral blood of HLA-identical, HIV-seronega-
tive siblings using the density gradient procedure described earlier, were pulsed with
recombinant HIV-1 MN gp160 or synthetic peptides corresponding to HLA-A*0201-
restricted cytotoxic epitopes of envelope, Gag and Pol proteins. The antigen-pulsed
cells were infused intravenously six to nine times at monthly intervals, and HIV-spe-
cific immune responses were monitored.

One allogeneic DC recipient with a CD4� T-cell count of 460/mm3 showed increases
in envelope-specific CTLs and lymphocyte proliferative responses, as well as IFN-� and
IL-2 production. Two other allogeneic DC recipients with CD4� T-cell counts of 434 and
560/mm3, respectively, also showed an increase in HIV envelope-specific lymphocyte
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proliferative responses. A recipient of autologous DC with a CD4� T-cell count of
723/mm3 showed an increase in peptide-specific lymphocyte-proliferative responses
after three infusions. There was a good correlation between the presence of specific
virus sequences obtained by bulk plasma viral RNA sequencing and peptide-specific
endogenous CTL responses measured by both direct and indirect CTL assays. Thus,
these responses appeared to be recall responses. Three other allogeneic DC recipients
with CD4� T-cell counts 
410/mm3 did not show increases in their HIV-specific
immune responses.

No clinically significant adverse effects were noted in this study and CD4� T-cell num-
bers and plasma HIV-1 RNA detected by reverse transcriptase polymerase chain reaction of
all seven patients were stable during the study period. Thus, both allogeneic and autologous
DC infusions were well tolerated, and in patients with normal or near normal CD4�
T-cell counts, administration of these antigen-pulsed cells enhanced the immune response
to HIV. Future studies of HIV antigen-pulsed DC infusion in HIV-infected patients will
be required to determine whether this approach is clinically beneficial.

Cancer Trials

In contrast to infectious disease, a number of groups are pursuing DC-based
immunotherapy trials for cancer. In the first reported DC trial, our group assessed the
effect of autologous DCs pulsed ex vivo with tumor-specific antigen in patients with
malignant B-cell lymphoma who had failed conventional chemotherapy. Like other B-
lymphocytes, the neoplastic cells in these patients express surface immunoglobulin
receptors, and because B-cell lymphomas are monoclonal, all the cells of a given tumor
express identical surface immunoglobulin. Moreover, this immunoglobulin is poten-
tially immunogenic by virtue of its unique idiotypic determinants, which are formed
by the combination of the variable regions of immunoglobulin heavy and light chains
(127–129). To prepare idiotype proteins for this clinical study, patients underwent
tumor biopsies, and the immunoglobulin (idiotype) produced by each tumor was “res-
cued” by somatic cell fusion techniques and purified from hybridoma supernatants
(130). This protein, together with keyhole limpet hemocyanin, which served as a con-
trol antigen, was used to pulse autologous DCs obtained from the patients by leuka-
pheresis, and the antigen-pulsed cells were administered to the patients by intravenous
infusion. This procedure was repeated three times at monthly intervals with a booster
immunization given 4–6 months later. Throughout the trial the patients were followed
for the development of an immune response to the idiotype, and their tumor burden
was monitored.

A report of the results obtained in our initial four patients has been published (108).
All of these treated patients, as well as six not described in our published report, tol-
erated their infusions well, and none experienced clinically significant toxicity at any
point during the study. In addition, most of the patients developed T-cell-mediated anti-
idiotype responses that were not observed prior to treatment initiation. The antiidiotype
responses were specific for autologous tumor immunoglobulin compared with irrele-
vant, isotype-matched immunoglobulins. In addition to these proliferative responses, 
T-cells from one patient were expanded for several weeks in vitro in the presence 
of idiotype protein and shown to lyse autologous tumor hybridoma cells but not an 
isotype-matched, unrelated hybridoma. Most importantly, two of the patients experienced
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complete tumor regression, including one who entered the trial with bulky disease and
remained in complete remission for more than 3 years. A third patient experienced a par-
tial response, whereas three have had stable disease and three have experienced disease
progression. Recently, a new cohort of patients has been vaccinated while in remission,
and their follow-up is ongoing.

Two vaccine trials for melanoma have also been reported in which the immuno-
genicity of DCs pulsed with a panel of melanoma-derived HLA-restricted peptides was
investigated. Both trials utilized DC derived from monocytes by culture in GM-CSF
and IL-4. Nestle et al. limited their clinical trial to patients expressing the HLA*A1 
or A2 alleles and reported that 5 of 15 patients developed clinical responses including
2 who developed complete remissions (115). Induction of delayed-type hypersensitiv-
ity (as measured by skin testing) to the antigen was seen with this vaccination approach.
Lotze et al. also reported the results of their clinical trial in melanoma with one com-
plete response in their cohort of six patients (116).

Recently, we treated a cohort of advanced colorectal cancer patients with recombi-
nant Flt3 ligand, a hematopoietic growth factor, and observed a 20-fold increase in cir-
culating DC (119). Subsequently, these cells were isolated and loaded with a synthetic
peptide derived from carcinoembryonic antigen (CEA) and mutated at a single amino
acid position to make it a more potent T cell antigen. Following vaccination with these
cells, more than half of the patients developed CD8 cytotoxic T cells that recognized
tumor cells expressing endogenous CEA. Moreover, two of 12 patients experienced
dramatic tumor regression and several other patients had stable disease. Finally, clini-
cal response correlated with the expansion of CEA specific CD8 T cells, confirming
the role of such cells in this treatment strategy. Based on these encouraging results, a
number of investigators are now pursuing DC-based clinical trials in patients with a
variety of malignancies.

FUTURE DIRECTIONS

Although DC-based vaccination trials have yielded promising results, particularly in
cancer, the procedures used to date to isolate, load, and activate DCs are cumbersome. As
discussed in this review, newer methods for DC mobilization or expression appear to
address problems related to cell yield. The potential benefits of coadministration of
immunomodulatory cytokines with DCs is another new area being explored. Preliminary
results of animal studies in which IL-12 and DC are coadministered have been encourag-
ing. Similarly, synergistic effects of IL-2 with DC vaccination have been demonstrated in
an animal model (131). Efforts to genetically engineer DCs to augment their secretion of
cytokines and/or chemokines (immune-enhanced DCs) are also advancing. For example,
DC precursors transfected with retroviral vectors containing IL-12 and IFN-� and pulsed
with H. capsulatum, Leishmania donovani, and Mycobacterium kansasii antigens have
been used to generate antigen-specific CD8� T-cell responses in an in vitro system (132).
The antiinfective efficacy of Th1 cytokines delivered by genetically modified and micro-
bial antigen-pulsed DCs in animal models of tuberculosis and leishmaniasis is also under
investigation (132). Eventually, however, simpler forms of therapy that utilize DCs must
be developed before the properties of this cell type can be exploited widely in clinical
practice. Identification of agents that induce DC maturation, in vivo, combined with meth-
ods of delivering antigens of interest to DC in vivo, would provide an elegant solution.
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One such approach using Flt3-ligand and immunostimulatory DNA sequences has recently
been described (133).
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Cytokines, Cytokine Antagonists, 

and Growth Factors for Treating Infections

Barbara G. Matthews

INTRODUCTION

Cytokines are proteins involved in all stages of the immune response. The molecu-
lar weight of most cytokines ranges between 6 and 60 kD, and these proteins can be
glycosylated or myristylated. Although their primary role is in the host-defense
response, they can stimulate the growth and differentiation of a number of target cells,
e.g., endothelial, neural, and tumor cells. Because of the breadth of their activity, the
cytokines have been characterized by investigators in different disciplines, with a resul-
tant variety of names. Colony-stimulating factors (CSFs), tumor necrosis factors
(TNFs), interferons (IFNs), interleukins (ILs), growth factors, and chemokines are all
considered cytokines.

The intent of this chapter is to provide some background on the biology of cytokines
and to describe their role in the earlier stages of the immune response to infectious
agents prior to the immune system’s commitment to either a cellular or humoral
response. Knowledge of their role in infections should help us understand the rationale
for use of cytokines or cytokine antagonists as therapy for the specific infections dis-
cussed in subsequent chapters. For the sake of simplicity, this chapter discusses
chemokines and cytokines separately, with the term cytokines including ILs, CSFs,
IRNs, and TNFs. This grouping is based on some gross structural similarities in the
receptors for the cytokines within the two groups. The last section provides a sketch of
the activity of cytokines in the immune response to infections that are the focus of
many of therapeutic interventions intended to modulate cytokine activity.

CYTOKINES

Cytokines are produced by a number of different cells, but most are produced by
cells of the immune system. Depending on the type of stimulation, a given cell can pro-
duce different cytokines. Induction of cytokine production with measurable tissue or
serum concentrations occurs rapidly when cells are stimulated by antigen or bacterial
products. Because of the constant surveillance by the immune system, some unde-
tectable to low concentrations of cytokine production is probably ongoing in order to
maintain routine maintenance of immunity. 



Cytokines can target a number of cells since nearly all cells express one or more cytokine
receptors. They can affect both the cells that secrete them (autocrine signals) or cells in the
nearby environment (paracrine signals). Cytokines function as a network in which produc-
tion of one cytokine can affect the production or activity of several other cytokines, either
positively or negatively. This cytokine network can become quite complex, not only because
of the number of target cells whose function is altered by a given cytokine, but also because
of the redundancy in the network, with several cytokines causing a given effect. 

The number of cytokines and their roles in different disease processes as identified
to date continue to increase. There have been a number of reviews of the clinical role
of individual cytokines (1– 4). To give some idea of the number of cytokines identi-
fied,18 interleukins, 20 different growth factors, and 4 types of interferons have been
described. Table 1 presents characteristics of the interleukins, and the other cytokines
that play a major role in the body’s response to infection.

Depending on the type of response to an infectious agent that is being described,
cytokines are characterized as either pro-inflammatory or anti-inflammatory or
described according to their production by activated T-cell subsets, Th1/Th2. Neither
method classifies the cytokines distinctly since some cytokines could be considered
either anti-inflammatory or pro-inflammatory in different disease settings. As dis-
cussed later, some are produced by both Th1 and Th2 T-cell subsets. Overall, the
cytokines considered pro-inflammatory in response to infection include: IFN-�, gran-
ulocyte (G)-CSF, granulocyte/macrophage (GM-CSF), TNF-�, IL-1, IL-6, IL-8, and 
IL-12. Those considered anti-inflammatory include IL-4, IL-10, transforming growth
factor-� (TGF-�), and IL-1 receptor antagonist (IL-1ra). 

Examples of pro-inflammatory cytokines in infections that may have some anti-
inflammatory properties in allergic reactions include IFN-�, and IL-6. For most immune
responses, the activities of IFN-�, are predominantly pro-inflammatory. However, in
allergic responses IFN-�, may play an anti-inflammatory role by lowering IgE con-
centrations owing to inhibition of the effects of IL-4 (5). Although IL-6 activates both
T-cells and natural killer (NK) cells and induces preactivated B-cells to synthesize
immunoglobulin, it has been shown in a transgenic mouse model to downregulate the
production of pro-inflammatory cytokines by monocytes, e.g., TNF and IL-1, and to
stimulate the release of IL-1ra. In this model, overproduction of IL-6 was associated
with decreased airway inflammation and hyper-reactivity (6).

Cytokine Receptors

The effect of a cytokine on the target cell follows the binding of its ligand to high-
affinity receptors present on cells throughout the body. This linkage of cytokine ligand
to its receptor results in the transduction of a signal, either positive or negative, for tran-
scription of genetic DNA in the nucleus. The type of signal transduced can depend on
the type of cell and its state of development, i.e., the cell’s state of maturity or activa-
tion. The complexity of cytokine activity following receptor linkage is not only caused
by the variation in the type of signal sent but also occurs because multiple cytokines
can transduce the same biologic response. 

In addition to membrane-bound receptors, soluble receptors with similar ligand
binding domains have been described for several cytokines, e.g., IL-1, IL-2, and IL-6.
These soluble receptors can function as cytokine inhibitors whereby, binding of the
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cytokine to its soluble receptor prevents the cytokine from effecting target cell func-
tion. An analogous approach toward inhibiting cytokine effect by ligand binding may
be used by some viruses that code for receptor-like molecules, e.g., IFN-� (7) and
TNF-� (8), thereby inhibiting the effects of these cytokines on the host cell. 

Receptor Families

Cytokine receptors are membrane glycoproteins with a single transmembrane domain
and an external amino terminus. The functional receptor can consist of two or more
subunits, and these subunits can be shared among different cytokines. This sharing of
the receptor subunits among different cytokines may partially explain some of the func-
tional redundancy and costimulation of their production and activity. The receptors can
be grouped into four families according to similarities in their DNA or amino acid
sequences: the cytokine receptor superfamily, the TNF superfamily, the immunoglob-
ulin superfamily, and the IFN-R family.

Most cytokine receptors are members of the cytokine receptor superfamily which is
characterized by a conserved amino acid motif in the extracellular portion and in a
region proximal to the membrane (9, 10). This superfamily can be divided into three
subfamilies according to a shared subunit, i.e., those receptors that share the � chain,
the gp 140 � chain, and the gp 130. The receptors in the � chain subfamily consist of
three subunits (�, �, �): the �, and � subunits are members of the superfamily and are
constitutively expressed on T-cells. Heterodimerization of the �� chains mediates sig-
nal transduction. The receptors for IL-13, IL-4, IL-7, IL-9, and IL-15 are members of
this subfamily. An example of the sharing of the subunits of the cytokine receptor is
the IL-2 receptor: IL-2R� is shared by IL-15, and IL-2R� is a subunit of the receptors
for IL-4, IL-7, and IL-9. The subfamily of receptors that share the gp 140 � chain
includes the receptors for IL-3, IL-5, and GM-CSF. Receptors in this subfamily have
two subunits, with the � chain distinct for each receptor. Both the � and � chains are
members of the cytokine receptor superfamily, and signaling is mediated through lig-
and interactions of the cytoplasmic regions on the shared � chain. The subfamily that
shares gp 130 includes receptors for IL-6, IL-11, and IL-12. Formation of homodimers
and heterodimers with gp 130 mediates signal transduction by these receptors. 

The TNF family of receptors includes two distinct receptors that bind TNF, TNFR-
I (p75), and TNFR-II (p55). These receptors are homologous and bind both TNF-� and
TNF-� with comparable affinity. Interestingly, other receptors in the TNF superfamily
do not bind cytokines, e.g., FAS (CD95), which signals apoptosis of thymocytes (11)
and CD40 ligand, which signals B-cell survival, proliferation, and switch in the Ig iso-
type (12). The immunoglobulin superfamily of receptors includes the two receptors for
IL-1 (13). Although both receptors bind IL-1 well, the type I receptor is the active moi-
ety, and the type II receptor appears to have minimal activity. However, the type II
receptor may be the precursor for soluble IL-1 receptor, which can bind IL-1 after
being shed from the membrane. A newly described member of the IL-1 receptor fam-
ily is the receptor for IL-18, which contains a binding and signaling chain that appears
to share signal transduction pathways similar to those of IL-1R (14). Members of the
IFN-R family include the receptors for IFN-�, IFN-�, and IL-10, which are distant
members of the cytokine receptor superfamily. Investigation into the method of gene
transcription through signal transduction from the IFN receptors has become a model
for signal transduction by several cytokines, i.e., the Jak-Stat paradigm.
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Table 1
Source and Activity of Interleukins and Cytokines with a Major Role in Infection

Cytokine Source Activity

IL-1�, IL-1� Macrophages, B-cells Stimulates macrophages (increases
production of IL-6, TNF-�); enhances
PMN adhesion; activates lymphocyte
increases IL-2); induces acute-phase 
protein production; enhances production
of platelet-activating factor and nitric
oxide

IL-2 T-cells Promotes growth and differentiation of 
T-cells; enhances cytotoxicity of T-cells
and NK cells

IL-3 T-cells, stem cells Multilineage colony-stimulating factor (stem
cells, erythroid, and myeloid)

IL-4 T-cells, B-cells, monocytes, Suppresses production of IL-1, TNF, and
mast cells, endothelial IFN-� (Th1); upregulates IL-1ra
cells production; enhances Th2; promotes B-

and cytotoxic T-cells; increases IgG1 and
IgE production; enhances MHC class II
and IgE receptor function

IL-5 T-lymphocytes Promotes proliferation and differentiation of
B-cells and eosinophils; increases IgA
production

IL-6 T- and B-cells, NK cells, Activates T- and NK cells; induces
monocytes, macrophages, immunoglobulin synthesis by B-cells;
fibroblasts induces acute-phase protein synthesis by

liver
IL-7 Stromal cells of bone Induces proliferation of T- and B-cells

marrow
IL-8 Most cells including Causes leukocyte chemotaxis, enhances

leukocyte and myeloid neutrophil adherence and degranulation
precursors, endothelial
cells, fibroblasts

IL-9 T-cells Prolongs T-cell survival; activates mast cells
IL-10 T-cells Inhibits cytokine production by Th1 (TNF-�

and IL-1); upregulates IL-1ra production
IL-11 Stromal cells of bone Inhibits proinflammatory cytokine

marrow production; stimulates osteoclasts and
CSF

IL-12 Macrophages, dendritic Induces production of TH1 cells; enhances
cells, B-cells, mast cells IFN-� production; induces proliferation

of NK cells
IL-13 T-cells Induces proliferation and differentiation of

B-cells; enhances IgE and IgG4
production; inhibits production of
proinflammatory cytokines

IL-14 T-cells Induces proliferation of activated B-cells;
inhibits secretion of immunoglobulin
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Table 1
(continued)

Cytokine Source Activity

IL-15 Monocytes, muscle cells, Induces proliferation of T-cells and activated
endothelial cells B-cells

IL-16 Eosinophils, CD8� T-cells Chemoattracts CD4� cells
IL-17 CD4� T-cells Stimulates fibroblasts and endothelial cells

to release IL-6, IL-8, G-CSF, PGE2;
enhances ICAM-1 production

IL-18 Hepatocytes Induces IFN-� production; enhances NK
activity

GM-CSF Fibroblasts, endothelial Stimulates proliferation of granulocyte and
cells, T-cells macrophage precursors; activates mature

phagocytes
G-CSF Macrophages, fibroblasts, Stimulates proliferation of neutrophil

endothelial cells precursors from stem cells
M-CSF Macrophages, fibroblasts, Stimulates proliferation of monocytes/

endothelial cells macrophage precursors; stimulates
monocytes

TNF-� Macrophages, lymphocytes, Increases PMN function; causes PMN
mast cells degranulation; increases production of

GM-CSF; induces acute-phase proteins,
cachexia, pyrexia

TNF-� Lymphyocytes Similar to TNF-�
(lymphotoxin)

IFN-� Macrophages, lymphocytes, Increases expression of class I MHC;
fibroblasts stimulates Th1 cells and production of

IL-12; stimulates NK cells
IFN-� Fibroblasts, epithelial cells Similar to IFN-�
IFN-� T-cells, NK cells, Increases PMN and monocyte function;

fibroblasts increases MHC class I and II expression;
stimulates TH1 (e.g., IL-1, TNF-�)

TGF-� Lymphyocytes, platelets, Opposes production of inflammatory
activated macrophages cytokines (IL-1 and TNF-�); inhibits 

T- and B-cell proliferation; mediates
extracellular matrix formation (associated
with liver and kidney damage)

IL-1ra T- and B-cells, macrophages Inhibits synthesis of LPS-stimulated
production of IL-1�, TNF. IL-6, and 
GM-CSF and synthesis of IgE; blocks 
effect of IL-1

Abbreviations: CSF, colony-stimulating factor; G, granulocyte; GM, granulocyte/macrophage;
ICAM, intercellular cell adhesion molecule; IFN, interferon; IL, interleukin; IL-1ra, IL recep-
tor antagonist; NK, natural killer; PGE2, prostaglandin E2; PMN, polymorphonuclear neu-
trophil; TGF, transforming growth factor; TNF, tumor necrosis factor; NAP-2, nucleosome
assembly protein-2; GRO, growth related oncogene-�; ENA, epithelial cell-derived  neutrophil
activating peptite-78; GCP-2, granulocyte chemotactic protein-2.



The Jak-Stat Model of Signal Transduction

Several cytokine receptors lack intrinsic tyrosine kinase activity in their cytoplasmic
domains but can activate a family of cytoplasmic protein tyrosine kinases, Jaks (Janus
kinases). The model for the signaling mechanism that utilizes Jaks was characterized by
activation studies in mutants of the IFN-�� and IFN-� receptors (15). In this model, bind-
ing of cytokine ligand to the IFN-�� or IFN-� receptors results in the dimerization of
the receptor subunits. This dimerization (or oligomerization in cytokine receptors with
more than two chains) increases the affinity of the dimers’ cytoplasmic domain that is
proximal to the membrane to bind two Jaks. In the case of IFN-� the two chains bind
Jak 1 and Tyk 2; the chains of the IFN-� receptor bind Jak 1 and Jak 2. Both the Jaks
and the cytoplasmic region of the receptor chain become phosphorylated simultaneously.
This phosphorylation subsequently becomes a catalyst for the binding and phosphoryla-
tion of two latent cytoplasmic transcription factors called Stats, i.e., Signal transducers
and activators of transcription. Following the phosphorylation of Stats by Jaks, the Stats
dimerize, and this activated Stat-Stat complex enters the nucleus, where it initiates gene
transcription by binding to specific promoter sequences in cytokine response genes,
resulting in the ultimate step of gene transcription.

Four Jaks have been identified: Jak 1, Jak 2, Jak 3, and Tyk 2. In addition to the
IFN-� receptor, Jak 2 is involved with signaling by granulocyte/macrophage (GM)-
CSF, granulocyte (G)-CSF, IL-6, and IL-3. Both Jak 1 and Jak 3 are involved with sig-
naling of the � chain subfamily of the cytokine receptor superfamily such as IL-2, IL-4,
and IL-9. IL-12 activates Jak 2 and Tyk 2. The actual number of Stats is uncertain, but
at least six have been characterized. The Stats have structurally conserved binding sites
to phosphotyrosine and conserved sequences of their nuclear DNA binding regions.
Given the number of Jaks and Stats, it is understandable that different cytokine recep-
tors associate with different Jaks, which then catalyze the binding and phosphorylation
of different Stats (16). The network of interaction between the Jaks and Stats can be
quite extensive. For example, the Jak 1 and Jak 3 activated by IL-2 receptor binding
activates Stat 3 and Stat 5, and the same Jaks activated by IL-4 binding activates Stat
6. To add to the complexity, Stats can be phosphorylated by kinases other than Jaks,
e.g., protein tyrosine kinases of the src family. Although many receptors related to the
cytokine receptor superfamily as well as receptors in some of the other families use the
Jak-Stat model of signal transduction, other cytokines such as TNF-� and IL-1-� acti-
vate members of the mitogen-activated protein (MAP) kinases, with resultant tran-
scription of nuclear protooncogenes.

CHEMOKINES

Chemokines are low-molecular-weight peptides that have evolved relatively recently.
They share a high basic nature and can bind heparin through heparin binding domains.
Chemokines are produced by nearly every cell type in response to inflammatory sig-
nals, particularly signals that activate interactions between leukocytes and endothelial
cells. The first chemokine purified was platelet factor 4 (PF-4) in 1977 (17), and IL-8
was purified ten years later (18). Chemokines range between 68 to 100 amino acids in
length and are defined by conserved motifs containing either two or four cysteine
residues that form disulfide bonds in the protein tertiary structure. 
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The number and arrangement of these conserved cysteines allow them to be classi-
fied into three groups: C, CC, or CXC (19). Both the CXC and CC families of
chemokines have four conserved cysteines; the C chemokines have two conserved cys-
teines. The CXC and CC groups differ by the presence (CC) or absence (CXC) of an
intervening amino acid between the first two cysteines. Both the CXC and CC groups
have numerous members, whereas the only known members of the C groups include
human and mouse lymphotactin and activation-induced, T-cell-derived and chemokine-
related molecule (ATAC). Genes encoding members of each group appear to cluster on
the same chromosomes, i.e., genes for CXC chemokines are found on chromosome 4,
those for CC are on chromosome 17, and those for C are on chromosome 1. 

Many CXC chemokines have the tripeptide motif glutamic acid-leucine-arginine
(ELR) near the N terminus just prior to the CXC motif, e.g., IL-8, nucleosome assem-
bly protein-2 (NAP-2), growth related oncogene-� (GRO-�), GRO-�, epithelial all-
derived neutrophil activating peptide-78 (ENA-78), and granulocyte chemotactic
protein-2 (GCP-2). All these chemokines can bind the shared IL-8 receptor type II and
are potent mediators of neutrophil chemotaxis (19, 20). The presence of the ELR motif
appears to be associated with chemoattractant properties since CXC chemokines that
lack the ELR motif, e.g., PF-4, inflammatory protein-10 (IP-10), and monokine
inducible by IFN-� (MIG), do not chemoattract neutrophils nor do they bind the shared
IL-8 type II receptor. Although only CC chemokines were initially thought to be able
to induce migration of monocytes and macrophages, some CXC chemokines have been
found to have monocyte attraction activity. Similarly, only the ERL� CXC chemokines
were thought to induce neutrophil migration. However, several CC chemokines, includ-
ing macrophage inflammatory protein-1� (MIP-1�) and monocyte chemotactic pro-
tein-3 (MCP-3), have been shown to induce migration of neutrophils. In addition to
monocytes and macrophages, some CC chemokines have been shown to induce the
migration of eosinophils, basophils, and mast cells. The responsiveness to chemokine
stimulation depends not only on the specific type of leukocytes but also on the condi-
tions of stimulation, e.g., the migration of mast cells activated by IgE, and specific anti-
gen is enhanced in response to MCP-1 and RANTES compared with nonactivated cells.

In addition to their importance in the recruitment and activation of various leuko-
cytes, chemokines are active on other cell types, including endothelial cells, muscle
cells, melanocytes, and hepatocytes. Data suggest that chemokines have a role in sev-
eral other processes, including angiogenesis, tissue development, and fibrosis. 

Chemokine Receptors

Chemokines bind to a distinct class of receptors whose structure is similar to that of
rhodopsin. The receptor polypeptide has seven hydrophobic domains passing through
the membrane as �-helices with an extracellular aminoterminus and an intracellular
carboxy terminus (21). Receptor binding can be restricted to a specific chemokine or
shared among several chemokines, e.g., CC CKR1, CC CKR4, and CC CKR5 are
selective for MIP-1� and RANTES but also bind a third chemokine that is not shared
by the other receptors (MCP-3 for CKR1, MCP-1 for CKR4, and MIP-1� for CKR5). 

Humans have one chemokine receptor that is promiscuous since it binds to numer-
ous chemokines. This receptor, the Duffy blood group antigen, was first identified on
red blood cells but is also expressed by several nonerythroid cells, e.g., spleen, lung,
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and heart. Interestingly, the Duffy antigen is a factor in infections with Plasmodium
vivax in which the parasite utilizes this receptor to invade erythrocytes (22). In people
of African descent, this receptor may not be expressed on red blood cells, and they are
resistant to infections with P. vivax. Chronic exposure to P. vivax may have exerted
selection pressure for gene expression in different cells since this receptor may be
expressed on other tissue cells. In addition to P. vivax, some herpes viruses and HIV-
1 are also able to use chemokine receptors as factors in their pathogenesis. Human
cytomegalovirus (CMV) has genes that encode a functional chemokine receptor that
can bind MIP-1�, MIP-1�, RANTES, and MCP-1 (23, 24). The mechanism by which
expression of a chemokine receptor is advantageous to the virus is not clear (21).

The signaling of cellular response to chemokines occurs through G proteins (gua-
nine nucleotide binding regulatory proteins) coupling to initiate phosphoinositide
hydrolysis. The resultant increase in diacylglycerol and cytosolic Ca2� leads to activa-
tion of protein kinase C (25). The ability of some chemokines such as RANTES and
MIP-1� to activate Stats suggests that the signaling pathways of Stats and G proteins
may act with some communication. 

CYTOKINES IN IMMUNE RESPONSE TO INFECTIONS

As discoveries and comprehension of cytokine biology continue to increase, the
complexity of the cytokine network has become overwhelming. Despite the complex-
ity of cytokine activity, it is important to appreciate the role of the interplay of the
cytokines with their various target cells in the immune response to an inflammatory
agent. The immune response during the early stages will either eradicate the infectious
agent or set the stage for the type of chronic immune response. When the control mech-
anism for the type of cytokine response is dysfunctional, the result may be the devel-
opment of a chronic or progressive infection rather than eradication or containment of
the infectious agent, e.g., the development of miliary tuberculosis, lepromatous leprosy,
visceral leishmaniasis, and sepsis. The host’s genetic background is also a factor in the
development of chronic inflammatory response and pathology. Autoimmune diseases
result from perturbation of the immune system either intrinsically for unknown rea-
sons, (e.g., systemic lupus, juvenile rheumatoid arthritis) or in response to an infectious
agent, (e.g., type I diabetes mellitus). 

The purpose of this section is to provide a background sketch of the role of the
cytokine network in the responses of the immune system to an infectious agent prior
to its commitment to the appropriate immune protective mechanism, i.e., the develop-
ment of antibody by B-cells, macrophage activation, or cytolysis by T-cells. Two
aspects of the immune response that have been the focus of immunomodulators of
cytokines to treat infections will be discussed: the initial leukocyte response and the
differentiation of the CD4� T-cells into the Th1 and Th2 subsets.

Initial Inflammatory Response and Leukocyte Migration

The body’s innate immune response to an invading organism results in the recruitment
of leukocytes and phagocytosis of the organism. Numerous factors, including bacterial
components, will stimulate migration of the leukocytes. Bacterial endotoxin or lipopolysac-
charide (LPS) stimulates the release of chemokines and cytokines from the surrounding
tissue cells and macrophages. Immunotherapies that are intended to interfere with the

124 Matthews



activity of these cytokines and other inflammatory molecules, e.g., proteins that bind LPS,
TNF-�, IL-1, or inhibitors of nitric oxide production, would be expected to diminish the
pathologic effects of the acute response to infections. In contrast to the acute increase in
serum TNF-� concentrations associated with acute infections, some autoimmune diseases,
e.g., rheumatoid arthritis and Crohn’s disease, are associated with chronic elevations in tis-
sue TNF-� concentrations. Immunomotherapies that lower levels of TNF-�, such as sol-
uble TNF receptor and monoclonal antibodies to TNF-�, have shown clinical benefit. 

The binding of LPS to macrophages stimulates the release of IL-1 and TNF-�. These
cytokines in turn stimulate their target cells to produce a number of different mole-
cules. Endothelial cells and macrophages are stimulated by IL-1 and TNF-� (and by
bacterial LPS itself) to produce G-CSF and GM-CSF from endothelial cells and
macrophages, which further enhances the number of leukocytes and the duration of
their recruitment to the site of infection. In response to IL-1, TNF-�, and IFN-�,
endothelial cells will produce prostaglandins, platelet-activating factor, and nitric
oxide. One potential effect of these products could be the production of thrombi. These
inflammatory cytokines can also stimulate endothelial cells to express molecules
involved with leukocyte adhesion and integration through the endothelium including 
E-selectin, P-selectin, and ICAM-1. These latter molecules are important in the recruit-
ment of leukocytes from the circulation to the infected tissue.

With expression of leukocyte adhesion molecules, the leukocytes loosely attach to the
endothelial cells through the oligosaccharides on their membranes. With their movement
slowed by this loose attachment, the leukocytes will begin to roll along the endothelial
surface. The chemokines released from macrophages, the surrounding tissue cells, and
the endothelial cells in response to the bacterial components bind to the endothelium,
where they cause the rolling leukocytes to adhere more firmly to the endothelium through
binding of the integrins to their ligand. Chemokines involved in this process include
MCP-1, RANTES, and MIP-1�. The leukocytes then migrate through the endothelium
and move up a gradient of chemokine concentrations to the inflammatory site. 

The types of leukocytes recruited to the inflammatory site can differ depending on
the source of inflammation, (e.g., bacterial, allergen) and the duration and amount of
exposure. The pattern of cytokines produced, i.e., the type and concentration, will
depend on these factors as well as the host’s genetic background. The predominant
cytokines in this pattern (e.g., IL-4, IFN-�, and (IL-12) will then determine the subse-
quent T-cell response to chronic infection/inflammation or to immunization (26).

Activation of T-Helper Cells: Th1/Th2 Subsets

When stimulated, T-cells produce different types and amounts of cytokines, which
in turn, characterizes the functional response of the T-cells. According to the pattern of
cytokines produced, the CD4� T-cells can be differentiated into the subsets of Th1 or
Th2 (27, 28). The cytokines produced by each subset regulates the function and devel-
opment of the other. IFN-� produced by Th1 cells inhibits Th2 cell production and
function. IL-4 and IL-10 produced by Th2 cells inhibit Th1 cell production and the
killing of bacteria by macrophages. Several immunotherapies for infectious diseases
have focused on the manipulation of the type or degree of T-cell response, e.g., stim-
ulation of Th1 response by IFN-� to treat mycobacterial infections or visceral leish-
maniasis, and stimulation of CD4� T-cell production by IL-2.
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In humans, Th1 cells produce IFN-� and TNF-� but not IL-4 or IL-5. Th1 cytokines
activate monocytes to generate the cell-mediated immune response. Although this
response is intended to eradicate intracellular pathogens, it may also be associated with
autoimmune diseases. The primary determinant for Th1 cell differentiation is the pre-
dominance of IL-12 in the cytokine response to an inflammatory agent, and full expres-
sion of the Th1 response also depends on production of IFN-�. Macrophages will
produce IL-12 in response to bacterial products (e.g., LPS), viral components, intracel-
lular bacteria (e.g., Mycobacteria, Listeria organisms), and protozoa (e.g., Leishmania
organisms). IL-12 was originally described as an NK stimulatory factor, and it induces
proliferation and differentiation of NK cells into lymphokine-activated killer (LAK)
cells and causes secretion of IFN-� and TNF-� (29). As a result, IFN-� will upregulate
production IL-12 by the macrophage (30) and decrease production of IL-4 by Th2 cells.
Because IL-12 potentiates IFN-� production and promotes a shift toward production of
protective antibody isotypes, it may have a potential therapeutic use as a vaccine adju-
vant (31, 32). It should be noted that the immunomodulatory activity of other cytokines,
e.g., GM-CSF and IL-2, may also increase the activity of vaccines (33).

Human Th2 cells produce IL-4, IL-5, and IL-9 but not IFN-� or TNF-�. Th2 cytokines
activate mast cells, eosinophils, and elevation in IgE levels and are associated with the
immune response to allergens and helminths. The major determinant for Th2 cell differ-
entiation is the predominance of IL-4 production early in the immune response. The pri-
mary source of IL-4 is uncertain, but it may be other classes of T-cells or mast cells (28).

Both human Th1 and Th2 cells produce GM-CSF, IL-2, IL-3, IL-10, and IL-13. The
production of IL-2, IL-10, and IL-13 by both T-cell subsets in humans differs from
mice where their production is limited to one subset. T-helper cells that produce IFN-
�, IL-2, IL-6, IL-10, and IL-14 induce proliferation and differentiation of B-cells and
function in antibody-dependent immunity. In addition to the Th1/Th2 subsets, there are
undifferentiated T-cells, Th0 cells, that produce both Th1 and Th2 cytokines, although
the primary cytokine produced is IL-2. 

Chemokines have a role in lymphocyte response to infections with the orchestration of
the movement of the right lymphocyte, i.e., T-cell, B-cell, or cytotoxic T-cell/NK cell, to
the site of infection. The T-helper cell subsets tend to colocalize with different leukocytes
(although not always). The Th1 subset of cells tends to colocalize with macrophages and
neutrophils, whereas Th2 are more often associated with eosinophils and basophils. The
same chemokine receptor can be present on these groups of cells (34, 35). For example,
CCR3 (the chemokine for eotaxin, RANTES, and MCP-3), is expressed on Th2 cells as
well as on eosinophils and basophils. CCR3 is selectively expressed on Th2 cells that pro-
duce high levels of IL-4. Both eosinophils and basophils depend on IL-4 and IL-5, pro-
duced by the stimulated Th2 cells to maintain activation. Similarly, the chemokine receptors
CCR5 and CCR1 are expressed on Th1 cells and monocytes. Th1 cells have also been
shown to express CSCR3, the chemokine receptor for IFN-�-inducible protein 10 (IP-10)
and monokine induced by IFN-� (MIG). Much of the data on chemokine receptor expres-
sion analysis in T-helper subsets are from in vitro experiments, and further studies are
needed to improve our comprehension of the role of chemokines in lymphocyte migration.

Since the elucidation of the Th1/Th2 subsets of helper T-cells, their function has
probably been oversimplified in the assignment of a Th1 response to intracellular
pathogens and a Th2 response to extracellular organisms. However, for many infectious
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diseases a response by Th1 and Th2 cells at different time points is needed to control
or eradicate the infection. In addition, unlike in the mouse, some cytokines are syn-
thesized by both T-cell subsets in humans. This coproduction for some cytokines and
the redundancy in the activity of the cytokine network suggest that the immune response
to different pathogens represents a weighted response involving both T-cell subsets
rather than one limited solely to either Th1 or Th2. Therefore, it is important to rec-
ognize that the therapeutic effect of an immunotherapy intended to manipulate the
effect of one cytokine will result not only from the modulation of that cytokine but also
the effect that that modulation has on other cytokines in the network.
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Principles of Vaccine Development

Constantin A. Bona

INTRODUCTION

Two hundred years ago, Jenner devised the first vaccine able to prevent variola. This
vaccine was based on the observation that subsequent to injection of a boy with cowpox,
he was protected against two successive inoculations with smallpox virus. After 200
years, global administration of vaccinia has led to almost total eradication of the small-
pox virus from the earth. There is no other example in medicine of a new drug or bio-
logic substance leading to eradication of the causative agent and extinction of disease.
Vaccinations against other bacteria or viruses prevents the death of millions of people
yearly. However, currently vaccines do not cover the entire spectrum of diseases. There
is a long list of microbes, among which are HIV and malaria, affecting millions of indi-
viduals, for which we do not yet have vaccines. This is why the development of new vac-
cines is a permanent aim of medical research. This interest grew because scientists have
understood that vaccines can be used not only for prevention of infectious diseases but
also for therapy, leading to the concept of therapeutic vaccines.

Classical vaccines pioneered by the discoveries of Jenner, Pasteur, and Ramon was
based on the principle of inactivation of pathogenicity of a microbe without altering its
capacity to induce a protective immune response.

Developments during the past decades in biochemistry, molecular biology, and
immunology have provided new tools for the development of a new generation of vac-
cines. Biochemistry and Immunochemistry contributed to the identification of epitopes
endowed with protective capacities. The identification of such antigenic determinants,
also called epitopes, on antigens of protein origin allowed for preparation of synthetic
peptides or subunit vaccines in the case of antigens of nonprotein origin. Recombinant
DNA technology, which revolutionized biomedical research, contributed to the devel-
opment of genetically engineered antigens used as vaccines, as recombinant protein
molecules, microbial vectors, or fusion proteins. Immunology provided the framework
for understanding the mechanisms responsible for the activation of lymphocytes fol-
lowing vaccination as well as functional analysis of various epitopes that induce a pro-
tective immune response. This is particularly important as antibodies mediate the
protection against some bacteria; cellular immune responses are prevalent against
obligatory intracellular microbes.



The immune system is composed of two major populations: B-cells, producing anti-
bodies, and T-cells, mediating cellular immunity. T-cells are divided into CD4 and CD8
subsets and the CD4 T-cells are divided, based on the pattern of cytokine secretion,
into Th1, Th2 and Th3 cells. The differences between B- and T-cells are not only func-
tional but are also seen in the mechanism of recognition of antigens.

The B-cells, via the Ig receptor, recognize both conformational and linear epitopes
directly on the surface of native macromolecules. In certain cases the recognition of
epitopes leads to activation and differentiation of B-cells directly, i.e. T-independent
antigens. In other cases they need the help of CD4 T-cells, i.e., T-dependent antigens.
The isotype of antibodies is dependent on collaboration with T-cells. Whereas Th1 cells
polarize the response to IgG2, the collaboration with Th2 leads to IgG1 and IgE (1).

The polarization of isotypes is caused by cytokines secreted by these subsets that rep-
resent second signals: interleukin-2 (IL-2), and interferon-� (INF-�), in the case of Th1
and IL-4, IL-5, and IL-10 in the case of Th2 cells (1). Antibodies exert their protective
capacity by blocking the microbial receptor through which they bind to the cellular
receptor of permissive cells, promoting phagocytosis via opsonins and complement-
dependent lysis.

In contrast to B-cells, T-cells are unable to recognize the antigens on the surface of
native macromolecules. They recognize only fragments of degraded antigens in asso-
ciation with MHC molecules. CD4 T-cells recognize peptides or glycopeptides in asso-
ciation with class II MHC molecules. The peptides are produced from the processing
of exogenous proteins in the endosomes of professional antigen-presenting cells (APCs;
B-cells, macrophages, and dendritic cells), where they bind to nascent and empty class
II molecules. The peptide-class II complex is translocated to the membrane, where
interaction with the T-cell receptor (TCR) of T cells occurs.

Figure 1 illustrates cellular events leading to generation of a class II-peptide com-
plex within professional APCs. CD8 T-cells recognize the peptides in association with
class I MHC molecules. The peptides are derived from endogenous proteins, including
proteins of intracellular microbes. The proteins are fragmented by proteasomes, and the
peptides are bound to transporter proteins (TAPs), and taken to the endoplasmic 
reticulum (ER), where they are released and bind to nascent class I MHC molecules.
The peptide-class I complex is transferred via the Golgi apparatus to membranes and
is recognized by CD8 T-cells (2).

Figure 2 illustrates the generation of a class I-peptide complex. �/	 T-cells or nat-
ural killer (NK) cells can recognize lipopeptides or glycopeptides in association with
CD1 molecules, which are less polymorphic than MHC molecules (3).

Table 1 depicts the major functions of cells involved in host response to vaccines.
Interdisciplinary contributions of accumulated knowledge and new methodologies

have led to the development of new vaccines “à la carte,” stimulating production of
antibodies, cytokines, and cytotoxic responses, contributing to the recovery process
from infectious diseases. This also contributed to the development of immunothera-
peutic vaccines. Ideally, a vaccine should display the following properties:

1. The antigen should be pure and chemically well defined.
2. It should induce a protective immune response.
3. It should exhibit a constant antigen specificity without being the subject of genetic variation
4. The protection should be lifelong or induced promptly after a booster dose.
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5. It should be devoid of side effects.
6. The manufacturing should be inexpensive.

CLASSICAL AND NEWLY DEVELOPED VACCINES

Inactivated Vaccines

The development of inactivated vaccines resulted from the development of methods
to grow microbes and to purify the toxins. The preparation of inactivated vaccines is
based on a golden rule emerging from Pasteur and Ramon’s studies leading to prepa-
ration of anti-rabies and toxoid vaccines, respectively: a vaccine should be devoid of
pathogenicity but should preserve intact its immunogenicity.
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Fig. 1. Intracellular events leading to generation of class II-peptide complex expressed on
the surface of professional antigen-presenting cells (APCs). After internalization, a vaccine is
digested within endosomes of APCs. Class II molecules are synthesized in the endoplasmic
reticulum (ER) as a trimeric complex made up of �, �, and invariant chains. It migrates to endo-
somes where the invariant chain is partially degraded and a short peptide called CLIP remains
attached to class II molecules. After CLIP is released, DM functions as a chaperone that stabi-
lizes the empty class II molecule, allowing the binding of peptides derived from degradation of
foreign protein to class II empty molecules. Another molecule called DO stabilizes the class II-
peptide complex, which is then pulled to the membrane, where it may be recognized by CD4
T-cells. hsps, heat shock proteins.



The killing of bacteria can be achieved by physical means (heat) or by chemical
agents. For example, currently used influenza and Salk polio vaccines are produced by
inactivation with formalin. Similarly, the conversion of toxins to toxoids was obtained
by treatment with formalin. Table 2 lists currently used inactivated vaccines.

Immunity

Inactivated vaccines can induce only a humoral response. Functional antibodies are pro-
duced subsequent to recognition by the Ig receptor of B-cells of a protective epitope on the
bacterial membrane or secreted toxins. Activation and differentiation of resting B-cells into
antibody-forming cells requires a second signal by cytokines produced by activated CD4
T-cells. The activation of CD4 T-cells is achieved by APCs, which take up the microbes,
process them in endosomes, and present the peptide-class II complex to CD4 T-cells.

Advantages

Inactivated vaccines display several advantages:

1. Simple manufacturing methodology.
2. Inability of reverse mutations that might lead to pathogen microbes.
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Fig. 2. Intracellular mechanisms leading to generation of class I-peptide complex. Endogenous
proteins are degraded by lysosomes and the resulting peptides are translocated to the endoplasmic
reticulum (ER) by transporter protein (TAP) molecules. In the ER, the peptides are released from
TAP by chaperons such tapasin, calreticulin, and calexin and then bind to the heavy chain of class
I molecules, which in turn bind �2-microglobulin (�2m). The class I-peptide complex is then trans-
ferred via a Golgi secretory pathway to the membrane, where it is recognized by CD 8 T-cells.



3. Stability.
4. Good induction of antibody synthesis.
5. Can be administered as combined vaccines such as trivalent or quatrivalent vaccines, e.g.,

influenza vaccine composed of H1N1, H3N3, and a subtype B-strain, or diphtheria, tetanus,
and pertussis trivalent or quatrivalent when polio vaccine is added to trivalent vaccine. Com-
bined vaccines induce similar responses, as do monovalent vaccines, indicating that is no
antigen competition.

Disadvantages

The inactivated vaccines exhibit some drawbacks:

1. Poor antibody response is seen owing to weak generation of memory B-cells; several boosts
are often required.

2. The antibody-mediated response against the protective epitope can be diluted by production
of antibodies against the multitude of bacterial macromolecules bearing nonprotective 
epitopes.

3. There is an inability to stimulate the cell-mediated immune responses that contribute to
recovery from disease or alter the course of disease in the case of therapeutic vaccines.

4. Some inactivated vaccines exhibit side effects (e.g., pertussis vaccine [4]).
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Table 2
Inactivated Vaccines

Vaccine Licensed In trials

Rabies Yes
Influenzavirus Yes
Salk polio Yes
Hepatitis B Yes
Japanese encephalitis Yes Yes
Bordetella pertussis Yes
Mycobacterium leprae Yes
Vibrio cholerae Yes
Salmonella typhi Yes
Tetanus toxin Yes
Diphtheria toxin Yes

Table 1
Function of Immunocytes in Immune Responses Elicited by Vaccines

Cell type Function

Dendritic and B-cells Presentation of epitopes
Macrophages Phagocytosis of opsonized microbes
B-cells Synthesis of antibodies against T-independent antigens
B�CD4 T-cells Synthesis of antibodies against T-dependent antigens
CD4 T-cells Secretion of antiinflammatory cytokines
CD8 T-cells Lysis of infected cells



Subunit Vaccines

Subunit vaccines represent a variant of inactivated vaccines. These vaccines can eas-
ily be developed when the disease is caused by a single or a few serotypes of infectious
agents (e.g., Neisseria meningitidis, Streptococcus pneumoniae, and Hemophilus influen-
zae b serotype). They cannot be generated when multiple serotypes are involved in path-
ogenicity, as in the case of the nosocomial infection caused by Klebsiella pneumoniae.

Subunit vaccines are produced by purification from bacteria of antigens bearing pro-
tective epitopes or by molecular methods of expression and purification of recombi-
nant proteins. With the exception of the hepatitis B subunit vaccine (which is of a
protein nature), these are bacterial polysaccharides

Immunity

Polysaccharide vaccines are generally poor immunogens and induce T-independent
responses dominated by IgM. The immune response results from direct activation of a
subset of B-cells subsequent to the crosslinking of B-cell receptor (BCR) by antigens
exibiting repetitive epitopes. This subset is under the control of an X-linked gene.
Mutation of this gene, as in Wiscott-Aldrich syndrome, makes such patients unrespon-
sive to subunit polysaccharide vaccines.

Advantages

Subunit vaccines are very stable and safe. Antibody response is more restricted than
that induced by inactivated vaccines.

Disadvantages

Antibody response is generally weak, requires several boosts, and is dominated by
low-affinity IgM antibodies. Generally, the vaccines are inefficient in newborns and
infants because of the ontogenic delay of expression of a B-cell subset responding to
polysaccharide antigens. Induction of high-affinity IgG antibodies can be obtained by
coupling the polysaccharide to a protein bearing strong T-cell epitopes. This procedure
was successfully used in the case of H. influenzae b serotype vaccine, in which the poly-
saccharide was coupled to tetanus toxoid. This vaccine is efficient not only in adults but
also in infants. Finally, subunit vaccines cannot induce cytotoxic T-lymphocyte (CTL)
responses. Table 3 lists licensed subunit vaccines.

Live Attenuated Vaccines

The possibility of preparation of live attenuated vaccines is based on Enders (5) dis-
covery of a method of culturing viruses in vitro in permissive cells. Live attenuated
vaccines are produced by culturing the microbe in special conditions, leading to loss
of pathogenicity without altering immunogenicity. To achieve this goal, several meth-
ods were and are currently used:

1. Passage of virus many times in tissue culture or chicken embryonated eggs.
2. Selection of temperature-sensitive mutants that do not grow above 37°C.
3. Selection of naturally occurring mutants (e.g., Sabin vaccine).
4. Deletion of pathogenic genes.

Immunity

Live attenuated vaccines induce humoral and cellular responses. The humoral response
results from the interaction of CD4 T-cells recognizing a peptide generated by APCs,
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which have taken up the microbe with B-cells able to recognize an epitope on the sur-
face of virus. The CD4 T-cells secrete cytokines, which represent the second signal
required for the activation of B-cells responding to T-dependent antigens. The infected
cells can produce peptides subsequent to fragmentation of endogenous viral or microbial
proteins. The peptide associated with class I molecules is expressed on the membrane.
The CD8 T-cells are activated subsequent to recognition of the class I-peptide complex.

Advantages

1. Live attenuated vaccines elicit a long-lasting immunity comparable to that induced during
natural infection. Therefore, immunity can be induced by a single or several injections.

2. These vaccines induce both humoral and cellular immunity.

Disadvantages

The preparation of live attenuated vaccines requires a tedious procedure to select the
microbes that are devoid of pathogenicity, and manufacturing is costly. A possible
drawback is the occurrence of reverse mutations. Table 4 lists currently used live atten-
uated vaccines.

Internal Image Idiotype Vaccines

Idiotypes are phenotypic markers of antigen receptors of lymphocytes. The diversity
of antigen receptors is reflected in the diversity of idiotypes. Idiotype are immunogenic
and able to induce antiidiotypic antibodies (Ab2s), which in turn express their own
idiotypes. As a statistical necessity, Jerne (6) introduced the concept that the idiotypes
of antiidiotype antibodies could mimic the antigen recognized by antibody-Ab1. This
concept is not a simple consequence of the “lock and key” rule of complementary of
antigen-antibody interaction but can be owing to molecular mimicry or sharing of sim-
ilar sequences between antigen and Ab2.

This hypothesis is strongly supported by crystallographic studies. Fields et al. (7)
had determined the crystal structure of an antibody specific for lysozyme and of its cor-
responding antiidiotype antibody. Of the 18 residues that contact Ab1 with Ab2, and
the 17 that interact with lysozyme, 13 were in contact with both lysozyme and Ab2.
This important information clearly demonstrated that some antiidiotypic antibodies are
internal images of antigens and therefore they may function as antigen surrogates
because they represent the positive imprint of antigen.

An Ab1 antibody specific for a protective epitope is prepared, and then Ab2 anti-
idiotype antibodies are generated. Antigen-inhibitable Ab2, which then can be used as
internal image idiotype vaccines, is then selected (8).
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Table 3
Licensed Subunit Vaccines

Hemophilus influenzae
Streptococcus pneumoniae
Neisseria meningitidis
Bordetella pertussis (acellular)
Hepatitis B (recombinant protein)



In various animal models it has been shown (Table 5) that antibodies produced sub-
sequent to injection of internal image idiotype elicited a protective response. However,
this type of vaccine was not introduced in human trials.

Immunity

The immune response elicited by idiotype vaccines results either from activation of 
B-cells subsequent to the binding of Ab2 to BCR of Ab1 or by interaction of B-cells with
CD4 T-cells that recognize idiopeptides produced by digestion of antiidiotype by APC.

Advantages

The internal image idiotype vaccines are safe, induce humoral immunity, and are
able to circumvent the ontogenic delay responsible for unresponsiveness of infants to
some vaccines (8).

Disadvantages

Internal image vaccines are poor immunogens and require coupling with carrier pro-
tein, which increases their immunogenicity. Generally they do not induce memory
cells, an intrinsic property of a good vaccine. In addition, they are unable to induce
mucosal immunity or CTL activity (9).

Recombinant Protein Vaccines

The preparation of this type of vaccine is limited to microbial proteins bearing pro-
tective epitopes. The generation of recombinant proteins is based on cloning a gene
encoding a protein, which is then aligned with a promoter and inserted into a suitable
plasmid replicon. The plasmid is used to transform bacteria such as E. coli or to sta-
bly transfect mammalian, insect or yeast cells. Recombinant proteins can also be
obtained from genetically engineered viruses. In this case, the flanking region of the
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Table 4
Live Attenuated Vaccines

Vaccine Licensed In trials

Vaccinia Yes
Sabin polio Yes
Measles Yes
Mumps Yes
Rubella Yes
Adenovirus Yes
Varicella-zoster Yes
Cytomegalovirus Yes
Dengue Yes
Rotavirus Yes
Parainfluenza Yes
Japanese encephalitis Yes
Hepatitis A Yes
Influenza (cold attenuated) Yes
Salmonella typhi (aromutant) Yes
Bacille Calmette-Guérin Yes



foreign gene permits homologous recombination between plasmid and the viral genome,
and double reciprocal recombination results in transfer of plasmid DNA into the viral
genome. Permissive cells infected with virus will drive the synthesis of recombinant
protein. The production of recombinant protein in mammalian cells has a lower yield,
but such proteins are correctly glycosylated. Whatever the system, the production of
recombinant protein requires purification procedures from the culture medium.

Immunity

By virtue of their protein nature, recombinant proteins require a B-CD4 T-cell 
collaboration.

Advantages

Recombinant protein vaccines are safe and can induce a strong humoral response.
They can be immunogenic in adults as well as in infants.

Disadvantages

The stability of recombinant protein is high but costly procedures are required to
prevent alteration of proteins. They cannot induce mucosal immunity except when they
are administered intranasally or orally. They are unable to stimulate CTL activity.
There are only a few recombinant proteins licensed with proven efficacy: recombinant
hepatitis B protein produced in yeast, Osp A protein produced in yeast (recently
approved as vaccine to prevent Lyme disease), and a protein used as a vaccine against
Japanese encephalitis virus.
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Table 5
Idiotype Vaccines

Antigen mimicked Property of
Microbe by internal image antibodies

E. coli Capsular polysaccharide Protective
Streptococcus pneumoniae Phosphocholine Protective
Streptococcus pyogenis Group A carbohydrate Protective
Pseudomonas aeruginosa Capsular antigen Protective
Corynebacterium diphtheriae Toxin Protective
Legionela pneumoniae Cytolysin Nonprotective
Reovirus type 3 Hemagglutinin Neutralizing
Poliovirus type II ? Neutralizing
Influenzavirus Hemagglutinin Neutralizing
Rabies virus Glycoprotein Neutralizing
SV40 virus T-antigen Suppressive
Coxsackievirus B4 Binding receptor Nonneutralizing
Coronavirus A59 epitope ?
Blue tongue virus ? Neutralizing
Foot and mouth disease virus Surface antigen Nonneutralizing
Hepatitis B virus S antigen ?
Schisostoma mansoni Glycoprotein Protective
Trypanosoma organisms Variable antigen type (VAT) Protective
Trichothecene Mycotoxin T2 Protective

Adapted from ref. 9.



Recombinant Vectors Vaccines

Recombinant viruses or bacteria may act as vectors of a foreign gene, bearing pro-
tective epitopes that would be transcribed, translated, and capable of inducing an
immune response. The preparation of recombinant microbial vaccines is carried out in
two steps: first, the selection or engineering of a live attenuated virus or bacterium and
second, expression of foreign gene in the vector. It is possible to express several genes
in a single vector and therefore to prepare polyvalent vaccines. In recent years, poxvirus,
adenovirus, Bacille Calmette-Guérin (BCG), Salmonella and recently B. anthracis have
been used as vectors in attempts to develop recombinant vectors.

Vaccinia vectors

Since vaccinia displays reactogenicity, sometimes causing postvaccinal encephalitis
or even generalized and fatal infection in immunodeficient subjects, new poxviruses
were developed. One new vector called NYVAC has 18 complete open reading frames
(ORFs) deleted, including two genes contributing to the ability of virus to replicate in
vitro in various cells. It can replicate in Vero cells only in the presence of wild-type
virus (10). The second is ALVAC, which is an avipox virus that can infect mammalian
cells but does not replicate (11).

There are two methods to insert the foreign DNA in poxviruses:
Homologous recombination. Recombinant vaccinia vectors are prepared by infection

of permissive cells with vaccinia virus and transfection with a plasmid expressing an
antigen gene. Since the rate of homologous recombination is high, about 0.1% of viri-
ons incorporate the foreign gene. The recombinants are easily selected by common
techniques. The genes of more than 20 RNA and more than 10 DNA viruses, bacteria,
or parasites have been expressed in vaccinia (12).

Genetic engineering. A foreign gene can also be introduced into the vaccinia genome
by cutting the DNA at a unique endonuclease site, after which the foreign gene can be
ligated at compatible ends in vitro.

Recombinant Adenovirus Vector

Adenovirus vectors express antigen genes that are translated in replicas of native
protein. The proteins do not exhibit posttranslational modifications and are capable of
inducing neutralizing antibodies in both permissive and abortive animal models (13).
Several viral genes have been expressed in adenovirus vectors: hepatitis B, VSV, env
and gag genes of HIV-1, HSV, CMV glycoprotein, rabies glycoprotein, F and HN of
parainfluenza virus, and F and G of RSV viruses. The recombinant adenovirus vectors
are able to elicit mucosal immunity.

Recombinant Salmonella Vectors

Attenuated Salmonella strains were obtained by deletion of genes encoding for vir-
ulence as toxins or invasin. The attenuated strains were then used to insert a foreign
gene into a bacterial chromosome (14). Since it was observed that synthesis of protein
encoded by the foreign gene is low, an effort was made to increase the number of
copies of foreign gene in the Salmonella genome. Several properties are required for
an ideal Salmonella vector vaccine:
1. It should be complete avirulent and highly immunogenic.
2. It should be genotypically stable, with two or more deletions that do not revert and are not

influenced by environmental factors. This is an important requirement since it was shown
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that attenuated Salmonella organisms recovered from immunized animals lose the plasmid
of avirulence or the foreign gene.

3. Finally, it should colonize to allow for a continuous synthesis of foreign protein.

Recombinant Salmonella vectors can be administered orally and therefore are able
to induce mucosal immunity.

Recombinant BCG Vectors

Recombinant BCG vector vaccines were obtained by transfer of replicative or inte-
grative plasmids by electroporation, gene replacement, plasmid conjugation, and phage
lysogeny (15). These vectors are able to induce a long-lasting humoral and cellular
immunity conferred by the expression of foreign gene and by the nature of the BCG
vector, respectively.

Bacillus anthracis (Stern strain) 

B. anthracis (non-pathogenic Stern strain) was used to express foreign genes. This
strain contains a pX01 gene coding for toxin but lacks pX02 plasmid coding for cap-
sular polysaccharide, which is responsible for virulence. A vector expressing the liste-
riolysine gene was able to deliver Listeria protein to the cytoplasm and to induce a CTL
response mediated by CD8 T-cells (16).

DNA Vaccines

The utilization of DNA as a vaccine is based on the fact that the injection of a plas-
mid bearing a reporter gene leads to in vivo transfection of cells as well as to tran-
scription of the foreign gene inserted into plasmid (17). There has been an explosion
of research in this area, leading to human trials of DNA vaccines.

DNA vaccines are constructed by insertion into plasmid of a foreign gene and a
strong promoter, which ensures a high level of expression of the antigen gene, bearing
protective epitopes. Recent studies have established the best conditions for construct-
ing the plasmids used for vaccination. The spacing required between the regulatory and
inserted genes, the stability of RNA transcripts, and the minimum number of copies
required for a significant synthesis of foreign antigen able to induce immune responses
have also been studied. Table 6 lists the systems in which DNA vaccination against
viruses, bacteria, and parasites were assessed.

Immunity

The induction of a humoral immune response depends on the type of protein encoded
by the foreign gene. Whereas a protein bearing epitopes recognized by a B-cell will
induce the synthesis of antibodies, a protein expressing CD8 T-cell epitopes induces a
CTL response.

In the case of the humoral immune response, the B-cells can recognize the confor-
mational or linear epitopes on the surface of antigens secreted by transfected cells. In
contrast, in the case of CD8 T-cells, the peptides required for activation of CTL pre-
cursors are generated via endogenous pathways, and the class I-peptide complexes
translocated on the membrane are recognized by T-cells.

The CD4 T-cells are stimulated by in vivo transfected APCs, which synthesize the
protein, process it, and present the peptides in association with class II molecules to
CD4 T-cells. Recent reports showed that both macrophages (18) and dendritic cells
(19) are transfected in vivo and are able to activate the CD4 T-cells
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Advantages

Several advantages have made genetic immunization appealing for vaccination:

1. The DNA vaccine is very stable and easy to manufacture; it is easy to construct new plas-
mids in the case of vaccines against microbes exhibiting natural genetic variation.

2. Long-lasting persistence of plasmid and sustained synthesis of low doses of antigen preclude
induction of high-dose tolerance and favor the generation of memory cells.

3. Lack of contaminant proteins in plasmid preparation prevents side effects such as allergic
reactions.

4. DNA immunization does not require adjuvants since the plasmids rich in CpG motifs are
endowed with intrinsic adjuvanticity.

5. It can induce humoral and cellular immune responses.
6. It can prime neonates, which may lead to development of vaccines for neonates or infants

otherwise unresponsive to inactivated or live attenuated vaccines.

Disadvantages

Various studies have demonstrated the safety of DNA vaccines. However, DNA vac-
cination has two possible drawbacks: first, the induction of anti-DNA antibodies and
second, the possibility of integration of plasmid into the host genome by non-homolo-
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Table 6
DNA Vaccines Used in Experimental Models

Microbe Virus

Negative-strand RNA viruses Influenza
Measles
Newcastle
Sendai
Bovine respiratory syncytial
Rabies
Lymphocytic choriomeningitis
Ebola

Positive, single-strand RNA viruses Hepatitis C
St. Louis encephalitis
Tick-borne encephalitis
Japanese encephalitis
Russian-spring encephalitis
Bovine viral diarrhea
Infectious bronchitis
Foot and mouth disease

Double-strand RNA Rotavirus
Retroviruses Human, simian, and feline immunodeficiency

Human T-cell leukemia/lymphoma
Cas murine leukemia

DNA viruses Hepatitis B
Bovine herpes
Herpes simplex
Cytomegalovirus
Pseudorabies
Papilloma



gous recombination. Such phenomena can lead to the occurrence of mutated structural
genes, inhibition of expression of suppressor genes, or mutation of protooncogenes
favoring the development of cancers.

Peptide-Based Vaccines

In contrast to B-cells able to recognize the epitopes on the surface of native antigen,
T-cells recognize peptides derived from the processing of proteins in association with
MHC molecules. Thus, the peptide-based vaccines can be efficient only against pro-
tein antigens and can be used only against infectious agents for which the cellular
immunity is the major arm of the immune responses

The peptide-based vaccines can be divided into two categories: CD4 T-cell vaccines
having potential usage against obligatory intracellular microbes (Mycobacterium, Sal-
monella, Brucella, Francisella, Listeria, Rickettsia, Candida, Nocardia, Histoplasma,
Leishmania, Babesia, Trypanosoma, and Schistosma organisms) and CD8 vaccines
against all viruses (20).

Synthetic peptides corresponding to epitopes recognized by CD4 or CD8 T-cells rep-
resent ideal safe vaccines. However, the peptides themselves cannot be used as efficient
vaccines because of a short half-life and poor immunogenicity. Because of these draw-
backs, several approaches have been taken to present the peptides loaded in liposomes
and adjuvants or on platforms in which oligonucleotide sequences coding for peptides
are inserted by genetic engineering.

Synthetic Peptide as a Vaccine

Because of drawbacks of induction of an immune response by peptides, several arti-
ficial systems have been used to increase immunogenicity such as immunization with
liposomes containing peptides, synthetic lipopeptides, or coadministration with
immunostimulating complex (ISCOM). Whereas injected peptides can bind directly to
surface MHC molecules on the surface of APCs, the peptides delivered within lipo-
somes or trapped in ISCOM are released subsequent to processing by APCs. Figure 3
illustrates the mechanisms of activation of CD8 T-cells by peptides.

Viruses Expressing Foreign Peptide Epitopes

DNA or RNA viruses expressing foreign peptides are constructed by genetic engi-
neering. Briefly, a minigene encoding a given peptide is inserted in a viral gene by PCR
mutagenesis. These viruses produce chimeric protein made up of viral protein express-
ing the foreign epitope. This chimeric protein elicits an immune response against viral
protein as well as against foreign peptide.

This approach may contribute to the preparation of polyvaccines, an example being
an influenza HK strain expressing a CD8 epitope on its nucleoprotein and a different
CD8 epitope inserted in hemagglutinin. This virus was able to induce a strong CTL
response against nucleoprotein peptides recognized in association with class I Kd and
Db molecules (21). Similarly, a chimeric Sindbis virus expressing a minigene encod-
ing two distance epitopes was able to prime CD8 cytotoxic T-cells (22).

The advantage of these vaccines lie in their ability to induce immune responses not
only against proteins of host virus but also against foreign peptides. These vaccines
induce immune responses subsequent to penetration and eventual replication of virus
in APCs, followed by processing of protein in endogenous pathways and presentation
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of peptide in association with class I and eventually class II molecules. Figure 4 illus-
trates the mechanism of activation of T-cells by chimeric viruses expressing foreign
epitopes.

The disadvantages of this approach consist in the induction responses against viral
proteins devoid of protective epitopes as well as fast clearing owing to the presence of
antiviral antibodies, which precludes efficient boosting.

Delivery of T-Cell Peptides by Recombinant Proteins

Molecular engineering methods allowed for the in-frame insertion of oligonu-
cleotides encoding a given peptide within coding regions of genes coding for otherwise
unrelated proteins. The translation of this chimeric gene led to synthesis of a chimeric
protein expressing the epitopes recognized by T-cells. In constructing such molecules
several factors should be taken into consideration:

1. The insertion of foreign peptide should not alter the correct folding of carrier molecule nor
preclude its secretion.

2. The carrier molecule should have permissive sites where the peptide is inserted.
3. The flanking sequences of carrier molecules at the site of insertion should be accessible to

processing by APC proteolytic enzymes.

Various T-cell epitopes were expressed in bacterial organelles or in secreted proteins
(23,24).
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Fig. 3. Mechanisms of activation of CD4 T-cells by peptides. Soluble peptides can bind
directly to MHC molecules by displaying the endogenous peptides. Once the complex is
formed, it can activate the T-cells. The peptides trapped in liposomes or adjuvants are internal-
ized and released in endosomes. APC, antigen-presenting cell; ISCOM, immunostimulating
complex; TCR, T-cell receptor.



The immune response elicited by recombinant proteins follows the uptake by APCs
and their processing in the endosomal compartment. Figure 5 illustrates the mecha-
nisms of induction of immune response by recombinant protein expressing T-cell epi-
topes, which are contained in various bacterial organelles.

Although the recombinant molecules are safe, they can induce strong responses
against multiple antigenic determinants of carrier, and therefore the protective response
might be diluted.

Receptor-Mediated Delivery of Peptides

The principle of this procedure is to artificially conjugate a peptide to a ligand inter-
acting with a receptor or to a molecule expressed on the surface of APCs. Among the
receptors able to internalize the conjugates are transferrin, ferritin, and �2-macroglobulin
receptors

The internalization of peptides can be achieved by conjugation of peptides with anti-
bodies specific for a molecule expressed on APCs such as class I, class II, or Ig (20).

The T-cells are activated subsequent to internalization of conjugates and their pro-
cessing within APCs (Fig. 6). Until now this approach has had only academic interest
because it is difficult to optimize coupling conditions as well as to preclude the for-
mation of aggregates.
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Fig. 4. Mechanism of activation of CD8 T-cells by chimeric viruses expressing T-cell epi-
topes. APC, antigen-presenting cell; CTL, cytotoxic T-lymphocyte; TCR, T-cell receptor.



Delivery of Peptides by Self Molecules

Self protein molecules are an ideal tool to deliver peptides since they are safe and
do not elicit immune responses against carrier protein. Three major approaches have
been undertaken to construct such molecules:

1. Genetically engineered replacement of a segment of the VH gene (i.e., CDR3) with an oligonu-
cleotide encoding a peptide recognized by T-cells. The resulting “antigenized” immunoglobulin
molecules are taken up by APCs, which process chimeric Ig molecules and generate the peptide.

2. The peptide is attached to the sugar moiety of the Ig molecule by enzymatic engineering.
This type of molecules can activate T-cells without the need for antigen processing since the
molecule, by its Fc fragment, binds to the Fc receptor of APCs as well as to class II via the
peptide attached to the sugar moiety (25).

3. Generation by genetic engineering of soluble class I or class II molecules in which the pep-
tide is covalently linked to the heavy chain of class I or to the � chain of class II molecules
respectively (26).

Depending on the dose used, these molecules can stimulate or anergize the T-cells.
Figure 7 illustrates the structure of such molecules. In the future new approaches will
develop toward safe and efficient delivery of peptides using various self molecules.
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Fig. 5. Mechanism of generation of peptides by proteins expressing foreign epitopes.
Chimeric viruses are internalized within the cell subsequent to binding to cellular receptors.
Subsequent to replication, viral proteins are produced and processed in endogenous pathways
leading to the release of foreign peptide from the viral protein in which it was inserted. APC,
antigen-presenting cell; TCR, T-cell receptor.



IMMUNOTHERAPEUTIC VACCINES

Vaccines were initially conceived to prevent the infectious diseases associated with
morbidity and mortality. The vaccine concept was extended to therapeutic reagents to
cure chronic infection caused by persistent viruses or bacteria, autoimmune diseases,
or cancers. The concept of therapeutic vaccines derives from the understanding of 
T-cell biology and pathophysiology: T-cells are not simply good soldiers fighting
microbes or tumor cells but also vicious mercenaries contributing to the destruction of
tissues that leads to autoimmune diseases.

Therapeutic vaccines against chronic infectious diseases (Mycobacterium leprae,
HSV virus hepatitis B virus) are aimed at harnessing the immune response in carriers
or cancer patients who are otherwise tolerant or unresponsive to microbial or tumor-
associated antigens. In the case of autoimmune disease, therapeutic vaccines are used
to eliminate autoreactive lymphocytes.

Most of the approaches used to develop the vaccines discussed in this chapter have
been undertaken to prepare therapeutic vaccines.
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Fig. 6. Receptor delivery systems of peptides. Peptides chemically conjugated to ligands of
cellular receptor or antibodies specific for membrane antigens are internalized by antigen-
presenting cells (APC). After processing within the endosomal compartment, the peptides are
released and then bind to MHC molecules. TCR, T-cell receptor.
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8
Immunopathogenesis of HIV Infection

Lawrence M. Fox

INTRODUCTION

AIDS was recognized in the United States in 1981, when scientists at the Centers for Dis-
ease Control and Prevention (CDC) noted a cluster of cases of Pneumocystis carinii pneu-
monia and Kaposi’s sarcoma in homosexual men in New York City and Los Angeles. HIV
was isolated in 1983 and was demonstrated to be the agent of AIDS in 1984. HIV is a retro-
virus of the lentivirus family, which includes the human lymphotropic viruses (human T-cell
lymphoma virus [HTLV]-I and II) and HIV-1 and -2. HIV-2 infection is largely confined to
West Africa. HIV-1 is responsible for the world AIDS pandemic, which is now the number
one cause of death owing to infectious disease in the world. Currently, 34 million people are
estimated to be infected with HIV-1, and 14 million have died from AIDS (1).

HIV DISEASE

Etiology

HIV-1 is divided into subtypes or clades. The major clades, group M, are designated
A–I; the less common group O has been largely confined to West and Central Africa.
Based on maps of genetic diversity between clades and compared with the simian
immunodeficiency viruses (SIVs) that are endemic in African monkeys, HIV-1 is
believed to have derived from mutation of an SIV, whose original host was probably a
chimpanzee (2). HIV-1 is thought to have then infected human groups that lived in
close proximity to infected chimpanzees, and possibly kept them as pets or hunted
them. Most likely, HIV remained for decades a disease largely confined to rural African
villages, until urbanization of Africa eventually permitted worldwide spread.

The disease is spread through contact of infected body fluids, usually blood, semen
or breast milk, by the mucous membranes or directly into the recipient’s blood or an
open wound. The vast majority of cases of HIV-1 infection in the world are the result
of heterosexual intercourse. In the United States, the disease was originally largely con-
fined to homosexual men and then spread into intravenous drug users through the shar-
ing of needles. HIV infection is now rapidly increasing among women, both through
intravenous drug use and via sexual intercourse with infected men. Pediatric HIV infec-
tion usually occurs during labor and delivery from an infected mother but may also
occur earlier in gestation or later, as a result of breast feeding.



Scope of the Epidemic

Worldwide, approximately 1 in every 100 adults aged 15–49 years is HIV-1-infected.
At least 1.2 million children under the age of 15 years are also infected. In 1998,
approximately 16,000 new HIV infections occurred each day, more than 95% in devel-
oping countries (1). The greatest risk factor for HIV infection is heterosexual inter-
course, which has been responsible for 75% of the infections in the world (1,3). The
epidemic is especially concentrated in sub-Saharan Africa, where approximately 80%
of the infections have occurred. The disease is increasing most rapidly in South Africa.
The epidemic spread along truck routes from West to East Africa and from there to
India and the Orient. India has the largest number of HIV-infected people in any one
country in the world. The disease has spread through Southeast Asia and into China
and Indonesia. In Europe, especially since the end of the Soviet Union, the disease has
become particularly concentrated in some of the former Eastern Block nations, where
economic collapse has fostered the drug trade and prostitution.

In the United States, up to 900,000 people are currently living with HIV infection
and 688,200 cases of AIDS were reported to the CDC as of December, 1998 (3,4). The
proportion of new AIDS cases diagnosed in women increased from 7% in 1985, to 23%
in 1998. Of the U.S. AIDS cases reported in 1998, 45% were among blacks, 33%
among whites, and 20% among Hispanics (3). Heterosexual transmission accounts for
an increasing proportion of AIDS cases in the United States. From 1994 to 1997, the
estimated proportion of adult U.S. AIDS cases attributed to heterosexual contact grew
from 8.5% to 22.1% (4).

Throughout the world, HIV infection is particularly a scourge of the most impover-
ished and disenfranchised nations and members of society. It has greatly reduced life
expectancy in many developing countries, created millions of orphans, reduced the
healthy labor force, and placed huge burdens on businesses and health care structures.
It is fed by and contributes to social, political, and economic instability. Throughout
most of the world, the worst consequences of the HIV epidemic will not be felt for at
least another decade.

Typical Disease Course

HIV-1 disease typically follows a course of acute HIV syndrome, which occurs in
the weeks immediately after primary infection, and then years of clinical latency, with
AIDS usually manifesting 6–10 years later.

Plasma viremia is greatest during the period of acute infection and at end-stage dis-
ease, and most transmission probably occurs during the acute and early infection phase.
HIV-1 replication occurs primarily in activated CD4� T-lymphocytes. During acute
infection, the CD4� T-cell count falls from the normal level of about 1000 cells/mL
to about half that level, accompanied by wide dissemination of virus and the seeding
of lymphoid organs; it then usually rises again to about 75% of baseline as the plasma
viremia falls. The virus becomes largely sequestered in lymphoid tissue, with the
plasma viral burden reflecting only a small fraction of total body viral burden. A small
fraction of the activated CD4� T-cells that have been infected with HIV revert to an
inactive state, continuing to harbor the HIV provirus in their chromosomes. This “latent
pool” of HIV infected CD4� memory T-cells is extremely long lived and can release
HIV at any time the cells become reactivated (5).
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Viral replication continues within lymphoid tissue during the years of clinical
latency (6), and the CD4� T-cell count gradually falls. As the lymphoid architecture
becomes disrupted and the host immune defenses become exhausted, the virus
reemerges. The patient experiences constitutional symptoms when the CD4� T-cell
count falls to about 300 cells/mL. Opportunistic infections, wasting disease, and rare
cancers occur when the CD4� T-cell count drops below 200 cells/mL. If this pattern
is not reversed by potent antiretroviral therapy, death typically follows within 2 years.

Variant Disease Courses

Although progression from time of HIV infection to end-stage disease typically takes
8–10 years in the absence of potent antiretroviral therapy, there are also cases of either
very rapid or slow disease progression. This variation has sometimes been linked to the
characteristics of the infecting virus but more often seems to be a function of host immune
response. Rapid progressors have sometimes been infected with an overwhelmingly large
burden of virus, for instance, in the case of transfusion with heavily contaminated blood
products. Other cases of rapid progression have been associated with primary HIV infec-
tion with strains that usually only arise late in disease course and that are able to bind to
the �-chemokine receptor CXCR4 and induce syncytium formation. Failure to mount a
broad enough host immunologic defense is a risk factor for rapid progression (7).

At the other end of the spectrum are those rare individuals who exhibit long-term
non-progression, maintaining low levels of plasma viremia and elevated CD4� T-cell
counts in the absence of antiretroviral therapy, despite 10 or more years of infection.
In a few cases, this has been associated with infection with a virus strain defective in
essential viral genes (8–10). More often, these individuals are found to have compe-
tent viruses, but also a more preserved immune response, particularly characterized by
retention of HIV-specific T-helper lymphocyte activity. Relative resistance to HIV
infection or disease progression has been associated with different HLA groups (11)
and with expression of mutant cell surface receptors for HIV, particularly the 
�-chemokine receptors (12). Pediatric HIV infection is also characterized by variation
in rate of disease progression, with rapid progression to AIDS occurring about one-
third of the time in the absence of potent therapy.

Biology and Life Cycle of the Virus

HIV-1 is icosahedral in structure, with an inner (p18) and outer membrane, a protein
core (p24) containing two strands of genomic RNA bound to reverse transcriptase, and
glycoprotein spikes extending from the outer membrane. The glycoprotein spikes are the
two major viral envelope proteins, gp120 and gp41. Most of the outer envelope consists
of host cell-derived proteins, including major histocompatibility complex antigens,
acquired as the virus particle buds from the cell. The genome of HIV-1 is similar to that
of other retroviruses, with gag encoding virion core proteins, env encoding envelope
glycoproteins, and pol encoding the reverse transcriptase and integrase enzymes. In
addition, the HIV-1 genome contains the regulatory genes nef, rev, tat, vif, vpr, and vpu.
Regulatory elements are located in the long terminal repeats that flank the other genes.

HIV infection begins with the binding of the gp120 V1 region to the cellular CD4�
molecule, found predominantly on T-helper lymphocytes and monocytes/macrophages.
This then results in a conformational change that exposes the gp120 V3 loop. Second
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receptor binding by the V3 loop is the next key step, which confers infectious tropism
depending on the host receptor that the virus is able to utilize. Early in HIV infection,
the infecting strains are typically best able to bind to the receptor CCR5 and are
macrophage-tropic (13–17). With disease progression, more pathogenic strains arise that
are able to bind to CXCR4 (18). These strains are able to replicate in transformed T-cell
lines that express CXCR4, but not CCR5, and they induce syncytium formation. Other
chemokine receptors have also been identified that HIV strains are able to utilize.

Resistance to HIV infection has been linked to production of high levels of the nat-
ural ligands for these receptors, competing for binding with HIV (19,20), and with
mutations in the genes coding for the receptors, yielding a poor match for HIV bind-
ing (21–23). Following binding by gp120 to both primary and secondary receptors,
gp41 binding leads to fusion of viral and host cell membranes, uncoating of the HIV
genomic RNA and its associated proteins, and its entry into the cell. HIV reverse tran-
scriptase then makes a double-stranded DNA copy of the viral RNA, which is trans-
ported to the nucleus and integrated into the host cell chromosome by the viral integrase
enzyme. The relative infidelity of the reverse transcriptase enzyme to the RNA tem-
plate leads to a high mutation rate. Transcription of the integrated provirus is depen-
dent on host cell activation and DNA-dependent RNA-polymerase activity. Initially,
double-spliced viral mRNA is produced, coding for viral proteins. Later, as a result of
the action of the HIV rev gene product, single-spliced and full-length HIV genomic
RNA is produced and transported to the cytoplasm, where it is encapsulated in viral
proteins. The virion buds from the host cell membrane and then matures into an infec-
tious virus particle after cleavage of immature viral proteins by HIV protease. Each
step of this complex life cycle presents opportunities for intervention with antiviral
agents.

PATHOLOGIC MANIFESTATIONS

Host Response

HIV disease is characterized by immune activation, which becomes chronic owing
to its failure to clear the infection. This eventually leads to exhaustion of immunologic
resistance and vulnerability to opportunistic disease. The unremitting inflammatory
immune response also results in tissue damage, contributing to wasting, renal disease,
cardiac disease, dementia, and neuropathy. Proinflammatory cytokines have been
shown to stimulate HIV replication; therefore this response, which is elicited by HIV
antigens, contributes to persistence of infection (24). The viremia during acute HIV
infection falls as HIV is sequestered in lymphoid tissue, largely bound to follicular den-
dritic cells (FDCs), and as cytotoxic lymphocyte (CTL) response to HIV arises. Both
infected and uninfected T-lymphocytes are also sequestered in the lymphoid tissues, in
response to cytokine signaling and adhesion molecule expression. A significant amount
of neutralizing antibody to HIV is usually detectable in the peripheral blood weeks
after the plasma viral burden has fallen, suggesting that cell-mediated immunity is the
more important initial host immune response (25).

Studies of the breadth of CTL receptor V-� repertoire demonstrated more rapid dis-
ease progression when the repertoire was most limited (26). In contrast to the fall in
CD4� T-cell numbers and function, CD8� T-cells are increased in both number and
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activation state throughout most of the course of HIV disease. This produces the char-
acteristic reversal of CD4�/CD8� cell ratio. CD8� T-cells suppress HIV replication
through CTL activity and through noncytolytic suppressor action. Much of the latter
activity is thought to be due to production of the �-chemokines that are the natural lig-
ands for the second receptors utilized by HIV during binding to target cells, although
additional suppressor factors also seem to be involved (27).

Late in the course of HIV disease, the numbers of circulating CD8� T-cells fall,
heralding much more rapid disease progression. Although clinical manifestations of
HIV disease may not occur for a decade after infection, HIV replication in lymphoid
tissues continues throughout this time. The high mutation rate of the virus leads to
steady escape from immunologic containment, as well as development of resistance to
antiretroviral drugs. With progression to AIDS, the architecture of the lymphoid tissue
collapses, as both T- and B-cell regions involute and the FDC network is disrupted.
HIV previously contained in lymphoid tissue is then released, with a sharp increase in
plasma viremia.

In the absence of potent antiretroviral therapy, any condition that causes an inflam-
matory immune response is likely to induce increased HIV replication in the infected
host. This has been observed with a relatively mild stimulus, such as vaccination, as well
as with the more potent stimulus of intercurrent illness, such as influenza. As the dis-
ease progresses to AIDS, the opportunistic infections that follow may do the added dam-
age of driving HIV expression by the inflammatory response they provoke, in addition
to the harm the infection itself causes. Globally, infection with both HIV and tubercu-
losis continues to be the most difficult public health problem complicating the HIV 
epidemic (28). HIV disease progresses much more rapidly in persons infected with
tuberculosis, who are also at greater risk of harboring multidrug-resistant tuberculosis.
Chronic parasitic infections also frequently accompany HIV infection, particularly in
Africa. Successful treatment of the parasite disease has been shown to ameliorate the
course of the HIV coinfection. Coinfection at the cellular level with herpesviruses and
HIV may also directly drive HIV replication, through promotor stimulation.

Immune Dysfunctions in HIV Disease

AIDS is characterized by the progressive loss of reaction to antigenic stimulation and
vulnerability to infection. Response is first lost to recall antigen, next to alloantigen, and
finally to mitogen. In pediatric AIDS, failure to resist common bacterial infections is
frequently seen, whereas in adults, this is less common, reflecting the adult’s more
mature humoral immunity. In both populations, loss of resistance to intracellular para-
sites, viruses, protozoa, fungi, and mycobacteria demonstrates impaired cell-mediated
immunity. Polyclonal B-cell activation contributes to inappropriate antibody production,
autoimmune disease, and B-cell lymphomas.

The primary target for HIV infection is the activated CD4� T-cell. The central role
of this cell type in coordinating both the humoral and cell-mediated immune response
means that physical or functional loss of these cells leads to a broad array of immune
dysfunctions. B-cells that encounter a matching antigen engulf it, digest it, and display
antigen fragments on their surface in complex with MHC molecules. A mature CD4�
T-cell with a matching receptor for the antigen and MHC display must next supply
lymphokines to allow the B-cell to multiply and mature into antibody-producing
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plasma cells. Failure of this T-helper cell function leads to loss of humoral response to
the antigen against which the T-cell was primed. Similarly, cell-mediated immunity
depends on antigen display by an antigen-presenting cell (APC) such as a B-cell,
macrophage, or circulating dendritic cell, encounter with a matching receptor on a
mobilized T-cell, stimulation of the T-cell by second receptor binding and lymphokines
from the APC, and appropriate activation of the T-cell. The activated cell then secretes
lymphokines that may attract immune cells (including macrophages, granulocytes, and
other lymphocytes), stimulate the growth of T-cells, and induce killer cell activity.
Defects in any of these steps leads to failure of all the subsequent responses.

Both the number and function of CD4� T-cells is compromised by HIV infection.
Many factors seem to contribute to the fall in CD4� T-cell number, including lysis by
HIV itself, lysis by HIV-specific CTL, syncytia formation, apoptosis, and reduced rate
of T-cell synthesis (29). Sequestration in lymphoid tissue also reduces the number of
CD4� T-cells in the peripheral blood. The rate of CD4� T-cell infection is inadequate
to account for most of the cell loss, particularly early in HIV disease. Apoptosis seems
to contribute significantly to this cell loss, which affects uninfected as well as infected
cells. Many auxiliary HIV proteins, such as Nef, Tat, and Vpr, which have regulatory
functions in HIV maturation, also appear to contribute to this immune dysfunction (30).
Linking of gp120, which is shed by HIV, with CD4 can program cells for apoptosis
upon receipt of a second stimulatory signal delivered via the T-cell receptor. Thus cells
exposed to soluble HIV proteins, but uninfected by HIV, may undergo apoptosis. This
may lead to deletion of clones of memory cells at the moment they are activated by the
antigen to which they are programmed to respond.

It is not surprising, then, in the constant presence of HIV antigen, that HIV-specific
CD4� T-helper cells are rapidly depleted (31). The same mechanism may underlie the
loss of response to recall antigens, with accompanying vulnerability to other infectious
agents. Binding of HIV-induced proinflammatory cytokines with the apoptosis-inducing
CD95 or tumor necrosis factor receptor 1 (TNFR-1) receptors may also contribute to cell
death. The rate of synthesis of T-cells has been shown to be reduced by HIV infection
and to increase when HIV replication is suppressed by antiviral drugs (32). The reason
for this inhibition of T-cell synthesis is unclear, but it may involve more than one mech-
anism. The maturation of thymus-derived naive T-cells is probably inhibited by effects of
HIV on both thymic epithelial cells and immature thymic precursor cells (33). The
extrathymic expansion of T-cells is inhibited by the disruption of cytokine signaling, in
particular by the reduced expression of interleukin-2 (IL-2) and the IL-2 receptor (34).

The failure of CD4� T-cell function seems to be due to disruption of the normal
cellular and intercellular signaling mechanisms. CD4� T-cell anergy can result from
inappropriate signaling after gp120 binding to CD4. Stimulation by superantigen bind-
ing nonspecifically to the T-cell receptor may cause the massive overexpansion of 
T-cell subsets and may also cause deletion of these subsets if they are already primed
for apoptosis (35). APC interaction with T-cells may fail, if the proper cytokine signal
does not accompany antigen presentation. HIV-infected monocytes/macrophages
express decreased MHC class II, CD80/86 costimulatory molecule, and IL-12 and
increased IL-10, Fas (CD-95), and Fas ligand (CD-95L). Interaction of such APCs with
CD4� T-cells predisposes to T-cell death, either through apoptosis or HIV infection
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(36). In the absence of appropriate APC signaling, CD4� T-helper function will not be
induced, leading to poor development of HIV-specific CD8� T-cell CTLs and noncy-
tolytic suppressor activity.

In addition to defective APC activity, HIV-infected monocytes/macrophages are also
impaired in migration, phagocytosis, oxidative burst, and tumor surveillance. This con-
tributes to the vulnerability to opportunistic infections and cancer seen in AIDS. These
cells also seem to play a key role in HIV spread across tissue barriers, especially dur-
ing primary infection and in infection of the central nervous system. Microglial cells
in central nervous system are of monocytic lineage and can be infected by HIV. Expres-
sion of proinflammatory cytokines by HIV-infected microglia, as well as from invad-
ing macrophages, seems to contribute to neurotoxicity.

In summary, the failure of the immune system to clear HIV, although it may success-
fully contain the infection for many years, coupled with the central importance of the pri-
mary target cells in regulating the immune response, leads to chronic immune activation
and immune dysregulation. Initially, the lesions in the immune repertoire are those directed
at HIV itself, especially the loss of HIV-specific CD4� T-helper cell function. Chronic
immune activation and apoptosis eventually lead to loss of cell-mediated immunity
directed against ubiquitous opportunistic agents. The chronic inflammation causes
bystander damage, leading to complications such as dementia and wasting. Successful
therapy with antiviral drugs leads to rapid clearance of HIV from the peripheral blood and
from most tissue sites. This is followed by reduced immune activation and partial restora-
tion of immune function (37). Although resistance to many opportunistic infections are
frequently restored by successful potent antiretroviral therapy, resistance to HIV itself
remains an illusive goal.

THERAPY

Range of Possible Therapeutic Modalities

As will be discussed in detail in the chapters that follow, a variety of strategies are
being explored in attempts to halt and reverse the immune dysfunction caused by HIV
disease. Foremost has been the use of antiviral agents to suppress HIV replication and
the use of antibiotic prophylaxis to prevent the emergence of opportunistic infections.
With the recent advent of potent antiretroviral therapy, the ability of the immune sys-
tem to recover spontaneously has been demonstrated, and the limits of this recovery
have also been seen (38–40). Other strategies being tested involve modulation of the
immune response, to reduce the excessive activation. Supplementation of cytokines
depressed by HIV disease, to restore the number and function of T-cells and monocytic
cells, may yield improved resistance to opportunistic disease, and conceivably to HIV
itself. Therapeutic vaccines and strategies of treatment interruption to deliberately per-
mit reexposure of the immune system to HIV antigen, in an effort to boost host immune
response to HIV, are being tried. Attempts are being made to reduce the size of the pool
of cells latently infected with HIV, or to make it more difficult for these cells to become
activated and to express HIV. Gene-based therapies are being developed to confer resis-
tance to HIV infection at the cellular level. As these and other therapeutic interventions
are developed, they present great challenges in clinical trial design.
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Challenges of Therapeutic Trial Design

The limitations of the available animal models of HIV infection have forced
researchers to go to human trials with more limited data than we would prefer to have.
Only chimpanzees can be infected with HIV, and the development of immunodefi-
ciency following their infection is as slow as in human disease, if in fact it occurs at
all. They are therefore used primarily in testing vaccines, since the prevention of infec-
tion can be measured, but the impact of a therapy on disease course cannot. Their use
is further complicated by the fact that they are an intelligent, endangered species,
whose use as a laboratory animal is tightly restricted and very expensive. The macaque
model is the next best choice.

Strains of simian immunodeficiency virus (SIV) have been developed that produce
a predictable range of immunodeficiency disease course, from months to years.
Recently, the simian/human immunodeficiency virus, engineered to express antigens of
both SIV and HIV (SHIV), has been used in the macaque model to test vaccines.
Unfortunately, there are sufficient differences between some of the SIV and HIV pro-
teins that are the targets of antiviral drugs to make it impossible to use the potent anti-
retroviral cocktails that have been developed against HIV in the macaque model. The
expense of caring for macaques restricts the size of experiments using this model.

There are no good small animal models for HIV. The use of genetically immuno-
deficient mice, in which human tissues have been implanted (the SCID-hu mouse
model) has limited application and is very labor intensive. The feline immunodeficiency
(FIV) model is likewise too far removed from HIV for much data to be gleaned about
therapy. Human clinical trials are therefore the setting in which therapeutic interventions
for HIV disease are generally first tested.

Clinical trials of therapies to reverse or prevent the immunopathology of HIV dis-
ease must be carefully designed to account for practical and ethical considerations.
Once trials have grown beyond the pilot stage, in which interventions in small num-
bers of subjects yield data that help to guide the planning of larger trials, sufficient
numbers of participants must be enrolled so that the outcome can be reliably attributed
to something other than chance.

The choice of end points is critically important to make sure that meaningful results
are eventually obtained. In the past, disease progression and survival were the out-
comes most frequently used to judge effectiveness of therapeutic interventions for HIV
disease. However, the slow rate of progression of the disease required very large trials
with long-term follow-up before sufficient numbers of events could display a signifi-
cant difference between arms in a protocol. The correlation of fall in CD4� T-cell
count with disease progression led to that measure being viewed as the first surrogate
marker in therapeutic trials. With the development of reliable techniques for quantita-
tively measuring HIV in the peripheral blood, and the demonstration of the correlation
between viral load and risk of disease progression, HIV plasma viral load has become
accepted as a partial surrogate for clinical progression. However, CD4� T-cell count
and HIV plasma viral load taken together still do not account for the full risk of dis-
ease progression. Markers of immune activation, especially CD8� CD38� phenotype,
seem to be at least as powerful predictors (41).
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With the development of immune-based therapies given with a background of potent
antiviral therapy, and the ensuing rate of disease progression being as low as 1% per
year or less, surrogate marker end points are essential. At the same time, although inter-
ventions that may result in change in viral load can be tested against that measure, it
is quite conceivable that an intervention could confer significant immunologic benefit
with little impact on viral load. Interventions that reverse immune dysregulation,
increase CD4� T-cell levels, modulate excessive immune activation, or decrease apop-
tosis all might fall into this category. Validation of appropriate surrogate markers for
immune-based therapies is the next hurdle in the advancement of this field.

The choice of the population in which to test interventions is also an important con-
sideration in clinical trial design. Patients with advanced disease, who have failed potent
antiretroviral therapy, are eager to find alternate therapies, and their outcome might be
relatively quickly learned. Unfortunately, many of the interventions being tried are the
least effective and most toxic in subjects with advanced disease. Populations with a
more intact immune response are therefore currently favored for trials of immune-based
therapies. At the same time, if surrogate markers are being relied on for end points, there
must be something to measure in the population chosen. For example, if change in viral
load is chosen, then either the subjects must not have their viral load suppressed below
the level of detection to begin with, or must have a likelihood of sufficient numbers of
participants to experience viral breakthrough to be able to measure benefit from the
intervention. An alternate model being explored is to withdraw therapy at some time and
measure the rate or the magnitude of viral load resurgence as an end point. The possi-
ble risks to participants of this study design are being carefully examined.

Further complicating the design of clinical trials is the rapid evolution of the stan-
dard of care of HIV disease. In trials that may take years to develop, enroll, and then
follow to end points, care must be devoted to considering incorporation of the use of
new antiviral drugs, new measures of efficacy of therapy, and new techniques for deter-
mining suitable antiviral regimens. (Examples are the routine use of potent antiretro-
viral cocktails, plasma viral load for assessing efficacy of therapy, and screening for
antiviral resistance.) Otherwise, the outcome of the trial may not be relevant in the con-
text of the current standard of care at the trial’s conclusion.

Ethical considerations are extremely important in clinical trial design. Consideration must
be given not only to the risk to the individual participant but also to the benefit to the com-
munity from which participants are recruited. In the United States, for instance, considera-
tion must be given to including women and minorities in the participants in clinical trials
and to not unnecessarily barring participation by pregnant women. The greatest challenge is
in designing trials suitable for developing countries. The data gathered from such trials must
be relevant to the population of that country and the prospect must exist for the therapy being
tested to be available there if found to be effective. An exquisite tension exists between the
dire need for therapies in developing nations and the barriers of cost that may be insur-
mountable. The unavailability of potent antiretroviral therapy in developing nations and the
rapid rate of HIV disease progression still seen there makes this setting suitable for thera-
peutic trials with clinical end points. However, the lack of therapeutic options outside the
clinical trials mechanism makes this group especially vulnerable to exploitation, and careful
ethical review of clinical trials planned for developing nations is extremely important.
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Immune Reconstitution 

with Antiretroviral Chemotherapy

Elizabeth Connick

INTRODUCTION

Infection with HIV-1 results in the progressive loss of CD4� T-lymphocytes and a
variety of immune functions, leading ultimately to premature death in most untreated
individuals. The introduction of potent combination antiretroviral chemotherapy for
HIV-1 infection in the mid-1990s resulted in unprecedented decreases in HIV-1 repli-
cation and increases in CD4� T-cell counts in many treated individuals. Simultaneous
to the introduction of potent combination antiviral drug therapy, substantial declines in
morbidity and mortality from HIV-1-associated illnesses have been observed. The
study of immune reconstitution in the context of viral suppression has already provided
some important insights into the immune pathogenesis of HIV-1. Many questions
remain, however, concerning the extent and clinical significance of the immune recon-
stitution that occurs in the setting of antiretroviral drug therapy.

IMPACT OF ANTIRETROVIRAL CHEMOTHERAPY 
ON HIV-1-RELATED MORBIDITY AND MORTALITY

Before the introduction of potent antiretroviral therapy for HIV-1 infection, the stan-
dard of care for treatment consisted of monotherapy and dual therapy with HIV-1
nucleoside analog reverse transcriptase inhibitors. These therapies were shown to pro-
duce modest increases in CD4� T-cell counts and some improvements in survival
(1–4). With the introduction of protease inhibitors in the mid-1990s and their use in
combination with other antiviral drugs, much more profound and sustained viral sup-
pression and larger increases in CD4� T-cell counts were observed than ever before.

The first widely used potent combination antiretroviral therapies for HIV-1 infection
consisted of an HIV-1 protease inhibitor and two nucleoside analog reverse transcrip-
tase inhibitors (5–7). After 6 months of therapy with the HIV-1 protease inhibitor indi-
navir and two reverse transcriptase inhibitors, the plasma HIV-1 RNA copy number
was diminished by a median of over 2 log10 in subjects treated with potent antiretro-
viral therapy compared with less than 1 log10 in subjects receiving only two nucleo-
side analog reverse transcriptase inhibitors (6,7). Increases in CD4� T-lymphocyte



counts ranged from 73 to 86 cells/mm3 in the combination therapy groups after 6
months of therapy, almost double that of the subjects receiving only two nucleoside
analog drugs. Over the past 4 years, a variety of combinations of antiviral drugs have
been shown to be equally if not more potent in suppressing HIV-1 replication and
inducing increases in CD4� T-cell counts (8–12). These various combinations of
potent antiviral medications, frequently referred to as highly active antiretroviral ther-
apy (HAART), have become the standard of care for HIV-1 infection (13).

Commensurate with the introduction of HAART, there has been a dramatic decline
in mortality and morbidity from HIV-1 infection in the United States and other indus-
trialized countries. In the United States, AIDS-related deaths in adults declined from a
peak of 50,610 in 1995 to 16,273 in 1999 (14). The Adult/Adolescent Spectrum of HIV
Disease (ASD) sentinel surveillance project, which prospectively reviews medical
records of HIV-1-infected individuals in 11 U.S. cities, reported a significant decline
in the incidence of 15 of the 26 AIDS-defining illnesses between 1992 and 1997 (15).
A study of 1255 subjects in eight different U.S. cities with a history of at least one
CD4� T-cell count under 100 cells/mm3 found significant declines in the incidence of
Pneumocystis carinii pneumonia (PCP), Mycobacterium avium complex (MAC), and
cytomegalovirus (CMV) retinitis between 1994 and 1997 (Fig. 1) (16).

These declines in opportunistic infections (OIs) cannot be explained by increases in
prophylactic measures to prevent them (15,16). Similar declines in the incidence of OIs
have been reported by other studies in the United States as well as Europe and Aus-
tralia (17–24). Randomized trials of potent combination antiretroviral therapy com-
pared with less potent regimens have demonstrated that it is the superior control of
HIV-1 replication and the increase in CD4� T-lymphocyte counts induced by potent
regimens that are associated with the reduced incidence of OIs (6,25,26).

Further evidence to suggest that HAART results in immune reconstitution comes
from numerous case reports of the resolution of OIs after initiation of therapy. Pro-
gressive multifocal leukoencephalopathy (PML) (27–33) diarrhea owing to cryp-
tosporidia and microsporidia (34,35), treatment-refractory oral candidiasis (36,37),
molluscum contagiosum (38,39), and Kaposi’s sarcoma (40–42) have been reported to
regress after the initiation of potent combination antiretroviral therapy. Individuals with
a history of CMV retinitis, which in the absence of CMV-specific therapy usually pro-
gresses within a few weeks, have had primary anti-CMV therapy withdrawn without
disease recurrence after receiving HAART (43–45). Similarly, disseminated MAC
infection, which previously required lifelong therapy for containment, has failed to
recur in several individuals despite cessation of primary therapy after a good response
to HAART (46). Primary prophylaxis for both PCP (47–51) and MAC (52–54) have
been safely withdrawn in subjects previously at risk after they had achieved sustained
increases in CD4� T-cell counts on HAART. These data suggest that the decrease in
OIs seen with potent antiretroviral therapy is owing not only to a halt in the progres-
sion of HIV-1-induced immune deficiency but also to reconstituted immunity, which
allows individuals to contain infections immunologically that they were unable to con-
trol previously. As a result of these data, guidelines regarding prophylaxis of OIs have
been modified to allow for the discontinuation of primary PCP and MAC prophylaxis
in individuals with sustained elevations in CD4� T-cell counts above threshold levels
in the setting of HAART (55).
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The immune reconstitution associated with HAART may be deleterious to the host
in some instances. Several distinct immune inflammatory syndromes have been reported
in the setting of initiation of HAART. These syndromes, which consist of severe and
sometimes unusual clinical manifestations of OIs shortly after the introduction of
HAART, are believed to be caused by reconstitution of immunity to preexisting, but
clinically occult OIs. Severe CMV retinitis, including the unusual presentation of vit-
ritis associated with retinitis, has been reported in patients recently initiated on HAART
(56–58). PML (59,60), including one atypical case in which contrast-enhancing lesions
developed 2 months after presentation, has been observed to develop shortly after ini-
tiation of HAART as well. Focal lymphadenitis, as well as other unusual clinical man-
ifestations of MAC, other atypical mycobacteria, and Mycobacterium tuberculosis
(MTB) (61–63), have been reported in individuals who had recently started HAART.
Similar immunopathology has been suggested as the cause for elevations in liver func-
tion tests in patients with chronic hepatitis B or C infection following initiation of
HAART (64,65). An association has been described between initiation of HAART and
serious and sometimes fatal cases of Castleman’s disease, which is believed to be
caused by human herpesvirus-8 (HHV-8) infection (66). In general, with the continu-
ation of potent antiretroviral therapy and, in some instances, treatment with steroids,
these immune inflammatory syndromes have resolved.

Although many lines of evidence suggest that substantial immune reconstitution
occurs in individuals treated with HAART, clinical data suggest that this immune recon-
stitution is not necessarily uniform or complete in every treated individual. Despite evi-
dence that prophylaxis against CMV and PCP can be safely discontinued when CD4�
T-cell counts rise above the traditional threshold values for prophylaxis, several studies
have reported the presentation of these and other OIs at higher CD4� T-cell counts than
was usually seen in the past (23,67). The CD4� T-cell nadir has been shown to be a
significant risk factor for AIDS-defining illnesses or death even after CD4� T-cell
increases on HAART have occurred (68,69). A few case reports, such as recurrent CMV
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Fig. 1. Rates of cytomegalovirus infection, Pneumocystis carinii pneumonia, and Mycobac-
terium avium complex disease among 1255 HIV-infected patients in eight U.S. cities with fewer
than 100 CD4� T-cells/mm3 on at least one occasion, according to calendar quarter, from Jan-
uary 1994 through June 1997. (From ref. 16.)



retinitis in an individual treated with HAART for over 1 year and with a CD4� T-cell
count over 400 cells/mm3 (70), suggest that some individuals may have persistent
immunologic lacunae despite sustained increases in CD4� T-cell numbers.

Further evidence that immune reconstitution in the setting of HAART may not be
complete comes from the observation that not all HIV-1-associated illnesses have been
found to decline. HIV-1-associated malignancies in particular have had quite variable
responses to HAART. Declines in the incidence of Kaposi’s sarcoma (71–74), as well
as primary brain lymphoma (71), have been reported since the introduction of HAART.
However, the incidence of other HIV-1-associated malignancies, including immunoblas-
tic lymphoma, invasive cervical cancer, Hodgkin’s lymphoma, and Burkitt’s lym-
phoma, have not declined or have declined more slowly than Kaposi’s sarcoma over
the same time interval (71,73–75). It may be that it takes longer for HAART to reverse
the oncogenic diathesis induced by HIV-1 infection than the susceptibility to OIs. Alter-
natively, or in addition, there may be a persistent oncogenic risk induced by HIV-1 infec-
tion that cannot be eliminated by the immune restoration induced by HAART. Studies
examining the clinical outcomes of individuals treated with HAART over the long term
are needed to assess the immune reconstitution induced by HAART more fully.

NUMERICAL CHANGES 
IN CD4� T-LYMPHOCYTES IN THE SETTING OF HAART

Progressive loss of CD4� T-cells is the hallmark of HIV-1 infection. During the
course of untreated disease, CD4� T-cell counts drop from normal values, which are
usually over 800 cells/mm3, to less than 200 CD4� T-cells/mm3, which in and of itself
constitutes a diagnosis of AIDS. Historically, CD4� T-cell counts have been used to
guide clinical decisions as to when to start antiretroviral therapy or prophylaxis for OIs
because they are highly predictive of the risk of OIs and death (76). An average
increase of 150 CD4� T-cells/mm3 in the first year of therapy has been seen in indi-
viduals with moderately advanced disease (5–7,77). The magnitude of CD4� T-cell
increases in the first year of therapy has been shown to be directly correlated with the
magnitude of virus suppression (5–7,77,78).

Peripheral blood CD4� T-cell increases in the first year of potent antiretroviral ther-
apy have been described as biphasic (77–84), although there is substantial variability
in CD4� T-cell changes among treated individuals (85). The first phase increase,
which occurs over the first 8–12 weeks of therapy, is usually more precipitous than the
second and consists primarily of CD4� T-cells with a memory phenotype. The second
phase increase, which occurs after the first 8–12 weeks of therapy, is usually less rapid
and consists primarily of CD4� T-cells with a naive phenotype. The magnitude of the
two different phases of CD4� T-cell increases is highly variable and appears to be
related to a number of factors. Both phases are inversely correlated with the magnitude
of viral suppression (71,86–88) and the rate of CD4� T-cell decline prior to initiation
of therapy (86). Thus, subjects with higher plasma virus concentrations or more rapid
loss of CD4� T-cells experience greater CD4� T-lymphocyte increases than others on
HAART. The first phase increase is positively correlated with the baseline CD4�
T-cell count (86,88) and inversely correlated with the age of the host (86). The second
phase increase has been found to correlate with age in some (89), but not all, studies
(71,86).
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Significant controversy exists over the origins of the increases in CD4� T-cell counts
that occur in the setting of HAART. Multiple mechanisms for reconstitution of periph-
eral blood CD4� T-cell numbers have been proposed, including preservation of cells
from HIV-1 infection and death, diminished activation-induced death of uninfected cells,
increased thymic output, peripheral expansion of preexisting cells, and redistribution of
CD4� T-cells to the periphery from lymphoid tissues. When the remarkable peripheral
blood first phase increases induced by protease inhibitor therapies were initially observed, it
was assumed that they reflected preservation of CD4� T-cells that previously would have
been infected by HIV-1 and destroyed either by viral lysis or immune clearance (90–92).
However, studies of lymphoid tissues, which contain more than 95% of the body’s 
T-lymphocytes, as well as the vast majority of HIV-1 replication, revealed that 10-fold fewer
lymphoid cells were productively infected than would have been predicted by this model
(93). Although HAART was demonstrated to result in significant declines in measures of
immune activation (82,83,87,94,95) and apoptosis (96) in both lymphoid tissues and periph-
eral blood, the fact that the peripheral blood first-phase increases were not observed in lym-
phoid tissues (97) argued against this mechanism as the major source of peripheral blood
CD4� T-cell reconstitution. Studies of peripheral blood CD4� T-cell turnover during the
first 12 weeks of HAART (using a novel method of measuring lymphocyte half-life
through incorporation of deuterated glucose) indicated that T-cell half-life is reduced, not
increased by HAART (98), arguing against either diminished apoptosis or decreased viral
infection and death as the major causes of increased CD4� T-cell counts. 

The observation that levels of expression of lymphocyte adhesion molecules in lym-
phoid tissues of untreated HIV-1-infected individuals were high, and diminished sub-
stantially in the setting of HAART, led to the interpretation that most of the first-phase
increase may be caused by redistribution of cells from the lymphoid tissues to the
peripheral blood, rather than a true increase in total body CD4� T-cells (95). The fact
that the T-cell receptor (TCR) repertoire after the first phase resembles that of the pre-
treatment repertoire, which is often aberrant (87,99–101), further supports this inter-
pretation. In addition, the observation that CD8� lymphocytes as well as B-lymphocytes
also increase during the first 12 weeks of HAART (77–83) suggests that other lym-
phocyte populations may be redistributed from lymphoid tissues during the first 12
weeks of HAART as well. Thus, although there is not complete consensus, multiple
lines of evidence suggest that the major source of the first-phase increases in periph-
eral blood CD4� T-cells is redistribution of these cells from lymphoid tissues.

The origins of the second-phase increase in peripheral blood CD4� T-cell counts
are also unclear, but most likely these increases do not represent redistribution from
lymphoid tissues. The second-phase increase, which primarily consists of cells with a
naive phenotype, is similar in tempo to what has been observed in cancer patients
treated with chemotherapy (102). Phenotypically naive cells are not necessarily newly
synthesized, as reversion of cells from a memory to a naive phenotype has been
reported (103,104). Studies of lymphoid tissues, however, have demonstrated CD4�
T-cell increases during the second phase, suggesting that these represent true increases
in total body CD4� T-cells (97). The TCR repertoires of the second phase increases
have been less extensively studied, but several studies suggest that they may be trend-
ing toward a more normal repertoire than that prior to HAART (100,101), further bol-
stering the theory that HAART results in new CD4� T-cell synthesis.
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A novel method of identifying thymically derived cells using TCR excision circles
(TRECs) that are a byproduct of TCR rearrangement in the thymus as a marker, has demon-
strated increases in TRECs in the naive pool of peripheral blood cells in HIV-1-infected
individuals following initiation of HAART (105), suggesting that new CD4� T-cells are
being generated by the thymus. The number of phenotypically naive cells in HAART-
treated individuals has been correlated with the abundance of thymic tissue determined by
computed tomography scan, further suggesting that the thymus may be an important source
of newly synthesized cells in patients on HAART (106). However, it has been argued that
the increase in TREC-containing cells observed in the setting of HAART may be the result
of diminished proliferation in the naive CD4� T-cell pool and not necessarily because of
synthesis of naive cells in the thymus (107). Thus, the origin of the second-phase increases
in CD4� T-cells, whether from thymically or peripherally derived T-cells, remains unclear.

Increasing evidence suggests that there may be a third (or plateau) phase, when CD4�
T-cell reconstitution stops. Although some treated individuals achieve and maintain nor-
mal CD4� T-cell counts, many others, particularly those with moderately advanced HIV-
1 infection, do not fully reconstitute their CD4� T-cells to normal numbers (108,109).
The determinants of the long-term ability to reconstitute CD4� T-cell numbers have not
been defined. Whether this could represent an HIV-1-induced defect in the generation of
CD34� bone marrow precursors or in thymic regeneration is unclear. The clinical con-
sequences of incomplete CD4� T-cell regeneration are also unknown. The failure to
reconstitute any CD4� T-cells has been shown to be associated with a worse outcome
among individuals with moderately advanced HIV-1 infection (110), but it is unknown
what the implications of partial CD4� T-cell reconstitution are.

IMPACT OF HAART ON RECONSTITUTION OF IMMUNE RESPONSES

Prior to the inception of HAART, an individual’s immune status and clinical prog-
nosis was inferred from the CD4� T-cell count, which provided the basis for recom-
mendations for prophylaxis against OIs. This was based not only on clinical
observations, but on laboratory data demonstrating that CD4� T-cell declines paral-
leled the loss of a variety of immune functional responses (111,112). An important clin-
ical question since the advent of HAART is whether the CD4� T-cell count remains
an accurate indicator of immune function and consequently clinical prognosis.

The sequential loss of T-lymphocyte proliferative responses to antigens, alloantigens,
and mitogens in HIV-1 infection is well described and has been found to be prognostic of
disease progression independently of CD4� T-cell counts (111,112). The recovery of T-
lymphocyte proliferative responses to antigens such as CMV, MAC, Candida, and MTB
following initiation of HAART has been reported by several groups (77,78,113–115). The
development of new mycobacteria-specific T-cell lymphoproliferative responses has been
correlated with immune inflammatory reactions in patients with unusual clinical manifes-
tations of mycobacterial infections following the initiation of HAART (63). In general, the
restoration of these responses has occurred rapidly, within the first 3 months of therapy.

T-lymphocyte proliferative responses do not appear to be unilaterally reconstituted in
the setting of HAART, however. Despite some reports of recovery of tetanus-
specific lymphocyte proliferative responses in small numbers of patients, particularly in
relatively early stages of disease (113,115,116), a larger study of individuals with moder-
ately advanced HIV-1 infection did not reveal reconstitution of tetanus-specific lympho-
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cyte proliferative responses after 1 year of HAART therapy (77). The selective failure of
tetanus responses to increase is probably owing to the infrequency of exposure to tetanus
compared with Candida, CMV, MAC, and MTB, to which individuals are probably reex-
posed endogenously. Indeed, a tetanus booster vaccination given to subjects after 1 year
of HAART therapy resulted in reconstitution of tetanus-specific lymphocyte proliferative
responses (117), suggesting that antigen-specific precursors had not been completely elim-
inated in these subjects, but only depleted. These findings suggest that HAART improves
the immune system’s ability to respond to antigen on exposure but that HAART does not
reconstitute preexisting responses in the absence of reexposure. Thus, the rejuvenated
immune system on HAART is not identical to the one prior to HIV-1 infection.

Delayed-type hypersensitivity (DTH) skin test responses are lost in chronic HIV-1
infection and are prognostic of disease progression independently of CD4� T-cell
count and lymphocyte proliferative responses (112,118). DTH responses to Candida
and mumps were found to be recovered in adults with moderately advanced HIV-1 dis-
ease after 1 year of treatment with HAART (77). However, the recovery of responses
was asynchronous; Candida responses were restored within 12 weeks of therapy,
whereas mumps responses only increased after 12 weeks of therapy. One interpretation
of these findings is that HAART reconstituted the booster phenomenon (119) such that
the mumps skin test at week 12 boosted preexisting mumps-specific memory cells,
resulting in subsequent positive DTH responses. These findings support the hypothe-
sis that reexposure to antigen is necessary to reconstitute functional immune responses.

Although improvements in functional immunity in individuals treated with HAART
have been demonstrated by numerous studies, few studies have actually compared
these reconstituted responses with those in HIV-1-seronegative individuals. Lympho-
proliferative responses to Candida normalized relative to HIV-1-seronegative individ-
uals in one study (77). However, although lymphoproliferative responses to tetanus
toxoid as well as keyhole limpet hemocyanin increased in HAART-treated HIV-1-
infected individuals after vaccination, they were still significantly lower than those in
HIV-1-seronegative controls who received the same vaccines (117).

A study of pneumococcal vaccination in HIV-1 infected individuals receiving
HAART found that antibody responses were poor, regardless of the degree of virus
suppression on HAART (120). In contrast, antibody responses to pneumococcal vac-
cination in recent HIV-1 seroconverters have been reported to be equivalent to those in
HIV-1-seronegative individuals (121), suggesting that chronic untreated HIV-1 infec-
tion may induce a long-term deficit in immune responsiveness that cannot be com-
pletely reversed by HAART. HAART regimens themselves may impair immune
responsiveness. Protease inhibitors have been shown to exhibit an antiproliferative
effect on human cells in vitro (122) and also to impair antigen presentation and CTL
activity in mice (123). Thus, functional immune reconstitution is substantial, but not
necessarily complete, in individuals treated with HAART, although the reasons why
this immune reconstitution is incomplete remain to be determined.

IMPACT OF HAART ON HIV-1-SPECIFIC IMMUNE RESPONSES

It is not fully understood why most HIV-1-infected individuals are unable to mount
an immune response that is capable of controlling and eradicating HIV-1 replication.
Loss of HIV-1-specific CD4� T-lymphocyte proliferative responses, which usually
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occurs quite early in infection (124–126), has been hypothesized to be critical to the
immunopathogenesis of HIV-1 infection. The finding that these responses are pre-
served in long-term nonprogressors (127,128), who have low levels of virus replica-
tion, has been interpreted as evidence that HIV-1-specific CD4� T-cell functions are
essential for immunologic control of the virus. A critical question is whether HAART
may reverse defects in HIV-1-specific immune responses and thereby enhance immuno-
logic control in infected individuals.

Studies of HAART in chronically infected individuals have shown that HIV-1-
specific CD4� lymphocyte proliferative responses are usually not reconstituted
(77,78,115,129). There are exceptions, however, as reconstitution of HIV-1-specific
lymphocyte proliferative responses have been reported in some individuals in early
stages of disease (116), as well as after 2 years of antiretroviral therapy (122). Virus-
specific lymphoproliferative responses have been reported to develop in individuals
with transient interruptions of HAART as well (130,131), suggesting that reexposure
to HIV-1 antigens may reconstitute these responses. HIV-1-specific CD4� T-cells have
been detected in untreated individuals using flow cytometric studies of antigen-induced
interferon-� production (132). Long-term administration of HAART to chronically
infected individuals results in a decrease in HIV-1-specific CD4� lymphocytes detected
by these flow cytometric assays (132).

Other HIV-1-specific immune responses appear to decline in the setting of HAART
as well, presumably owing to decreased antigen concentration. HIV-1-specific CD8�
cytotoxic T-lymphocyte (CTL) memory and effector responses decline in chronically
infected individuals treated with HAART (133–136). Humoral immune responses to
HIV-1 decline in chronically infected individuals treated with HAART as well. HIV-1
gp120-specific antibody-secreting cells rapidly decline in number with the institution
of HAART, and anti-gp120 titers fall more gradually (137).

Treatment of acute seroconverters with HAART appears to have different immune
consequences than treatment of chronically infected individuals. Institution of HAART
during or shortly after seroconversion has been reported to result in preservation of
HIV-1-specific lymphocyte proliferative responses (138). In addition, treatment of
acute seroconverters has been reported to result in strong HIV-1-specific neutralizing
antibodies (139), which are distinctly unusual in chronic HIV-1 infection (140). HIV-
1-specific CTL responses in seroconverters who receive HAART appear to be affected
in the same way as those in chronically infected individuals treated with HAART in
that they decline in subjects with maximal virus suppression but are maintained or
increase in those in whom viral suppression is incomplete (141,142).

Because virus-specific responses could potentially synergize with HAART and
enhance control of viral replication (143), a number of strategies are currently under
investigation to bolster HIV-1-specific CD4� and CD8� T-cell responses. Based on
the observations that interruption of HAART can result in augmentation of both CD4�
and CD8� HIV-1-specific responses, studies of the immunologic and virologic effects
of intermittent withdrawal of antiretroviral therapy have been undertaken. Preliminary
results suggest that interruption of treatment in subjects treated during acute HIV-1
seroconversion may result in enhanced virologic control (138), perhaps through preser-
vation of HIV-1-specific CD4� T-cell responses. Multiple interruptions in therapy have
been suggested to be important in augmenting virologic control, perhaps through addi-
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tional stimulation of HIV-1-specific cellular responses (138). Interruption of therapy in
chronically infected individuals, on the other hand, has not yielded much evidence of
enhanced virologic control thus far (130,144,145). Further studies are needed to deter-
mine whether these strategies are safe or successful in inducing HIV-1-specific immune
responses and whether these immune responses are associated with more effective
elimination of virus or more sustained viral suppression.

Therapeutic vaccination is another approach currently under investigation to augment
HIV-1-specific immunity in HAART-treated individuals. SIV-infected macaques who
were treated with HAART 15 days after experimental infection and then subsequently
vaccinated have demonstrated enhanced virologic control upon discontinuation of anti-
retroviral therapy compared with animals who received antiretroviral therapy alone
(146). Similar studies in humans are ongoing, but there are no definitive results to date.

CONCLUSIONS

Immune reconstitution in the setting of potent combination antiretroviral chemother-
apy has resulted in remarkable decreases in morbidity and mortality from HIV-1 infec-
tion over the past 5 years. Both clinical and laboratory data suggest that HAART
restores the ability of the immune system to respond to antigens upon reexposure. Nev-
ertheless, immune reconstitution is neither uniform nor complete in all treated indi-
viduals. Some HIV-1-associated malignancies have not declined in frequency, and the
long-term impact of HAART on these and other HIV-1-associated illnesses remains to
be determined. CD4� T-cell counts do not normalize in all treated individuals, and
CD4� T-cell functional studies suggest that many HIV-1-infected individuals treated
with HAART continue to have selected defects. The clinical implications of subnormal
CD4� T-cell numbers and incomplete immune restoration are unknown.

Although HAART has revolutionized the treatment of HIV-1 infection, it is not the
solution for this disease. A small fraction of individuals are absolutely intolerant of the
medications and therefore unable to take them. Many others suffer side effects but con-
tinue to use them with substantial impairments in their quality of life (147). As many
as two-thirds of treated individuals do not achieve or maintain complete virologic sup-
pression (147). Although partial suppression of virus has been shown to result in clin-
ical benefits, ultimately individuals with incomplete virologic suppression will develop
resistant viruses and then lose the immune benefits that they have achieved with
HAART. Transmission of resistant virus is increasing (148), which limits the medica-
tions that individuals infected with resistant strains may receive. Lastly, most of the
HIV-1-infected people in the world currently do not have access to HAART and there-
fore do not benefit from it at all. A better understanding of the immunopathogenesis of
HIV-1 infection that has been brought about by HAART may ultimately lead to better
therapies for this infection and possibly decrease or eliminate the need for antiretrovi-
ral drug therapy in the future.
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Active Immunization as Therapy for HIV Infection

Spyros A. Kalams

INTRODUCTION

Emerging data over the past several years have confirmed the role of the HIV-specific
immune response in determining viral setpoint and delaying HIV disease progression.
Despite advances in the control of HIV-1 viremia with highly active antiretroviral ther-
apy (HAART), these therapies carry the risk of toxicities with long-term use. This has
led to accelerated efforts designed to augment HIV-1-specific immune responses in
infected subjects with the hope that the use of antiretroviral medications can be reduced
or eliminated. This chapter reviews the current state of knowledge regarding the immune
responses directed against HIV and summarizes efforts that are in progress or that will
be under way to augment these responses in infected individuals.

IMMUNE RESPONSES 
IN CONTROLLED CHRONIC VIRAL INFECTIONS

Although there are examples of acute infections with viruses that are subsequently
cleared by the immune system (e.g., influenza), for several viral infections recovery
from illness is the result of immune-based containment of viremia. Patients with acute
Epstein-Barr virus (EBV) infection contain the initial infection with a vigorous immune
response, yet despite almost uniform resolution of symptoms, the virus remains pres-
ent for the life of the infected individual. In the presence of an intact immune response,
viremia is contained, and disease does not recur. Evidence for the continued need 
for immune surveillance is provided by the well-documented occurrence of EBV-
associated malignancies in patients on immunosuppressive agents, as well as the
regression of tumors when immunosuppression is decreased (1,2).

The lymphocytic choriomeningitis virus (LCMV) infection model in mice has been
a useful tool for dissecting the roles of the humoral and cellular immune system in viral
containment. After acute infection there are large expansions of CD8� T-cells (CTLs)
and up to 70% of total CD8 T-cells are LCMV-specific 8 days after infection (3,4).
Another important component of immune control is the virus-specific T-helper cell
response. If CD4 T-cells are either absent by genetic knockout of CD4, or depleted by
anti-CD4 antibodies CTL are still generated, but they decline during the chronic phase
of infection. In this instance viremia is not controlled. These studies suggest that in this



model, immune control is mediated through CTL, but the ability of these cells to per-
sist and maintain normal function is dependent on the presence of an intact CD4 
T-helper cell response (5,6).

IMMUNE CONTROL OF HIV-1 INFECTION

HIV infection is almost invariably associated with progressive destruction of the
immune system, but some patients are able to contain the virus for long periods in the
absence of antiretroviral medications (7). Factors that can contribute to a persistently
low viral load and a benign disease course include infection with attenuated viruses
(8–10), and host genetic factors (11,12). However, these factors are not responsible for
all cases of long-term nonprogressive infection, indicating that the host immune
response is capable of mediating control of HIV replication.

Both cellular and humoral immune responses have been described in HIV infection;
however, the exquisite specificity of neutralizing antibodies for autologous virus has
made it difficult to determine the role this arm of the immune system plays in mainte-
nance of the viral setpoint (13). Although HIV-specific antibodies are easily detected
after HIV infection, neutralizing antibodies are not commonly generated early after
acute infection (14). Neutralizing antibody responses can be detected in some individ-
uals and have been mapped to the V3 loop, which is involved with viral entry, and to
the CD4 binding site. One limitation of neutralizing antibodies is that they typically
recognize three-dimensional conformations of their epitopes, meaning that they are
highly type-specific (15–17). Although a strong neutralizing antibody response might
provide the best primary protection against HIV-1 infection, these responses have been
extremely difficult to generate with vaccines (18–22). This also has implications for
HIV-1 disease progression, in that viruses continue to evolve in the host and escape
immune detection. 

Elegant studies have demonstrated that the majority of antibodies directed against
HIV antigens are directed at nonneutralizing epitopes (23), which have been described
as viral debris (18), that are not likely to exert an antiviral effect. This high degree of
specificity may also lead to rapid escape from an initially effective neutralizing anti-
body response. The heavy degree of glycosylation of the viral envelope protein may be
another factor that allows the virus to resist antibody-mediated inactivation (24,25).
These factors are formidable hurdles to immune-based therapies meant to augment
antibody responses.

In a manner similar to other viral infections, CTLs are generated early during the
course of acute HIV-1 infection. After infection of CD4� T-cells, viral proteins that
are generated in the cytosol are degraded and presented as epitopic peptides (usually
9–11 amino acids in length) on the cell surface complexed to HLA class I molecules.
CTLs recognize infected cells through the interaction of the T-cell receptor (TCR) with
the HLA-epitope complex. This occurs prior to the assembly of progeny virions, a
process that takes approximately 2.6 days. During this time, an infected cell is vulner-
able to attack by CTL; if the cell is eliminated at this time, progeny virus will not be
released (26,27).

CTLs are also able to mediate antiviral effects through the elaboration of soluble
factors that inhibit viral replication. These include the chemokines RANTES,
macrophage inflammatory protein (MIP)-1� and MIP-1�, as well as other factors not
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yet fully defined. The release of these factors occurs when the TCR recognizes an
infected cell. In fact, these factors are released concurrently with the mobilization of
the cell’s cytolytic machinery when an infected cell is recognized (28), and this prob-
ably has an important effect on the microenvironment of the infected cell. RANTES,
MIP-1� and MIP-1� have been shown to inhibit HIV infection of cells by competing
with the virus for chemokine coreceptors present on the cell surface that are necessary
for viral entry. Although the exact contribution of each of these two mechanisms
toward suppression of HIV infection in vivo is not clear, it is likely that these mecha-
nisms act synergistically to contain cell-to-cell spread of HIV.

The identification of HIV-1 epitopic peptides recognized by CTLs is an ongoing
process and will be important for evaluation of immune responses generated after ther-
apeutic immunization. Over 50 HLA class I alleles have been identified. Each HLA
allele contains a binding groove able to present particular peptides that contain the cor-
rect binding motif. However, despite the widespread prevalence of some of these alle-
les in the general population, not all subjects with a particular HLA type will recognize
the identical epitope. For example, the HLA-A2 allele has a prevalence of approxi-
mately 45% in the North American Causcasoid population. The SLYNTVATL epitope
in p17 is recognized by approximately 70% of HLA-A2 subjects and thus far is one of
the most immunodominant epitopes recognized. However, a substantial fraction of sub-
jects don’t recognize this epitope, and other epitopes are less frequently recognized.
For example, an HLA-A2-restricted epitope in RT, ILKEPVHGV, is recognized by
approximately 30% of HLA-A2 subjects (29–32). The same holds true for other HLA
alleles. Even in subjects matched at three HLA class I alleles, considerable variability
in recognition of identified CTL epitopes exists (33). This allows for the prospects of
measuring the CTL responses to defined epitopes after therapeutic immunization. The
fact that subjects do not target all possible CTL epitopes strengthens the rationale of
broadening these responses through therapeutic immunization.

Over the past few years, newer technologies have been developed that allow for eas-
ier measurement of immune responses. Elispot assays have allowed direct enumeration
of interferon-� (IFN-�)-producing T-cells (3), and flow cytometric evaluation of these
cells is possible via intracellular cytokine staining (34). HLA class I tetramers allow for
the direct visualization of CTLs by flow cytometry. These constructs consist of four HLA
class I molecules folded around a peptide in their binding groove and bound to strepta-
vidin. These tetramers are labeled with a fluorescent dye and can directly bind CTLs
through the TCR complex (35). In cross-sectional analyses, the viral load setpoint in
HLA-A2-positive individuals correlates negatively with HLA-A2-tetramer staining (36).

A more direct example of the antiviral effect of CTLs has been demonstrated in the
simian immunodeficiency virus (SIV) macaque model. Acutely infected animals that
underwent CD8� T-cell depletion were unable to control the initial viremia and had
higher viral setpoints (37,38). Therefore, the decrease in virus load and establishment
of the steady-state viremia appears to be the result of an active CTL-mediated immune
response and not antibody responses, or, as others have proposed, exhaustion of sus-
ceptible target cells (39).

In a number of viral infections, CD4� T-helper cells have been shown to be criti-
cal for the maintenance of functional CTL (reviewed in ref. 6). T-helper cells recog-
nize viral proteins processed in the lysosomes of antigen-presenting cells, and that are
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complexed with HLA class II molecules. T-helper epitopes are typically larger than
HLA class 1-restricted epitopes, in the 12–17-amino acid range. They are presented via
the exogenous antigen pathway and complexed with HLA class II molecules at the cell
surface, where they are recognized by CD4� T-cells. It is not known exactly what con-
stitutes help, but it is probably composed of released lymphokines and a series of direct
cell-cell interactions. The critical role of T-helper cells in response to chronic viral
infection has been firmly demonstrated in animal models. For example, after LCMV
infection of mice, an LCMV-specific CTL response develops that controls viremia.
However, in the absence of CD4� T-cells, either because of genetic knockout or 
antibody-mediated depletion, the CTL response cannot be maintained and results in
persistent viremia (40–42). In contrast to other infections such as cytomegalovirus
(CMV), helper responses in HIV-1 infection are typically low or absent in the presence
of persistent viremia.

Cross-sectional studies of subjects with wide ranges of viral loads have demon-
strated a negative correlation between HIV-1 Gag-specific helper responses and viral
load (43–46). In addition, helper responses are also positively correlated with the mag-
nitude of HIV-1-specific CTL responses (44), further demonstrating that both responses
are likely to be important for immune-mediated control of viral replication. The iden-
tification and immunologic characterization of subjects with long-term control of HIV
replication demonstrates that immune control of HIV is possible, and these subjects
typically have robust HIV-specific CTL and helper responses (47,48). These findings
suggest that the combination of strong helper and CTL responses is required for con-
trol of viremia during HIV infection.

FACTORS LEADING TO LOSS OF CONTROL OF VIREMIA

Immune Exhaustion

A number of longitudinal studies have demonstrated that CTL responses decline
with disease progression (49–52) and that this decline is probably related to the fre-
quent absence of HIV-1-specific helper responses in infected individuals (52). Immune
exhaustion, defined as a disappearance of antigen-specific CTL clones, has been pos-
tulated to occur because of sustained high-level viremia. Animal models suggested that
CTL could expand maximally and then be deleted in the presence of a high viral load
(53). Early studies of V� TCR subsets in humans suggested this might also be the case
in HIV infection (54). However, more recent studies evaluating antigen-specific CTL
clones have demonstrated the persistence of these cells in the face of a high antigen
load (55,56). If the defect is not the absence of CTL clones, but rather a lack of func-
tion, or a lack of ability to expand in the presence of antigen, these more recent data
suggest that efforts to augment these responses could prove beneficial.

This inability to maintain CTL function, despite the physical presence of CTL clones,
may be related to inadequate T-helper cell function. More recent studies in LCMV infec-
tion show that although deletion of CTLs is possible, the persistence of virus can more
often be explained by a silenced phenotype of CTLs that are present (as defined by
tetramer staining) but unable to secrete IFN-� in response to antigenic stimulation (5,6).
Although this hypothesis has not yet been confirmed in the setting of HIV-1-infection,
it suggests that efforts to restore helper function may increase CTL function.
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One hypothesis that would explain the lack of T-helper function after HIV infection
would be the deletion of activated CD4� T-cells during the earliest stages of acute
infection. Alternatively, these cells may undergo activation-induced cell death owing to
overstimulation at the time of maximum virus load (57). The result would be a lack of
CD4 T-cell help, and therefore inadequate help to maintain CTLs with optimal func-
tion. In a manner similar to that seen in the LCMV model, CTLs may then be unable
to protect against new viral variants that arise, or be unable to expand to sufficient lev-
els to suppress viremia even in the absence of escape mutations (56,58).

Immune Escape

Escape from established immune responses is likely to be a major factor for HIV dis-
ease progression, since the infidelity of the viral reverse transcriptase results in rapid gen-
eration of viral mutations, and viral diversity may be a substantial hurdle for HIV-specific
immunotherapies. Even a single mutation within a defined CTL epitope can be sufficient
to abrogate CTL recognition, either by altering residues that are critical for contact with
the TCR or that are necessary for peptide binding to the HLA class I molecule. Some
longitudinal studies have demonstrated escape from CTL recognition over the course of
HIV infection (59), or after adoptive transfer of HIV-specific CTLs (60). Other studies
have demonstrated that for some epitopes, lack of HLA binding may be a major reason
for the lack of CTL recognition (61). However, this is not a universal finding, and some
mutations within CTL epitopes can be cross-recognized by HIV-specific CTLs (62,63).
Although mutations within viral regions flanking CTL epitopes may be another potential
mechanism for immune escape, this has not been demonstrated in studies thus far (64).

Successful approaches to immune-based therapy may need to target HIV-1 epitopes
that are relatively conserved (65); unfortunately, there are few available data describ-
ing CTL epitopes that do not tolerate variation. Immune-based therapy may be much
more successful in subjects identified shortly after acute infection, when the viral qua-
sispecies diversity is much more limited (66), but this would limit the number of sub-
jects that could be treated. Current approaches will rely on augmenting helper and CTL
responses in subjects already suppressed on HAART in the hope that CTL responses
able to recognize HIV variants will be able to suppress viral replication in the presence
of adequate helper responses, or that in the presence of adequate help new CTL
responses able to recognize potential escape variants will be generated.

IMMUNE RECONSTITUTION IN THE ERA OF HAART

Infection with HIV is associated with destruction of the thymic and lymph node
architecture (67), and before the advent of HAART there was speculation that irre-
versible damage might occur early after infection. Since the introduction of HAART,
there is now hope that the immune system has the ability to recover after suppression
of viral replication, which is reflected in the dramatic decrease in the incidence of
opportunistic infections after successful HIV-specific therapy. The immune recovery
inflammatory syndromes that have been described reflect the restoration of immunity
against opportunistic infections. One report described five subjects with CD4 cell
counts below 50 cells/mm3 who developed fever and severe lymphadenitis 1–3 weeks
after beginning indinavir therapy. Lymph node biopsies showed focal lymphadenitis
caused by unsuspected Mycobacterium avium complex infection, which was probably
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caused by an increase in memory cells specific for the organism (68). Similar syn-
dromes have been described for CMV-specific immunity (termed immune recovery vit-
ritis) (69–71), and hepatitis C virus infection (72). These clinical responses to the
suppression of HIV viremia are consistent with the increases in CD4� T-cell numbers
seen in most subjects.

Dramatic rises in CD4� T-cell numbers have been documented shortly after the initi-
ation of protease inhibitor-containing regimens (73–75). Although these initial CD4�
T-cell increases were owing to increases in the numbers of circulating memory cells dur-
ing the first 4 months, there was a subsequent significant increase in the numbers of circu-
lating naive cells. Functional studies revealed increases in proliferative responses to recall
antigens and mitogens, but no recovery of HIV-1-specific T-cell responses (76). Other
studies have had similar results, with some showing modest recovery of HIV-specific
helper responses (77–79). However, other studies have shown declines in preexisting HIV-
specific immune responses in the presence of HAART, presumably owning to the lack of
ongoing antigenic stimulation needed to maintain these responses over the chronic phase
of infection (80–83). Some studies have suggested that there may be restoration of a
broader T-cell repertoire with HAART (84), but this has not always been observed (85).
The HAART-induced increases in naive cells are an extremely promising result. Naive cell
immune reconstitution and the relative lack of recovery of HIV-1-specific immunity
strengthen the rationale for pursuing therapeutic vaccination in infected persons.

THYMIC FUNCTION

A widely held view of thymic function was that it decreased with age and that the
thymus was either not present or not functional in adults. This was based on observa-
tions in humans and animal models showing that the volume of thymic tissue decreased
with age and that the production of naive T-cells after myeloablative chemotherapy was
delayed in adults versus children (86,87). HIV is thought to cause thymic dysfunction
by its ability to infect thymocytes as well as thymic epithelium (88).

A computed tomographic study that evaluated the volume of thymic tissue and its
relationship to circulating naive cells in HIV-positive subjects demonstrated abundant
thymic tissue in most HIV-1-seropositive adults aged 20–59 years; this was associated
with higher CD4 cell counts and numbers of circulating naive T-cells (89). A subse-
quent study demonstrated an increase in thymic output as measured by TCR excision
circles (TRECs) after the initiation of HAART (90), suggesting that the thymus remains
active into adult life and that HAART can increase thymic output. Despite the rela-
tively preserved thymic function in adulthood, there are age-related declines in thymic
function. A published case of a 55-year-old patient with declining CD4� T-cell num-
bers with an undetectable viral load and slow increases in CD4� T-cell number after
the initiation of HAART highlights the fact that there may be limits to thymic func-
tion, and therefore to immune reconstitution (91). It remains to be seen how much of
a hurdle this will be toward immune reconstitution with HIV-specific immunotherapies.

APPROACHES TO IMMUNE-BASED THERAPY IN HIV INFECTION

Attempts have been made to reconstitute immunity in HIV infection since AIDS was
first characterized. These early approaches to immune reconstitution included allo-
geneic and syngeneic bone marrow transplantation, donor lymphocyte infusions, ther-

186 Kalams



apeutic vaccination, cytokine infusions, and various combinations of these. No consis-
tent clinical benefit was found, which was directly related to the inability to control
viremia. The prospects for immune reconstitution are more realistic with the advent of
HAART, and these approaches can now be viewed from a fresh perspective.

Nonspecific Immunotherapy

Although efforts to augment immune responses are covered elsewhere in other chap-
ters, they may play a role in combination with HIV-specific immunotherapies, so they
will be briefly reviewed here. Since one of the major functions of T-lymphocytes is to
secrete cytokines, these were natural areas of investigation after the immune deficits
associated with AIDS were described. One of the most extensively studied immune-
based therapies in HIV-infected persons has been interleukin-2 (IL-2). IL-2 is a cytokine
secreted by activated T-lymphocytes that regulates lymphoid proliferation and matura-
tion. An initial pilot study demonstrated increases in viral load caused by immune acti-
vation associated with IL-2 infusion (92). However, in the presence of antiretroviral
therapy, CD4 cell numbers doubled in subjects with baseline CD4� T-cell numbers
greater than 300 cells/mm3 without significant increases in viremia (93). Simpler reg-
imens with lower doses have led to similar increases in CD4 cell counts but with less
toxicity (94). Trials thus far have been too small to discern a clinical benefit from
increased CD4 cell numbers, but two large trials with clinical end points are now
enrolling (ESPRIT and SILCAAT) and are designed to detect a decrease in HIV dis-
ease progression.

Although these increases in CD4� cell numbers have not yet translated to clinical
efficacy, they may provide a basis for virus-specific immunotherapy. Progressive HIV
infection is associated with a greater loss of naive CD4 cells than of memory cells. The
immune control of viral infections probably depends on a broad repertoire of virus-
specific cells, and it has been shown that HIV leads to deletion of parts of the T-cell
repertoire (54). Although IL-2 administration is associated with polyclonal increases in
both naive and memory cells in HIV-infected persons, TCR repertoire analysis has
shown that defects in the repertoire are not corrected over the short term (84). How-
ever, if naive cells are in fact generated by IL-2 administration, HIV-specific immuno-
gens may allow subsets of HIV-specific T-cells to expand and may also permit mediated
control of viremia.

IL-12 is another cytokine that is beginning to be tested in clinical trials. IL-12 is pre-
dominantly produced by activated antigen-presenting cells and has been shown to aug-
ment HIV-specific CTL function in vitro (95–97). In combination with IL-12,
HIV-specific immunogens may be much more effective at increasing HIV-specific CTL
responses. This has been demonstrated with a DNA vaccine coexpressing IL-12 in a
murine model of protective immunity against HSV-2 (98).

Structured Treatment Interruption

One alternative to therapeutic vaccination is the use of the patient’s own virus to
stimulate virus-specific immune responses. The theory behind this approach relies on
the efficacy of current HAART regiments. The ability to achieve substantial inhibition
of viral replication allows for a controlled exposure to autologous virus after treatment
interruption. An anecdotal case of a patient who was able to control viremia after a
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series of treatment interruptions sparked interest in this approach as a therapeutic
modality. This subject was initially treated with HAART early after acute infection, but
an intercurrent illness prompted discontinuation of antiretroviral medications. This was
followed by a rise in viremia that was controlled with the reinstitution of HAART.
However, subsequent discontinuations of therapy did not result in rebound viremia, and
after 24 months off therapy this subject had viral load values persistently below 1000
copies/mL. This control of viremia was associated with persistent and vigorous 
T-helper cell and CTL responses (99). Another report describing augmented immune
responses in subjects with intermittent adherence to HAART also concluded that some
subjects were able to control viremia (100).

The philosophy behind this approach in individuals treated early after acute infec-
tion is that these subjects tend to have preserved helper T-cell responses (43), a feature
typically seen only in chronically infected subjects with control of viremia (sometimes
referred to as long-term nonprogressors) (44). The first study of treatment interruptions
in this cohort of individuals showed control of viremia (
5000 copies/mL) in 5/9 indi-
viduals (101). Evaluation of the immune responses in this cohort of subjects demon-
strated augmented helper responses and an increase in the breadth and magnitude of
HIV-specific CTL responses over the course of treatment interruptions (66). This study
required the reinstitution of antiretroviral therapy at defined times depending on the
measured level of viremia. In a subsequent study in SIV-infected macaques, fixed inter-
vals of treatment interruption led to similar control of viremia (102), which would
potentially make this approach more feasible in a clinical setting. These data would
indicate that all persons with acute or early HIV infection should be considered for
treatment with HAART, either for consideration of treatment interruptions, or to
increase the likelihood that preserved immune responses would increase the effective-
ness of immunotherapy regimens. Although a survival benefit has not yet been shown,
the low level of steady-state viremia after successful structured treatment interruptions
would predict enhanced survival (103,104).

Despite the success of this approach in acutely infected subjects, efforts to replicate
these results in chronically infected subjects have not met with great success (105,106).
One major difference in this approach in chronically infected subjects is that helper
responses are not usually augmented, and even though naive cells can be generated, the
dramatic suppression of HIV in the presence of HAART may not allow these cells to
become immunologically active (76). Furthermore, the virus becomes extremely diverse
over the course of infection (66), so treatment interruptions could be less effective if a
substantial proportion of the quasispecies has escaped immune recognition. Finally, a
potential pitfall of this approach is the emergence of drug resistance owing to exposure
to suboptimal drug concentrations during the treatment interruptions, which is another
reason that such studies should be carried out under carefully controlled conditions.

Therapeutic Vaccination

The prospect of reconstituting specific immune responses with therapeutic vaccines
holds a great deal of appeal, but the results of early trials have been disappointing. This
is perhaps not surprising since several trials were initiated in the pre-HAART era. HIV
infection is associated with immune activation, as is infection with most viral agents.
However, HIV is unique in that the very T-cells that are activated to respond to the
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infecting agent are themselves infected and subsequently either lost, or inactivated.
Another possible reason for therapeutic vaccine failures is that cellular activation ini-
tiated by these vaccines provides more targets for infection. With the advent of more
potent antiretroviral therapy, it is now possible to protect cells from infection after
immune activation. The accumulating evidence that a deficiency of HIV-specific immu-
nity exists in subjects unable to control viremia makes this approach to immune recon-
stitution compelling.

Early trials focused on envelope-based vaccines, with disappointing results. These
vaccines have induced HIV-1-specific T-helper cell responses in infected individuals,
as well as increased titers of neutralizing antibodies (107–110). However, an analysis
of clinical endpoints failed to observe any benefit from vaccination (111). In addition
to the difficulty of performing these trials in the absence of HAART, part of the diffi-
culty may also lie in choosing envelope as an immunogen. Envelope-specific prolifer-
ative responses have not been shown to correlate with control of viremia in the absence
of HAART (43,44). It has also been difficult to demonstrate neutralizing antibody
induced by any of the current vaccine candidates, probably because neutralizing anti-
bodies are directed against oligomeric envelopes on cell surfaces, and these cannot be
induced with monomeric recombinant envelopes (15,18,21,112,113). Finally, the
extreme diversity of envelopes among HIV isolates makes the formulation of an enve-
lope vaccine a challenge.

Remune is one of the most extensively studied therapeutic vaccine candidates. Orig-
inally proposed by Jonas Salk, this is an inactivated whole virus vaccine that is inacti-
vated and depleted of the envelope protein during synthesis (114,115). It is derived
from a virus originally obtained in Zaire and contains a clade A envelope and clade G
gag. Thus far, this vaccine has been administered to over 3000 subjects, with few side
effects. Also, in the presence of HAART, Remune has induced significant Gag-specific
T-helper cell responses in HIV-infected persons, which were robust in some vaccine
recipients (116) and have previously only been observed in subjects with long-term
nonprogressive HIV infection with control of viremia (43,44,117). A recent trial of
over 2500 subjects randomized to receive Remune or placebo failed to detect any evi-
dence of vaccination with Remune on clinical end points. Although there was no ben-
efit to vaccination, this was during the time that PI-containing HAART regimens were
becoming the standard of care. In a subgroup analysis of subjects vaccinated in the
presence of HAART, subjects that had rebound viremia could not be differentiated
from subjects failing because of drug side effects (118). So, although there was no ben-
efit from this intent-to-treat analysis, the possibility remains that a benefit from Remune
can be obtained in subjects with relatively intact immune systems in the presence of
HAART.

Other approaches are currently being tested or will soon be tested in clinical trials.
Canarypox vectors are constructed from an avian virus with limited ability to replicate
in mammalian cells. Clinical trials with HIV-negative individuals have shown that vac-
cines based on these constructs are able to elicit weak HIV-specific CTL responses,
T-helper responses, and antibodies (119–122). A small trial has demonstrated the safety
of these constructs in HIV-seropositive individuals, but there are no data on the ability
of these vaccines to augment HIV-specific immune responses (123). Immunogenicity
data from several trials will be available within the next 1–2 years.
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Another promising approach toward immune reconstitution will involve the use 
of mature, monocyte-derived dendritic cells. These are extremely potent antigen-
presenting cells that have been shown to generate de novo helper immune responses
efficiently, as well as augment memory CTL responses in vivo (124–126). They can be
thought of as nature’s adjuvant and have already been shown to increase the immuno-
genicity of Canarypox constructs in HIV-seronegative individuals (127).

Other promising immunogens soon to enter clinical trials include Venezuelan equine
encephalitis virus vectors (128,129), DNA vaccines (130–133), and vaccines based on
adenovirus vectors (134). It has recently been demonstrated that Tat-specific immune
responses are important for the initial containment of SIV replication, so selective aug-
mentation of these responses might also be beneficial (135).

CONCLUSIONS

With the ability to suppress HIV replication with HAART, and with evidence that
treatment of infected subjects early after infection allows preservation of immune
responses and potential control of HIV replication in the absence of HAART, there is
reason to be optimistic that immune control of HIV infection can be achieved. How-
ever, there are a number of factors that provide potential hurdles for long-term immune
control of HIV, especially in chronically infected persons. With a well-established,
diverse quasispecies firmly entrenched, there may be HIV variants present that are not
recognized by the host’s CTL response, or that contain mutations within CTL epitopes
that diminish binding to HLA class I molecules. In either case, augmentation of CTL
responses with therapies representing consensus sequences may not be effective. How-
ever, it is possible that the ability to stimulate robust helper responses may allow the
immune system to evolve continuously, to recognize new virus variants.

These hurdles make the prospect for immune-mediated control of virus replication chal-
lenging. However, the recent demonstration that immune-mediated control of HIV is pos-
sible, combined with several new constructs now entering clinical trials, provides a strong
rationale to pursue HIV-specific immunotherapy for the treatment of HIV infection.
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Passive Immunotherapy for HIV Infection

Jeffrey M. Jacobson

INTRODUCTION

The importance of humoral immunity in the prevention and control of natural HIV
infection is unclear. Neutralizing antibody production can be detected soon after acute
infection (1). In addition, antibodies capable of neutralization and antibody-dependent
cellular cytotoxicity (ADCC) remain present to a greater degree in those patients whose
infections remain stable (2,3). Patients with progressing infection tend to lose these
antibody activities. Moreover, levels of HIV-directed maternal antibodies are associated
with reduced transmission of HIV to the infant (4–6). However, the nature of the rela-
tionship between strong humoral responses and control of infection has not been estab-
lished. Strong HIV-specific cellular immune responses are also seen after acute infection
(7) and in long-term nonprogressors (8), and there is more compelling evidence of a
greater role of these responses in controlling HIV replication (9).

Passive immunization with pathogen-specific antibodies is protective against infec-
tion with a number of other organisms. These include rabies virus (10), respiratory syn-
cytial virus (11), cytomegalovirus (12), hepatitis A and B viruses (13,14),
varicella-zoster virus (15), poliovirus (16), measles virus (17), rubella virus (18), and
mumps virus (19). In addition, this form of treatment has proved effective in the man-
agement of established infections with respiratory syncytial virus (11), cytomegalovirus
(20), parvovirus B19 (21), hepatitis B virus (22), and Junin arenavirus (Argentine hem-
orrhagic fever) (23), as well as pneumococcal pneumonia (24), meningococcal menin-
gitis (23), and Hemophilus influenzae meningitis (23). The knowledge learned from
these interventions contributed to the successful development of effective vaccines
against many of these infectious agents (23). Thus, the potential role of passive immu-
nization in preventive and therapeutic strategies against HIV infection deserves further
attention.

IN VITRO DATA

HIV Envelope Structure

As a monomer, the gp120 envelope protein of HIV has five variable loops (V1–V5)
and five constant regions (C1–C5) that are potential targets for antibody binding (23).
However, in its natural state on the surface of the virus as a trimer, conformational



changes of gp120 alter the ability of antibodies to bind and neutralize the virus (23).
Various envelope sites are also heavily glycosylated, further affecting virus-antibody
interactions (25). In general, HIV gp120 is a less effective neutralization target in its
natural (“primary viral isolate”) state than when laboratory-adapted to grow in immor-
talized CD4 lymphocyte cell lines. The primary gp120 epitopes sensitive to neutral-
ization are on V2, V3, C4, and the conformationally dependent overlapping regions that
make up the CD4 binding site (26). The gp41 glycoprotein, a transmembrane element
non-covalently bound to gp120, is involved in virus-cell fusion and also serves as a
neutralization target (27).

HIV infection of a cell involves binding to the CD4 receptor, binding to a chemokine
coreceptor, fusion with the cell, and then entry into the cell. During each step, the HIV
envelope structure undergoes conformational changes. Recent evidence suggests that
the transient envelope structures arising during cell binding and fusion may be more
susceptible to antibody neutralization and could serve as targets for immunization
strategies (28).

Neutralization Epitopes

It has long been known that the V3 loop contains neutralizable epitopes (29,30).
Antibodies to this region of the viral envelope are produced early in the course of infec-
tion (31) and are associated with delayed progression of disease (32) and reduced
maternal-infant transmission of infection (33). They appear to function by inhibiting
coreceptor binding and virus-cell fusion (34). Anti-V3 monoclonal antibodies protect
chimpanzees against HIV-1 infection (35), and anti-V3 antibodies elicited by vaccina-
tion are associated with protection in animal studies (36). Several anti-V3 monoclonal
antibodies have been created (Table 1), but the hypervariability of this region hinders
its usefulness as a target for immunologic control by passive or active vaccination
strategies (30,36). However, some studies have suggested that some anti-V3 antibod-
ies are more broadly neutralizing (37,38). Nevertheless, clinical HIV isolates appear 
to be more resistant to the effects of anti-V3 monoclonal antibodies than T-cell 
laboratory-adapted strains (36,39).

The V2 region and CD4 binding domain on gp120 and the gp41 glycoprotein are
better targets for neutralization of clinical viral isolates of HIV (36). Monoclonal anti-
bodies against the CD4 binding domain and V2 region have been created and shown
to have neutralizing activity against “primary” viral isolates (40–43). The gp41 mole-
cule is more conserved than gp120 (44). Monoclonal antibody 2F5 binds to the amino
acid sequence ELDKWA on the ectodomain of gp41 and is broadly reactive against
clinical HIV isolates (45). Seventy-two percent of isolates from different clades con-
tain this amino acid sequence (45). The decapeptide GCSGKLICTT has been identi-
fied as another conserved epitope on gp41 that serves as a neutralizing antibody target
in laboratory strains of HIV (44). Clinical isolates need to be tested. The monoclonal
antibody 2G12 recognizes a discontinuous epitope on gp120 that includes domains in
C2, C3, C4, and V4 (46). It also has demonstrated broad neutralizing activity against
clinical HIV isolates (47). In a blinded study of a panel of clinical HIV isolates involv-
ing several laboratories, the monoclonal antibodies 2F5, 2G12, and b12 showed sig-
nificant neutralizing activity against almost all isolates tested (48).
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Antibody Combinations

Monoclonal antibodies targeting different HIV epitopes can have additive or syner-
gistic neutralizing activity. This was first demonstrated using laboratory-adapted HIV
isolates by combining monoclonal antibodies targeting the V3 loop with antibodies
against the CD4 binding domain (49–51). Synergy also has been shown using three
monoclonal antibody combinations with individual antibody activities against V2, V3,
and the CD4 binding domain (52). Li et al. (53) studied 14 different anti-HIV mono-
clonal antibodies and two hyperimmune polyclonal anti-HIV immunoglobulin (HIVIG)
preparations individually and in combination for their neutralizing effects on
simian/human immunodeficiency virus (SHIV)-vpu�, a chimeric virus that expresses
the laboratory-adapted HIV-1IIIB strain envelope glycoproteins on a simian immuno-
deficiency virus (SIV) backbone (53). Alone, the antibodies 2F5, 2G12, and b12 were
the most potent. Synergistic or additive effects were detected when two antibodies tar-
geting different epitopes were combined. Two antibody combinations involving b12,
2F5, 2G12, and 694/98D (anti-V3) were most active. Using the monoclonal antibody
F105 as an anti-CD4 binding domain antibody, the monoclonal antibody 694/98D to
target V3, the antibody 2F5, and the antibody 2G12, SHIV-vpu� was found to be syn-
ergistically neutralized by three and four antibody combinations (54). The monoclonal
antibodies 2F5 and 2G12 combined with a hyperimmune polyclonal anti-HIVIG were
demonstrated to be synergistic at neutralizing clinical HIV isolates (55). The hyperim-
mune anti-HIVIG was created from the plasma of HIV-infected persons with CD4 lym-
phocyte counts � 400/�L and high anti-p24 antibody titers (56).

The synergistic effects seen in these studies are probably related to their comple-
mentary activities at different epitope targets. In addition, antigen-antibody binding
involving one antibody may cause conformational changes in the HIV envelope that
makes the second or third epitope target more accessible to neutralization by another
antibody (46,51,57). The anti-HIV antibodies are considerably less potent than neu-
tralizing antibodies against other viruses. The anti-CD4 binding domain antibodies are
as much as 104 less effective than antibodies against poliovirus (23). The b12 anti-
body is 10-fold less potent than the best antibodies against poliovirus and influenza
A (23). Thus, by using combinations of antibodies, neutralization of virus is made
more efficient, and the doses of antibodies needed to achieve maximum virus inhibi-
tion are reduced. In addition, a broader array of clinical HIV isolates is made sus-
ceptible to neutralization, and the likelihood of selecting for antibody-resistant mutants
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Targets of Anti-HIV Monoclonal Antibodies

CD4 binding site of gp120
V3 loop of gp120
gp41
Discontinuous gp120 epitopes
CD4
CCR5
CXCR4



is reduced (54,55). A single amino acid change in an epitope can result in escape 
from antibody neutralization (58–60). Given the high rate of mutation of HIV, this is
a significant risk.

CD4-Immunoglobulin Fusion Compounds

Similar to antibody neutralization, the concentrations of recombinant soluble CD4
(rsCD4) required for in vitro inhibition of clinical HIV-1 isolates are 200–2700 times
greater than those required for inhibition of laboratory strains (61,62). Intravenous doses of
rsCD4 need to achieve serum concentrations associated with 90–95% in vitro inhibition of
the particular clinical isolate to have an in vivo antiviral effect, as measured by quantitative
plasma viral cultures (63). One CD4-immunoglobulin product, created by the fusion of
rsCD4 with the heavy chain of IgG had no detectable antiviral activity in one clinical study
(64), but concentrations able to neutralize most clinical isolates may not have been achieved.
A CD4-IgG2 fusion protein, with the Fv portions of both heavy and light chains of the IgG2

molecule replaced by the V1 and V2 domains of CD4, has been found to neutralize most
clinical HIV-1 isolates, with inhibitory concentration of 90% (IC90) values less than 40
�g/mL for 26 of 28 isolates tested (47). CD4-IgG2 protected 20 of 21 hu-PBL-SCID mice
from challenge with the laboratory isolate HIV-1LAI and the clinical isolates HIV-1JR-CSF

and HIV-1AD6 (65). Phase I clinical studies of this preparation are under way.

Anti-Receptor and Anti-Coreceptor Antibodies

An alternate approach for using antibodies to inhibit HIV replication is to create mono-
clonal antibodies targeting the CD4 receptor and the chemokine CCR5 and CXCR4 core-
ceptors used by HIV for cell fusion and entry. Anti-CD4 monoclonal antibodies inhibit HIV
infection of lymphocytes and macrophages at both CD4-gp120 binding and postbinding
steps and block HIV-induced cell-cell fusion and syncytium formation (66–68). A murine
monoclonal antibody (mu5A8), subsequently humanized, has been developed against the
second domain of CD4 (69,70). Its antiviral activity is synergistic with anti-gp120 anti-
bodies (71). The epitope on the second domain of CD4 targeted by this antibody is not
involved in MHC class II-mediated immune functions, and the antibody does not promote
clearance of CD4 cells in vivo (69,70). Thus, this potential treatment appears safe and is
likely to proceed to clinical trials. The monoclonal antibody B4 also targets the CD4 mol-
ecule, and its binding to CD4 is enhanced in the presence of chemokine receptor peptides
(72). Hence, its binding to the CD4 receptor on the T-cell surface may be affected by core-
ceptor interactions (72). It neutralizes against infection with primary HIV-1 isolates (72).

Similarly, it is possible to design anti-CCR5 antibodies that interfere with HIV bind-
ing but do not inhibit chemokine binding and intracellular signaling (73). HIV-1 and
chemokines bind to different sites on CCR5 (73). Monoclonal antibodies targeting the
N-terminus region and the second extracellular loop of CCR5 inhibit HIV infection of
cells but not chemokine activity (73). Whether antibodies that target CXCR4 safely can
be developed has yet to be shown. 

Antibody-Dependent Cellular Cytotoxicity

Another mechanism whereby humoral immunity could affect the course of HIV
infection is through ADCC (74,75). This process consists of programming of mononu-
clear cells to lyse HIV-infected cells bound to HIV-specific antibody. A different mech-
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anism of ADCC, cell-mediated cytotoxicity (CMC), has been described in which nat-
ural killer (NK) cells with anti-HIV antibody bound to their Fc receptors (CD16) tar-
get HIV-infected cells coated with HIV envelope antigen (gp120) (76). Lin et al. (77)
showed that gp120-specific CMC could be augumented by interleukin-2 (IL-2), IL-12,
and IL-15 and could be augmented further by combining IL-2 and IL-15. The addition
of HIVIG also enhanced CMC (77). The anti-HIV monoclonal antibodies 2G12 and
F105 have demonstrated ADCC activity (46,78).

Bispecific Antibodies

Another approach to enhance and broaden the activities of antibodies and effector
cells is the creation of bispecific antibodies (BsAbs) (79). One type of BsAb combines
two monoclonal antibodies with neutralizing activity against different HIV epitopes.
Using the hybridoma cell fusion technique, Gorny et al. (79) combined MAbs target-
ing conserved epitopes of V3 with MAbs against the CD4 binding domain. The BsAbs
created had synergistic anti-HIV activity when tested against the HIV-1IIIB laboratory-
adapted strain (79). These antibodies presumably would have all the advantages of
using combinations of single MAbs.

Another type of BsAb combines anti-HIV and anti-effector cell specificities to medi-
ate ADCC against HIV-infected cells (79). Antibodies against Fc�RI, a signaling recep-
tor on monocytes, macrophages, and activated neutrophils, were combined with MAbs
against HIV-1 envelope epitopes. The resultant BsAbs were shown to mediate lysis of
gp160-transfected CEM cells by Fc�RI-expressing U-937 cells, a monocytoid cell line
(79). A BsAb containing anti-V3 and anti-Fc�RI components had the highest activity.
Importantly, these antibodies did not mediate antibody-dependent enhancement of HIV
infection.

Other Mechanisms of Anti-HIV Antibody Activity

There are other mechanisms by which antibodies could control HIV infection (Table
2). One is through complement-mediated lysis of free virus or viral-infected cells
(80,81). V3 peptides inhibit complement-mediated virolysis by the serum of HIV-
infected persons (82), and MAb 694/98D, an anti-V3 antibody has been shown to be
complement-activating (83). Antibody binding of gp120 expressed on infected cell sur-
faces could inhibit fusion of cells, syncytia formation, and cell-to-cell spread to virus
(84). In addition, antibodies could serve to clear immunosuppressive HIV proteins,
such as gp120. Soluble gp120 is known to impair CD4 lymphocyte function and to pro-
mote cell-mediated lysis of uninfected CD4 cells (85–89). Finally, neutralizing anti-
bodies have also been found to inhibit the infection of dendritic cells and the subsequent
transmission to T cells, thus potentially interfering with the early events around mucosal
HIV transmission (90).

However, some antibodies could have deleterious effects on the course of HIV infec-
tion. Anti-gp120 antibodies could mediate lysis of uninfected CD4 cells with free
gp120 shed by the virus bound to its surface (85). In addition, some antibodies that
bind virus could enhance HIV infection of cells via binding of antibody-HIV com-
plexes to Fc or complement receptors on mononuclear phagocytes or dendritic cells
(91,92).

Passive Immunotherapy for HIV Infection 203



ANIMAL STUDIES

Preexposure Protection Studies 
in Monkeys Using Polyclonal Antibody Preparations

Animal models have been used to help define the role of humoral immunity in pro-
tection against HIV infection. SIV infection in macaque monkeys mimics HIV infection
in humans in that it causes a progressive immunosuppressive illness leading to death.
The chimpanzee can be chronically infected with HIV-1, although progressive immuno-
suppression does not result. The ability of antibodies to protect against infection has
been demonstrated in these models, but the results of experiments have not been uni-
versally successful. Differences in results may depend on the viral strain tested, the chal-
lenge dose, the type of antibody preparation, and the dose of this product.

Putkonen et al. (93) administered 9 mL/kg of anti-SIVsm sera from a clinically
healthy SIV-infected cynomolgus macaque to macaques challenged intravenously 6
hours later with 10–100 median mouse infectious doses (MID50s) of SIVsm. Three of
four animals were protected from infection, whereas the two control monkeys who
received uninfected monkey serum before challenge became infected. Prechallenge
antibody titers in individual animals did not correlate with protection.

An anti-HIV-2 serum was obtained from a macaque that was vaccinated with inac-
tivated whole virus and, as a result, was protected from homologous challenge (93).
This product was administered as a low dose (3 mL/kg) to four macaques and as a high
dose (9 mL/kg) to three macaques, followed 6 hours later by challenge with 10 MID50

of homologous HIV-2. One of four animals receiving the low-dose anti-HIV-2 pool and
two of three animals receiving the high-dose pool were protected from infection,
whereas all seven animals that received either noninfected serum or no serum became
infected when exposed to the same virus dose.

However, when human anti-HIV-2 pools created from five asymptomatic HIV-2-
infected individuals were given in the same manner in doses of 12–20 mL/kg before
challenge with 10 or 3 MID50 of the same HIV-2 strain as the above experiment, all
12 animals became infected (94). This occurred despite neutralizing antibody titers
against the challenge viral strain in these animals comparable to those in animals pro-
tected by simian-derived anti-HIV-1 serum.

Infection in chimpanzees with the T-cell laboratory-adapted HIVIIIB strain was pre-
vented by the administration 24 hours before virus challenge of a high dose of human
HIVIG (95). This HIVIG preparation was pooled from plasma of asymptomatic chron-
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Table 2
Potential Protective Effects of Antibody in HIV Infection

Neutralization
Antibody-dependent cellular cytotoxicity
Complement-mediated lysis of virus and infected cells
Inhibition of cell fusion and cell-to-cell spread of virus through binding of gp120 on infected
cell surfaces

Clearance of immunosuppressive HIV proteins, such as gp120
Inhibition of HIV infection of dendritic cells



ically HIV-infected individuals with neutralizing antibody titers � 1:128 (the top
12.5% of virus-neutralizing antibody titers in a cohort of infected persons). A lower
dose of the HIVIG preparation failed to provide protection (96).

Lewis et al. (97) reported protecting 9 of 11 rhesus macaques from an intravenous
challenge with SIVmne (a less pathogenic virus than SIVsm) with plasma from a healthy
SIVmne-infected macaque. Plasma from rhesus macaques given an SIV envelope pep-
tide vaccine protected half of the recipient animals from virus challenge (97).

Protection against SIVmac infection with passive immunization has been more diffi-
cult to demonstrate. A study by Kent et al. (98) showed no protection against challenge
with SIVmac251 in any of eight cynomolgus macaques receiving pooled plasma (13 or
19 mL/kg) from asymptomatic SIV-infected animals, although high neutralizing anti-
body activity was detectable at the time of viral challenge.

Gardner et al. (99) saw no protection in six macaques given pooled plasma or
immunoglobulin containing high titers of SIV neutralizing antibody from asympto-
matic, SIVmac251-infected monkeys when they were challenged intravenously with
homologous virus 4 or 18 hours later. In fact, five of the six recipient animals had per-
sistent SIV antigenemia, and four died rapidly (
7 months) from AIDS, suggesting
that the passive antibody treatment had actually enhanced infection. Elevated antibody
titers against a previously described enhancing domain of SIV gp41 were found in
these animals (99).

By contrast, a plasma pool from a macaque immunized with human T-cell grown
whole SIVmac251 vaccine completely protected three of eight macaques from infection
and delayed infection in another. This plasma pool had low levels of SIV-neutralizing
antibodies but high titers of antibodies against human cell proteins. Thus, the authors
concluded that this product was more successful in achieving protection because of the
presence of antibodies targeting HLA class I and II antigens (99).

To study passive immunization against maternal-infant transmission, Van Rompay
et al. (100) prepared an SIV hyperimmune serum by pooling sera from six juvenile and
adult rhesus macaques that had been immunized with live attenuated SIVmac1A11 and
boosted with the same vaccine or whole, inactivated SIV. These animals were then
challenged with SIVmac251. They sustained low level viremias for up to 4 years after
infection but had no detectable plasma viral load and no clinical illness at the time sera
were obtained for the hyperimmune serum pool. This product was given subcuta-
neously 2 days before an oral SIV251 inoculation, and in some animals 1 and 2 weeks
later. All six newborn macaques were protected from infection. Untreated neonates all
became infected after viral challenge, and most died within 3 months (100).

Siegel et al. (101) gave SIVagm immunoglobulin, prepared from a mixture of plasma
from African green monkeys either naturally infected or infected with homologous
SIVagm3. Although both monkeys became infected, one of them maintained a low virus
load, with virus isolation achievable only at one time point 2 weeks after challenge (101).

Monocyte-tropic strains are involved in the transmission of HIV-1. They are more
resistant to neutralization by antibodies than T-cell laboratory-adapted strains (36,39).
On the other hand, by replicating in antigen-presenting cells, they may induce
enhanced immune responses when presented as vaccine. Clements et al. (102) immu-
nized rhesus macaques with an attenuated monocyte tropic recombinant of SIV/17E-Cl.
These animals developed a low-grade chronic infection with SIV/17E-Cl. Sera taken
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from the SIV/17E-Cl-infected macaques protected two of four uninfected macaques
from challenge with a heterologous monocyte-tropic primary virus isolate,
SIV/DeltaB670 (102).

Postexposure Protection Studies 
in Monkeys Using Polyclonal Antibody Preparations

Passive immunization has been promoted as a possible strategy for prevention of
infection in the immediate postexposure period. Human HIVIG was found to be inef-
fective at preventing infection with HIVIIIB when given 1 and 4 hours after viral chal-
lenge. However, the 1-hour post exposure administration seemed to modify the course
of the infection by lowering plasma HIV RNA levels and the frequency of virus isola-
tion (A.M. Prince, personel communication).

Haigwood et al. (103) gave immune globulin produced from the plasma of an SIV-
infected “long-term nonprogressor” macaque to other macaques 1 and 14 days after acute
infection with SIVsmE660. Control animals received noninfected immune globulin before
challenge with virus. Four of six macaques treated with SIVIG had marked reductions in
plasma viral RNA and remained asymptomatic for at least 15 months, whereas 9 of 10 con-
trol animals had high and increasing viral loads and progressed to AIDS. The animals with
stable disease developed de novo virus-specific antibodies and cytotoxic T-lymphocyte
(CTL) activity, responses characteristic of long-term nonprogressors (103).

When the SIV hyperimmune serum prepared by Van Rompay et al. (100), which was
effective in the preexposure setting, was administered to three newborn macaques 3
weeks after oral SIVmac251 challenge, plasma SIV RNA levels were not affected, and
all three animals died within 3 months. 

Of course, these studies differ in the nature of the antibody preparation used, the
challenge virus, the animal species, and the age of the challenged animals. However,
when the studies are taken together, there is clearly a suggestion that the passive admin-
istration of antibodies, prepared and dosed properly, could affect the outcome of infec-
tion when administered before or immediately after exposure to virus.

Protection Studies in Monkeys Using Monoclonal Antibodies

Monoclonal antibodies have also been evaluated in primate protection models.
Emini et al. (35) demonstrated protection of chimpanzees against HIV-1IIIB infection
with an anti-HIV-1IIIB V3 loop monoclonal antibody administered either before or
shortly after (approx. 10 minutes) virus challenge. Kent et al. (98) reported the failure
of a pool of four neutralizing monoclonal antibodies directed against SIVmac gp120 to
protect any of four macaques against challenge with SIVmac251.

Conley et al. (104) studied the ability of the anti-HIV gp41 monoclonal antibody
2F5 to protect chimpanzees against an intravenous challenge with a primary monocyte-
tropic HIV-1 isolate. This monoclonal antibody has in vitro neutralizing activity against
approx. 75% of primary isolates, including the challenge virus, designated 5016. The
two control animals became plasma HIV-1 RNA positive within 1 week of virus chal-
lenge. The two antibody-treated animals were also infected, but infection was delayed
in both animals (first detection of HIV RNA in plasma at weeks 8 and 14), and peak
plasma viral RNA was significantly lower in one animal than in the control animals.
Thus, although not demonstrating protection, treatment with this monoclonal antibody
appeared to alter the course of the HIV infection (104).
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The anti-CD4 monoclonal antibody B4 was found to protect all three chimpanzees
challenged intravenously with a primary HIV-1 isolate and three of four macaques
challenged intravenously with SIVmac257 (72).

Mascola et al. (105) studied the activity of combinations of antibodies in protecting
macaques against intravenous challenge with an SHIV containing the envelope of the
primary isolate HIV-89.6. Three of six animals given HIVIG together with the mono-
clonal antibodies 2F5 and 2G12 were protected from infection; one of three given 2F5
and 2G12 together were protected. The animals that became infected had lower viremias
than IVIG-treated controls and maintained near normal CD4 counts. The three mon-
keys that received 2F5, 2G12, or HIVIG alone, respectively, developed high viremias
but had slower falls in their CD4 cell counts and more benign clinical courses than con-
trols (105).

Protection was easier to achieve against vaginal challenge with SHIV89.6 (106).
Four of five monkeys receiving HIV IG/2F5/2G12, two of five receiving 2F5/2G12,
and two of four receiving 2G12 alone were completely protected from infection. Again,
the six animals that became infected had lower plasma viral RNA levels and smaller
declines in CD4 lymphocyte counts than control animals. Although the number of ani-
mals studied was small, and the progesterone-treated monkey model is not completely
comparable to the natural human situation, these experiments suggest that antibody
may be more protective against mucosal viral exposure than intravenous challenge
(106). This suggestion is supported by the finding that neutralizing antibody inhibits
HIV infection of dendritic cells and subsequent spread to T-cells (90). Since dendritic
cells in the mucosa are likely to be the initial targets of HIV infection, antibody could
play an important role in protecting against the initial establishment of infection (90).

Antibody protection against mucosal infection was also demonstrated in an SHIV-
vpu� study in macaques (107). The triple monoclonal antibody combination of F105,
2F5, and 2G12 given 5 days before cesarean section and immediately after completely
protected the infants of four pregnant macaques from an oral SHIV challenge. The four
adult macaques were also protected from an intravenous SHIV challenge 3 days post
partum. Since the monoclonal antibodies used in this experiment were of the IgG1
type, it appears that antibodies of the secretory IgA type are not necessary for mucosal
protection from viral infection (107).

Preexposure Studies in SCID Mice 

Severe combined immunodeficient (SCID) mice lack functional T- and B-lymphocytes
(108). Human peripheral blood lymphocyte (hu-PBL-SCID) or fetal human thymic or
lymph tissue (hu-thy-SCID or SCID-hu) can be engrafted into the peritoneum of these
animals (109,110). The intraperitoneal injection of HIV-1 into hu-PBL-SCID mice leads
to sustained infection of the human xenograft (111). Antibody given intraperitioneally
rapidly distributes into the blood (112). Thus, the hu-PBL-SCID mouse provides a sim-
ple, inexpensive animal model to test passive antibody protection strategies. Large num-
bers of animals can be involved in these studies.

On the other hand, the immunocompromised nature of these animals does not mimic
the natural human state when humans are exposed to virus. Furthermore, most human
infections occur via the intravenous or mucosal route, not intraperitoneally. Nonethe-
less, with these limitations in mind, several useful observations have been made.
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Several groups have demonstrated the effectiveness of anti-HIV-1 monoclonal anti-
bodies in preventing infection after viral challenges in the hu-PBL-SCD mouse model.
A murine monoclonal antibody targeting the principal neutralizing determinant (PND)
of the V3 loop of HIV-1IIIB (BAT123) and its mouse-human chimer (CGP 47 439),
given in a dose of 40 mg/kg, completely protected six mice each against subsequent
challenge with 10 MIDs of HIV-1IIIB, a T-cell line (TCLA) strain. Five of the six ani-
mals given control murine antibody became infected (112). BAT123 was found to be
100% protective against HIVLAI in doses as low as 1 mg/kg (113).

Another monoclonal antibody with neutralizing activity against the V3 loop of 
HIV-1, 694/98-D, was found to provide 50% preexposure prophylaxis against HIVLAI

(a TCLA strain) when given at a dose of 1.32 mg/kg and 100% protection with a dose
of 40 mg/kg (114). The higher concentrations required for complete protection against
HIVLAI by MAb694/98-D compared with BAT123 may reflect in vitro neutralization
data. Fifty percent in vitro neutralization of HIVLAI against PBL target cells was
achieved with 0.6 �g/mL 694/98-D but only 0.09 �g/mL BAT123 (113,114), indicat-
ing that BAT123 may be more potent than 694/98D against HIVLAI.

Studies of BAT123 were useful in correlating in vitro neutralization data with in vivo
anti-HIV protective activity. Complete protection of hu-PBL-SCID mice was achieved
with a serum concentration of 16 �g/mL of BAT123, close to the 15 �g/mL concen-
tration needed to achieve �99% in vitro neutralization. Only 43% protection was
obtained with a BAT123 concentration of 0.96 �g/mL, three times the 90% in vitro
neutralization concentration of 0.32 �g/mL (113). These data suggest that nearly 100%
in vitro neutralization concentrations of MAbs may be needed to provide complete pro-
tection against HIV-1 infection in vivo (113). However, it should be noted that the dose
of HIV-1 that humans are exposed to is usually far less than the 10 MID50s usually
used to challenge hu-PBL-SCID mice (115). In any event, these concentrations of
MAbs are achievable clinically, and certainly the doses employed are more feasible
than the 100 to >1000 mg/kg doses of HIVIG required to protect 50% of hu-PBL-SCID
mice from HIV-1 infection (116).

It is now known that primary isolates of HIV-1 are not as easily neutralized by anti-
bodies as are TCLA viruses (36,39). For example, BAT123 did not neutralize primary
isolates in vitro and failed to protect hu-PBL-SCID mice from infections with primary
isolates (113). IgG1b12, a human monoclonal antibody directed against the CD4 bind-
ing site (CD4bs) of gp120, has shown neutralizing activity against �75% of primary
HIV-1 isolates (40,48). Previously shown to protect hu-PBL-SCID mice against infec-
tion with HIV-1LAI, this antibody (117), when given in a dose of 50 mg/kg, completely
protected hu-PBL-SCID mice from challenge with the primary isolates HIVJR-CSF and
HIVAD6 (118). Once again, this dose provided serum concentrations corresponding to
levels giving 99% in vitro neutralization. Lower doses gave incomplete protection.
Similar results were seen for this antibody against the TCLA strain HIV-1LAI. Serum
concentrations associated with 99% in vitro neutralization, provided by a dose of 10
mg/kg, were required for complete protection of hu-PBL-SCID mice. By contrast,
HIVIG showed no effect in protecting hu-PBL-SCID mice in these experiments.

Recently, a monoclonal antibody targeting the V3 loop of gp120 was found to pro-
tect hu-PBL-SCID mice and Thy/Liv SCID-hu mice from infection with primary iso-
lates against which the antibody had in vitro neutralizing activity (119). HIV-induced
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atrophy of the thymic transplants in the SCID-hu mice was prevented by the prior
administration of antibody.

It should be noted that in an acute human to mouse xenograft model in which
donated human monocytes and lymphocytes are in an activated state, monoclonal anti-
bodies with demonstrated in vitro neutralizing activity against primary isolates failed
to provide in vivo protection against infection (120). Since activated cells are more sup-
portive of HIV infection, this animal model is a more difficult one for neutralizing anti-
bodies to demonstrate activity.

Postexposure Studies in SCID Mice

To study the potential role of antibodies in postexposure protection against HIV infection,
the antibodies can be administered at several time points after the hu-PBL-SCID mice are
challenged with virus. Anti-V3, anti-CD4-BS, anti-gp41, and other antibodies affect the
virus-host cell interaction subsequent to gp120-CD4 binding (121,122). Thus, they might be
effective at preventing the establishment of infection even after virus challenge. The anti-V3
BAT123 antibody was found to protect hu-PBL-SCID mice from infection when given up
to 4 hours after HIV-1LAI challenge (115). It was 62% effective when given 5 hours after
challenge and 33% effective when given 6 hours or more after challenge. Anti-CD4-BS
IgGb12 provided complete protection against laboratory-adapted (HIV-1LAI) and primary
(HIV-1JR-CSF and HIV-1AD6) isolates when given within 6 hours of HIV-1 challenge and par-
tial protection when given at 8 and 24 hours after challenge (118). When viral breakthrough
occurred, both BAT123 and IgGb12 had no effect on subsequent viral burden. By contrast,
HIVIG had to be given within 1 hour of viral challenge to be effective (116). The anti-V3
antibody 694/98-D achieved 100% protection when given 15 minutes after HIVLAI challenge
and was 50% effective when given 1 hour after challenge (114). The anti-CD4 B4 antibody
protected mice for up to 4 hours after challenge with a primary HIV-1 isolate (72).

Role of Antibody-Dependent Cellular Cytotoxicity and Complement

Aside from potency, monoclonal antibodies may differ in their ability to effect
ADCC and complement-mediated antiviral effects. BAT123 has been shown to medi-
ate ADCC (115). Replacing the murine Fc domain of BAT123 with a human IgG1 Fc
domain eliminated the postexposure prophylactic effectiveness of this antibody in the hu-
PBL-SCID mouse model (123). In addition, giving the mice cobra venom factor to inac-
tivate serum complement activity also interfered with the postexposure prophylactic
effect of BAT123 (123). Thus, the complement system is important for the anti-HIV
activity of BAT123 and probably other antibodies. On the other hand, providing com-
plement did not change 694/98-D’s activity in providing postexposure prophylaxis (114).

Escape Mutation

In an important study, HIV-1LAI virus isolated from one hu-PBL-SCID mouse 3
weeks after receiving antibody 694/98-D as preexposure prophylaxis was found to be
resistant to neutralization by 694/98-D (114). Sequence analysis of the V3 region of
this virus demonstrated amino acid changes in the epitope recognized by 694/98-D and
in one amino acid nearby. Thus, mutation leading to escape from neutralization is a
risk of therapy with one monoclonal antibody and supports the need for studying com-
binations of antibodies.
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HUMAN STUDIES

Polyclonal Antibody Preparations

A number of preliminary clinical studies have been performed to evaluate HIV-
specific passive immunization as treatment for HIV infection. In 1988, Jackson et al.
(124) reported infusing plasma containing high levels of anti-p24 antibodies into six
patients with advanced HIV infection. The infusions resulted in losses of plasma p24
antigen, fewer patients with positive plasma and lymphocyte HIV cultures, a reduction
in opportunistic infections, better symptom and Karnofsky performance scores, and
gains in weight (124).

Karpas et al. (125) gave monthly infusions of anti-HIV hyperimmune plasma to 10
patients with advanced HIV infection. Plasma p24 antigen and HIV DNA were reduced
(125). However, the polymerase chain reaction (PCR) assay used to measure plasma
HIV DNA was invalidated in a later study (126).

Jacobson et al. (127), in a double-blind, randomized, controlled trial of hyperimmune
plasma pools prepared in the same manner as Karpas et al. (126), followed in 63 patients
with advanced HIV infection. Plasma donors were asymptomatic HIV-infected individu-
als who had CD4 cell counts � 400/mm3 and were p24 antigen-negative. Plasma recipi-
ents received either 250 mL of anti-HIV hyperimmune plasma or control non-HIV-infected
plasma every 4 weeks. No effects were seen on CD4 lymphocyte counts or plasma and
cell HIV culture titers. However, statistically nonsignificant trends toward delayed time to
opportunistic infection and time to death were noted. No effects on weight, Karnofsky per-
formance score, or serum �2-microglobulin levels were seen (127).

Vittecoq et al. (128) infused single-donor plasma containing high titers of p24 anti-
body at 2-week intervals into nine subjects with advanced HIV infection (CD4 cell
counts 
100/mm3). This was a nonblinded, randomized controlled study. HIV p24
antigen became nondetectable in all patients receiving hyperimmune plasma. Fewer
opportunistic infections were observed in the treated patients. No effects on CD4 lym-
phocyte count, weight, or Karnofsky performance score were seen (128).

Levy et al. (129) performed a double-blind, randomized, controlled study of anti-
HIV hyperimmune plasma in 220 patients with advanced HIV disease. These patients
received either 250 or 500 mL of the hyperimmune plasma or albumin once a month
for 1 year. The hyperimmune plasma was pooled from HIV-infected donors with high
titers of anti-p24 antibodies. No benefit of treatment was seen in the study population
as a whole. However, subset analysis of patients with CD4 lymphocyte counts between
50 and 200/mm3 who received the 500-mL/month dose of hyperimmune plasma showed
them to have statistically significant improvements in CD4 cell counts and trends
toward longer survival and lower serum HIV p24 antigen levels. No effects on the
occurrence of opportunistic infections or serum �2-microglobulin were seen (129).

These studies were performed prior to the availability of the current techniques to
measure plasma HIV load by RNA levels. Subsequently, Vittecoq et al. (130) per-
formed a double-blind, controlled trial of single-donor hyperimmune plasma versus
HIV-negative plasma in 82 patients with CD4 lymphocyte counts 
200 cells/mm3.
Plasma was given in doses of 300 mL every 2 weeks for 1 year. Treatment resulted in
delayed occurrence of opportunistic infection. A nonsignificant trend toward improved
survival was seen. There was no effect of treatment on CD4 lymphocyte counts (130).
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No difference between treatment groups in plasma HIV RNA levels was seen, but more
patients receiving hyperimmune plasma than those receiving HIV-negative plasma had
negative plasma HIV cultures (but not cellular cultures) during the study period (131).

In a different approach, Osther et al. (132) infused a porcine hyperimmune globu-
lin, created by immunizing pigs with an HIV lysate, once daily for 5 days into 14
patients with HIV infection. These infusions resulted in loss of p24 antigenemia,
enhancement of CD4 cell counts, and improved symptoms (132).

HIVIG was studied in the Pediatric AIDS Clinical Trials Group (PACTG) Protocol
185 for its potential effect on reducing perinatal transmission of HIV. An unexpectedly
low overall transmission rate resulting from zidovudine (AZT) treatment caused the
trial to be stopped early without determining the effectiveness of HIVIG. However,
there were statistically nonsignificant trends toward reduced transmission with HIVIG
treatment in women with CD4 lymphocyte counts 
200/mm3 and in women who had
started receiving zidovudine before they became pregnant. Presumably, these were
women with more advanced disease and greater risks of transmitting infection to their
newborns. In addition, none of the 9 infected neonates in the HIVIG arm of the study
had positive HIV cultures at birth compared with 5 (38%) of 13 infected neonates in
the IVIG arm, a statistically significant difference (133). Thus, passive immunization
with HIVIG may have been effective in reducing transmission in the subset of patients
at greatest risk to do so, and this may have affected the degree of viral replication in
those infants who did become infected. However, an effect on plasma HIV RNA lev-
els was not seen in PACTG Protocol 273 when 30 HIV-infected children aged 2–11
years on stable anti-retroviral therapy were given 6 monthly infusions of 200, 400, or
800 mg/kg of the same HIVIG preparation (134).

Monoclonal Antibodies

Hinkula et al. (135) studied two different murine monoclonal antibodies, F58 and
P4/D10, targeting the V3 loop of HIV-1IIIB, a TCLA strain. One of the antibodies was
given twice a month for 3 months to 11 patients with AIDS. The antibody administered
neutralized the primary virus isolate of 9 of the 11 recipient patients. Plasma HIV RNA
decreased in four patients, remained stable in another four, and increased in three
patients. There were no changes in CD4 cell counts, but mitogen- and non-HIV 
antigen-induced lymphoproliferative responses improved in 9 of 11 patients (135).

Gunthard et al. (136) studied a chimeric mouse-human monoclonal antibody (CGP-
47-439) against the V3 loop of HIV-1IIIB, MN laboratory-adapted strains. This chimeric
antibody was derived from the murine BAT123 monoclonal antibody. Various doses
were given to 12 patients at 3-week intervals for 24 weeks. Plasma HIV RNA levels
decreased in two patients and increased in one (136).

In sum, although a number of these human studies suggested a clinical benefit from
the administration of various passive immunization products, no clear antiviral effect
has been demonstrated to date.

CONCLUSIONS

There is now a body of evidence showing that antibodies have the ability to prevent
and control HIV infection. Antibodies with neutralizing activity against strains of HIV
in vitro are able to protect animals against infection with those strains. These include
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clinical isolates, which are more resistant than laboratory-adapted strains to neutral-
ization by antibodies.

Successful animal protection studies usually have utilized 10 MID50s of virus as the
challenge inoculum to be neutralized. It is likely that natural human exposures consist
of inocula far smaller, probably on the order of �1 MID50 (115). On the other hand,
natural host antibody responses are usually inadequate to protect and control HIV
infection durably. Exogenous administration of protective quantities of more potent tar-
geted antibodies seems to be technically feasible and practical in the clinical setting.

Undoubtedly, the doses of anti-HIV antibodies required for treatment must be
greater than those required for prevention, perhaps 2–3 logs greater (23). A Pediatrics
AIDS Foundation-sponsored workshop on HIV passive immunization recommended
that the criteria for advancing candidate anti-HIV monoclonal antibodies to human tri-
als include a requirement for 90% in vitro neutralization of most clinical isolates at
concentrations of 5–10 �g/mL. It was felt that these concentrations could be safely
reached in the sera of patients after administration of monoclonal antibody preparations
(137). Comparable levels have been associated with protection in animal studies. How-
ever, several hu-PBL-SCID mouse experiments have demonstrated that doses associ-
ated with >99% in vitro neutralization activity are required for successful protection
(115). Treatment of infection, as opposed to prevention of infection, is likely to require
even higher doses and/or potency. No clear therapeutic antiviral benefit has been seen
with the antibody preparations studied to date, but monoclonal antibodies with potent
neutralizing activity against clinical isolates have not yet gone into clinical trials.

In addition to neutralizing activity, the ability of antibodies to activate complement-
mediated lysis of free virus and infected cells, as well as ADCC against infected cells,
would be attractive features. These activities were found to be important in hu-PBL-
SCID mouse protection studies (114, 123).

Monoclonal antibodies will need to be administered in combination to obtain syn-
ergistic potency, reduce dosage requirements, counteract any infection enhancement
activity of any antibodies in the combination, and prevent the emergence of mutant
viral strains resistant to neutralization.

The host immune response to natural infection with HIV involves both humoral and
cellular components. The response is partially effective in controlling viral replication but
not in eradicating infection in most circumstances. Enhancing either arm of the immune
response should prove beneficial. Passively administered antibodies might prove to be
particularly useful in protection against the initial infection of dendritic cells, as well as
monocytes and lymphocytes and might thus protect against the establishment of the
infection. In addition, research in this area should identify HIV epitopes targeted by anti-
bodies and cytotoxic T lymphocytes that will aid in the design of effective vaccines.
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Host Cell-Directed Approaches for Treating HIV

and Restoring Immune Function

J. Michael Kilby and R. Pat Bucy

INTRODUCTION

Despite a number of recent therapeutic advances, there remains an urgent need for
new approaches to treat HIV infection, the causative agent of AIDS. In this chapter,
treatment strategies are reviewed that target host cell interactions or immune responses,
rather than acting as direct antiviral agents. Certain treatments that target host factors—
such as cytokines, chemokines, immunomodulators, or therapeutic vaccination—will
probably prove to be effective adjuvants to conventional antiviral therapy in the future
and may even hold the potential to alter the natural history of HIV infection in some
individuals.

The demonstration of persistent high levels of HIV replication within the untreated
host, even during the often prolonged asymptomatic course of early HIV infection (1),
has led to a logical therapeutic emphasis on the development of more potent antiviral
drugs. Ground-breaking studies evaluating the responses to antiretroviral regimens
revealed the dynamic nature of viral replication along with the potential to suppress the
amount of viral genetic material (HIV RNA or viral load) in the plasma by 1000-fold
or more (2,3). The critical role of the plasma viral load was further emphasized by the
observation that this measurement is also tightly linked to the rate of disease progres-
sion in untreated patients (4). Larger randomized clinical trials later demonstrated that
individuals treated with highly active antiretroviral therapy (HAART) regimens had
decreases in opportunistic infections and death compared with those treated with less
potent therapies (5,6). Improved clinical outcomes have been well documented outside
of the clinical trial setting as well (7), and for the first time in the history of the epi-
demic, a decline in AIDS-related mortality has been noted in the United States. The
dramatic reduction in plasma viral load after HAART treatment is associated with 
an apparent halt in disease progression and substantial functional improvement in the
immune system, but such treatment does not bring about complete eradication of 
the pathogen. Understanding the host factors that keep viral replication in check dur-
ing the prolonged steady-state phase will provide key mechanistic insights, which may
be critical for devising novel therapeutic interventions that will potentially synergize
with antiretroviral regimens to eliminate chronic active infection.



Although clinical outcomes have improved considerably in the HAART era, many
individuals cannot tolerate long-term therapy with the complex drug regimens involved.
The selection for drug-resistant viruses continues to be a major problem in clinical
practice. Although there is clearly a significant improvement in the absolute number of
circulating CD4 T-cells for most HAART-treated patients, CD4 counts rarely approach
normal levels even when dramatic and sustained declines in viral replication rates are
seen. Finally, when individuals who have achieved prolonged plasma viral load sup-
pression discontinue HAART, there is typically a rapid rebound in viral replication,
resulting in a return to high plasma viral load levels (8). Residual HIV infection per-
sists following prolonged effective HAART and has been detected in both blood and
tissue biopsies (9–13). Thus, although HAART has provided unprecedented benefits
for many HIV-infected patients, many barriers remain if we are to rely on this approach
alone in the struggle against AIDS.

Previous investigations revealed several host factors that influence the risk of HIV
acquisition or disease progression, often in the context of evaluating atypical clinical
cases. The same viral strain may lead to extremely different rates of disease progres-
sion in different hosts (14). Conversely, the clinical courses of genetically identical
triplets infected perinatally were strikingly uniform (15). These observations suggest
that the viral load set point (and the corresponding rate of disease progression) for an
individual may be determined primarily by host factors that control viral replication,
rather than the virologic characteristics of the original inoculum. Although viral vari-
ants exist that play a role in some cases, understanding which host effects account for
the substantial differences in progression rate between individuals should provide crit-
ical insights into the development of new therapeutic targets. Many investigations have
focused on unique hosts who have been repeatedly exposed to HIV and yet have not
shown evidence of productive viral infection. Subjects with defective expression of
CCR5, a receptor utilized by most sexually transmitted HIV strains, appear to be over-
represented among this group of exposed, noninfected individuals (16,17).

However, these rare host phenotypes do not account for the majority of differences
in disease progression between individuals. Additional investigations of subjects with
repeated exposure to HIV who have remained seronegative reveal that such individu-
als frequently have detectable HIV-specific immune responses (18–20). These data
suggest that some individuals may become infected (perhaps with a very low viral
dose) and mount an immune response sufficient to control the infection prior to the
development of an antibody response and established chronic infection. Another
approach has been to concentrate on long-term nonprogressors, subjects who are
infected with HIV yet do not develop immunodeficiency over many years in the
absence of antiretroviral treatment. Generally, these investigations demonstrate a com-
bination of virologic (attenuated or defective viral strains) and host (strong HIV-
specific immune responses) factors that contribute to slowed disease progression (21,22).

Another line of evidence strongly implicating the magnitude of antiviral immune
responses in controlling infection is the association between alleles related to immune
responsiveness, such as HLA classes I and II, and the clinical course of HIV infection
(23–25). Recent studies have focused more specifically on the impact of HIV-specific
CTL responses, which are determined by HLA class I antigen presentation, on the rate
of clinical progression across the spectrum of HIV disease (26,27). The critical role of
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CD8 T-cells in the control of viral load is also supported by a recent investigation
involving SIV-infected rhesus macaques. Deletion of CD8� cells via the administra-
tion of monoclonal antibodies prompted a rapid increase in viremia (28,29), strongly
implying that an active immune response is maintaining the viral load set point.

All currently approved therapies for HIV infection target a viral enzyme (either
reverse transcriptase or protease). If viral replication could be safely inhibited by tar-
geting a host element, this would provide several theoretical advantages. In many
instances, host factors in general may be more conserved throughout the population
compared with the highly variable and changeable nature of viral proteins. Unlike the
rapidly growing and genetically unstable virus quasispecies, host factors would not 
be predicted to respond quickly to drug pressure in the selection process for drug-
resistant variants. Treatment strategies directed at host cells have the potential to be
synergistic with antiviral regimens, while minimizing risks of cross-resistance or shared
toxicities with drugs from the currently available therapeutic classes. A key unan-
swered question is which host factors, if any, can be successfully targeted by thera-
peutic interventions. We describe several potential approaches to host cell-based
therapies: blocking host cell entry, modulating the immune activation state, increasing
absolute lymphocyte cell counts, increasing the clearance of the latently infected cell
pool, and enhancing immune control over viral replication. Based on the diverse lines
of evidence outlined above and the suggestion that viral suppression alone is insuffi-
cient in the quest for a cure, researchers have recently focused particular attention on
the latter strategy: stimulation of HIV-specific cellular immune responses in addition
to striving for complete viral suppression with HAART (30–32).

TARGETING CELL ENTRY

A logical therapeutic strategy is to intervene at the level of the initial interactions
between HIV and target cells. Theoretically, successfully targeting the process of viral
entry into host cells would provide certain advantages over drugs that inhibit viral
enzymes brought into play in the later steps of the viral life cycle. For more than a
decade, it has been known that a critical initial step in the viral entry process is the
binding of portions of the HIV surface glycoprotein (gp120) to the CD4 receptor,
expressed primarily on T-helper lymphocytes. In 1988, in vitro data suggested that
recombinant, soluble CD4 could competitively inhibit HIV infection and syncytium
formation, presumably by acting as a decoy and binding to gp120 in place of suscep-
tible CD4-expressing T-cells (33–36). However, clinical trials did not demonstrate any
antiviral effects in vivo (37). Another series of in vitro studies in 1988 suggested the
potential for sulfated polyanionic substances to interfere nonspecifically with the bind-
ing of HIV to T-cells, resulting in potent inhibition of viral replication (38–40). Unfor-
tunately, clinical trials were unsuccessful owing to poor absorption of oral dextran
(41,42) and severe adverse events related to intravenous dextran (43).

Between 1995 and 1997, a number of investigative groups reported that 
�-chemokines and their derivatives had a significant inhibitory effect on viral replication
in vitro (44–47). The initial observations occurred at a time when the CD4 receptor
was the only well-characterized cell entry mechanism for HIV. More than a decade
after the identification of the key interactions between HIV and the CD4 receptor, it is
now clear that HIV must bind to two distinct molecules on the cell surface before it
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can infect human cells. HIV isolates categorized as non-syncytium-inducing (NSI) are
most often implicated in the sexual transmission of infection. NSI viruses typically
require the presence of the �-chemokine receptor CCR5 in addition to CD4 (48,49).
CCR5 is the natural receptor for RANTES, macrophage inflammatory protein (MIP)-1�,
and MIP-�, mediators of inflammatory reactions and chemotaxis. Syncytium-inducing
(SI) or T-tropic viral strains, often associated with more rapid disease progression in the
setting of advanced HIV infection and AIDS, tend to utilize the �-chemokine receptor
CXCR4 (also called fusin) (50). The natural ligand for CXCR4 is stromal-derived factor
(SDF-1), a protein constituitively expressed in many tissues that may mediate cellular
trafficking such as the homing of lymphocytes into inflamed tissues or the repopulation
of transplanted stem cells into bone marrow (51,52).

It may be possible to alter host expression of the chemokine receptors. For exam-
ple, a gene therapy strategy involving expression of a modified CXCR4 molecule (an
intrakine) demonstrated antiviral effects against T-tropic HIV in vitro, possibly because
the altered CXCR4 was effectively trapped in the endoplasmic reticulum and not
appropriately expressed on the cell surface for HIV binding (53). At the present time,
there is insufficient information about the normal role chemokines play in inflamma-
tory responses and other physiologic processes. The discovery of the role of CCR5
receptors in HIV was owing in part to the recognition of a relatively common muta-
tion in the CCR5 gene, a 32-bp deletion (�32) that results in lack of cell surface
expression of the chemokine receptor among individuals who have been multiply
exposed to HIV yet not infected with the virus (17,49,54). Thus there is evidence that
individuals homozygous for the �32CCR5 mutation are substantially protected from
becoming infected, although these individuals do not have an obvious deleterious phe-
notype associated with the defective expression of CCR5.

However, evidence related to the effects of alterations in the CXCR4 pathway raises
theoretical concerns. Knockout mice that cannot express SDF-1, the ligand for CXCR4,
undergo abnormal fetal development (cardiac and B-cell lymphopoesis defects) and die
perinatally (55). Another theoretical concern is that effectively blocking one of the
chemokine receptors may provide selection pressure for the outgrowth of viruses uti-
lizing alternative receptors. One undesirable scenario is that selectively inhibiting NSI
viruses, by administering one of the �-chemokines, for example, may ultimately drive
the evolution of viral strains within an individual to SI CXCR4-utilizing viruses, which
are associated with more rapid clinical progression and CD4 depletion.

However, the most straightforward approach to blocking chemokine receptors would
be to administer the natural ligands or other small molecules that may serve as compet-
itive inhibitors. A recent in vitro study demonstrates that a specific isoform of MIP-1�
may be the most potent CCR5 agonist and may be a candidate for clinical studies (56).
Recent in vitro investigations involving the bicyclam AMD3100 provide further data to
support the feasibility of blocking HIV-1 entry via the the CCR5 receptor (57). An
example of a synthetic compound that appears to block HIV-1 entry via CXCR4 recep-
tor inhibition is T22, an 18-amino acid peptide (58). A smaller derivative, termed T134
(14 amino acids), exhibits greater potency and less cytotoxicity in vitro (59).

The subsequent step in the viral entry process, gp41-mediated membrane fusion, has
potential as a more universal therapeutic target because it may be utilized by all HIV
isolates regardless of cellular tropism or antigenic variations. Synthetic peptides corre-
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sponding to segments of gp41 have been shown to disrupt the folding and unfolding
of the gp41 tertiary structure necessary for membrane fusion to occur. A 36-amino acid
peptide, T-20, was found to be a particularly potent inhibitor of HIV-1 in vitro. This
agent demonstrated a 50% inhibitory concentration (IC50) of 1.7 ng/mL in T-cell lines
(60). In the first clinical trial of a peptide fusion inhibitor, intravenous T-20 resulted in
significant, dose-related declines in plasma HIV RNA levels (25). There was an approx.
99% reduction in viral load during short-term T-20 administration in the four subjects
in the highest dose group tested (100 mg twice daily). An analysis of viral dynamics
showed that the initial slope of virus decline, a measure of antiretroviral potency, was
comparable to that achieved with other approved HIV therapies including three- and
four-drug combinations of reverse transcriptase and protease inhibitors. The second
clinical trial of T-20, recently completed, involved 78 subjects enrolled at multiple sites
around the United States (61). This trial allowed heavily pretreated patients to add 
T-20 therapy to their preexisting oral antiretroviral regimens. Over a 28-day administra-
tion period, dose-related reductions in plasma HIV RNA levels were demonstrated that
confirmed the findings in the phase I trial. Thus, these findings provide proof of con-
cept that therapeutics targeting a viral entry event can result in safe and clinically
meaningful inhibition of viral replication. However, this approach to blocking viral
entry is not directly aimed at a conserved host target, as exemplified by the suggestion
that selection for resistant viral variants is possible (62,63).

TARGETING CELL ACTIVATION STATE

Closely related to direct inhibition of HIV cell entry is the concept of modulating
host cell activation status, to influence the progression of disease favorably. It has been
recognized for many years that activated lymphocytes are more susceptible to HIV
infection than resting or quiescent cells (64). Nonspecific T-cell stimulation factors,
such as phytohemagglutinin and interleukin-2 (IL-2), are routinely utilized in the lab-
oratory to increase HIV infectivity in cell culture experiments. Clinical trials evaluat-
ing IL-2 infusions as a strategy to increase absolute CD4 numbers (see below)
demonstrated that some patients receiving inadequate antiretroviral therapy had bursts
of viremia corresponding to the immunoactivation state induced by potent T-cell stim-
ulation (65). Possible clinical correlates include observations that nonspecific antigenic
stimulation, such as routine influenza (66), pneumococcal (67), or tetanus toxoid (68)
vaccinations, may transiently stimulate HIV replication in the absence of adequate anti-
retroviral suppression. Such effects have not been demonstrated among patients effec-
tively suppressed on HAART. Similarly, there appear to be temporary increases in
plasma viral load when patients develop opportunistic infections, despite adherence to
antiretroviral medications (69,70). These bursts of viral activity subside as concomitant
infections are treated.

Although immunosuppressive therapy is obviously not an attractive option for wide-
spread use among patients with acquired T-cell deficiency, preliminary studies have
been carried out to explore the potential for limiting T-cell activation as a therapeutic
strategy. Particularly in the pre-HAART era, such approaches were frequently a last
resort for palliative reasons when conventional therapeutic options had been exhausted.
Pilot studies explored the safety and feasibility of using agents such as pentoxyfylline
(71,72) and thalidomide (56,73) as inhibitors of tumor necrosis factor (TNF) to limit
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the proinflammatory cytokine cascade that stimulates cycles of HIV replication. When
we administered tapering doses of prednisone to advanced AIDS patients with wasting
syndrome, a decline in markers of immunoactivation (neopterin and TNF receptor II
levels) was followed by a dose-related decline in plasma viral load (74). In a large clin-
ical study involving less advanced HIV infection, patients receiving corticosteroids had
prolonged moderate elevations in their absolute circulating CD4 counts while on ther-
apy compared with individuals receiving reverse transcriptase inhibitor therapy alone
(75). A multicenter trial in the United States is now being planned to evaluate the
effects of low-dose prednisone when administered to patients with partial but not com-
plete viral load suppression on HAART. A pilot study evaluating the effects of low-
dose cytotoxic chemotherapy to limit the availability of susceptible target cells is also
currently nearing completion.

The evidence that inflammatory events adversely affect blood CD4 counts and the
apparent paradox of prednisone increasing circulating lymphocyte numbers in less
advanced HIV-infected patients are quite compatible with evidence regarding the T-cell
redistribution phenomenon between tissues and peripheral blood. Based on blood
analysis alone, Pakker et al. (76) surmised that the initial rise in circulating CD4 cells
following initiation of HAART was due to a redistribution of memory cells from tis-
sues to the periphery. To explore these issues further, we analyzed blood and lymph
node tissues obtained concurrently from patients before and after the initiation of
HAART (77). Ten weeks after HAART, the number of lymphocytes per excised cervi-
cal lymph node had decreased, whereas the number of blood lymphocytes tended to
increase. The expression levels of several proinflammatory cytokines (interferon-�
[IFN-�], IL-1�, IL-6, and MIP-1�) declined following HAART. After therapy, the
expression of adhesion molecules known to mediate lymphocyte sequestration into
inflamed tissues (vascular cell adhesion molecule [VCAM]-1 and intracellular cell
adhesion molecule [ICAM]-1) was also significantly reduced. These data support the
hypothesis that the abrupt rise in blood CD4 cells immediately after therapy is related
to redistribution and that this redistribution is mediated by a resolution of immunoac-
tivation that had sequestered T-cells within inflamed tissues. This inverse relationship
between blood and inflamed tissues has also been described for other infectious dis-
eases. For example, a recent report suggests that the reversal of anergy in patients
receiving therapy for tuberculosis corresponds to the release into the bloodstream of
tuberculosis-specific T-cells previously sequestered in infected tissues (78).

TARGETING T-CELL NUMBERS

Another logical approach to ameliorate the consequences of HIV infection would be
to stimulate increases in absolute CD4 cell counts. The aim of this strategy is to reverse
the best characterized immunodeficiency of AIDS without necessarily getting at the
underlying cause of lymphocyte depletion. Controversy remains about the exact patho-
genesis of CD4 cell depletion in AIDS; it has never been conclusively demonstrated
that CD4 cells are killed by a direct HIV cytopathic effect. The frequency of infected
CD4 T-cells is generally very low, so that even though infected cells are quickly cleared
in active infection (via either a cytopathic effect or direct lysis by immune viral-
specific CTL), this mechanism alone may not account for depletion of the entire pop-
ulation of CD4 T-cells. CD4 cell decline over the natural history of HIV infection may
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also be caused by cell death of uninfected cells induced by toxic viral products or a
failure of lymphocyte regenerative capacity. The mechanism of CD4 depletion over the
long natural history of the infection may not be the same process that accounts for the
partial rebound in CD4 T-cells (and other lymphocyte subsets) that occurs within weeks
of HAART induction.

As described above, evidence suggests that at least part of the improvement in CD4
cell counts on therapy is a trafficking phenomenon rather than a reflection of new 
T-cell production. This model is consistent with the general understanding that T-cells
are long lived and not rapidly replaced by the body when depleted in other clinical sit-
uations (79,80). On the other hand, recent studies suggest that there may be a very
gradual return of naive T-cells from unknown regenerative sites after several months of
therapy (81). Despite impressive T-cell gains in some treated patients, the absolute CD4
cell numbers rarely approach normal levels following HAART alone.

Recently, investigators from a large clinical trial made up of a mixture of zidovudine-
experienced and treatment-naive subjects concluded that patients with the largest
increases in absolute CD4 counts on HAART were at higher risk for virologic break-
through on therapy (82). The authors proposed the hypothesis that the higher number of
target cells detected following combination therapy in some cases helped to fuel the fire
of viral replication. Other clinical trials, which enrolled fewer previously treated sub-
jects, did not suggest that the rise in CD4 cells is predictive of virologic breakthrough
(83,84). It is conceivable that patients with more advanced disease tend to have more
dramatic rises in CD4 counts when HAART is initiated and that these more advanced
patients may be less able to control viral replication via an immune mechanism.

Investigators at the National Institutes of Health (NIH) have conducted a series of
trials to evaluate the use of recombinant human IL-2 as a T-cell growth factor in HIV-
infected patients (65,85). Although occasional transient increases in viral load were
seen during IL-2 infusions, many subjects with baseline CD4 cell counts �200
cells/mm3 had significant boosts in CD4 cell counts without apparent long-term
changes in the viral load set point. Some patients experienced rises to normal ranges
(approx. 800–2000), which is virtually unprecedented in the setting of antiretroviral
therapy alone. Patients with lower CD4 cell counts at baseline generally had less
impressive responses, and the risk/benefit ratio appeared to be less favorable in this set-
ting. The IL-2 infusions are associated with frequent adverse symptoms including flu-
like aches and pains, fevers, headaches, and occasionally more severe sequelae. Other
ongoing investigations are exploring the possibility of low-dose (and therefore more
tolerable) daily IL-2 therapy rather than high-dose intermittent therapy, and prelimi-
nary responses in CD4 counts have been less dramatic but generally encouraging
(86,87). Larger randomized clinical trials are in progress to evaluate responses in com-
bination with HAART and to determine whether increased CD4 cell numbers correlate
with improved clinical outcomes.

Other experimental approaches have been evaluated in small clinical trials to increase
T-cell numbers. Recent debate has focused on the importance of residual thymus activ-
ity in some adults with HIV infection (88), and pilot studies exploring the possibilities
of thymic implants as therapy for HIV-infected adults are under way. Carroll et al. (89)
have performed a series of clinical studies in which plasmapheresis is performed on
HIV-infected individuals, isolated CD4 T-cells are costimulated ex vivo with
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CD3/CD28, and then the amplified CD4 cell population is reinfused into the host. In
addition to the potential benefits of increased absolute CD4 cell counts, these reinfused
CD4 cells may result in less susceptibility to M-tropic virus disease progression
because the costimulation process downregulates cellular CCR5 expression (89).
Through this intensive technique, these patients have achieved infusion-related rises in
absolute CD4 cell numbers.

TARGETING ENHANCED CLEARANCE OF THE LATENT POOL

The demonstration that cells containing potentially infectious, integrated provirus
persist following prolonged undetectable plasma viral loads on HAART has prompted
discussions about strategies that might complement HAART by stimulating the clear-
ance of the latently infected cell pool. The population of latently infected cells appears
to be established quite early in the process of HIV infection and then persists for many
years regardless of therapy (11,12,90,91). In support of this general concept, in our own
unpublished observations the total complement of viral DNA in a cohort of HIV-
infected patients remains relatively stable for periods of follow-up of up to a decade.

Because the immune system probably does not target resting T-cells with integrated
provirus, the best strategy to induce clearance of the latently infected pool may be to
activate viral replication in the presence of HAART. This approach would have been
difficult to comprehend several years ago, when any attempt to activate viral replica-
tion, even transiently, was considered counterproductive. However, after improvements
in therapy resulted in dramatic and sustained declines in plasma viral load, more rad-
ical approaches seemed justifiable in the quest for viral eradication. Investigational
agents that could serve as potent T-cell stimuli have been proposed, but there are uncer-
tainties about the relative safety and tolerability of administration. For example, infu-
sion of OKT3 generates a transient potent stimulus for T-cell activation, although
administration over several days results in immunosuppressive effects. Although this
drug has been utilized with relative safety in the transplantation setting, there are anec-
dotal reports of severe systemic reactions to OKT3 in HIV-infected subjects. Less toxic
possibilities might include growth factors that are capable of stimulating multiple
leukocyte cell lines. Granulocyte/macrophage colony-stimulating factor (GM-CSF), for
example, has been shown in some but not all in vitro studies to upregulate HIV expres-
sion in the absence of potent antiretroviral therapy (9). HIV-infected cells appear to
have a reduced capacity to produce GM-CSF and IL-2, and GM-CSF administration
may partially restore cellular IL-2 production (92). Retrospective studies suggest the
possibility that GM-CSF has a beneficial effect on survival not entirely explained by
the avoidance of neutropenia (93,94). Further studies are in planning stage or under
way to explore the prognostic implications of the relative responses to these agents as
well as the overall therapeutic role of granulocyte growth factors in AIDS.

As described above, several trials have been conducted to evaluate the effects of
intermittent recombinant human IL-2 infusions. A preliminary report relating to this
experience suggested that some patients who had undergone several cycles of IL-2 in
addition to HAART had extremely low levels of proviral DNA or latently infected cells
despite analysis of large amounts of blood obtained through plasmapheresis (95). In a
few patients, analysis of lymph node tissue also did not show cells with integrated viral
DNA. Although these findings remain to be confirmed and corroborated, the sugges-
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tion is that T-cell stimulation has the potential to trigger clearance of the latently
infected cell pool. This could occur because cells reactivating viral replication are elim-
inated either by virus-mediated destruction or targeted immune surveillance. Both ret-
rospective analyses and prospective clinical trials are under way to clarify our
understanding of the role of IL-2 in the clearance of latent infection.

TARGETING ENHANCED 
IMMUNE CONTROL OF VIRAL REPLICATION

As described above, there is accumulating circumstantial evidence that host factors,
specifically the cytotoxic T-lymphocyte (CTL) response to HIV, play a significant role in
determining the extent of viral replication. The initial decline in plasma HIV RNA fol-
lowing acute infection coincides with the appearance of HIV-specific CTLs (and not neu-
tralizing antibody) (96). There is evidence that a highly specific CTL response may induce
selective pressure on the viral quasispecies early on in the course of infection but that viro-
logic escape can occur later if viral variants evolve that no longer correspond with the pre-
dominant HIV-specific CTL population (97). The relative frequency of HIV-specific CTLs
appears to be inversely proportional to the plasma viral load, in both recently infected indi-
viduals (27) and those with more established disease (26). In a simian model of AIDS,
eliminating CD8� lymphocytes from monkeys with chronic SIV infection resulted in
marked increases in plasma viral load (29). When SIV-specific CD8� cells reappeared,
viral replication was again suppressed. These observations led to a hypothesis that the viral
load set point, the plasma HIV RNA steady state achieved when the rate of viral replica-
tion is held at a relatively constant level by host factors controlling replication, is deter-
mined primarily by the degree of antigen-driven CTL activity (31).

If the viral load set point is primarily determined by the extent of antigen-driven host
immune responses, this phenomenon may help to explain the complex nature of latent
HIV infection. Latently infected cells are established very early in the process of HIV
infection, at a time when the HIV-specific cellular immune response has not fully
matured. High levels of viral antigen ultimately stimulate a viral-specific CTL response,
which coincides with the substantial decrease in plasma viral load that accompanies
the resolution of the acute infection syndrome (96). Most patients who never receive
potent antiretroviral therapy eventually succumb to progressive disease and are not able
to control viral replication in the long term. However, exceptional individuals who have
long-term nonprogression of HIV disease, as already described, appear to maintain
some degree of HIV-specific CD4� (98) and CD8� T-cell responses (21) over extended
periods. Because T-helper (CD4�) function is necessary for a fully effective CTL
(CD8�) response, these two cellular responses are interdependent. Once patients are
treated with potent antiretroviral therapy, however, viral antigen may eventually fall
below the threshold necessary to maintain adequate CTL responses. A patient with
acute symptomatic HIV infection prior to seroconversion, for example, developed HIV-
specific CTLs that were attenuated as HAART was administered. When the patient
abruptly discontinued therapy, a high plasma viral load and severe symptoms returned,
followed by the reappearance of HIV-specific CTLs (99). If indeed the limited dura-
tion of HIV-specific CTL activity in most treated patients is caused by the lack of sus-
tained, antigen-driven CTL responses, then a reappraisal of the therapeutic vaccination
strategy is indicated. Once an individual has successfully achieved potent suppression
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of viral replication and an increase in general immune responsiveness (owing in part
to a change in the cytokine milieu and lymphocyte redistribution) on HAART, restim-
ulating HIV-specific CD4 and CD8 T cell immunity may be critical for achieving pro-
longed immunologic containment of viral replication.

The most promising strategy being explored for preventive HIV vaccines is to com-
bine a prime immunogen (often incorporating HIV antigens within an attenuated viral
vector) with boost peptide immunogens (gp120, gp160, or portions thereof) to induce
CTL and neutralizing antibody, respectively (100,101). The ideal immunogen for ther-
apeutic vaccination strategies, once chronic viral infection has already been estab-
lished, may be an agent from the former category (designed to present antigens via a
class I- or CTL-mediated mechanism rather than the more conventional aim of stimu-
lating neutralizing antibody). Multicenter randomized clinical trials have been designed
to evaluate the effects of combining HAART with HIV therapeutic vaccinations. One
trial in development will compare the effects of different immune-based strategies
(cycles of IL-2, a canarypox HIV immunogen, or both) in addition to HAART on the
extent of virologic rebound when therapy is temporarily interrupted after 1 year.

Another intriguing line of evidence regarding the influence of host immune responses
on the viral load set point derives from observations of intermittent therapy. Generally,
adherence to combination drug regimens has been one of the tenets of HIV therapy,
and there is evidence that incomplete suppression (such as with inappropriately low
drug doses or frequently skipped doses) leads to a higher incidence of drug resistance
over time. However, individual patients who intermittently received moderately potent
but not complete suppression on the combination of didanosine and hydroxyurea, for
example, appear to maintain HIV-specific CTL responses that correlate with strikingly
delayed and attenuated viral rebound when treatment is held (102,103). Similarly, in
studies of acutely infected patients who received antiretroviral therapy very early in the
disease course, those patients who had abrupt, self-limited interruptions in HAART
tended to develop strong HIV-specific CTL responses corresponding to very limited
viral rebound on discontinuation of therapy (104). These anecdotal observations sug-
gest the possibility that, under the right circumstances, strategic interruptions in ther-
apy may result in restimulation of waning host immune responses that can mediate
control of viral replication rates after therapy becomes intolerable or is no longer effec-
tive. Pilot studies are under way to determine the effects of different therapeutic strate-
gies involving experimental vaccines and planned HAART interruptions as synergistic
exogenous and endogenous immunizations, respectively.

Although complete viral eradication remains a worthy goal of HIV treatment, these
preliminary observations and studies suggest that long-term immunologic control over
HIV replication may be more eminently achievable and just as beneficial in the long
run. Analogous to other common human viral pathogens (cytomegalovirus, Epstein-
Barr virus, varicella-zoster virus, and so on) that maintain some form of clinical latency
following a temporary or subclinical illness, it is conceivable that immune-based ther-
apies can induce a life-long truce with HIV that falls short of a complete cure. Avoid-
ance of damaging high levels of viral replication without the need for costly and
complex ongoing therapies would result in a dramatic change in the natural history of
HIV infection for each infected individual and could potentially alter our perspective
on the overall AIDS epidemic.
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Gene Therapy for HIV-1 Infection

Ralph Dornburg and Roger J. Pomerantz

INTRODUCTION

Since the discovery that AIDS is caused by a retrovirus, HIV-1, enormous efforts
have been made to develop new drugs that will combat this infectious disease. Although
new conventional drugs have been found to block the replication of this virus effi-
ciently, new mutant strains continuously arise, which escape the inhibitory effect of
such drugs. Furthermore, since HIV-1 integrates its genome into that of the host cell,
dormant viruses persist in infected individuals over long periods. Thus, great efforts are
currently being made in many laboratories to develop alternative genetic approaches to
inhibit the replication of this virus. With growing insight into the mechanism and reg-
ulation of HIV-1 replication, in the past decade, many strategies have been developed
and proposed for clinical application to block HIV-1 replication inside the cell. Such
strategies use either antiviral RNAs or proteins (for some recent reviews, see refs. 1–4).
Antiviral strategies that employ RNAs have the advantage that they are less likely to
be immunogenic than protein-based antiviral agents. However, protein-based systems
have been engineered using inducible promoters that only become active upon HIV-1
infection. Although such antivirals have been proved to be very effective in vitro, their
beneficial effect in vivo is very difficult to evaluate and still remains to be shown. In
particular, the long latent period from infection to the onset of AIDS (up to 10 years
or longer) makes it very difficult to evaluate the efficacy of a new drug.

Another obstacle is the transduction of therapeutic genes into the patient’s immune
cells. Although a large variety of gene transfer tools exist, which allow efficient transduc-
tion of genes in tissue culture, it becomes more and more evident that ex vivo transduced
cells do not survive long in vivo. No efficient gene delivery tools are available at this point
that would allow robust delivery to the actual target cell in vivo. This chapter summarizes
experimental genetic approaches toward blocking HIV-1 replication and current gene
delivery techniques for transducing therapeutic genes into the precise target cells.

HIV-1 LIFE-CYCLE AND POTENTIAL
TARGETS FOR GENETIC ANTIVIRALS

HIV-1 primarily infects and destroys cells of the human immune system, in partic-
ular CD4� T-lymphocytes and macrophages. The destruction of such cells leads to a
severe immunodeficiency, e.g., the inability to fight other infectious agents or tumor



cells (5). Thus, AIDS patients usually die from secondary infections (e.g., tuberculo-
sis, pneumonia) or cancer (e.g., Kaposi’s sarcoma). To prevent the destruction of the
cells of the immune system, a diverse array of efforts is now under way to make such
cells resistant to HIV-1 infection. This approach has been termed intracellular immu-
nization (6).

HIV-1 replicates via a classic retroviral life cycle (Fig. 1). Virus entry is mediated
by the binding of the viral envelope protein to a specific receptor, termed CD4, which
is expressed on the cell surface of T-lymphocytes and certain monocyte/macrophage
populations. However, in contrast to other retroviruses, other receptors are also required
for cell entry. Such coreceptors (e.g., CXCR-4 and CCR5) have been found to be
chemokine receptors. Efforts are being made to develop genetic antivirals, which inter-
fere with the first step of viral infection (Fig. 2).

After entry into the cell, the viral RNA is reverse-transcribed into viral DNA by the
viral reverse transcriptase (RT). The resulting preintegration complex is then actively
transported across the nuclear membrane. Thus, in contrast to C-type retroviruses, HIV-
1 is capable of infecting quiescent cells. Many attempts are now also under way to
endow immune cells with genes that would prevent reverse transcription and/or inte-
gration (Fig. 2).

Lentiviruses also express a number of critical regulatory genes from multiply-
spliced mRNAs. Thus, a series of studies are currently under way to test the potential
of genetic antivirals directed not only against the structural core and envelope proteins
(e.g., matrix proteins, RT, integrase, protease) but also against some regulatory pro-
teins, which are specific and essential for the life cycle of lentiviruses. HIV-1 contains
six regulatory genes, which are involved in the complex pathogenesis. For example, the
Tat gene is the major transcriptional transactivator of HIV-1 and is essential for activ-
ity of the long terminal repeat (LTR) promoter. The Tat protein stimulates HIV-1 tran-
scription via an RNA intermediate called the transactivation response (TAR) region,
which is found just downstream of the 5� LTR. The product of the Rev gene ensures
the transport of unspliced viral RNA from the nucleus to the cytoplasm. Tat and Rev
are absolutely essential for HIV-1 replication, and therefore became major targets for
the development of genetic antivirals. Such antivirals attack the virus after integration
into the chromosomes of the host and are aimed at preventing or reducing particle for-
mation and/or release from infected cells (Fig. 2).

Other critical accessory proteins include Vpr (which leads to G2 arrest in the cell
cycle of infected cells), Nef (which stimulates viral production and activation of
infected cells), Vpu (which stimulates viral release), and Vif (which seems to augment
viral production in either early or late steps in the viral life cycle. These regulatory pro-
teins may be somewhat less crucial to viral load and replication in comparison with Tat
and Rev. Consequently, antiviral agents, which attack these proteins, are less likely to
significantly prevent infection and/or the spread of the virus.

Potential genetic inhibitors of virus replication should have four features, which
overcome the shortcomings of conventional treatments: First, they should be directed
against a highly conserved moiety in HIV-1, which is absolutely essential for virus
replication, eliminating the chance that new mutant variants may arise that can escape
this attack. Second, they must be highly effective and must greatly reduce or, ideally,
completely block the production of progeny virus. Third, they must be nontoxic. A
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fourth criteria, is that the antiviral agent has to be tolerated by the immune system. It
would not make much sense to endow immune cells with an antiviral agent that elic-
its an immune response against itself, leading to the destruction of the HIV-1-resistant
cell after a short period.
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Fig. 1. Life cycle of HIV-1, which is similar to that of all retroviruses studied. HIV-1 attaches
to the target cell mainly by binding to the CD4 molecule. After fusion of the viral and cellular mem-
branes, retroviral core particles are released into the cytoplasm. The RNA genome is converted into
a double-stranded DNA by the viral reverse transcriptase (RT) and ribonuclease H (RNaseH) and
actively transported into the nucleus, probably aided by the viral protein Vpr. The viral DNA is
integrated into the genome of the host cell by the viral integrase (in). The integrated DNA form of
the virus is called the provirus. In contrast to other retroviruses, transcription and RNA splicing of
the provirus is regulated by viral accessory proteins. For example, the viral protein Tat must bind
to a specific sequence in the HIV genome (termed TAR) to enable highly efficient transcription of
the provirus. Rev is required to control RNA splicing and the transport of RNAs into the cytoplasm.
Finally, in the cytoplasm, virus core particles are assembled by encapsidating full-length genomic
viral RNAs (recognized by specific encapsidation sequences). At the cell membrane, virus particle
assembly is completed by the interaction of the core with the viral membrane proteins, and new
particles “bud” (are released) from the infected cell. For more details regarding regulatory proteins,
see also Figure 5. Env, envelope; ER, endoplasmatic reticulum.



GENETIC ANTIVIRALS TO BLOCK HIV-1 REPLICATION

Protein-Based Inhibitors
Transdominant Negative Mutant Proteins

Replication of the HIV-1 virus depends on several regulatory proteins. Replication,
however, is greatly impaired when certain mutant forms of such proteins are present.
Thus, mutant viral proteins have been used to block HIV-1 replication. Transdominant
(TD) negative mutants still bind to their targets but are unable to perform their actual
function. They compete with the corresponding native, wild-type protein inside the cell
and greatly reduce virus replication, especially when they are expressed from strong
promoters (e.g., the cytomegalovirus immediate early promoter [CMV-IE]) (1).
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Fig. 2. Overview of possible genetic targets to block HIV-1 replication. The different
approaches are described in detail in the text.



Transcription from the HIV-1 LTR promoter is dependent on the Tat protein. Mutant
Tat proteins, which still bind to the nascent viral RNA but are unable to further trigger
RNA elongation of transcription, greatly reduce the production of HIV-1 RNAs and
consequently the production of progeny virus (7). In addition, mutant Gag proteins 
lead to abnormal virus core assembly and have also been shown to inhibit HIV-1 repli-
cation (8).

In a similar way, mutant Rev proteins interfere with regulated posttranscriptional
events and also greatly reduce the efficiency of virus replication in an infected cell. In
particular, one Rev mutant, termed RevM10, has been shown to efficiently block HIV-
1 replication and has become a standard to measure the inhibitory effect of other anti-
HIV-1 genetic antivirals. Clinical trials are now under way to test long-term expression
and therapeutic effects of RevM10 in AIDS patients (see also Clinical Trials below).

Toxic Genes

The production of progeny virus can also be reduced by endowing HIV-1 target cells
with toxic genes. Such genes were inserted downstream of the HIV-1 LTR promoter
and only become activated immediately upon HIV-1 infection, when the viral Tat pro-
tein is expressed. The activation of the toxic gene leads to immediate cell death, and
therefore no new progeny virus particles can be produced. In vitro experiments have
shown that the production of HIV-1 virus particles was indeed reduced, if target cells
were endowed with genes coding for the herpes simplex virus (HSV) thymidine kinase
or a mutant form of the bacterial diphtheria toxin protein (9).

CD4 and HIV-1 Coreceptors as Decoys

Efforts have been made to block HIV-1 replication by modifying the main envelope
docking molecules CD4, CXCR-4, or CCR-5. For example, a chimeric CD4 coding
gene has been constructed, which contained an endoplasmatic reticulum (ER) retention
sequence, derived from the T-cell receptor (TCR) CD3-� chain. Thus, this mutant CD4
molecule remained inside the endoplasmatic reticulum (ER) and was able to prevent
HIV-1 envelope maturation by binding to the HIV-1 envelope in the ER and blocking
its transport to the cell surface. Consequently, formation of infectious particles could
not take place. In other experiments, soluble CD4 has been used to block the envelope
of free extracellular virus particles and to prevent binding to fresh target cells (5).

It has been reported that individuals who have a mutant form of CCR-5, a corecep-
tor used by macrophage-tropic strains of HIV-1, are naturally protected against HIV-1
infection. Such mutant CCR-5 appears to be retained in the ER and therefore is not
available at the cell surface for HIV-1 entry. Thus, efforts are being made to pheno-
typically knock out wild-type CCR-5 in HIV-1-infected individuals to make their
macrophages resistant to CCR-5-tropic HIV-1 infection. Macrophages have been trans-
duced with a genetically modified chemokine gene, which expresses a modified pro-
tein targeted to the ER. In the ER, the modified chemokine binds to CCR-5, preventing
its transport to the cell surface.

Single-Chain Antibodies

Single-chain antibodies (scA, also termed single-chain variable fragments [scFv])
were originally developed for E. coli expression to bypass the costly production of
monoclonal antibodies in tissue culture or mice. They comprise only the variable
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domains of both the heavy and light chain of an antibody and are expressed from a sin-
gle gene. The resulting single-chain antibody can bind to its antigen with similar affin-
ity as an Fab fragment of the authentic antibody molecule.

sFvs against viral proteins (e.g., the envelope, integrase, RT, matrix, Rev, and Tat
proteins) that lack a hydrophobic signal peptide are expressed intracellularly and are
retained in the cytoplasm. They are capable of binding to specific domains of HIV-1
proteins and have been shown to prevent integration of the HIV-1 into the host chro-
mosome or to block virus maturation. Some intracellular sFvs have been found to
greatly reduce the ability of HIV-1 to replicate; other sFvs have had moderate success
(4,10,11).

RNA-Based Inhibitors
Antisense RNAs and Ribozymes

Artificial antisense oligonucleotides (RNAs or single-stranded DNAs) have been
successfully used to selectively suppress the expression of various genes. Furthermore,
the presence of double-stranded RNA inside the cell can induce the production of inter-
feron and/or other cytokines, stimulating an immune response. Indeed, it has also been
reported that the expression of RNAs capable of forming a double-stranded RNA mol-
ecule with the HIV-1 RNA (antisense RNAs) can significantly reduce the expression
of HIV-1 proteins and consequently the efficiency of progeny virus production (12–18).

Ribozymes are very similar to antisense RNAs. They bind to specific RNA sequences,
but they are also capable of cleaving their target at the binding site catalytically (Fig.
3). Thus, they may not need to be overexpressed to fulfill their biologic function. Many
sites in the HIV-1 genome have been successfully targeted. However, several questions
are being asked, e.g., can an efficient subcellular colocalization be obtained, in partic-
ular in vivo? Will the target RNA be efficiently recognized owing to secondary and ter-
tiary folding of the target RNA? Will RNA binding proteins prevent efficient binding?
Experimentation in several laboratories has addressed these problems, and clinical tri-
als have been initiated to test the therapeutic effect of ribozymes in AIDS patients.

RNA Decoys

RNA decoys are mutant RNAs that resemble authentic viral RNAs that have crucial
functions in the viral life cycle. They mimic such RNA structures and decoy viral
and/or cellular factors required for the propagation of the virus (8). For example, HIV-
1 replication largely depends on the two regulatory proteins Tat and Rev. These pro-
teins bind to specific regions in the viral RNA, the TAR loop and the Rev response
element (RRE), respectively. Tat binding to TAR is crucial in the initiation of RNA
transcription, and Rev binding to RRE is essential in controlling splicing, RNA stabil-
ity, and the transport of the viral RNA from the nucleus to the cytoplasm. These two
complex secondary RNA structures within the HIV-1 genome appear to be unique for
the HIV-1 virus, and no cellular homologous structures have been identified. Thus,
such structures appear to be valuable targets for the attack with genetic antivirals.

HIV-1 target cells have been endowed with genes that overexpress short RNAs con-
taining TAR or RRE sequences. These RNA molecules capture Tat or Rev proteins,
preventing the binding of such proteins to their actual targets. Consequently, HIV-1
replication is markedly impaired. This strategy has the advantage over antisense RNAs
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and ribozymes in that mutant Tat or Rev, which will not bind to the RNA decoys, will
also not bind to their actual targets. Thus, the likelihood that mutant strains would arise
that would bypass the RNA decoy trap is low.

Combination Therapies

The question still needs to be addressed of whether mutant forms of the HIV-1 virus
could arise that would eventually escape the blocking genetic antiviral. In addition,
increased multiplicities of infection seem to overwhelm most gene therapeutic
approaches toward inhibiting HIV-1 replication. Thus new approaches toward aug-
menting the anti-HIV-1 activities of single genetic antivirals are being developed, and
experiments are under way in many laboratories to test the therapeutic effect of a com-
bination of two or more anti-HIV-1 antivirals. For example, combinations of different
ribozymes (i.e., an RRE decoy with RevM10 and a ribozyme) were more efficient
blockers of HIV-1 replication than either genetic antiviral alone. Furthermore, it has
been reported that a combination of conventional anti-HIV-1 drugs with genetic antivi-
rals inhibits HIV-1.
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Fig. 3. Schematic representation of two ribozymes to block HIV-1 replication. The structures
shown are paired with actual HIV-I target sequences. (Top) A hammerhead ribozyme pairs
specifically with a sequence in the gag region of the HIV-1 genome. (Bottom) A hairpin
ribozyme designed to bind to and cleave the 5� end of the viral genome, abolishing the reverse
transcription and integration of progeny virus.



GENETIC “GUNS” TO DELIVER GENETIC ANTIVIRALS

In all the therapeutic approaches described above, the corresponding genes have to
be transduced into the appropriate target cell to express the therapeutic agent of inter-
est. Since HIV-1 remains and replicates in the body of an infected person for many
years, it will be essential to stably introduce therapeutic genes into the genome of tar-
get cells for either continuous expression or for availability on demand. Thus, gene
delivery tools such as naked DNA, liposomes, or adenoviruses, which are highly effec-
tive for transient expression of therapeutic genes, may not be useful for gene therapy
of HIV-1 infection.

The most efficient tools for stable gene delivery are retroviral vectors, which stably
integrate into the genome of the host cell, as this is a part of the retroviral life cycle
(Fig. 1). This is why virus-based gene delivery systems have been derived from this
class of viruses. This is also why they are being used in almost all current human gene
therapy trials, including on-going clinical AIDS trials (19–24).

Retroviral vectors are basically retroviral particles that contain a genome in which
all viral protein coding sequences have been replaced with the gene(s) of interest. As
a result, such viruses cannot further replicate after one round of infection. Furthermore,
infected cells do not express any retroviral proteins, which makes cells that carry a vec-
tor provirus (the integrated DNA form of a retrovirus) invisible to the immune system.

Retroviral Vectors Derived from C-Type Retroviruses

All current retroviral vectors used in clinical trials have been derived from murine
leukemia virus (MLV), a C-type retrovirus with a rather simple genomic organization
(Fig. 4). The MLV-derived gene delivery system consists of two components: the retro-
viral vector, which is a genetically modified viral genome containing the gene of inter-
est and replacing retroviral protein coding sequences, and a helper cell that supplies
the retroviral proteins for the encapsidation of the vector genome into retroviral parti-
cles (Fig. 4). Retrovirus helper cells can produce gene transfer particles for very long
periods (e.g., several years).

Retroviral Vectors Derived from HIV-1

Retroviral vectors derived from MLV have been shown to be very useful in trans-
ferring genes into a large variety of human cells. However, they infect human hematopoi-
etic cells poorly, because such cells lack the receptor, which is recognized by the MLV
envelope protein. Furthermore, retroviral vectors derived from C-type retroviruses are
unable to infect quiescent cells: such viruses (and their vectors) can only establish a
provirus after one cell division, during which the nuclear membrane is temporarily dis-
solved. Thus, efforts are under way in many laboratories to develop retroviral vectors
from lentiviruses, e.g., HIV-1 or the simian immunodeficiency virus (SIV), which are
able to establish a provirus in nondividing cells (25–31).

Figure 5 shows plasmid constructs used to create HIV-1-derived packaging cells.
Vector virus can be harvested from the transfected cells for a limited period and can
be used to infect fresh target cells. Although this gene transfer system was shown to
be functional initially, it was not highly efficient, and efforts are under way to develop
better packaging to make it suitable for broad clinical applications. However, many
questions regarding the safety of such vectors still need to be addressed.
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Unanswered Questions

Even if we can transduce enough cells in vivo with anti-HIV-1 genes to inhibit virus
replication significantly, many other questions remain to be answered. For example, it
is not clear whether a cell that has been endowed with a certain HIV-1 resistance gene
will be able to fulfill its normal biologic function in vivo. Will the body be able to elim-
inate all HIV-1-infected cells or will the infected person become a life-long carrier of
the virus, which is still replicating in the body although at levels that cause no clinical
symptoms owing to the presence of HIV-1 resistance genes? Will the patient be capa-
ble of infecting new individuals? Finally, because genetic therapies can all be overcome
with in vitro challenges using very high amounts of HIV-1, will there be a difference
in antiviral effects in peripheral blood versus lymphoid tissues?
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Fig. 4. Retroviral helper cells derived from C-type retroviruses. A C-type retroviral provirus.
(Top) The DNA intermediate of a retrovirus. The protein-coding genes (gag-pol and env) are
flanked by cis-acting or controlling sequences, which play essential roles during replication.
(Bottom) In a retroviral helper cell, the retroviral protein coding genes, which code for all virion
proteins, are expressed (ideally) from heterologous promoters (pro) and polyadenylated via a het-
erologous polyadenylation signal sequence (poly A). To minimize reconstitution of a full-length
provirus by recombination, the gag-pol and env genes are split to different gene expression vec-
tors. In the retroviral vector, the viral protein coding sequences are completely replaced by the
gene(s) of interest. Since the vector contains specific encapsidation sequences (E), the vector
genome is encapsidated into retroviral vector particles, which bud from the helper cell. The virion
contains all proteins necessary to reverse transcribe and integrate the vector genome into that of
a newly infected target cell. However, since there are no retroviral protein coding sequences in
the target cell, vector replication is limited to one round of infection. LTR, long terminal repeat.



ANIMAL MODEL SYSTEMS

One of the major problems with any therapeutic agent against HIV-1 infection is the
lack of an appropriate and inexpensive animal model system to test the efficiency of an
antiviral agent. Since HIV-1 only causes AIDS in humans, it is very difficult to test and
evaluate the therapeutic effect of novel antiviral agents in vivo. In addition, the evalua-
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Fig. 5. Retroviral packaging system derived from HIV-1. (A) A provirus of HIV-1. (B–D)
Plasmid constructs to express pseudotyped HIV-1 retroviral particles. (E) A plasmid construct to
encapsidate and transduce genes with a HIV-1 vector (the plasmid sequences to propagate such
constructs in bacteria are not shown). Besides the genes encoding for HIV-1 proteins, which form
the core of the virus (e.g., Gag: structural core proteins; P, protease; Pol, reverse transcriptase
and integrase) and the envelope (e.g., env [envelope protein]), the HIV-1 genome also codes for
several regulatory proteins (termed Vif, U [� Vpu], V [� Vpr], Tat, Rev, and Nef), which are
expressed from spliced mRNAs and which have important functions in the viral life cycle. 
(B) Plasmid construct to express the core and regulatory proteins. To avoid encapsidation and
transduction of genes coding for such proteins, the following modifications have been made: the
5� long terminal repeat (LTR) promoter of the HIV-1 provirus has been replaced with the pro-
moter of cytomegalovirus (CMV) to enable constitutive gene expression; the 3� LTR has been
partially replaced with the polyadenylation signal sequence of simian virus 40 (polyA); the
encapsidation signal has been deleted (��); the reading frames for the envelope and vpu genes
have been blocked. (C), (D) Plasmid constructs used to express the envelope proteins of the
vesicular stomatitis virus (VSV-G) or the envelope protein of murine leukemia virus (MLV),
respectively. In the absence of HIV-1 envelope proteins, which are rather toxic to the cell, HIV-1
efficiently incorporates the envelope proteins of VSV or MLV into virions. The use of such
envelopes also further reduces the risk of the reconstitution of a replication-competent HIV-1 by
homologous recombination between the plasmid constructs. (E) A retroviral vector used to pack-
age and transduce a gene of interest (T-gene) with HIV-1-derived vectors. Since the encapsida-
tion sequence extends into the Gag region, part of the gag gene (G) has been conserved in the
vector. However, the ATG start codon has been mutated. The gene of interest is expressed from
an internal promoter, since the HIV-1 LTR promoter is silent without Tat. sd, splice donor site.



tion of the efficacy of a new drug is further complicated by the very long clinical latency
period of the virus until the onset of AIDS (which can be 10 years or more). Although a
virus similar to HIV-1 has been found in monkeys SIV, results obtained with this virus
do not necessarily reflect the onset of AIDS in humans caused by HIV-1. Furthermore,
many antivirals that block HIV-1 are ineffective in blocking SIV. Thus, other animal
model systems need to be developed to study the effect of anti-HIV-1 therapies (32,33).

In the past decade, many strains of laboratory mice have been bred, which lack com-
ponents of the immune system. Severe combined immunodeficient (SCID) mice are
deficient in functional B- and T-lymphocytes. Thus, they are unable to reject allogeneic
organ grafts. SCID mice have been used extensively to study human leukemia and
other malignancies and for modeling human retroviral pathogenesis including antiviral
gene therapy. Furthermore, in the past few years, much progress has been made in
transplanting hematopoietic stem cells into SCID mice to mimic and study human
hematopoiesis. It has been shown that transplantation of human hematopoietic cells
into such mice can lead to the repopulation of the mouse’s blood with human CD4-
and CD8-positive T-lymphocytes. Thus, SCID mice also appear to be good candidates
for developing mouse model systems for HIV-1 infection (33).

CLINICAL TRIALS

G. Nabel’s group has recently conducted initial in vivo studies on intracellular
immunization against primate lentiviruses: a trans-dominant negative Rev protein
(RevM10) was studied in humans infected with HIV-1. It was demonstrated that T-cells
transduced with RevM10 had a significant longer half-life, compared with control 
T-cells, when reinfused into patients in different stages of disease. These early initial
phase I trials were performed using MLVs, as well as microparticulate bombardment
with a gene gun. In another approach, clinical trials have just begun to test the thera-
peutic effect of anti-HIV-1 ribozymes in AIDS patients.

An exciting study has recently been reported by R. Morgan’s group in which an anti-
sense construct to Tat and Rev genes in SIV was used to transduce T-lymphocytes from
rhesus macaques. The monkeys were then challenged with SIV intravenously. The ani-
mals with the transduced cells had significantly lower viral loads and higher CD4
counts, compared with control monkeys, suggesting for the first time that gene therapy
against lentiviruses may have significant efficacy in vivo. Clearly, these are both very
preliminary studies in humans and in primates, which require more detailed evaluation.
Other trials using a variety of different complementary approaches are ongoing in ini-
tial phase I studies (32).
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INTRODUCTION

Our understanding of the immune system’s role in eliminating acute viral infections,
in suppressing latent viral pathogens, and in the pathogenesis of chronic viral infection
has grown in the past decade, leading to strategies for modulating the immune response
as a potential adjunct to existing antiviral therapy when it exists or as stand-alone ther-
apy in infections for which effective antiviral agents do not yet exist. Administration
of antibody, both to prevent acute infection (as in the case of respiratory syncytial virus
[RSV]) and to ameliorate chronic infection (as in the case of hepatitis B) is but one
example of specifically targeted immunobased therapy. Administration of cytokines,
such as interleukin-12 (IL-12), is a more innovative approach to modulating immune
responses in general and suppressing chronic infection. The adoptive transfer of
pathogen-specific cytotoxic T-cells has been effective in prevention of Epstein-Barr
virus (EBV)-related disease post transplant.

RESPIRATORY SYNCYTIAL VIRUS

RSV is a common pathogen, infecting nearly all children by 6 years of age (1).
Although most infections are mild, the ubiquitous nature of the virus means that the
total number of serious cases is still large. In the United States, RSV is thought to be
responsible for up to 50% of admissions for bronchiolitis and 25% of admissions for
pneumonia among pediatric patients (2). Serious RSV infections tend to occur in
infants younger than 6 months; children with underlying pulmonary or cardiac disease;
and children with chronic or transient immunodeficiency (3–5). However, the most
serious illness and the highest mortality rates are found in posttransplant patients (both
adult and pediatric) and in those undergoing chemotherapy for leukemia; mortality
rates in this population exceed 50% even in those treated with ribavirin (6). Thus, the
morbidity and mortality from RSV infections, together with the lack of an effective
vaccine, have led to the use of respiratory syncytial virus immunoglobulin (RSVIG) for
immunoprophylaxis in high-risk populations. Randomized trials in various pediatric
populations at risk have shown reductions in hospitalizations, hospital days, and inten-
sive care unit days among the groups receiving the highest dose of RSVIG (7).



However, the strategy of immunoprophylaxis with RSVIG-enhanced immune glob-
ulin has flaws. The high volume of immunoglobulin that must be administered carries
risks, as well as the need for prolonged infusion in a monitored setting. The high cost
of the infusions is also prohibitive. For these reasons, a variety of monoclonal anti-
bodies to RSV have been developed that can be administered in small volumes by intra-
muscular injection. Of these, palivizumab (MedImmune, Gaithersburg, MD) has been
shown to have efficacy in the prevention of RSV-associated disease in at-risk children.
Palivizumab is a humanized immunoglobulin G-1 with affinity for the F protein of
RSV and has good activity against clinical isolates of both type A and type B RSV. In
in vitro neutralization assays, palivizumab is 20 times more potent than RSVIG (8).

A clinical trial conducted over the 1996–1997 RSV season showed efficacy of this
antibody in RSV disease in high-risk pediatric populations. At 139 centers in the
United States, United Kingdom, and Canada, 1502 children with either prematurity or
bronchopulmonary dysplasia were enrolled and randomized to receive five injections
of either palivizumab at 15 mg/kg or placebo. Palivizumab prophylaxis resulted in a
55% reduction in hospitalization attributable to RSV infection. The benefit was great-
est in children with prematurity alone as a risk factor, compared with children who had
bronchopulmonary dysplasia. The incidence of adverse events was similar in the treat-
ment and placebo groups (9). Not surprisingly, the monoclonal antibody to RSV did
not seem to have the same protective effect with regard to otitis media and respiratory
infections other than RSV that the pooled RSVIG provides, since the latter probably
contains antibodies to multiple pathogens. Current guidelines for pediatric prophylaxis
with palivizumab or RSVIG are in Table 1 (10). Prophylaxis should be administered
from the beginning to the end of RSV season.

EBV-ASSOCIATED LYMPHOPROLIFERATIVE DISORDERS

EBV-associated lymphoproliferations arise as complications of organ and marrow
allografts. Rates of EBV lymphoproliferative disorders approaching 10% are seen in
cardiac and cardiopulmonary transplants, probably owing to the intensity of immuno-
suppression (11). EBV-associated lymphomas seen after marrow allograft are usually
diffuse large cell lymphomas of B-cell origin, involving both nodal and extranodal
sites, and are oligoclonal or monoclonal. In further contrast, they are of donor rather
than host origin and develop within the window between initial engraftment (3–60 days
post transplant) and return of T-cell function (6–8 months post transplant). These char-
acteristics suggest absence of host EBV-specific T-cell response as the factor responsi-
ble for the proliferation of donor EBV-transformed B cells (12). Other evidence for the
importance of intact T-cell response comes from in vitro analyses of immune responses
in patients recovering from infectious mononucleosis, which suggest that HLA-
restricted, virus-specific T-cells are capable of killing EBV-transformed B-cells and
that HLA-restricted virus-specific CD8� T-cells are likely to be the dominant contrib-
utors to sustained resistance (13–15).

In light of this, transfer of peripheral blood mononuclear cells (PBMCs) from the
respective EBV-seropostive marrow donors to treat EBV-associated lymphoma in mar-
row allograft recipients has been attempted. Small numbers are infused (on the order
of 105–106 T-cells/kg) PBMCs or HLA partially matched T cells from in vitro expanded
T-cell lines derived from an EBV-seropositive marrow donor. In the largest series of
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patients treated with this adoptive cell therapy, clinical and pathologic resolution of the
EBV-associated lymphoma was observed in 20 of the 22 patients; reduction or eradi-
cation of lymphoma cells with replacement by a T-cell infiltrate was noted as early as
8 days following infusion. Thirteen of the 22 patients treated have survived in sustained
remission for 3–42 months following lymphocyte infusion; no patient has experienced
relapse of lymphoma. Of the 22 patients from Memorial Sloan-Kettering, 3 patients
developed acute graft-versus-host disease, and 9 patients developed chronic graft-
versus-host disease, which was a cause of death in 1 patient. However, the results with
regard to eradication of EBV-associated lymphoma by donor cell transfer are less con-
sistent at centers where T-cell-specific monoclonal antibody and pharmacologic inter-
ventions are routine for the prevention of graft-versus-host disease (16). Such
interventions may prevent or delay an effective response by the donor-derived EBV-
specific cells.

The infusion of donor-derived EBV-specific T-cells has also been used prophylacti-
cally to prevent immunoblastic lymphoma in children undergoing allogenic bone mar-
row tranplant who were felt to be at high risk for the development of lymphoma post
transplant. No EBV-related lymphomas were diagnosed in the 39 children so treated;
additionally, in those children who had high levels of EBV-DNA detected before entry,
2–4 log decreases in EBV DNA levels were seen (17).

Alterations in the lymphoid populations of the recipients have been observed after
infusion of donor-derived PMBCs. Expansion of CD4� and CD8� populations of 
T-cells are common. Lymphocyte responses to mitogens and antigens to which the
donor has been exposed also increase in the recipients (18).

A similar strategy has been applied to therapy of EBV-related lymphoma compli-
cating organ allograft. Emanuel and colleagues (19) have reported complete pathologic
remission of a multifocal monoclonal EBV� B-cell lymphoma of the central nervous
system complicating lung allograft. The patient received a total of three infusions of
PMBCs from his HLA-matched sibling over 8 months; biopsies done 6 weeks after the
third infusion did not demonstrate residual lymphoma (19). A variation on this approach
involves the activation of autologous PBMC with IL-2 prior to reinfusion in four
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Table 1
Recommendations for Prophylaxis of Respiratory Syncytial Virus (RSV) Infections
in Children

Population Method of prophylaxis


2 years old with chronic lung disease requiring Palivizumab preferred
therapy in last 6 months

Born at �32 weeks gestational age Palivizumab preferred
Born at 32–35 weeks gestational age Palivizumab only if other underlying

condition present

2 years old with chronic lung disease requiring RSVIG contraindicated in presence

therapy in last 6 months or born at �32 weeks of cyanotic congenital heart
gestational age with congenital heart defect defects; consider Palivizumab

Severely immunocompromised children (severe Consider RSVIG in RSV season in
combined immunodeficiency or AIDS) place of IVIG



patients with EBV-related lymphoproliferative disease. Functional assays of these acti-
vated cells demonstrated preferential cytotoxicity against autologous EBV-transformed
cells and some activity against allogenic EBV� targets. All four patients treated with
these activated PMBCs had durable regressions of the lymphoma (20).

Another approach to the treatment of EBV-related lymphoproliferative disorders,
as well as other types of lymphoma and leukemias, has been the administration of 
monoclonal antibody to CD20 antigen (rituximab) found on normal and malignant 
B-lymphocytes, producing antibody-dependent and complement-mediated cytotoxicity
in these cells. Although the utility of this approach extends beyond EBV-associated
lymphoma, it has been used along with infusions of irradiated donor-derived lympho-
cytes with some success in treatment of EBV-related lymphoproliferative disorders 
following allogenic stem cell transplantation. The two patients treated experienced dis-
appearance of the monoclonal B-cell populations and normalization of elevated EBV
DNA titers (21). A report of three patients treated with rituximab for lymphoprolifer-
ative disease following lung transplant suggests some efficacy in this population as
well, with two complete remissions in the three patients treated (22).

IMMUNE-BASED APPROACHES TO HEPATITIS B

Although pharmacologic agents with activity against hepatitis B are in development,
there has been interest in immunologic therapy of chronic hepatitis secondary to hepati-
tis B, potentially as an adjunct to antiviral therapy. Administration of cytokines (such
as IL-12) and antibody to surface antigen are two approaches that have been studied.

Longitudinal studies of chronic carriers of hepatitis B virus (HBV) suggest a role
for IL-12 in viral clearance. Not only do HBV carriers have higher levels of IL-12 than
controls, but further increases above baseline are noted in HBV carriers who go on to
develop anti-HBe and clear HBV compared with those who have persistent HBV repli-
cation (23). Based on this observation, as well as evidence from transgenic mouse mod-
els of hepatitis B infection, it is postulated that the antiviral effect of IL-12 is mediated
by interferon-�, IL-2, and tumor necrosis factor-� (TNF-�) released by HBV-specific
cytotoxic T-lymphocytes (CTLs) and that the result is suppression of HBV gene expres-
sion in infected hepatocytes by noncytolytic mechanisms (24–27). A small trial of 
IL-12 with or without lamivudine as part of concurrent antiretroviral therapy for
chronic hepatitis B infection in patients coinfected with HIV is currently accruing. It
is hoped that the combination of better antiviral therapies for hepatitis B and stimula-
tion of immune responses such as enhancement with IL-12 will be an effective strat-
egy for chronic hepatitis.

Another approach to the treatment of chronic hepatitis B involves a human mono-
clonal antibody to hepatitis B surface antigen, OST-577 (Protein Design Labs). In a
phase I/II trial of this antibody in patients with chronic HBV infection, subjects received
either 0.5, 1.0, or 2.0 mg/kg intravenously on days 0, 1, 3, 7, 14, 21, and 35. The lower
doses were well tolerated; however, two subjects in the 2.0-mg/kg cohort developed
hypotension that was thought to be related to immune complex deposition. Both patients
tolerated dose reduction without further hypotensive episodes. Serum animotransferase
levels and serum HBV DNA were measures of efficacy; mean reductions of HBV DNA
by 75% and serum SGOT by 49% were seen (28). Larger studies of this antibody are
needed to establish its role in the therapy of chronic HBV infection.
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CYTOMEGALOVIRUS INFECTIONS

Cytomegalovirus (CMV) infections and end-organ disease following bone marrow
or solid organ transplant usually represent reactivation of latent infection; more rarely,
they are new infections in a seronegative host. Such infections are associated with a
high degree of morbidity and mortality. Although effective antiviral therapies such as
ganciclovir and foscarnet are available, they are associated with significant toxicities,
and at least in the case of HIV-associated CMV infections, resistance to these agents
has been demonstrated.

Enhancement of CMV-specific immune response has been another approach to the
prevention and treatment of CMV disease in the period of greatest immunocompromise
post transplant. The earliest approach involved restoration of humoral immunity by
passive immunization with pooled anti-CMV-IgG preparations. Results of trials of such
immunization are mixed; although there does not seem to be benefit in bone marrow
transplant patients, there is some protection for solid organ transplant patients who
receive CMV hyperimmunoglobulin, particularly following renal transplant or for
patients who receive an organ from a seropositive donor (29,30).

Given the partial success of pooled anti-CMV globulin, a human monclonal anti-
body to CMV has been developed, MSL 109, directed against the gH glycoprotein of
human CMV. The antibody has been shown to have neutralizing activity against both
laboratory isolates and clinical isolates of CMV, and seems to be synergistic with gan-
ciclovir or forscarnet in inhibiting laboratory and wild-type CMV isolates in vitro
(31,32).

Because of this potential synergistic effect with antiviral therapy, and the antibody’s
long half-life after intravenous administration (approximately 14 days), several trials
were conducted of the administration of MSL 109 with standard therapy (either gan-
ciclovir or foscarnet ) for the treatment of CMV retinitis in patients with the acquired
immunodeficiency syndrome. The first was a phase I/II study in which patients received
either 0.25, 0.5, 1.0, 2.0, or 5.0 mg/kg as an intravenous infusion every 2 weeks, begun
as close as possible to the beginning of maintenance antiviral therapy of the retinitis.
There were no significant adverse effects of the antibody infusions, and the median
time to progression was 202 days (33). Two larger trials of MSL 109 in CMV retini-
tis in AIDS were initiated. These parallel studies were AIDS Clinical Treatment Group
(ACTG) protocol 266 (a trial of MSL 109 vs placebo with standard therapy for the
treatment of newly diagnosed CMV retinitis in patients with AIDS) and the Studies of
Ocular Complications of AIDS Monoclonal Antibody Cytomegalovirus Retinitis Trial
(SOCA-MACRT), comparing MSL 109 versus placebo with standard therapy for the
treatment of newly diagnosed or relapsed CMV retinitis. The SOCA trial showed an
unanticipated difference in mortality between the treatment and placebo arms in the
relapsed retinitis group, which appeared to be related to the better than expected sur-
vival outcomes in the placebo-relapsed group rather than mortality related to the mono-
clonal antibody itself (34). Given this difference, and the apparent lack of efficacy of
MSL-109 in the SOCA trial, the ACTG trial was terminated early, before adequate
numbers had been accrued to be able to detect a difference between treatment and
placebo groups. This monoclonal antibody is no longer being pursued as a potential
therapy for CMV infections.
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Another immunotherapeutic approach to CMV infections in the severely immunosup-
pressed is the adoptive transfer of anti-CMV cytotoxic T-cells, which has been employed
in allogeneic bone marrow recipients. This population is particularly prone to CMV
pneumonitis, which is associated with a mortality of 30–60% (35,36). In the first 100
days following transplant, these patients are persistently deficient in class I HLA-
restricted CD8� cytotoxic lymphocytes specific for CMV; this deficiency is important in
the pathogenesis of CMV disease in this population (37). Given these observations, Rid-
dell and colleagues (38) undertook a phase I trial of transfer of clones of CD8� cyto-
toxic T-lymphocytes specific for CMV from the marrow donors to the marrow transplant
recipient. Fourteen patients each received a total of four intravenous infusions of these
clones from their donors; the infusions began 30–40 days after transplant and were given
once a week. The infusions themselves were well tolerated. In 11 of the 14 patients,
CMV cytotoxic cells could not be detected prior to the first infusion; in all 11 of these
patients, CMV-specific cytotoxic cells could be detected 2 days after the first infusion,
and all patients had reconstituted CMV-specific cytotoxic T-lymphocytes by days 42–49
post transplant. In a subset of these patients, this reconstitution occurred even in the
absence of detectable CMV-specific CD4� helper cells, which are required for the recov-
ery of endogenous CMV-specific cytotoxic T-lymphocytes (39). All the patients main-
tained cytotoxic T-lymphocyte responses specific for CMV for at least 8 weeks after
completion of T-cell therapy. The magnitude of the responses decreased over time in the
patients who did not recover CD4� T-helper responses specific for CMV compared with
those who did, suggesting that the recovery of a T-helper response may facilitate the
maintenance of transferred CD8� cytotoxic T-lymphocytes. None of the 14 patients
treated developed CMV viremia or disease, although 2 received ganciclovir following
isolation of CMV from surveillance urine cultures.

In summary, various immune-based strategies have been attempted in the treatment
and prophylaxis of viral infections; some hold promise, particularly as potential adjunc-
tive therapy to antiviral therapies. The complexity of several approaches, particularly
those involving expansion and reinfusion of cell populations, has made them somewhat
impractical for widespread utilization.
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Immunotherapy for Virus-Associated Malignancies
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INTRODUCTION

Estimates of the fraction of human malignancies that are associated with viral infec-
tions range from 10% to 20% (1). Among viruses and their associated cancers are
Epstein-Barr virus (EBV), which is associated with many different malignant diseases
including lymphoproliferative disease (LPD) in immunosuppressed patients, Hodgkin’s
disease, Burkitt’s lymphoma and nasopharyngeal carcinoma; human papillomaviruses
(HPV) types 16 and 18 with cervical cancer; hepatitis B (HBV) and hepatitis C viruses
with hepatocellular carcinoma; human T-cell leukemia virus-1 with adult T-cell lym-
phoma; and human herpes virus-8 with Kaposi’s sarcoma in patients with AIDS.

Much of the evidence for the association of viruses with human cancer comes from
epidemiologic data (2). EBV and HPV have a high prevalence in most populations, but
only a small proportion of infected persons develops a virus-associated cancer. The
period of latency between primary infection and tumor outgrowth underscores the mul-
tifactorial origins of human tumors. Further evidence for the association of viruses with
cancer comes from the detection of viral DNA in tumor tissue, the ability of viruses to
transform cells in vitro, and the expression of viral proteins with oncogenic potential
or the ability to inactivate tumor suppressor genes. Regardless of their precise role in
oncogenesis, viral tumor-associated antigens can serve as targets for immunotherapy.
The cytotoxic T-lymphocyte (CTL) arm of the cellular immune response is thought to
be the most important defense against tumors and virus-infected cells. In this chapter,
we discuss the use of EBV-specific CTLs as immunotherapy for EBV-associated malig-
nancies. Other tumor-associated viruses are covered only briefly.

GENERATION OF CELL-MEDIATED IMMUNE RESPONSES

The design of successful immunologic strategies to treat human virus-associated
malignancies requires an understanding of the effector processes that control viral
infection and the mechanisms viruses use to evade such responses. Immune responses
against viruses are mediated by nonspecific effector cells, such as natural killers and
macrophages, and antigen-specific T- and B-lymphocytes.

Antibody-mediated humoral immunity effectively neutralizes extracellular virus.
Once inside the cell, viruses are likely to be protected from antibody and therefore



become the targets of cellular immune responses, usually resulting in eradication of the
infected cell by CTLs. Professional antigen-presenting cells (i.e., dendritic cells [DCs]
or macrophages) and T-helper lymphocytes orchestrate the CTL response (Fig. 1).

Virus-specific CD4� T-helper (Th) lymphocytes and CD8� CTLs generally medi-
ate the effector mechanisms necessary and sufficient to resolve acute infection as well
as provide recall immune responses to resist reexposure to acute viruses and to control
the reactivation of latent viruses. Viruses have diverse mechanisms to evade immune
responses (3), although in most cases the immune system prevails and controls the
infection.

CD8� CTLs recognize virus-infected cells through interaction of their T-cell recep-
tor with peptides bound to the major histocompatibility complex (MHC) class I mole-
cule of the infected cell. Endogenously synthesized proteins of the virus are degraded
into short peptides by the antigen-processing machinery and presented in the MHC
class I context (4). Peptides are generally 8–10 amino acids long, are generated within
cells by a cytoplasmic proteolytic complex known as the proteosome, and are then
transported into the endoplasmic reticulum by transporters associated with antigen pro-
cessing (TAPs), where they are complexed with MHC class I molecules for cell sur-
face presentation (5). Virtually all nucleated cells are MHC class I-positive and thus
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Fig. 1. Generation of cell-mediated immune response. For activation of naive T-helper (Th)
and cytotoxic T-lymphocytes (CTLs), professional antigen-presenting cells (e.g., dendritic cells
[DCs]) are required. DCs process the antigens and present the immunogenic peptides in an
MHC context with simultaneous delivery of costimulatory signals (e.g., B7/CD28 or
CD40/CD40 ligand signals) to activate T-lymphocytes. Two antigen-processing pathways are
generally accepted. In the cytosolic pathway, endogenously synthesized antigens (cytoplasmic
proteins) are digested in proteosomes and transported into the endoplasmic reticulum (ER) by
transporters associated with antigen processing (TAPs), where they complex with MHC class I
molecules for presentation to CD8� CTLs. In the endosomal pathway, extracellular antigens
are phagocytozed, digested in lysosomes, and then complexed with MHC class II molecules in
vesicles for presentation to CD4� Th-lymphocytes. See the text for more details.



can be recognized when they are infected by a virus. For activating (priming) naive
CTL precursors, the peptides must be presented by professional antigen-presenting
cells (APCs), which can also provide the necessary costimulatory signals (i.e., interac-
tion of B7 with CD28 or CD40 with CD40L on APC and T-cells, respectively) (6). If
the T-cell receptor is engaged without costimulatory signals, T-lymphocytes can become
anergized. Activated CTLs do not need the costimulatory molecules to exert their effec-
tor functions, namely, cytolysis or induction of apoptosis of the target cell.

CD4� Th-lymphocytes recognize exogenous antigens that are phagocytosed,
processed, and presented in the context of MHC class II. Only APCs that are MHC
class II-positive can activate CD4� Th-lymphocyte precursors. Their major antiviral
effect appears to be secreting cytokines and activating other effector cells, such as 
B-lymphocytes and CTLs. They may also have indirect antitumor activity via release
of toxic cytokines (e.g., tumor necrosis factor-� [TNF-�]). CD4� Th-lymphocyte help
is crucial for the maintenance of an effective CTL response. When the infected cell is
MHC class II-positive, CD4� T-lymphocytes can also be cytolytic to the target cells
(7). This function has been clearly demonstrated for herpesvirus infections including
cytomegalovirus, herpes simplex virus, varicella-zoster virus, and EBV (8).

Endogenously synthesized antigens are generally thought to be presented as peptides
on MHC class I molecules to CD8� CTLs (i.e., the cytosolic pathway), whereas
exogenous antigens are phagocytosed and presented in an MHC class II context to
CD4� Th-lymphocytes (i.e., the endosomal pathway). Alternatively, APCs can phago-
cytose antigens from virus-infected cells and present them on MHC class I molecules
via exogenous pathways (6). Viruses possess mechanisms to enter the cytosol, and
virion proteins, although not endogenously synthesized, can gain access to the MHC
class I pathway (9,10). Thus, in some instances, the immune system might eradicate
infected cells before the viral genome is expressed and progeny viruses produced.

IMMUNOTHERAPY

The goal of immunotherapy is to overcome the deficits of the host or the tumor itself
and activate an effective immune response to the tumor. In the case of virus-associated
malignancies, immunotherapeutic strategies can be either prophylactic (prevention of
infection or prevention of tumor outgrowth in already infected individuals) or thera-
peutic (targeting the immune response against viral proteins expressed in tumor cells).
In both applications, CTLs are regarded as the most important effector arm of the
immune response against tumor or virus-infected cells, and they may be activated in
vivo or ex vivo (Fig. 2). In vivo approaches such as vaccination aim to evoke an
immune response by administration of an immunogen such as a peptide or DNA
directly into patient. In the ex vivo approach, CTLs are activated and expanded in vitro,
in a culture environment conducive to CTL growth, and then adoptively transferred into
a recipient.

A tumor cell may fail to activate an effective immune response in the host for a num-
ber of reasons. First, tumor cells may fail to express an antigen that is perceived as for-
eign. In virus-associated malignancies, peptides derived from viral proteins can provide
the target epitopes for CTLs. Second, tumor cells may fail to provide the costimula-
tory signals needed to activate CTLs. Optimal CTL induction can be achieved with pro-
fessional APCs (e.g., DCs). Third, tumor cells may have mechanisms that inhibit the
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generation of appropriate immune responses. For example, some tumors secrete
cytokines that inhibit the activation or recruitment of professional APCs. Fourth, the
host may be immunosuppressed. Ex vivo generation of CTLs may be feasible in either
of the latter two contexts.

Adoptive Immunotherapy

Adoptive cellular immunotherapy is currently being used in settings in which the
patient is immunosuppressed or the tumor secretes inhibitory factors. Recipients of
solid organ or stem cell transplants, rendered immunodeficient by chemotherapy or
radiotherapy, are at high risk for the reactivation of latent viruses, such as EBV,
cytomegalovirus, and herpes zoster virus, which can produce considerable morbidity
and mortality. The critical immunologic defect in these cases appears to be an inabil-
ity to generate an effective CTL response; thus, in murine models, adoptive transfer of
virus-specific T-cells restores protective immunity and controls established infection
(11–13).

In most contemporary strategies of adoptive therapy with virus-specific T-cells,
antigen-specific CTL precursors are activated and expanded in vitro and then returned
to the patient when sufficient numbers of cells have been obtained. The advantages of
this approach are that the phenotype and function of the CTLs can be determined
before treatment, antitumor activity can be ensured, and anti-host activity can be
excluded. Furthermore, CTL numbers can be controlled and additional infusions given
if required. Finally, the transfer of marker genes into CTL lines allows one to assess
the function and persistence of the marked cells in vivo (14), transfer of suicide genes
may allow in vivo destruction of the CTLs should they prove toxic (15), and transfer
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Fig. 2. Cytotoxic T-lymphocyte (CTL) activation strategies. In vivo (vaccination) strategies
involve immunization with peptides (CTL-defined epitopes), naked DNA, recombinant viruses
(e.g., recombinant vaccinia virus or recombinant adenovirus vectors) encoding immunogens, or
antigen-loaded (peptide-pulsed or nucleic acid transfected) dendritic cells (DCs). Ex vivo (adop-
tive immunotherapy) strategies involve activation of antigen-specific CTLs (from peripheral
blood mononuclear cells [PBMCs] or tumor-infiltrating lymphocytes [TILs]) using tumor or
viral antigens expressed on antigen-presenting cells (APCs) and expanding them with T-cell
growth factors in vitro with the eventual goal of infusion into patients.



of functional genes may improve the activity of infused CTLs (16). Thus, adoptive
therapy with virus-specific T-lymphocytes potentially offers maximal therapeutic effi-
ciency with minimal toxicity. We have used virus-specific CTLs for the prevention and
treatment of EBV-associated malignancies in stem cell recipients, who are immuno-
suppressed, as well as in patients with relapsed EBV-positive Hodgkin’s disease, whose
tumors secrete inhibitory factors.

Vaccination
Peptides

Short, immunogenic peptides from virus-encoded proteins can be used for vaccina-
tion (17). A number of naturally presented viral CTL epitopes have been identified by
various techniques (17). For example, a CTL response against an HPV-16-E7-encoded
peptide was occasionally detected in cervical carcinoma patients (18,19), suggesting
the presence of a natural CTL-mediated immunity against HPV-16 in patients with cer-
vical cancer. Similarly, T-lymphocytes from patients with HBV infection recognized
the immunogenic peptides of HBV (20). These specific but ineffective CTL responses
might be augmented by additional in vivo stimulation with the immunogenic peptide.

Vaccination with a naturally processed and immunogenic peptide in vivo was ini-
tially tested in murine models of lymphocytic choriomeningitis virus (21) and Sendai
virus (22). An MHC class I binding peptide expressed by a recombinant vaccinia virus
or injected in an adjuvant protected the mice against a challenge with a lethal dose of
virus. Furthermore, vaccination with a peptide derived from HPV-16-E7 oncoprotein
prevented the outgrowth of an HPV-16-induced tumor in mice (23). However, the
method of administration was found to be important for peptide immunotherapy (12).
A specific deletion of peptide-specific CTL was observed after injection of a peptide
subcutaneously (24). When the same peptide was loaded onto DCs or expressed as a
transgene by a recombinant adenovirus vector, CTL response was detected (12). Coad-
ministration of recombinant IL-12 or addition of a helper peptide to a CTL peptide can
also reverse the anergic state and help prime CTLs against the peptide (25). These
results indicate the importance of recruiting Th1 cells to the vaccination site. A per-
sistent problem with single immunogenic peptides is the risk of mutations that alter the
epitope, allowing the virus or tumor cell to evade the immune response. A second prob-
lem with peptides in general is that they must be tailored to suit the patient’s HLA type.

Genetic Immunization

Immunotherapy by in vivo transfer of DNA encoding virus- or tumor-associated
peptides or antigens is based on the rationale that qualitatively and quantitatively
increased peptide presentation will lead to effective activation of both cytotoxic T-cell
response and a humoral response (26). DNA vaccination may be used to induce immune
responses against predetermined peptides, an entire antigen, or multiple antigens. In
contrast to peptide vaccination, DNA vaccination with an entire antigen results in intra-
cellular processing and presentation of immunogenic peptides, so that the HLA type is
less restrictive. The development of a protective immune response by immunization
with a genetic vaccine was initially demonstrated in mice that had received intramus-
cular injections of naked plasmid DNA encoding the influenza virus nucleoprotein
(NP). Both NP-specific antibody and CTL responses were generated, with resultant
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immunoprotection against intranasal challenge with influenza virus (27). Since then 
the potential efficacy of DNA vaccination has been demonstrated in animal models
infected with different pathogens. Genetic vaccines can also be administered via intra-
venous, intradermal, or subcutaneous routes or onto the skin by particle-mediated 
bombardment (28).

The mechanism by which injected DNA induces immunity remains controversial
(29). It may be mediated by endogenous synthesis and presentation by the muscle cell,
by transduction of professional APCs residing in tissue, or by crosspriming (30), a
process in which extracellular proteins and cellular fragments are phagocytosed and
processed by professional APCs (26,29).

The magnitude of the immune response to plasmid DNA vaccination appears to be
determined by multiple factors. Increased immunogen expression generally augments
the induction of immune responses (31), and route of administration may influence the
outcome of immunization. For example, epidermal delivery was reported to be quanti-
tatively superior to intramuscular delivery in inducing immune responses (32). Differ-
ences in immunization outcome owing to the route of immunogen delivery may reflect
the fact that APCs are relatively more abundant in the skin, raising the possibility of
direct APC transfection with cutaneous administration.

Immune responses induced by genetic immunization may be augmented by concur-
rent use of plasmid-encoded immunomodulatory molecules, such as cytokines, or 
costimulatory molecules, or by targeting the immunogenic proteins to intracellular pro-
cessing organelles. An important factor in determining the outcome of immunization is
the T-helper bias. The Th1-type immune response is characterized by secretion of
cytokines such as interferon-� (IFN-�), interleukin-2 (IL-2), and IL-12, leading to the
CTL response; the Th2-type response is characterized by secretion of cytokines such as
IL-4 and IL-10, leading to the humoral immune response (33). Thus, the pattern of
cytokines expressed during initial immunization affects the character of the resultant
immune response. Coinoculation of plasmids encoding granulocyte-macrophage colony-
stimulating factor (GM-CSF), IL-2, IL-12, or IFN-� was shown to augment both Th1 and
CTL responses induced by DNA vaccination (34–37). By contrast, coinoculation of 
plasmid-encoded IL-4 suppressed the CTL response generated by DNA vaccination
(34,36). Specific bacterial DNA sequences (unmethylated CpG dinucleotides) in non-
coding regions of plasmid constructs were also identified as promoters of Th1-type
immune responses culminating in CTL responses (38,39).

Immune responses can be modified by directing the protein to an endogenous ver-
sus exogeneous antigen-processing pathway. Thus, expression of an adenovirus E3
leader sequence can target an epitope to the endoplasmic reticulum and result in
enhancement of the CTL response generated by more efficient MHC class I-restricted
presentation (40). Likewise, the sorting signal from a lysosome-associated membrane
protein 1 fused to an antigen can enhance both antibody and CTL responses generated
by MHC class II presentation (41,42).

In vivo evaluation of genetic immunization has failed to demonstrate any significant
toxicity. Major concerns have included the potential induction of autoimmunity or
destruction of transfected cells, but to date neither effect has been observed (43). Fur-
thermore, integration of plasmid DNA into genomic DNA with the attendant risk of
insertional mutagenesis has not been detected (44).
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Inducing immune responses to multiple peptides is a major goal of research in
genetic immunization. The string-bead approach, which links multiple different CTL
or T-helper epitopes, is one of the methods proposed. Such multiepitope (polytope)
vaccines might induce immunity against multiple antigenic targets, multiple strain vari-
ants, or multiple pathogens (45). The polytope vaccine hypothesis was recently vali-
dated in a study in which a recombinant vaccinia virus containing 10 contiguous
minimal murine CTL epitopes was used to induce primary CTL responses to all 10 epi-
topes in mice (46).

Dendritic Cell Vaccines

DCs are the most potent antigen-presenting cells yet identified (47). They are effi-
cient in priming naive T-lymphocyte precursors, as they possess the costimulatory sig-
nals and secrete the cytokines required for this immune response. The development of
techniques to generate adequate numbers of DCs from peripheral blood precursors or
bone marrow progenitors has led to application of these cells in immunotherapy (48).
In general, peptide-pulsed DCs are more effective in eliciting immune responses than
are peptides alone (49–51). Introduction of antigen-coding DNA into the cytoplasm of
DCs for endogenous processing and presentation allows CTL activation that is inde-
pendent of HLA type. Such transduction is possible with either physical methods (e.g.,
liposomes) or viral vectors (e.g., adenovirus vectors) (52–54). When the use of DNA
vaccination against viral oncoproteins (e.g., E6 and E7 of HPV) raises safety issues,
RNA-loaded APCs may offer a useful alternative (55). Clinical trials of DCs loaded
with tumor antigens are in progress (48).

VIRUS-ASSOCIATED MALIGNANCIES

Epstein-Barr Virus

EBV, also designated human herpesvirus 4, is associated with malignancies of 
B-cells, epithelial cells, T-cells, natural killer cells, and muscle (56,57). The development
of EBV-positive tumors is associated with the latent life cycle of the virus during which
it expresses up to nine viral proteins that provide targets for CTLs.

Adoptive Immunotherapy

LPDs of stem cell transplant recipients have provided an excellent system for test-
ing the biologic efficacy of ex vivo expanded, adoptively transferred antigen-specific
CTL lines. LPD represents the most immunogenic tumor (type 3 latency) among EBV-
related malignancies, as all EBV latency-associated proteins are expressed by the
virally transformed lymphocytes. Virus-infected B-cells expressing type 3 latency do
not evade the immune response and are seen only in severely immunocompromised
individuals. For example, EBV-LPD occurs in up to 20% of recipients of T-cell-
depleted stem cells from HLA-mismatched or unrelated donors. No antiviral agents are
reproducibly effective against EBV-LPD. Immunotherapy with unmanipulated donor
leukocytes, although effective in some cases, is associated with a high incidence of dis-
ease progression, and survivors have a high incidence of graft-versus-host disease
(GvHD) (58). We have shown that LPD can be prevented or eradicated and GvHD
avoided by using selectively expanded EBV-specific CTLs either prophylactically or as
treatment for overt disease (59). EBV-transformed B-cell lines are relatively easy to
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establish and provide a continuous source of APCs to activate EBV-specific CTL lines
from seropositive donors (Fig. 3). Since 1993, we have infused donor-derived, EBV-
specific CTL lines into over 60 recipients of stem cell transplants (60,61).

The most important result of the study was that none of the patients who received
prophylactic CTLs developed EBV-LPD, in contrast to about 12% of controls (61).
Gene-marking studies showed that the infused CTL lines could expand in vivo in
response to EBV reactivation and then persist for as long as 5 years. Infusion of CTLs
into patients with a high virus load resulted in a dramatic drop in the virus load to low
or undetectable levels. Further evidence for antitumor effects came from four patients
who developed frank lymphoma before they were treated with CTLs. Subsequent infu-
sions of the activated T-lymphocytes produced complete remissions in three of the four
cases (61). Marking studies showed that the EBV-specific CTLs home to tumor sites,
where they accumulate or expand and ultimately cause lymphoma regression.

Experience with CTL treatment of advanced EBV-LPD has illustrated two common
pitfalls of such therapy. First, if the tumor occurs in a sensitive anatomic location, the
inflammatory response can be damaging. One of our patients with bulky disease in the
nasopharynx showed increased swelling after the CTL infusion, requiring intubation
and tracheotomy (61). Second, mutation of important CTL epitopes becomes increas-
ingly likely with tumor progression. Analysis of tumor tissue from a patient whose dis-
ease resisted CTL therapy revealed a deletion in viral DNA that removed two
immunodominant epitopes against which the CTLs were specific (59,62).
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Fig. 3. Timeline for generation of Epstein-Barr virus-specific cytotoxic T-lymphocytes
(EBV-CTL). To ensure that CTL lines are available by the time patients are at high risk for
EBV-lymphoproliferative disease (EBV-LDP) (1–2 months after stem cell transplantation), we
initiate the lines as soon as the donor is identified. The first step is the generation of the lym-
phoblastoid cell lines (LCLs), which takes about 4–6 weeks. Activation, expansion, and safety
testing of the CTL line takes an additional 4–6 weeks. The first 26 patients received CTLs that
had been genetically marked with a retrovirus vector carrying the neomycin resistance gene.
Marking efficiencies of 0.5–10% allowed us to track the in vivo persistence of the CTLs and to
determine their involvement in any toxicity. An initial dose escalation study revealed that low
numbers of CTLs were biologically effective, and so all patients currently receive one dose of
107 CTL per m2. The target date of infusion is day 45, at which time graft-versus-host disease
(GvHD), if it is to occur, should be apparent. Endogenous EBV-specific CTLs return at about
8–9 months post transplant. Virus load monitoring is also useful for timely intervention.



Recipients of solid organ transplants may be at particularly high risk for EBV-LPD
if they are seronegative prior to transplantation or if they receive organs, such as gut,
that carry a high B-cell load, or if they receive prolonged, intensive immunosuppres-
sive therapy for repeat episodes of graft rejection. Surprisingly, it has been possible to
generate EBV-specific CTL lines from organ recipients even after they have developed
lymphoproliferative disease. This suggests that EBV-specific CTL precursors are pres-
ent in the circulation but are unable to expand in vivo during treatment with immuno-
suppressive drugs. If such cells are moved to a supportive culture environment, they
can respond to activation and proliferation signals. In the case of seronegative recipi-
ents, it may be possible to activate CTLs by using APCs such as DCs, since they are
able to activate CTLs from naive precursors in vitro (47). Prophylaxis with CTLs is
probably not an option in these patients, since with time, in the absence of viral anti-
gen and the presence of immunosuppressive drugs, the infused CTL may be lost. How-
ever, because regular monitoring of the virus load can permit early intervention, CTLs
should be prepared in advance for patients with a high-risk status and then infused
when virus DNA appears or they seroconvert.

Patients with immunodeficiency disorders are also at increased risk for EBV-LPD.
As with solid organ recipients, it has been possible to generate EBV-specific CTLs
from some of these patients and to use them as therapeutic agents (63).

EBV-positive Hodgkin’s disease is another candidate for treatment with EBV-
specific CTLs. Five patients who received autologous EBV-specific CTLs in a phase I
study had temporary clinical improvements, including increases in EBV-specific CTL
precursor frequency, reductions in high virus loads, resolution of type B symptoms, and
stabilization of disease (64). Current improvements include the generation of CTL lines
that are specific for the limited range of viral antigens expressed in Reed-Sternberg cells.

Vaccination

The high incidence of nasopharyngeal carcinoma (NPC) in southern China (1–2%
of the general population) has been associated with early infection by EBV (65). A vac-
cine that could prevent or delay primary infection with EBV by establishing mucosal
immunity might decrease the incidence of EBV-associated NPC (66). The gp340 enve-
lope glycoprotein of EBV, the principal target for neutralizing antibodies, binds to the
cellular receptor for the C3d component of complement, enabling virus to enter the 
B-cells. A vaccine based on purified gp340 has been shown to reduce the virus load
and protect against EBV-associated LPD in cotton-top tamarins (2). When tested in
Chinese children, live recombinant vaccinia virus engineered to express gp340 induced
EBV-specific immune responses with protection against and/or delay of EBV infection
(67). However, the outcome of this study may not be evident for 40 years.

Because the CTL-mediated immune response is necessary for control of EBV infec-
tion, the possibility of priming T-cells by peptide immunization, before primary infec-
tion, has been raised. One advantage of accelerating the CTL response to primary
infection is that one may be able to limit subsequent colonization of the B-lymphocyte
pool (2). This approach would require peptides that are customized to the patients’
HLA phenotype (17) or perhaps a polytope vaccine, as described previously (45). An
effective vaccine against EBV would be especially useful for seronegative recipients of
solid organs from seropositive donors. Such patients are generally at greater risk of
developing EBV-LPD (68).
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Human Papillomavirus

Infection with HPV is widespread throughout population. Over 80 strains of this
virus cause a spectrum of tumors of skin and mucous membranes. HPV-1 and HPV-6
appear to be largely responsible for benign skin warts and genital warts, respectively,
whereas 90% of cervical carcinomas are associated with HPV-16 and HPV-18 (69).
Despite the wide involvement of HPV in sexually transmitted disease and its associa-
tion with malignancy, specific therapy for HPV is still not available. Surgical or chem-
ical removal of the wart leaves the viral episome in the basal epithelium, and host cell
transformation can result from random integration of oncogenic HPV DNA into the
genome (70).

Prophylaxis with vaccines for genital papillomaviruses might prevent infection by
eliciting neutralizing antibodies (70). To be effective, such vaccines must establish an
immunologic barrier at the anogenital epithelium by selective stimulation of a secre-
tory IgA-mediated anti-HPV virion response in the genital mucosa (70). A phase I trial
of L1 (the major capsid protein) particles to vaccinate HPV-11-naive adults is immi-
nent. Detection of type-specific HPV DNA in the genital tract or the development of
HPV-induced anogenital lesions will serve as end points of this proposed vaccination
trial (71).

The immunogenicity of cervical cancer is supported by the observation that it pro-
gresses rapidly in immunosuppressed patients, and spontaneous remissions are associ-
ated with lymphocyte infiltration (73). Furthermore, the detection of CTL activity
against HPV-16-E7-encoded immunogenic peptides in some patients with cervical
intraepithelial neoplasia or cervical cancer suggested that natural immunity might be
strengthened with immunotherapeutic approaches (72). There is considerable interest
in using HPV vaccines to eliminate residual cancer, precancerous lesions, or warts.
About 60% of cervical carcinomas express the transforming proteins of HPV-16 (E6
and E7) (49). Hence, these proteins are obvious targets for any immunotherapeutic
approaches that successfully exploit tumor rejection antigens in murine models (74).
Immunization with an immunodominant peptide of HPV-16-E7 protected animals
against lethal challenge with a tumor expressing this epitope, whereas immunization
with peptide-pulsed DCs could eradicate established tumor (12).

Vaccination with peptides has been applied in clinical trials for cervical cancer. A pep-
tide vaccine consisting of two HPV-16-E7 HLA-A*0201-restricted CTL peptides and a
helper peptide has been tested in women with end-stage cervical cancer (73,75), but no
correlation between vaccine dose and clinical outcome was observed. Steller et al. (76)
also tested the effectiveness of a lipidated form of HPV-16-E7 covalently linked to a helper
peptide. Activation of CTL responses, detected by IFN-� release assay, were demonstrated
in two of three evaluable patients who had been vaccinated with this peptide.

Genetic immunization with a recombinant vaccinia virus expressing the E6 and E7
epitopes of HPV-16 and HPV-18 (mutated to abrogate the transforming capacity of the
virus, while retaining the predicted epitopes) was tested in eight patients with late-stage
cervical cancer (77). Vaccinia antibody responses were noted in all patients, with three
demonstrating HPV-specific antibody responses. HPV-specific CTLs could be detected
in one of three patients. Such an approach might be more effective in patients with less
advanced cancers or preinvasive lesions, or perhaps even in HPV-16 or -18 carriers
without detectable lesions.
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To eliminate basal cells infected with HPV, some investigators have proposed E1
and E2 proteins of HPV as targets for immunotherapy, as they are required for main-
tenance of the episomal state (70). Papilloma virus-like particles (VLPs), formed by
the assembly of the major capsid protein of papillomaviruses in the absence of other
viral proteins, can be engineered to carry other proteins (78,79), whereas a VLP bear-
ing an HPV-16-E7 epitope protected mice from challenge with E7-transformed tumor
cells (79).

Hepatitis B Virus

HBV replicates in the liver and causes hepatic dysfunction (80). Most HBV infections
are self-limiting and are effectively controlled by the immune system. A small fraction
of HBV infections can become persistent or chronic if the immune system fails to resolve
the infection completely. Persons with chronic HBV infection are at substantially increased
risk of developing cirrhosis and primary hepatocellular carcinoma. Although no specific
HBV sequence has been implicated in the development of hepatocellular carcinoma, the
virus appears to act as a mutagenic agent, and viral gene expression may not be required
for tumor growth. IFN-� treatment is helpful in some cases, but a satisfactory medical
treatment for chronic HBV infection is still unavailable. Immunologic intervention with
the conventional hepatitis B vaccine relies on primary prevention. The vaccine is com-
posed of a highly purified preparation of hepatitis B surface antigen (HbsAg). Virtually
100% of persons who develop HBsAg antibody titers of � 10 mIU/mL after primary
vaccination are protected against primary infection. However, the vaccine is of no bene-
fit to individuals already infected or who have chronic disease. The ultimate goal of
hepatitis B vaccination is to decrease the incidence of HBV-related chronic liver disease
and hepatocellular carcinoma. Recent studies in Taiwan have demonstrated a reduction
in the incidence of primary liver cancer in children born after the implementation of rou-
tine hepatitis B vaccination programs (80).

From 2.5 to 5% of immunized adults with HbsAg do not develop an antibody
response. This rate increases to 40% in high-risk patients, such as those on hemodial-
ysis (81). Chimpanzees that received intramuscular vaccination with plasmid DNA
encoding the major and middle HBV envelope proteins developed strong group-, sub-
type-, and preS2-specific antibodies compared with those achieved by traditional 
antigen-based vaccination (31). Thus, genetic immunization may lead to a lower rate
of unresponsiveness.

Patients who successfully clear HBV develop a strong HLA class I-restricted CTL
response, whereas in those with chronic hepatitis B, the response is weak or unde-
tectable. Hence, a vaccine capable of inducing a CTL response to HBV may be capa-
ble of eradicating chronic infection and thereby eliminating the risk of developing
cirrhosis or hepatocellular carcinoma. Twenty-six normal volunteers were immunized
with an HLA-A*0201-restricted CTL epitope from the HBV core antigen linked to a
tetanus toxoid-derived helper epitope with palmitic acid residues used as adjuvants
(82,83). This vaccination proved to be safe and generated primary HBV-specific CTL
responses. This was the first demonstration that a CTL peptide can induce a primary
CTL response in humans and provides the rationale for a larger clinical trial in patients
chronically infected with HBV (83).

Virus-Associated Malignancies 269



CONCLUSIONS AND FUTURE PERSPECTIVES

Adoptive immunotherapy with antigen-specific CTLs has proved to be safe and
effective in immunosuppressed patients. Our clinical trials have suggested that the pro-
phylactic use of ex vivo generated CTLs is optimal and provides protection against
virus-associated tumor formation. If CTLs are used therapeutically, attention must 
be paid to the potential of a damaging inflammatory response and the emergence of 
“antigen-loss variants.” As with any immunotherapeutic strategy, the use of polyclonal
CTL lines targeted to more than one antigen or to antigens that are essential for the
transformed phenotype may preclude the outgrowth of “escape mutants.” Tumors in
patients who are not immunosuppressed will probably be more difficult to treat because
of tumor-mediated immune evasion strategies.

Genetic immunization and vaccination with peptides have also proved to be effica-
cious in eliciting specific immune responses. As clinical trials progress, it will be
important to identify the best method of administering these agents. Genetic immu-
nization with entire protein sequences offers natural processing and presentation of
peptides, precluding the need to determine the immunogenic peptide for the patient’s
HLA type. Among the advantages offered by peptide-based approaches are safety, eas-
ier clinical grade production, and specific induction of immune responses to subdom-
inant epitopes. The uses of single peptides for vaccination will probably lead to
epitope-loss mutants and should therefore be avoided. Polytope vaccines linking dif-
ferent CTL epitopes may offer better protection. The optimal strategy is likely to be
disease-dependent. Clearly, the use of dendritic cells for both peptide vaccination and
genetic immunization results in more potent responses.
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Immunotherapy of Bacterial Infections and Sepsis

Sam T. Donta

INTRODUCTION

The use of immunoglobulins for the prevention and treatment of bacterial infections
has been an important principle and component of antibacterial therapies over the past
70 years. From its origins in the preantibiotic era as treatment for pneumococcal infec-
tions (using serotype-specific antisera) to its use as adjunctive therapy in sepsis, the
concept of immunotherapy of bacterial infections has been very attractive and popular.
A number of issues, however (often practical as well as controversial) have hindered
even greater progress in this field.

Conceptually, immunoglobulins directed against surface products of bacteria (such
as polysaccharides, lipopolysaccharides, and proteins) or against soluble products such
as toxins released by bacteria should provide one means of hindering, if not stopping,
the progression of the infectious process. Immunotherapy would not be expected to
impact on pathogenetic events that take place on an intracellular level.

The timing of any immunotherapy would appear to play a key role in its effective-
ness. Immunoprophylaxis should be the most effective means of preventing the estab-
lishment of the infectious process. Also, the earlier immunoglobulins are administered
once infection has been initiated, the greater is the impact of immunotherapy.

IMMUNOTHERAPY OF SPECIFIC BACTERIAL INFECTIONS

Staphylococcus aureus

There have been a number of attempts to develop type-specific antibodies for use in
the treatment of staphyloccal infections (1–4). Most of them have focused on the devel-
opment of vaccines to induce immunity against staphylococci (1,2) or the use of non-
virulent staphylococci to colonize individuals and prevent colonization by virulent
staphylococci (3,4). None of these strategies has been shown to be effective to date,
although it should be possible eventually to develop a vaccine against staphylococcal
antigens that could induce protective immunity against invasive disease. One such anti-
gen would be the toxic shock syndrome toxin (TSST).

Pooled immunoglobulins have been used in the treatment of staphylococcal-associated
toxic shock syndrome (5,6). This appears to be a successful strategy in some cases, but



no controlled clinical trials have been conducted to evaluate its potential fully, and no
TSST-specific, hyperimmune, sera have been developed to further evaluate their poten-
tial efficacy in reducing the morbidity and mortality of this disease.

Because staphylococci, especially S. aureus, have become increasingly resistant to
antibiotics currently in use, emphasis should be placed on the development of both
active vaccines and hyperimmune sera directed against specific antigens to prevent and
treat invasive disease.

Streptococci

Prior to the advent of antimicrobials, antisera were developed to combat pneumo-
coccal infections, especially pneumonia (7). The use of these preparations became stan-
dard practice and did lead to a significant reduction in the mortality of the disease. As
effective antibiotics were developed, the use of antipneumococcal sera was abandoned.
Now that strains of pneumococci have become resistant to �-lactams, it may become
necessary to reconsider the use of antisera as adjunctive, if not primary, therapy of seri-
ous pneumococcal infections. It should not be difficult to prepare hyperimmune sera
from individuals immunized with polyvalent preparations of pneumococcal polysac-
charides who have high titers against the prevalent serotypes of pneumococci.

No antisera directed against the polysaccharides or proteins of any of the hemolytic
streptococci have been developed to date. In studies of the use of various intravenous
immunoglobulin (IVIG) preparations in the prevention and treatment of sepsis in low-
birth-weight and other neonates, there appeared to be a small, but significant effect on
decreasing the mortality rate associated with sepsis (8,9). Group B streptococci are an
important cause of neonatal sepsis, but these studies did not specifically address these
organisms, and it is as yet unclear whether the use of standard IVIG preparations would
prevent or augment the treatment of serious group B streptococcal infections. Group B
streptococci can also cause serious disease in adults, especially those with underlying
diabetes, cirrhosis, and malignancy, but these infections have not posed a threat in
terms of antibiotic resistance, and it would seem unlikely that hyperimmune antisera
to group B streptococcal antigens would significantly facilitate the resolution of the
disease, compared with the use of antibiotics alone. It would seem important, however,
to develop vaccines against specific group B streptococcal antigens for use in suscep-
tible adults, if not in neonates.

Group A streptococcal infections remain an important cause of morbidity and mor-
tality in most human populations. Attempts to develop vaccines that induce protective
immunity have faltered because of potential cross-reactions with normal human tissues
(10). Nonetheless, these attempts should continue, as should the development of spe-
cific, hyperimmune sera, to augment the treatment of serious infections such as necro-
tizing fasciitis, septicemia, and complicated cellulitis. Streptococcal toxins, especially
TSST, appear to be important virulence factors in the pathogenesis of systemic infec-
tion (11), and the early use of IVIG, similar to that in staphylococcal infections,
appears to ameliorate the effects of TSST-associated streptococcal infections (12). Ide-
ally, controlled clinical studies should be conducted to prove that this approach would
work. In this regard, hyperimmune sera directed against TSST should be developed for
use in such studies, and for use in selected clinical situations.
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Other Gram-Positive Organisms

The use of specific hyperimmune globulins in the treatment of diseases associated
with toxins produced by corynebacteria and clostridia is now well established (13–15).
Diphtheria antitoxin, when administered early in the disease, appears to prevent a num-
ber of complications associated with diphtheria (13). Similarly, the use of tetanus and
botulinum antitoxins is critical to the recovery of patients with tetanus and botulism
(14,15). One anecdotal study suggested that the use of IVIG facilitated the resolution
of Clostridium difficile enterocolitis (16).

Gram-Negative Cocci and Coccobacilli

Hemophilus influenzae is an important cause of invasive disease, especially menin-
gitis, in infants and young children. An effective vaccine directed against a major outer
membrane protein, as well as a vaccine directed against the specific polysaccharide,
has now been in routine use (17). Currently available antibiotics are still very effective
against disease caused by H. influenzae in children and adults; thus, it would not appear
necessary to try to develop hyperimmune antisera for adjunctive use in the treatment
of serious infections caused by this organism.

Neisserial infections, especially those caused by Neisseria meningitidis and Neisse-
ria gonorrhea, remain worldwide problems. Vaccines have been developed for Groups
A and C meningococci, and work is proceeding on developing a vaccine for group B
as well (18,19). Work is also proceeding on the development of a gonococcal-specific
vaccine (20). As for the potential use of hyperimmune IVIG preparations directed
against meningococci or gonococci, there would not seem to be any compelling need
for the development of such sera.

Gram-Negative Bacilli

Much attention has been paid to the prevention and treatment of infections caused
by enteric Gram-negative bacilli and Pseudomonas aeruginosa. Infections caused by
these organisms have been of increasing importance as pathogens, especially in hospi-
tals, causing significant morbidity and mortality (21). As more immunosuppressive
treatments are used to control malignancies and other disorders, the incidence of sec-
ondary infections caused by Gram-negative bacilli increases. The ability of these
organisms to become resistant to antibiotics over relatively short periods also presents
a compelling argument for the development of effective prophylactic and therapeutic
strategies to combat the frequently life-threatening infections associated with them. It
would appear at times that significant progress has been made in this area, only to find
evidence to the contrary. Nonetheless, the bulk of the evidence supports the idea that
successful immunization against these organisms is possible and that immunotherapy
of infection in progress is also possible.

Braude et al. (22) and McCabe (23) made the initial observations that the core gly-
colipids of the endotoxin molecule, common to all Enterobacteriaceae, could be used
to prevent infection from both homologous and heterologous enteric bacteria and that
antisera directed against this endotoxin core could both prevent and treat infections
caused by different enteric bacteria. Clinical trials initially using human antiserum to
the core of the endotoxin molecule of a mutant E. coli, and subsequently a monoclonal
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antibody preparation (HA-1A) against the same J5 mutant, showed that both mortality
and morbidity (i.e., shock) could be prevented in patients with documented Gram-
negative bacteremia (24,25). A number of other clinical trials also showed therapeutic
or prophylactic benefit of immunoglobulin preparations (26–28), although other trials
did not show any benefit of core-endotoxin hyperimmune globulin over that of stan-
dard IVIG preparations (29,30). Because overall mortality of patients was not reduced
in control patients in the HA-1A trial, implying an adverse effect of the antibody prepa-
ration in patients with Gram-positive bacteremia or with no defined etiology, because
two other trials failed to show a beneficial effect against Gram-negative sepsis, and
because of a number of other issues, including the use of subanalyses, and the poten-
tial costs of this therapy, the HA-1A preparation did not receive U.S. Food and Drug
Administration approval for use in patients with suspected Gram-negative sepsis. The
various issues, however, remain unresolved, as argued by Cross et al (31), and it is
hoped that this approach will be re-examined and refined, not abandoned.

Another series of trials directed against infections caused by Klebsiella species and
Pseudomonas aeruginosa ended without definitive conclusions. In these trials, patients
in intensive care units in Department of Veterans Affairs hospitals in the United States
were given hyperimmune sera derived from immunized human volunteers to determine
whether these preparations were more effective than an albumin placebo in preventing
infection, mortality, and morbidity caused by these important pathogens. In the first
trial, it appeared that Klebsiella infections were being prevented and modified, but
because there was no effect against Pseudomonas infections, that trial was stopped by
the Data Monitoring Board (DMB) and a new trial begun using greater concentrations
of hyperimmune sera (32). The second trial was never completed, however, because of
the many adverse effects (e.g., hypotension, fever) of the hyperimmune IVIG prepara-
tion and because the DMB was not convinced that the trial would yield significant dif-
ferences when and if sufficient patient enrollment could be achieved. Subsequent
analyses suggested that the hyperimmune preparation had a therapeutic effect on
patients who were already infected at the time of patient entry into the study, but the
numbers did not achieve statistical significance. No subsequent studies were consid-
ered by the manufacturer or by the Department of Veterans Affairs, leaving the possi-
bility of therapeutic and/or prophylactic benefit unresolved.

Miscellaneous Observations

Limited, anecdotal, studies in various other settings have suggested some therapeutic
and prophylactic benefit of standard IVIG preparations. These include sepsis following
cardiac surgery in high-risk patients (33), patients with cerebrospinal fluid shunt infec-
tions (34), and patients with multiple myeloma (35). No effect was found in preventing
infections in pediatric head trauma patients (36). One report suggested that early treat-
ment with IVIG prevented polyneuropathy following multiple organ failure and Gram-
negative sepsis (37). Another report suggested that IVIG facilitated the recovery of
lymphocytic meningoradiculitis associated with Lyme disease (38). Experimentally, the
use of human IVIG protected rabbits from diarrhea and death associated with E. coli
shiga-like toxin (39).
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CONCLUSIONS

The immunotherapy of bacterial infections, including sepsis, remains an important
issue and consideration as adjunctive treatment of various infections. Experimental evi-
dence strongly supports the concept, but implementation has continued to encounter
numerous hurdles. The bulk of the clinical experience also supports the use of specific
immunotherapies in a number of clinical settings, but more research is needed to provide
statistical proof of its efficacy. As these trials are very expensive ventures, it is difficult
for manufacturers to have the incentive to develop specific preparations and to support
clinical trials. As the occurrence of infections and sepsis exacts a very high toll, however,
it would seem important for federal funding agencies to support the development of such
products and the clinical trials to prove their efficacy. Ultimately, it is hoped that vaccines
will prevent many specific infections, but there will always be a need for adjunctive
immunotherapy directed against specific bacterial products.
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Mycobacterial Infections
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INTRODUCTION

At least one-fourth of the world’s population is infected with Mycobacterium tuber-
culosis, resulting in nearly 4 million deaths worldwide each year, more than any other
single pathogen. In some areas, such as southern Africa and southeast Asia, tuberculo-
sis case rates have approached 200 cases per 100,000 persons/year, or nearly 0.2%
annually (1), despite vaccination with M. bovis bacille Calmette-Guérin (BCG) and
increased access to chemotherapy. In other regions, including eastern Europe and Rus-
sia, multidrug-resistant (MDR) infection has emerged as a major threat to public health
(2). As a consequence, there is greater urgency to define the factors involved in host
resistance to mycobacterial infection and to evaluate their potential therapeutic appli-
cation in clinical trials.

Basic clinical observations have shaped our understanding of mycobacterial immu-
nity. The initial infection with M. tuberculosis is usually inapparent. It is followed by
acquisition of delayed-type hypersensitivity and partial immunity to exogenous rein-
fection. Although active TB can arise shortly after exposure, most TB cases represent
reactivation disease, which is separated in both time and distance from the initial infec-
tion. In a normal host, the risk of TB is approximately 5% during the first year after
initial infection, and 5% subsequently, distributed over as much as decades. The risk
of TB is increased in the very young and the elderly, owing to impaired cellular
immune function. The risk is greatest in individuals with advanced HIV-1 infection, in
whom the likelihood of progression to active TB may be increased by as much as 170-
fold (3–6). These observations underscore the critical role of cell-mediated immunity
and, in particular, the importance of antigen-specific CD4� T-cells in mycobacterial
immunity.

CYTOKINE REGULATION OF MACROPHAGE ACTIVATION

As intracellular pathogens, mycobacteria possess the capacity to replicate within the
phagocytic cells that comprise the major effector arm of the cellular immune system.
Resting human monocytes and macrophages are relatively permissive of intracellular



replication of M. tuberculosis, with doubling times of 16–26 hours in vitro (7). At this
stage, the infection can be affected by factors reflecting natural immunity. In mice,
resistance of resting macrophages to infection with most intracellular pathogens is con-
trolled by the products of a gene on chromosome 1 identified as the bcg locus (8,9).
Macrophages of BCG-resistant strains demonstrate increased respiratory burst activity
as assessed by peroxide production and enhanced capacity for inhibition of replication
of M. bovis BCG and M. intracellulare (10,11). Recent studies suggest that the human
correlate of this gene may also play a role in determining TB susceptibility (12). Nat-
ural killer (NK) cells may also play a role in mycobacterial resistance (13). Natural
resistance may be most important late in HIV disease, when acquired, antigen-driven
CD4 responses have substantially declined.

The formation of granulomas at the site of initial infection is a critical early event
in mycobacterial immunity. The capacity to produce interleukin-1 (IL-1) and tumor
necrosis factor-� (TNF-�) is increased in monocytes from patients with active TB
(14,15). IL-1�, TNF-�, and IL-12 are produced within tuberculous granulomas (16),
in response to intact mycobacteria as well as specific polysaccharides and proteins
(17–22). These cytokines are essential and sufficient to induce formation of granulo-
mas when coupled to inert particles (23). TNF-� and (to a lesser extent) granulo-
cyte/macrophage colony-stimulating factor (GM-CSF) appear to act in an autocrine
fashion to limit intracellular mycobacterial growth (24–29). Granuloma formation is
absent in mice lacking the gene for TNF-� or treated with neutralizing TNF-� anti-
body, which results in progressive, lethal mycobacterial infection (30,31). IL-12 may
act at this stage of infection, by activating NK cells (13). Other products of activated
macrophages, including IL-6 and calcitriol (1,25 dihydroxy vitamin D3), also restrict
intracellular mycobacterial growth (7,32–36). Sufficient concentrations of vitamin D
(10�7–10�9 M) may be produced within granulomas for growth inhibition to occur.
(For a summary of effects, see Table 1.)

In most cases, however, this level of macrophage activation is not sufficient to con-
tain mycobacterial replication, especially in human hosts. Control of most intracellu-
lar pathogens (including Toxoplasma, Legionella, and Leishmania organisms as well as
mycobacteria) requires factors produced by antigen-specific lymphocytes, including
CD4�, CD8�, and �	 T-cells (37–41). The critical role of interferon-� (IFN-�) pro-
duced by these cells can be readily demonstrated in murine models of TB (42,43). Mice
with targeted disruption of the IFN-� gene or the gene for the IFN-� receptor show
increased susceptibility to M. tuberculosis and M. bovis BCG (44–47). In such animals,
intravenous or aerogenic challenge with a normally sublethal number of M. tuberculo-
sis bacilli leads to death, with extensive tissue necrosis and increased numbers of acid-
fast bacilli. Defects that prevent the clonal expansion and activation of IFN-�-producing
T-cells, such as deficiencies in IL-12 or IL-18, have similar effects (48,49). Mutations
affecting the IFN-� or IL-12 receptors in humans also result in increased mycobacte-
rial susceptibility (50–53).

Cytotoxic T-cells also appear to contribute toward control of intracellular mycobac-
terial by a granule-dependent mechanism. Granulysin, a protein found in granules of
cytotoxic T-lymphocytes (CTLs), reduced the viability of a broad spectrum of patho-
genic bacteria, fungi, and parasites in vitro. Granulysin directly killed extracellular
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mycobacteria and, in combination with perforin, decreased the viability of intracellu-
lar M. tuberculosis (54,55). However, cytotoxicity per se does not appear to be a major
factor in control of intracellular bacilli (56,57).

IMMUNOPATHOGENESIS OF TUBERCULOSIS

The specific genetic defects described above appear to account for only a small frac-
tion of human TB cases. Nonetheless, there is substantial evidence of immune dysregu-
lation in patients with active disease. Up to 25% have a negative tuberculin skin test on
initial evaluation (58); this percentage is increased in those with disseminated or miliary
disease (59). Up to 60% of patients demonstrate reduced responses to M. tuberculosis
purified protein derivative (PPD) in vitro in terms of T-cell blastogenesis, production of
IL-2 and IFN-�, and surface expression of IL-2 receptors (60,61). These abnormalities
are accompanied by increased levels of M. tuberculosis-reactive antibody and increased
capacity for production of the cytokines IL-1 and TNF-� by monocytes (14,15).

Several studies indicate that activation of suppressive mechanisms in blood mono-
cytes contributes to this process. Depletion of monocytes partially restores T-cell
responses and IL-2 production, although not completely so. Blood monocytes in TB
show increased expression of HLA-DR, IL-2 and TNF receptors, B7, and Fc�RI and
RIII (62,63). When stimulated in vitro, they produce increased quantities of IL-10,
transforming growth factor-� (TGF-�) and prostaglandin E2 (PGE2) (22,64–69). This
altered macrophage cytokine profile may be a consequence of intracellular infection.
Mycobacterial lipoarabinomannan, for example, blocks activation of macrophages by
IFN-� via production of PGE2 and TGF-� and also inhibits mitogen-induced T-cell
activation in a dose-dependent fashion (70–74). This hypothesis is supported by the
observation that the immunologic abnormalities are most pronounced in patients with
far advanced disease. The immunologic defects may thus be a consequence of the
advanced disease stage and high bacillary burden in these patients.

Mechanisms other than the production of immunosuppressive factors by monocytes
may also be involved in the reduced T-cell responses in peripheral blood in TB. 
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Table 1
Effect of Cytokines and Other Mononuclear Cell Products on Macrophage
Activation for Inhibition of Intracellular Mycobacterial Growth

Activating Deactivating
IL-2 IL-1�
IL-4 IL-3
1,25(OH)2-D3 IL-6
GM-CSF IL-10
TNF-� TGF-�
IFN-� PGE2

IL-12
IL-15

Abbreviations: GM-CSF, granulocyte/macrophage colony-stimulating factor; IFN-�, interferon-�; IL,
interleukin; 1,25(OH)2-D3, 1,25 dihydroxy vitamin D3; PGE2, prostaglandin E2; TGF-�, transforming
growth factor-�; TNF-�, tumor necrosis factor-�.



Several studies have indicated compartmentalization of T-cell responses at the site of
disease (75–78). In addition, intrinsic T-cell refractoriness, possibly associated with a
tendency toward apoptosis (programmed cell death), may be present in the peripheral
blood (79).

Immunologically mediated tissue damage and other toxicities also appear to be
responsible for many of the clinical manifestations of TB. TNF-� appears to be the
cause of much of the fever, wasting, inflammation, and tissue necrosis characteristic of
the disease.

HIV AND TUBERCULOSIS

Coinfection with HIV is the most potent risk factor for active TB in a person latently
infected with M. tuberculosis. TB typically is an early complication of HIV infection,
occurring prior to an AIDS-defining illness in 50–67% of HIV-infected patients (80).
Before the introduction of protease inhibitors, the diagnosis carried an expected 
mortality of 21% at 9 months, even in those subjects presenting without other AIDS-
defining conditions (81). Death was infrequently (13%) due to active TB, however.
More often, it resulted from other AIDS-related causes (particularly Pneumocystis
carinii or bacterial pneumonia, or wasting syndrome), which may occur shortly after
the diagnosis of tuberculosis.

Several studies indicate that the adverse interactions of M. tuberculosis and HIV are
bidirectional, i.e., that TB affects HIV disease in addition to the better recognized con-
verse interaction. TB is characterized by prolonged antigenic stimulation and immune
activation, even in HIV-positive subjects (79,82). Antigen-induced T-cell activation and
expression of the proinflammatory cytokines TNF-� and other inflammatory cytokines
in turn promote HIV expression by latently infected cells (83–89). M. tuberculosis and
its proteins and glycolipids directly stimulate HIV replication by mechanisms involv-
ing monocyte production of TNF-� (90–93). In the lung, TNF-� and HIV-1 RNA are
both increased in bronchoalveolar lavage fluid of involved segments of lungs of patients
with pulmonary TB and HIV-1 infection (94). Phylogenetic analysis of V3 sequences
demonstrated that HIV-1 RNA present in bronchoalveolar fluid had diverged from
plasma, indicating that pulmonary TB enhances local HIV-1 replication in vivo. In this
context, IL-10 and TGF-� expression may be of benefit to the host, in that they inhibit
antigen-induced HIV expression, via inhibitory effects on lymphocyte activation (88).

These interactions appear to have significant clinical consequences. Plasma HIV
viral load increases 5- to 160-fold in HIV-infected persons during the acute phase of
TB (95). Subsequently, new AIDS-defining opportunistic infections occur at a rate 1.4
times that of CD4-matched HIV-infected control subjects without a history of TB (95%
confidence interval: 0.94–2.11) (96). Cases also had a shorter overall survival than did
controls ( p � 0.001), as well as an increased risk for death (odds ratio � 2.17). The
adverse effect on survival is most pronounced in those individuals with the greatest evi-
dence for macrophage activation (neopterin � 14 ng/mL, or soluble type II TNF-�
receptor � 6.5 ng/mL, or negative tuberculin skin tests; p 
 0.01) (97). Thus, although
active TB may be an independent marker of advanced immunosuppression in HIV-
infected patients, it may also act as a cofactor to accelerate the clinical course of HIV
infection.
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CLINICAL TRIALS

As summarized above, current evidence suggests that protective host responses
against M. tuberculosis are dependent on Th1 responses mediated by interactions of
CD4 T-lymphocytes and macrophages. IL-2 and IFN-� are crucial cytokines produced
by antigen-responsive T-cells that activate macrophages to inhibit intracellular mycobac-
terial growth and may also act indirectly to enhance specific cytotoxic T-cell and NK
cell responses. Other cytokines such as TGF-� enhance fibrosis and scarring near
tuberculous lesions and result in loss of functional pulmonary parenchyma.

These observations have led to the hypothesis that administration of endogenous IFN-�
or IL-2 and other agents might augment host cell-mediated immune responses in active
TB, improve or accelerate clearance of tubercle bacilli, and improve clinical outcomes.
The availability of highly purified recombinant cytokines, the increasing rates of MDR
tuberculosis, and successful experience with adjunctive therapy using human cytokines
in cancer therapy and the treatment of other infectious diseases have led to strong inter-
est in their possible role in the therapy of human mycobacterial diseases.

The general goals of immunotherapy in TB treatment are to shorten the duration of
therapy for drug-susceptible disease or improve cure rates in drug-resistant disease.
Current approaches to the immunotherapy of tuberculosis center on promoting Th1
responses by administration of Th1 cytokines or immunomodulators, inhibition of
macrophage-deactivating toxic cytokines such as TGF-�, and inhibition of proinflam-
matory cytokines by specific or general cytokine inhibitors such as corticosteroids,
thalidomide, or pentoxifylline. IL-2, IFN-�, IFN-�, IL-12, and a heat-killed M. vaccae
immunotherapeutic agent are being evaluated in controlled clinical trials (98–101).
Other potential interventions include administering IL-18 or blocking immunosup-
pressive cytokines such as TGF-� and IL-10 (102).

Interleukin-2

Data from animal studies, in vitro studies using human cells, and clinical trials in
other mycobacterial infections suggest that IL-2 may play a central role in controlling
murine TB infection. Murine models of M. lepraemurium, M. avium, and M. bovis
BCG infection have shown that IL-2 can be useful in limiting infection, possibly by
activating macrophages through an interferon-mediated mechanism or directly via the
development of cytotoxic T-lymphocytes specific for mycobacterial antigens (103–105).
Humans infected with M. tuberculosis often have absent or weak PPD skin test response
and decreased in vitro proliferative responses to PPD. These abnormalities are associ-
ated with deficient IL-2-induced cell proliferation and decreased IL-2R generation
(61). These observations form the basis for studies of recombinant IL-2 as adjunctive
immunotherapy against mycobacterial disease in humans.

Early clinical trials with IL-2 in patients with leprosy and leishmaniasis, as well as
other serious infections caused by intracellular pathogens, demonstrated that IL-2
immunotherapy may be useful in controlling these infections (106–108). In leprosy
patients, IL-2 administration led to enhanced local cell-mediated immune responses
and resulted in more rapid and extensive reduction in M. leprae bacilli compared with
multidrug chemotherapy alone. The administration of IL-2 at low doses of 10 �g
(180,000 IU) twice a day for 8 days led to body-wide infiltration of CD4� T-cells,
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monocytes, and Langerhans cells in the skin and a decline in the total body burden of
M. leprae (109). IL-2 appeared to facilitate the destruction of leprosy bacilli in these
patients. The presumed mechanism of this antibacterial effect is via the destruction of
oxidatively incompetent dermal macrophages and the extracellular liberation of bacilli
and their subsequent uptake and destruction by newly emigrated and oxidatively com-
petent monocytes from the circulation.

Two clinical trials have examined IL-2 as an adjunct to TB treatment in humans. A
pilot study of IL-2 was performed in 20 TB patients in Bangladesh and South Africa
to evaluate its safety and microbiologic and immunologic activities (100). The patient
population was diverse and included new, partially treated, and chronic MDR cases.
Patients received 30 days of twice daily intradermal injections of 12.5 �g (225,000 IU)
of IL-2 in addition to combination chemotherapy. Patients in all three groups showed
improvement of clinical symptoms during the 30-day treatment period. Results of
direct sputum smears for acid-fast bacilli (AFB) demonstrated conversion to negative
following IL-2 and chemotherapy in all the newly diagnosed patients and in five of
seven patients with MDR TB. Patients receiving IL-2 did not experience clinical dete-
rioration or any significant side effects.

A recent randomized clinical trial of 35 patients with MDR TB in South Africa com-
pared daily or pulsed IL-2 therapy with placebo (101). Patients received the best avail-
able combination chemotherapy based on individual drug susceptibility testing results.
Twelve patients received 12.5 �g (225,000 IU) IL-2 intradermally twice daily. Nine
patients received pulsed IL-2 therapy (twice daily intradermal injection of 25 �g
[450,000 IU] IL-2 daily for 5 days, followed by 9 days off IL-2 treatment, for three
cycles), and 14 subjects received placebo. Immunotherapy or placebo was given in con-
junction with combination chemotherapy during the first 30 days of the study. The total
dose of IL-2 in both active treatment groups was identical. Patients receiving pulsed
IL-2 therapy did not respond to treatment, whereas the patients receiving daily therapy
did respond. Among patients who were sputum AFB smear-positive at the time of study
entry, five of eight patients receiving daily IL-2 treatment had reduced or cleared spu-
tum mycobacterial load compared with two of seven subjects receiving pulsed IL-2 and
three of nine subjects in the placebo group. Chest X-ray improvement after 6 weeks of
anti-TB treatment was present in 7 of 12 patients receiving daily IL-2 compared with
2 of 9 patients on pulsed IL-2 treatment and 5 of 12 patients receiving placebo. The
number of circulating CD25� (low-affinity IL-2 receptor-bearing T-cells) and CD56�
(NK) cells was significantly increased in patients receiving daily IL-2 but not in the
pulsed IL-2 or placebo arms.

No significant side effects related to IL-2 treatment were observed. One patient
developed mild flu-like symptoms during two cycles of pulsed IL-2 treatment. Patients
receiving IL-2 developed mild self-limited local induration and pruritus at injection
sites. All patients receiving IL-2 treatment completed the study. The results of these
studies suggest that IL-2 administration in combination with conventional combination
chemotherapy is safe in patients with TB and may potentiate the antimicrobial cellular
immune response to TB. Additional studies are needed to confirm these initial findings
and assess long-term clinical benefits. Another randomized placebo-controlled trial of
daily IL-2 (450,000 IU daily) in HIV-noninfected patients with smear-positive, drug-
susceptible pulmonary TB is currently ongoing in Uganda.
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Interferon-�

Because of its critical role in macrophage activation and host defenses against mycobac-
terial diseases, adjunctive treatment with IFN-� has been studied in several small trials.
In lepromatous leprosy, intradermal therapy with low-dose IFN-� resulted in increased
local T-cell and monocyte infiltration, HLA-DR (Ia) antigen expression, and decreased
bacillary load (110). In another study, twice or thrice weekly therapy with 25–50 �g/m2

of subcutaneous IFN-� was administered to seven HIV-noninfected patients with dis-
seminated M. avium complex infection who had failed to respond to antibiotic therapy
(111). Within 8 weeks of beginning IFN treatment, all seven patients had significant and
sustained clinical improvement. In contrast, IFN-� therapy was not found to be benefi-
cial in patients with advanced AIDS and disseminated M. avium complex infection (112).

IFN-� immunotherapy also has been studied in MDR TB, for which drug treatment
options are limited. In a case report, adjunctive treatment with IFN-� and GCSF was
successful in the treatment of a leukemic patient with intracerebral and spinal cord
MDR TB (113). High-dose systemic therapy with IFN-� has, however, been associated
with frequent side effects including fatigue, myalgias, and malaise. Treatment with
aerosolized IFN-� has been studied in an attempt to decrease these systemic side
effects and deliver therapy directly to the site of disease in the lung. In an open-label
study in five patients with MDR TB, aerosolized IFN-� 500 �g three times weekly for
1 month was well tolerated and resulted in decreased sputum bacillary burden and sta-
ble or improved body weight (114). Further studies of aerosolized IFN-� are warranted
to determine the optimal dose and duration of therapy.

Interferon-�

Interferon-� is another immunomodulatory cytokine produced by mononuclear
phagocytes stimulated by bacteria and viruses. IFN-� modulates differentiation of 
T-cells toward the Th1 phenotype, induces production of IFN-� and IL-2, and inhibits
proliferation of Th2 cells. Two small studies have examined a possible role for IFN-� in
TB treatment. A randomized open-label trial in 20 HIV-seronegative TB patients in Italy
studied the effects of aerosolized IFN-� 3 million units thrice weekly during the first 
2 months of TB treatment (115). Patients treated with IFN-� had significantly earlier
improvement in fever, sputum bacillary burden by quantitative microscopy after 1 week
of treatment, and pulmonary consolidation after 2 months than patients receiving placebo.
No adverse effects were noted in the IFN-� treatment group. In another pilot study,
IFN-�2b (3 million units weekly) was administered subcutaneously for 3 months as an
adjunct to chemotherapy for five patients with chronic MDR TB (116). Two of the five
patients became consistently sputum culture-negative over a 30-month follow-up period.

Interleukin-12

IL-12 is a pivotal cytokine that enhances host responses to intracellular pathogens by
inducing IFN-� production and Th1 responses at sites of disease. Patients with congen-
ital abnormalities of IL-12 receptors are highly susceptible to serious mycobacterial and
salmonella infections (52,53). Administration of IL-12 to severe combined immuno-
deficient (SCID) or CD4� T-cell-depleted mice infected with M. avium enhances
IFN-� production and had modest activity against M. avium (117). Recombinant IL-12
also has been shown to upregulate M. tuberculosis-induced IFN-� responses in human
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peripheral blood mononuclear cells (PBMCs) and alveolar macrophages (118,119).
Because of these properties, there has been considerable interest in exploring a possi-
ble role for IL-12 immunotherapy in TB, balanced by concerns about its nonspecific
mechanism of action and potential toxicity. An early phase I trial of IL-12 immunother-
apy in TB is currently under way in the Gambia.

Thalidomide

Thalidomide, or �-N-phthalimidoglutarimide, is a synthetic derivative of glutamic
acid that was initially released as a sedative in Europe in 1957 but was withdrawn from
most countries 4 years later after recognition of its serious teratogenic effects, particu-
larly limb-shortening defects and phocomelia. The use of thalidomide as adjunctive ther-
apy in inflammatory and mycobacterial diseases has an interesting history. In 1965 an
Israeli dermatologist prescribed thalidomide as a sedative for six patients with le-
promatous leprosy and erythema nodosum leprosum (ENL) (120). ENL is a serious
reaction characterized by painful nodules, fever, malaise, wasting, vasculitis, and periph-
eral neuritis that develops in 10–50% of patients treated for lepromatous leprosy. All six
patients treated with thalidomide improved within hours. This clinical observation
spurred a series of studies by other researchers to investigate its underlying mechanisms.

It is now recognized that thalidomide has complex antiinflammatory, immunologic,
and metabolic effects. Its activity has been attributed, at least in part, to its demon-
strated ability to inhibit TNF-� synthesis in vitro and in vivo (121,122). Thalidomide
also inhibits neutrophil phagocytosis, monocyte chemotaxis, and angiogenesis and, to
a lesser degree, inhibits lymphocyte proliferation to antigenic and mitogenic stimuli
(123–125). Thalidomide inhibits HIV-1 replication in the U-1 monocytoid cells and
PBMC from patients with advanced AIDS, primarily by inhibition of TNF-� (126,127).
These studies indicate potential clinical roles of thalidomide to limit TNF-related clin-
ical toxicities and to reduce cytokine-related HIV expression.

Thalidomide has subsequently been studied in several diseases in which immuno-
logically mediated mechanisms cause pathology. Thalidomide is effective for recurrent
oral, esophageal, and rectal apthous ulcers in patients with AIDS (128). It is also ben-
eficial in chronic graft-versus-host disease after bone marrow transplantation, discoid
lupus erythematosus, Behçet’s disease, and pyoderma gangrenosum and other inflam-
matory skin diseases. Thalidomide also has modest activity in HIV wasting syndrome,
severe ulcerative colitis, microsporidial diarrhea, wasting in HIV-infected patients with
TB, and refractory M. avium complex infection in HIV-noninfected persons. Adjunc-
tive immunotherapy with thalidomide was studied in a double-blind placebo-controlled
trial of 39 HIV-infected adults with and without active TB (129). Patients with active
TB treated with thalidomide had decreased plasma TNF-� and HIV-1 viral levels and
greater weight gain than patients in the placebo group.

Thalidomide has also been evaluated as adjunctive therapy for TB meningitis, a rel-
atively common form of TB that often has serious sequelae. The severe inflammation
in the subarachnoid space is believed to play a central pathophysiologic role in the
cerebral edema, vasculitis, and infarction typically seen in this form of TB. Levels of
TNF-� and other inflammatory cytokines are increased in the cerebrospinal fluid in
patients with tuberculous meningitis and are correlated with disease progression and
brain injury in an animal model of tuberculous meningitis (130). Rabbits treated with
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the combination of thalidomide and anti-TB drugs are protected from death compared
with animals treated only with anti-TB drugs (131). Based on these promising pre-
clinical data, a randomized, placebo-controlled trial of adjunctive thalidomide in HIV-
noninfected children with tuberculous meningitis is currently under way in South
Africa comparing treatment with thalidomide or placebo in addition to standard 
anti-TB drugs and corticosteroids during the first month of TB treatment.

The side effect profile of thalidomide varies considerably among different patient
groups. Aside from its teratogenic effects, the major toxicity of thalidomide is a periph-
eral polyneuropathy that occurs in 20–50% of patients. It is predominantly sensory and
can be irreversible. Other side effects include sedation, orthostatic hypotension, xero-
stomia, and rash. Thalidomide was approved in 1998 for use in the United States for
the treatment of severe erythema nodosum leprosum and is under active investigation
in other immunologically mediated conditions such as HIV wasting syndrome. Because
of its teratogenicity and neurologic toxicity, its use has been reserved for conditions
refractory to other medical therapy and is strictly regulated in women of child-bearing
age. Patients on chronic therapy must be followed closely for neurologic toxicities.

Other Inhibitors of TNF-�

Pentoxifylline is a phosphodiesterase inhibitor used for treatment of intermittent
claudication, in which it acts to increase the deformability of the red blood cell mem-
brane. Pentoxifylline also inhibits the production of TNF-� at the transcriptional level,
as well as the effects of the cytokine on target tissues (132–134). It reduces the pul-
monary toxicity of TNF-� in animal models of sepsis (135). Pentoxifylline inhibits
HIV-1 expression by monocytes and lymphocytes in acute and chronic in vitro expres-
sion models (136,137). Oral administration of 1200–2400 mg daily to AIDS patients
without TB or other active opportunistic infections results in reduced TNF-� mRNA
in circulating mononuclear cells, reduced capacity to produce TNF-� following stim-
ulation in cell culture, and reduced serum triglyceride, but it has no effect on plasma
HIV RNA (138,139).

A double-blind, placebo-controlled study of adjunctive therapy with pentoxifylline
(1800 mg/day) as a timed-release formulation was performed in Ugandan HIV-infected
patients with pulmonary TB. Subjects had early HIV disease (mean CD4 cell count,
380/�L) and did not receive other antiretroviral drugs. They were treated for the first 4
months with standard TB therapy. Pentoxifylline resulted in decreased plasma HIV RNA
and serum �2-microglobulin and, in a subset of moderately anemic patients, improved
blood hemoglobin levels. Trends were noted toward reduced TNF-� production in vitro
and improved performance scores, but these did not reach statistical significance. No
effect was noted on body mass, CD4 cell count, TB relapse, or survival (140,141).

Several studies of prednisolone or other corticosteroids as adjunctive therapy for
HIV plus TB are currently under way. Like pentoxifylline and thalidomide, pred-
nisolone inhibits TNF-� expression but also affects many other cellular processes. An
uncontrolled trial of prednisolone 0.5 mg/kg for 6 months and then 0.3 mg/kg daily in
AIDS patients without TB found increased numbers of circulating CD4 cells (�119/�L
from baseline) but no effect on plasma HIV RNA (142). A pilot study of prednisolone
in HIV plus TB, administered during the second month of TB therapy, found that 
a daily dose of 2 mg/kg was required to decrease expresson of TNF-� and HIV RNA
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(A. Hise and R.S. Wallis, unpublished observations). The high dose requirement may
be a consequence of induction of hepatic enzymes by rifampin. Prednisolone is inex-
pensive and readily available worldwide and has the potential for wide clinical use
should these studies show it to be beneficial.

Therapeutic Vaccines

In 1890 Koch demonstrated that intradermal injection of tuberculous guinea pigs
with old tuberculin led to rapid necrosis and sloughing of tuberculous lesions—the
Koch phenomenon. Nonetheless, immunotherapy with tuberculin was subsequently
administered to TB patients with mixed and generally unimpressive results. Other
immunotherapeutic preparations were also tried without substantial results. Interest in
therapeutic vaccines declined following the development of modern anti-TB chemother-
apy; however, recognition of the limitations of current combination chemotherapy such
as its relatively long 6-month duration and increasing rates of MDR TB, led to renewed
work in this area. Stanford and colleagues (143) postulated that immunotherapy with
environmental mycobacteria may activate protective immune responses, but not tissue-
destructive Koch reactivity, and may hasten the clearance of persisting tubercle bacilli,
potentially shortening the duration of therapy. Rapidly growing environmental mycobac-
teria that may have been responsible for modulating the protective responses of BCG
vaccine against leprosy in some areas were studied as potential immunotherapeutic
agents. Mycobacteria that were capable of inducing in vitro responses to common
mycobacterial antigens but not delayed-type hypersensitivity responses (a surrogate for
tissue-destructive Koch responses) were sought.

M. vaccae is a rapidly growing environmental mycobacterium that has low patho-
genicity for humans (144). M. vaccae was originally isolated from the soil in an area
of Uganda where BCG vaccination had been shown to be protective against leprosy.
Heat-killed preparations of M. vaccae have been studied as an adjunct to standard 
anti-TB drug therapy for over a decade. M. vaccae expresses antigens common to many
mycobacteria (145), and earlier studies suggested that it may favorably modify host
immune responses in TB and leprosy (146). Heat-killed M. vaccae preparations have
been hypothesized to work in two ways: (i) by restoring host recognition of shared
mycobacterial antigens; and (2) by promoting Th1 responses important to host defenses
against intracellular pathogens. Because heat-killed M. vaccae is inexpensive, simple
to administer, and could potentially be implemented by TB control programs in devel-
oping countries, there has been great interest in performing controlled trials to evalu-
ate its potential role in TB treatment.

M. vaccae has usually been administered as an intradermal injection of an auto-
claved preparation of the organism given within the first few days to first month after
the initiation of standard chemotherapy. The heat-killed vaccine has been demonstrated
to be safe in HIV-infected and HIV-noninfected adults. Side effects owing to M. vac-
cae have been mild and infrequent. Forty percent of subjects in an earlier trial devel-
oped a local scar similar to a BCG vaccination scar (147).

In early studies, heat-killed preparations of M. vaccae showed activity as an adjunct
to anti-TB chemotherapy. In studies from the Gambia and Vietnam, the proportion of
TB cases cured was increased and mortality decreased among those treated with a heat-
killed M. vaccae immunotherapeutic agent (148). Other studies in Nigeria, Romania,
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and Iran also suggested activity in TB patients with drug-susceptible and drug-
resistant tuberculosis (149–152). These studies suffered from methodologic problems
including insufficient sample sizes, nonrandom treatment allocation, high losses to 
follow-up, and the use of various TB drug treatment regimens (153).

Three recent clinical trials have examined the role of immunotherapy with heat-killed
M. vaccae in a more rigorous fashion. In Romania, 206 previously untreated patients
with pulmonary TB were randomized to receive M. vaccae immunotherapeutic agent or
placebo 1 month after the beginning of anti-TB treatment (151). In this trial, which
included patients with both drug-susceptible and drug-resistant TB, sputum cultures 1
month after the administration of M. vaccae (i.e., 2 months after the onset of anti-TB
chemotherapy) were negative in 86% of patients in the immunotherapy group compared
with 76% of the placebo arm ( p � 0.08). Patients who received M. vaccae had signif-
icantly greater weight gain after 2 and 6 months of TB treatment and decrement in cav-
itary disease at 6 months. In a companion study of 102 patients with chronic or relapsed
TB, 60% of whom were infected with bacilli resistant to at least one first-line drug, 77%
patients treated with M. vaccae had successful treatment outcomes at 1 year compared
with 52% of patients treated with chemotherapy only (p 
 0.02) (150). Sputum culture
negativity at 2 months was significantly higher in M. vaccae than placebo recipients.

In contrast, a randomized clinical trial from South Africa found no difference in the
rate of sputum culture conversion, weight gain, radiographic improvement, survival, or
decrease in erythrocyte sedimentation rate after 2 months of TB treatment (154). This
study included 374 HIV-infected and HIV-noninfected patients with pulmonary TB,
treated with standard short-course chemotherapy and a single intradermal injection of
heat-killed M. vaccae or placebo 1 week after the onset of anti-TB treatment. In a sim-
ilar clinical trial done in HIV-noninfected TB patients in Uganda, the rate of sputum
culture conversion after 1 month of TB treatment was twofold higher in the M. vaccae
group compared with the placebo arm after 1 month of TB treatment ( p � 0.01) and
was comparable between the groups thereafter (155). Weight gain and improvement in
cough and chest pain did not differ between treatment groups. Treatment with M. vac-
cae was also associated with greater improvement in radiographic extent of disease at
the end of anti-TB treatment and at 1-year follow-up.

The reasons underlying the disparate results of these studies are unclear but may
reflect differences in exposure and sensitization to environmental mycobacteria between
the trial sites that might obscure any potential benefit from the immunotherapeutic
agent (148). At the present time, immunotherapy with M. vaccae should continue to be
regarded as experimental therapy. The promising results in several studies suggest that
further research with M. vaccae is warranted. Another large study of M. vaccae
immunotherapy is currently under way in Zambia.

CONCLUSIONS

The evolution of Mycobacterium tuberculosis as an intracellular pathogen has led to
a complex relationship between the organism and its host, the human mononuclear
phagocyte. The products of M. tuberculosis-specific T-lymphocytes, particularly 
IFN-�, are essential for macrophage activation for intracellular mycobacterial killing.
However, some cytokines, including products of both lymphocytes and phagocytic cells,
may contribute to disease pathogenesis, by enhancing mycobacterial survival and by
causing many of the pathologic features of the disease. In HIV-associated mycobacterial
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infections, cytokines may mediate accelerated progression of HIV disease. The objec-
tives of adjunctive immunotherapy for tuberculosis are also complex. In some 
situations, such as MDR disease, clearance of bacilli may be enhanced by administra-
tion of IL-2, IL-12, or IFN-�, or possibly by using inhibitors of the deactivating
cytokines TGF-� and IL-10. In other circumstances, such as in HIV coinfection, it may
be desirable to reduce the nonspecific inflammatory response—and thereby reduce
HIV expression—using inhibitors of TNF-� such as pentoxifylline, prednisone, or 
soluble TNF receptor. Further clinical trials are needed to define the clinical role for
immunotherapy of tuberculosis and other mycobacterial infections.
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Immunotherapy for Fungal Infections

Arturo Casadevall

INTRODUCTION

Most fungal pathogens are low-virulence organisms that seldom cause serious infec-
tions in individuals with intact immune function. However, fungal infections have
emerged as a major medical problem in the second half of the 20th century. Factors
that have contributed to this phenomenon are: (1) the development of therapies for can-
cer and autoimmune disorders that produce immune suppression as a consequence of
their therapeutic effects; (2) increased use of indwelling vascular devices and invasive
surgical techniques that compromise the integrity of the skin; (3) the use of broad spec-
trum antibacterial drugs that disrupt the host microbial flora and predispose to fungal
superinfection; and (4) the epidemic of HIV infection that has resulted in many indi-
viduals with impaired immunologic function at risk for fungal infection. Fungi are
notorious for producing chronic infections requiring prolonged therapy. The problems
posed by fungal infections are compounded by the availability of only a few antifun-
gal drugs that are relatively ineffective in patients with impaired immunity. In fact,
many types of fungal infections in patients with impaired immune function cannot be
eradicated with antifungal therapy. For example, cryptococcosis, coccidioidomycosis,
and histoplasmosis are generally considered to be incurable in patients with advanced
HIV infection. The major fungal infections and the conditions that predispose to them
are listed in Table 1.

Since most life-threatening fungal infections occur in patients with impaired immu-
nity, therapies designed to reconstitute or activate the immune system are logical
adjuncts to antifungal chemotherapy. Immunotherapy can be used to correct the under-
lying immunologic defect or to recruit additional resources of the immune system to
fight the infection. Examples of immunotherapies designed to correct or compensate
for immunologic defects are neutrophil transfusions and immunoglobulin administra-
tion in patients with neutropenia and hypogammaglobulinemia, respectively. Examples
of immunotherapies designed to provide additional immunologic resources include the
administration of cytokines to stimulate immune function or passive antibody therapy.

Immunotherapy can be nonspecific or pathogen-specific. Nonspecific immunotherapy
is designed to enhance general immune function by administration of immune modulators
such as cytokines and growth factors. Pathogen-specific immunotherapy is designed to



Table 1
Major Fungal Infections and Risk Factors

Major predisposing 
Infection Pathogen immunologic deficit Major risk factors

Aspergillosis Aspergillus sp. Neutropenia Antineoplastic chemotherapy, late stage HIV
infection

Blastomycosis Blastomyces dermatitides Defects in cell-mediated immunity Immunosuppressive therapy, late stage HIV
infection; can occur in normal individuals

Candidiasis Candida sp. Neutropenia Immunosuppressive therapy, HIV infection,
antibiotic use, surgical procedures, indwelling
catheters

Coccidioidomycosis Coccidioides immitis Defects in cell-mediated immunity Late stage HIV infection, pregnancy, certain
ethnic groups; may occur in normal
individuals

Cryptococcosis Cryptococcus neoformans Defects in cell-mediated immunity Late stage HIV infection, corticosteroid use,
lymphoproliferative malignancies; may
occur in normal individuals

Histoplasmosis Histoplasma capsulatum Defects in cell-mediated immunity Late stage HIV infection, corticosteroid
therapy; may occur in normal individuals

Mucormycosis Rhizopus sp. Diabetic ketoacidosis, neutropenia Diabetes mellitus, antineoplastic chemotherapy
Paracoccidioidomycosis Paracoccidioides brasiliensis Defects in cell-mediated immunity Late stage HIV infection; may occur in

normal individuals
Penicilliosis Penicillium marneffei Defects in cell-mediated immunity Late stage HIV infection, immunosuppressive

therapy
Sporotrichosis Sporothrix schenckii Defects in cell-mediated immunity Late stage HIV infection; may occur in

normal individuals
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stimulate immune function against specific pathogens by eliciting new immune responses
or augmenting existing responses. The different types of immune therapies described in
this chapter are listed in Table 2. However, the distinctions between the various forms of
immune therapy are blurred by the complexity and redundancy of the immune system. For
example, replacement immune therapies can augment the immune system, whereas spe-
cific immunotherapy can have nonspecific effects. Administration of colony-stimulating
factors (CSFs) to neutropenic patients for the purpose of stimulating bone marrow recov-
ery may also enhance the function of host effector cells, and such therapy has both replace-
ment and augmentative qualities. Hence, categorization of immune therapies as
replacement, augmentative, specific, and nonspecific is done with the knowledge that these
labels may need revision as we learn more about the complex interrelationships between
the components of the immune system.

At this time there are no immunotherapies for fungal infections that are part of stan-
dard antifungal therapeutic protocols. Most, if not all, immunotherapies for fungal
infections can be characterized under the label of experimental therapy. Nevertheless,
this is an area of intense interest, and the field is evolving rapidly. For other recent
reviews on the subject of immunotherapy for fungal infections see refs. 1–7.

IMMUNOCOMPROMISED HOSTS AND FUNGAL INFECTIONS

When evaluating therapies, it is important to consider two features of fungal infec-
tions: (1) fungal pathogens are highly diverse organisms; and (2) susceptibility to indi-
vidual fungal infections usually depends on the type of immune defect present. Fungal
pathogens are free-living organisms that are acquired from either the environment or
the endogenous flora. The mechanisms of pathogenesis differ for the various fungal
pathogens. For example, Aspergillus sp. produce powerful hydrolytic enzymes that
destroy tissue, whereas Cryptococcus neoformans cells classically elicit a weak inflam-
matory response. Differences in pathogenic strategies used by the different fungal
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Table 2
Categories of Immunotherapies under Development or in Current Use

Replacement
Granulocyte transfusions
IVIG

Nonspecific augmentative
Granulocyte transfusions from CSF-stimulated donors
G-CSF
GM-CSF
M-CSF
IFN-�

Specific augmentative
Vaccines
Specific antibody
Fungal extract
Transfer factor

Abbreviations: CSF, colony-stimulating factor; G, granulocyte; IFN-�, interferon-�; IVIG, intravenous
immunoglobulin; M, macrophage.



species suggest that optimal immunotherapy may require an individualized approach
to each type of fungal infection. Susceptibility to a particular fungal infection is, in
turn, a function of the specific immunological deficit of the host. Patients with neu-
tropenia are at high risk for Candida and Aspergillus infections, whereas those with
impaired cellular immunity are at high risk for the endemic mycosis (i.e., histoplas-
mosis, coccidioidomycosis, blastomycosis, penicilliosis). Each fungal infection must
be considered in the context of the immunologic deficit of the host, and therapy should
be targeted at restoring or compensating for that particular immunologic impairment.
An important concept is that it may be possible to use immune therapy to compensate
for immunologic deficits by taking advantage of the many defense functions that com-
prise the immune system. For example, neutropenic mice can be protected against
experimental candidiasis by administration of specific antibody, even though the role
of natural antibody-mediated immunity in candidiasis is uncertain (8). Hence, it may
be possible to design effective immune therapies that promote eradication of fungal
infections without the vastly more complicated task of having to reverse the underly-
ing immunologic deficit.

APPROACH TO THE LITERATURE 
ON IMMUNOTHERAPY FOR FUNGAL INFECTIONS

The literature on immunotherapies for fungal infections consists of animal studies
and human clinical data. In general, animal studies are usually well controlled and rig-
orously performed. In contrast, most of the information available about immunother-
apy in humans comes from case reports and small studies. Hence, the reader must
exercise caution when interpreting the human data and making inferences that are
applicable to specific clinical situations. It is important to consider that the literature
may be biased toward favorable outcomes since these are more likely to be reported
than negative experiences. Firm conclusions about the value of specific types 
of immunotherapy for specific fungal infections must await the completion of well-
controlled studies. Nevertheless, case reports and small studies provide important clin-
ical information that can be used to design larger trials or guide heroic therapies in
desperately ill patients with fungal infections refractory to standard therapy.

NONSPECIFIC REPLACEMENT IMMUNE THERAPIES

Granulocyte Transfusions

Granulocyte transfusions were first used in the 1960s for the treatment and preven-
tion of infection in patients with severe polymorphonuclear (PMN) leukocyte deficiency
(neutropenia) resulting from cancer therapy. Granulocyte transfusions provide mature
PMNs to serve an antimicrobial role. Leukocyte preparations containing primarily
PMNs can be isolated from the blood of healthy donors by centrifugation or leukophare-
sis. Although granulocyte transfusions may help neutropenic patients survive a bout of
infection, their use has been controversial because of high cost, significant toxicity, and
lack of evidence that they affect long-term survival (for review, see ref. 9).

The popularity of granulocyte transfusions diminished significantly in the 1980s
because of several developments (reviewed in refs. 10 and 11). First, alternatives to
granulocyte transfusions became available in the form of CSFs that promoted more
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rapid bone marrow recovery and shortened the duration of chemotherapy-associated
neutropenia. Second, highly effective antibiotics were introduced that reduced the inci-
dence and mortality of serious bacterial infections in neutropenic hosts. Third, a vari-
ety of problems were associated with granulocyte transfusions, including concerns
about transmission of viral infection, toxic reactions, and alloimmunization. Fourth, the
logistics of collecting leukocytes and separating granulocytes were complex and often
resulted in inadequate numbers of cells for granulocyte transfusions.

In the past decade, interest in granulocyte transfusions was rekindled by several fac-
tors. Granulocyte (G)-CSF was found to be useful in mobilizing large numbers of PMNs
from donors with normal antimicrobial function (12). In addition to increasing quantity,
G-CSF administration to donors also activates PMNs and produces a qualitative improve-
ment in their antimicrobial efficacy. Furthermore, G-CSF and interferon-� (IFN-�) can
be used to preserve leukocyte function after isolation from donors, irradiation, and stor-
age (13). The availability of G-CSF provided a solution to the problems of PMN quan-
tity and quality that were serious obstacles for granulocyte transfusion therapy in the past.
Another factor stimulating interest in granulocyte transfusion was the realization that
antimicrobial chemotherapy was not sufficient to treat infections in some neutropenic
patients. The increasing prevalence of antimicrobial-resistant organisms diminished the
efficacy of many empiric antibiotic regimens in patients with prolonged neutropenia. The
fact that some infections do not respond to antimicrobial therapy unless PMNs are pres-
ent has led several authorities to propose wider use of granulocyte transfusions (10).
However, many questions remain regarding the appropriate use of granulocyte transfu-
sions, including the selection of patients, the quality and safety of G-CSF-stimulated
leukocytes, the indications for therapy, and the cost benefit of this intervention (10,14).

The effectiveness of granulocyte transfusions against invasive fungal infections may
be lower than that against bacterial infections (10). At this time, there are not sufficient
data to recommend routine granulocyte transfusions for neutropenic patients with inva-
sive fungal infections (10). Nevertheless, several reports suggest that granulocyte trans-
fusions can be useful for the therapy of some types of fungal infection in patients with
prolonged neutropenia (15–18). Fusarium infections in neutropenic patients respond
poorly to antifungal therapy, and resolution usually requires recovery of bone marrow
function (16). Some patients with Fusarium infection and neutropenia have responded
favorably to CSF-elicited granulocyte transfusions, and it has been suggested that this
modality can “buy time” until recovery from myelosuppression (16). There is one
report of a successful therapy of disseminated Fusarium infection using a combination
of amphotericin B, granulocyte/macrophage (GM)-CSF, and granulocyte transfusions
(see Table 4). A man with invasive Aspergillus sinusitis was successfully managed 
with amphotericin B colloidal dispersion and granulocyte transfusions from G-CSF-
stimulated donors during the neutropenic period following bone marrow transplant
(17). Another man with disseminated Aspergillus infection in the setting of aplastic
anemia was cured by combination therapy with amphotericin B, itraconazole, granu-
locyte transfusions from G-CSF-stimulated donors, GM-CSF, and G-CSF (19). An
8-year-old boy with chronic granulomatous disease and Aspergillus infection was cured
by bone marrow transplantation, CSF-mobilized granulocyte transfusions, and ampho-
tericin B (20). Two individuals with Candida tropicalis fungemia following bone mar-
row transplantation were cured by combination-therapy amphotericin B and granulocyte
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transfusions from G-CSF-stimulated donors (18). These cases are noteworthy because
systemic fungal infections in patients with prolonged neutropenia seldom respond to
antifungal chemotherapy.

A complication particular to the use of neutrophil transfusions for the therapy of fun-
gal infections is lethal pulmonary reactions following the combined use of ampho-
tericin B and leukocyte infusions (21). The mechanism for this toxic reaction is thought
to be increased PMN capillary plugging because of amphotericin B-mediated pul-
monary toxicity (21). Amphotericin B promotes leukocyte aggregation in vitro (22).
Pulmonary toxicity has also been observed in rabbits given PMN and amphotericin B
infusion. However, another study found no significant toxicity for combination therapy
of amphotericin B and granulocyte transfusions and suggested that concomitant admin-
istration of both agents could be done safely (23). Nevertheless, if amphotericin B and
granulocyte transfusions are to be given to the same patient, it has been recommended
that the infusions be separated by at least 4–6 hours (10).

In summary, granulocyte transfusions represent a replacement form of immunother-
apy for neutropenic patients that was once in vogue and is now experiencing a renais-
sance. The evidence that granulocyte transfusions are useful for the treatment of
infection is limited largely to bacterial infections. There are no prospective randomized
trials demonstrating a survival benefit from granulocyte transfusions in patients with
invasive fungal infections. However, occasional patients with transient neutropenia and
fungal infection may benefit from granulocyte transfusions, and each case must be
evaluated on individual basis.

Other Agents

Dinitrochlorobenzene was successfully used in one patient for topical treatment of
a nasal cutaneous lesion of Coccidioides immitis refractory to amphotericin B (24). The
rationale for dinitrochlorobenzene application was to sensitize the skin for delayed
cutaneous hypersensitivity, thereby eliciting a local immune response that would erad-
icate the fungal infection (24). Dinitrochlorobenzene in acetone was applied to the
lesion of this individual and elicited an intense local inflammatory response followed
by resolution of the lesion with reversal of anergy to C. immitis antigens (24). This
well-documented report suggests that a chronic fungal dermatitis may respond to
immunotherapy that elicits inflammatory responses.

Chloroquine is an antimalarial drug that has recently been shown to have antifungal
properties in vitro and in experimental animal infection. Unlike classical antifungal
agents, chloroquine appears to function primarily as an immune modulator by enhanc-
ing macrophage antifungal function. For Histoplasma capsulatum, chloroquine
enhances human macrophage killing by limiting the availability of intracellular iron
(25). For Cryptococcus neoformans, chloroquine enhances the activity of macrophages
through an iron-independent effect that involves raising of phagolysosomal pH (26).
Chloroquine therapy has prolonged survival in mice infected with H. capsulatum (25)
and C. neoformans (26,27). Although there is no information available for the efficacy
of chloroquine in human fungal infections, the finding of antifungal efficacy in vitro
and in mice suggests potential usefulness in human infection.

Another agent with potential antifungal efficacy is diethylcarbamazine, an immune-
modulating compound used for the therapy of lymphatic filariasis. Diethylcarbamazine
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has activity against C. neoformans in experimental murine infection (28–30). Like
chloroquine, there is no information about its efficacy as an antifungal agent in humans,
but its activity in mice suggests possible usefulness against human infection.

NONSPECIFIC AUGMENTATIVE IMMUNE THERAPIES

Colony-Stimulating Factors

CSFs are natural proteins that stimulate the differentiation of bone marrow progen-
itor cells to mature effector cells. Three types of CSFs have been identified, cloned,
and produced in forms suitable for clinical use: granulocyte, granulocyte/macrophage,
and macrophage (for reviews, see refs. 31–33). G-CSF and GM-CSF are licensed for
use in the United States, whereas M-CSF is available in Japan (31). These factors are
produced for clinical use in bacterial, yeast, or mammalian expression systems (32).

The availability of CSFs has improved the management of neutropenia associated with
chemotherapy and bone marrow transplantation by shortening the length of neutropenic
episodes. Since the major fungal infections in patients with cancer and/or bone marrow
transplantation are associated with neutropenic episodes, CSF administration is, in the-
ory, an important form of prophylactic antifungal immunotherapy. There is considerable
evidence from laboratory studies that CSFs can augment host immune function and the
efficacy of antifungal agents against a variety of fungal pathogens and these compounds
may have clinical use in a direct antifungal mode. G-CSF, GM-CSF, and M-CSF have
all been shown to have powerful in vitro and in vivo effects in potentiating effector cell
function against many fungal pathogens (Table 3). However, most studies to date have
produced no conclusive evidence that use of G-CSF or GM-CSF reduces the incidence
of fungal infections or improves survival in neutropenic patients (34).

G-CSF

G-CSF promotes proliferation and differentiation of PMN progenitor cells (reviewed
in refs. 31 and 32). Administration of G-CSF results in an increased number of periph-
eral blood PMNs, including band forms (left shift). Neutrophils from individuals given
G-CSF have enhanced superoxide production. Neutrophils from patients with AIDS
have impaired activity against Candida albicans, which can be restored by incubation
in G-CSF (35). G-CSF is used clinically to promote bone marrow recovery after
chemotherapy and bone marrow transplantation and to treat chronic neutropenia,
myelodysplastic syndrome, and aplastic anemia (31). G-CSF administration is also use-
ful for treating AIDS-associated neutropenia and may reduce the incidence of infec-
tions in patients with advanced HIV infection (36). G-CSF enhances PMN antifungal
activity against a variety of fungal pathogens (Table 3).

Administration of G-CSF to human volunteers results in significant augmentation of
PMN activity against C. albicans, Aspergillus fumigatus, and Rhizopus arrhizus (37).
The enhanced killing power of PMNs from G-CSF-treated individuals is attributed to
enhanced respiratory bursts and suggests that G-CSF administration produces qualita-
tive improvements in granulocyte function (37). Several anecdotal case reports suggest
that G-CSF is beneficial as an adjunct to other therapeutic modalities for fungal infec-
tions, which are notoriously difficult to treat (Table 4). Furthermore, a randomized trial
of therapy with ceftazidime and amikacin alone versus the same antibiotics plus G-CSF
in neutropenic patients with presumed infection revealed a significant trend toward
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fewer bloodstream bacterial infections and no fungal superinfections in patients receiv-
ing G-CSF (38). However, Amphotericin B and G-CSF is not sufficient therapy for
Aspergillus in many patients: Dornbusch et al. (39) reported the cases of five children
treated with combination therapy of whom one was cured, two died, and two required
surgery for removal of pulmonary lesions.

GM-CSF

The effects of GM-CSF are similar to those of G-CSF except that it acts on cells at
an earlier progenitor stage in which cells are capable of differentiating into either gran-
ulocyte or monocyte lineages. Consequently, GM-CSF administration increases not
only PMNs but also eosinophils and monocytes. The increased number of PMNs in
patients given GM-CSF is also a consequence of significantly increased circulating
half-life, which is prolonged from 8 to 48 hours (reviewed in ref. 32). GM-CSF is used
clinically to promote bone marrow recovery after chemotherapy for solid tumors, to
promote engraftment of bone marrow cells, and for treatment of graft failure, aplastic
anemia, and myelodysplastic syndromes. GM-CSF has been shown to enhance phago-
cytic cell function against several fungal pathogens (Table 3).
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Table 3
Augmentation of Antifungal Efficacy of Host Effector Cells Against Specific Fungi
by Growth Factors1

Ref.
Factor Fungus Effect no.

G-CSF Aspergillus fumigatus Prevents PMN and monocyte (80)
suppression by corticosteroids

Aspergillus fumigatus ↑ PMN-induced damage to hyphae (81)
Candida sp. ↑ PMN-induced damage to pseudohyphae (82)
Candida albicans ↑ PMN oxidative burst (83)
Candida albicans ↑ PMN fungicidal activity (84)
Candida albicans Enhances efficacy of azole drugs in mice (85)
Cryptococcus neoformans ↑ PMN fungicidal activity (35)
Cryptococcus neoformans Reversal of HIV-associated PMN (86)

dysfunction
GM-CSF Aspergillus fumigatus Prevents monocyte suppression by (87)

corticosteroids
Candida albicans ↑ Macrophage antifungal activity (88,89)
Cryptococcus neoformans ↑ Monocyte fungistatic activity (90)
Torulopsis glabrata ↑ PMN killing and oxidative burst (91)

M-CSF Candida albicans Enhances fluconazole efficacy (92)
Candida albicans Prolongs survival and reduces organ (93)

fungal burden
Cryptococcus neoformans ↑ Macrophage antifungal activity (94)
Cryptococcus neoformans Synergy with fluconazole in vitro (94,95)
Cryptococcus neoformans ↑ Monocyte fungistatic activity (95)

Abbreviations: CSF, colony-stimulating factor; G, granulocyte; M, macrophage; PMN, polymorphonu-
clear leukocyte.

1This is not a complete list.



Table 4
Case Reports of Unusual Fungal Infections Treated with Growth Factors or Cytokines as Adjunctive Therapy

Infection Predisposing conditions Therapy Outcome Ref. no.

Blastoschizomyces capitis Neutropenia, myelosuppressive therapy for leukemia AmB and GM-CSF Cured (60)
Disseminated Fusarium Neutropenia, myelosuppressive therapy for leukemia AmB, 5-FC, GM-CSF Remission (96)
Cutaneous mucormycosis Neutropenia, aplastic anemia, bone marrow transplantation AmB, surgical debridement, Cured (97)

(Absidia corymbifera) G-CSF
Pulmonary mucormycosis Neutropenia, myelosuppressive therapy for leukemia AmB, 5-FC, miconazole, Cured (98)

pneumonectomy, G-CSF
Sinonasal mucormycosis Neutropenia, myelosuppressive therapy for lymphoma AmB, itraconazole, surgical Cured (99)

(Scopulariopsis candida) debridement, G-CSF
Paecilomyces varioti Chronic granulomatous disease AmB, itraconazole, IFN-� Cured (100,101)
Pseudallescheria boydii Chronic granulomatous disease Miconazole, IFN-� Cured (53)
Trichosporonosis Neutropenia, myelosuppressive therapy for leukemia AmB, G-CSF Cured (102)

(Trichosporon beigelii)
Trichosporonosis Neutropenia, myelosuppressive therapy for multiple AmB, G-CSF Died (103)

(Trichosporon beigelii) myeloma
Disseminated zygomycosis Aplastic anemia, cyclosporin, antithymocyte globulin AmB, G-CSF Remission (104)

(Rhizomucor pusillus)

Abbreviations: AmB, amphotericin B; 5-FC, 5-fluorocytosine; CSF, colony-stimulating factor; G, granulocyte; M, macrophage; IFN-�, interferon-�.
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There has been some concern that GM-CSF administration may impair PMN migra-
tion to sites of infection because of GM-CSF-mediated effects on neutrophil adhesion.
However, clinical experience suggests that this concern may be unfounded. One case
report measured migration of labeled white blood cells in a patient with fungal infection
treated with GM-CSF and pentoxifylline and demonstrated their localization to the site of
infection (40). A small retrospective study that analyzed the incidence of fungal infections
in patients who had received GM-CSF and other cytokines suggested that GM-CSF had
a protective role in bone marrow transplant patients (41). Another retrospective study of
infectious disease complications in autologous bone marrow transplant patients suggested
no deleterious effects of GM-CSF on host immune function (42). In fact, there was a sig-
nificant reduction in the incidence of total infectious complications and days of ampho-
tericin B therapy as well as a trend toward fewer fungal infections (42). Since the time to
resolution of neutropenia did not differ in patients with and without GM-CSF therapy,
these results were interpreted as suggesting that GM-CSF enhanced monocyte-macrophage
function and that this reduced infections (42).

GM-CSF has been used as an adjunct to amphotericin B therapy in a few patients.
Bodey et al. (43) reported a pilot study in which GM-CSF was administered to eight
patients with malignancy, severe neutropenia, and proven systemic fungal infection in
doses ranging from 100 to 750 �g/m2/day. Of the eight patients, four were cured, two
had a partial response, and two failed therapy (43). A capillary leak syndrome developed
as an adverse effect in three of the eight patients, contributing to one death and resulting
in renal failure in another patient, presumably because the dose of GM-CSF was exces-
sive (43). In a small study conducted by the Eastern Cooperative Oncology Group, the
overall mortality of patients with acute myeloid leukemia and fungal infection was 13%
in the group receiving GM-CSF and 75% in the control group (44). Whether this reduc-
tion in mortality was a result of earlier bone marrow recovery or enhanced effector cell
function is unclear (44). Although encouraging, such data are preliminary, derived from
a relatively few patients, and must be interpreted with caution.

M-CSF

The effects of this growth factor are limited to monocytic cell populations. M-CSF
promotes proliferation, activation, and differentiation of monocytes and macrophages.
M-CSF stimulates macrophages to produce higher levels of oxidants and enhances
their ability to kill intracellular bacteria and fungi. Because the macrophage is a cen-
tral host effector cell for defense against most, if not all, fungal infections, M-CSF is
of particular interest as an immunotherapeutic agent in fungal infections. Several stud-
ies have shown that M-CSF can enhance macrophage function against fungi (Table 3).

Nemunaitis and collaborators (45,46) used M-CSF in doses ranging from 100 to 2000
�g/m2/day as an adjunct to antifungal therapy in 24 patients with bone marrow transplants
complicated by invasive fungal infections. Of these patients, 25% resolved their infection,
50% could not be evaluated for judging the efficacy of the intervention, and 25% did not
respond (45). In a larger follow-up study, bone marrow transplant patients with fungal
infections treated with M-CSF and antifungal therapy had significantly improved long-
term survival compared with historical controls treated with antifungal therapy alone (46).
The results suggest that benefits of adjunctive M-CSF therapy occur primarily in the sub-
set of patients with Candida infections (46). This encouraging study suggests the need for
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randomized controlled trials to evaluate the efficacy of M-CSF as adjunctive therapy for
invasive fungal infections (47). M-CSF administration is well tolerated. The major side
effects are a transient dose-related thrombocytopenia that may be caused by enhanced
function of splenic phagocytic cells (45).

Interferon-�

IFN-� is a T-cell-derived cytokine that has powerful effects on macrophage cell acti-
vation (48). Since macrophages are critically important for the control of many fungal
infections, there has been considerable interest in the potential usefulness of INF-� for
therapy of fungal infections. IFN-� has been used with some success in combination
with conventional therapy for patients with mycobacterial infections (49). Studies in
animals provide encouragement for the use of IFN-� as an adjunct to antifungal ther-
apy (reviewed in refs. 1 and 5). For example, a single dose of IFN-� enhanced the effi-
cacy of amphotericin B against Cryptococcus neoformans in mice (50). However, at
this time there is relatively little clinical information available regarding the usefulness
of IFN-� in the treatment of fungal infections. IFN-� administration has been used suc-
cessfully as adjunctive therapy for infection in a few patients with unusual fungal infec-
tions in the setting of chronic granulomatous disease (CGD) (reviewed in ref. 51)
(Table 3). CGD is an inherited immunodeficiency that results from a diminished abil-
ity of PMNs to produce the microbicidal respiratory burst. Patients with CGD are sus-
ceptible to a variety of pathogens including fungi, and IFN-� can reduce the frequency
of fungal infections, including Aspergillus (52). The cases of Paecilomyces varioti
infection in patients with CGD were cured with a combination of IFN-� and ampho-
tericin B (Table 4). A 10-year-old boy with CGD and disseminated Pseudallescheria
boydii infection was cured with combination of miconazole and IFN-� (53). Adminis-
tration of IFN-� is generally well tolerated. Most of the clinical adverse reactions con-
sist of fever, chills, headache, and injection site erythema (49,52).

INTRAVENOUS IMMUNE GLOBULIN

Passive antibody administration modifies the course of several fungal infections
(54). The only antibody preparation available for clinical use is immunoglobulin. Since
antibodies to fungal antigens are sometimes found in normal human sera, the admin-
istration of immunoglobulin could, in theory, be useful in therapy. However, there are
very few data to support the routine use of intravenous immunoglobulin (IVIG) for
treatment or prevention of fungal infections. Combination therapy of amphotericin B
and IVIG for experimental C. albicans in mice resulted in a modest improvement in
survival (55). Prophylactic IVIG administration was associated with a reduction in fun-
gal infections in liver transplant recipients (56) but not in bone marrow recipients (57).

PATHOGEN-SPECIFIC IMMUNE THERAPY

Therapeutic Vaccine for Pythium insidisum

Pythiosis insidiosi is a rare human fungal infection caused by Pythium insidisum. In
horses, pythiosis is a relatively common infection that is treated with surgery, antifun-
gal agents, and a therapeutic vaccine composed of Pythium antigens. Mendoza et al.
have described Two vaccines for pythiosis have been described made from either 
P. insidiosum whole cells or soluble concentrated antigens (59). Both vaccines are
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effective in achieving cures in horses with recent infection (58). This therapeutic vac-
cine apparently mediates its effects by eliciting strong inflammatory responses that
result in eradication of infection (58). There is one case report of the use of this vaccine
in humans that describes the case of a 14-year-old Thai boy with P. insidiosum arteritis
who was apparently cured by vaccine therapy (59). The efficacy of this vaccine in horses
suggests that for some fungal infections, it may be possible to develop vaccine therapy
with specific antigen preparations that stimulate the immune system to control infection.

Transfer Factor

Transfer factor is an extract from lymphoid cells sensitized with antigen that can
transfer cell-mediated reactivity in the form of delayed cutaneous hypersensitivity
response (reviewed in ref. 60). Although many aspects of this phenomenon remain con-
troversial, transfer factor has been used for the treatment of refractory fungal infections
(60–62). Chronic mucocutaneous candidiasis in patients without HIV infection is a rare
disease characterized by chronic C. albicans infections of the nails, skin, and mucous
membranes (63). Several remarkable remissions of candidal infection have been
reported in some patients with chronic mucocutaneous candidiasis treated with trans-
fer factor (60). Graybill et al. (64) reported three patients with disseminated coccid-
ioidomycosis who were treated with transfer factor and amphotericin B. All three
patients displayed increased cellular responses to C. immitis antigens after receiving
transfer factor, and two manifested significant improvement with prolonged remissions
(64). Transfer factor was also used successfully in patients with histoplasmosis (65)
and cryptococcosis (66) in conjunction with amphotericin B.

For these case reports, it is difficult to separate the potential therapeutic contribution
of transfer factor from that of standard antifungal therapy. The use of transfer factor
has been plagued by inconsistent results in clinical trials, and its use remains experi-
mental. In fact, interest in transfer factor therapy has waned in recent years, as indi-
cated by the relative paucity of new studies in the literature. Guidelines for 
the preparation of dialyzable leukocyte extracts containing transfer factor have been
proposed (62).

Fungal Antigens

Although not a classic fungal infection, brief mention will be made of the use of
fungal antigens to treat allergic fungal sinusitis. Allergic fungal sinusitis has histologic
features resembling those of allergic bronchopulmonary aspergillosis and is character-
ized by association with asthma, nasal polyps, and allergic mucin, a viscous secretion
that contains degenerating eosinophils and Charcot-Leyden crystals (67,68). Aspergillus
species are frequently cultured from mucin, but a variety of other fungal species have
been cultured from patients with allergic fungal sinusitis including Bipolaris, Curve-
laria, Alternaria, and Cladosporium (69). The standard therapy for allergic fungal
sinusitis is surgical drainage and corticosteroid administration, but relapses are com-
mon (67). Because of the immunologic nature of this disease, immunotherapy has been
suggested to be potentially beneficial (69). Immunotherapy for allergic fungal sinusi-
tis involves the injection of fungal antigens to which an individual shows a positive
reaction to intradermal testing (69). Although there have been concerns about whether
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the administration of fungal antigens to individuals with allergic sinusitis would be
harmful, a 2-year uncontrolled study revealed that it is safe and possibly beneficial
(20). A recent prospective study suggests that postoperative immunotherapy with spe-
cific antigens to which the patient manifests sensitivity was beneficial in patients with
allergic fungal sinusitis (68).

Specific Antibody Therapy

In contrast to immunoglobulin preparations prepared from donor sera, specific anti-
body therapy refers to the use of antibody preparations with high activity against spe-
cific fungal pathogens. Examples include monoclonal antibodies (MAbs) to fungal
antigens and antibodies obtained from immunized hosts. Passive antibody therapy was
widely used in the preantibiotic era for the treatment of many bacterial and viral infec-
tions (70,71). In recent years, there has been new interest in reintroducing passive anti-
body therapy for the treatment of infectious diseases (71). Although the role of humoral
immunity in protection against fungi has been a controversial subject, it is now clear
that certain MAbs to fungal antigens can protect against experimental infection (54).
In the past, several patients with C. neoformans infections have been treated with spe-
cific antibody (reviewed in ref. 72). Administration of specific rabbit antibodies to
patients with C. neoformans infection was well tolerated and resulted in clearance of
serum cryptococcal antigens (72). A MAb to C. neoformans capsular polysaccharide
is in advanced preclinical development, and clinical trials in patients with cryptococ-
cosis are expected shortly (73). For cryptococcosis, antibody therapy is envisioned as
an adjunct to antifungal therapy with the goals of reducing mortality and improving
cure rates. Protective MAbs to C. albicans have also been identified that are candidates
for clinical use (74).

ADVERSE OUTCOMES

As noted already, much of the clinical experience with immune therapy for fungal
infections consists of anecdotal case reports and small studies that usually describe
some beneficial effect. Importantly, there are also a few case reports of adverse out-
comes associated with the use of some types of immune therapy. A 10-year-old girl
developed massive fatal hemoptysis after treatment with amphotericin B and GM-CSF
for pulmonary aspergillosis (75). Given that cavitation and hemoptysis in pulmonary
aspergillosis are associated with resolution of neutropenia, this raised concern that
these complications may become more frequent as CSFs are increasingly used 
to reduce neutropenia (75). Another small study reported that 2 of 12 patients 
who received autologous bone marrow transplants and were treated with experimental
interleukin-12 (IL-12) immunotherapy developed fatal fungal infections, one with
Aspergillus and the other with mucor (76). Since this rate of infection was higher than
expected for autologous bone marrow recipients, the authors speculated that IL-12 ther-
apy may have had unintended consequences on immune function (76). In this regard,
it is noteworthy that IL-2 therapy has been associated with a fivefold increased risk 
of bacteremia and Staphylococcus aureus infections, possibly because of an IL-2-
mediated defect in neutrophil chemotactic function (77,78). These reports highlight the
need for controlled studies to determine the benefits and risks of immune therapy.
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CONCLUSION AND FUTURE PROSPECTS

The development of various types of immunotherapy is potentially the most impor-
tant advance in the therapy of human fungal infections since the introduction of ampho-
tericin B in the late 1950s. The impetus for developing immunotherapy comes from the
fact that fungal infections carry very high mortality and morbidity in patients with
impaired immunity despite aggressive antifungal chemotherapy. Many fungal infec-
tions cannot be cured in severely immunocompromised patients with existing antifun-
gal therapy. The limitations of antimicrobial chemotherapy in patients with impaired
immune function combined with major advances in the field of clinical immunology
provide a fertile environment for the development of immune therapies against fungal
infections.

There is clear evidence that CSFs can shorten the period of myelosuppression and
neutropenia associated with vulnerability to many fungal infections. There are also
many encouraging reports of the use of granulocyte transfusions, CSFs, and IFN-� in
combination with antifungal agents for the treatment of fungal infections. The anec-
dotal reports of cures in infections due to mucor, Fusarium, and other rare fungal
pathogens in patients with neutropenia are noteworthy, given the dismal historical
experience in the treatment of these infections. However, most clinical information
regarding the use of immunotherapy in severe fungal infections is anecdotal, fragmen-
tary, and not controlled for variables that can affect the outcome. Since we do not know
the number of patients treated with immunotherapy unsuccessfully, the literature may
be biased toward case reports of successful outcomes. Until prospective controlled
studies are completed, the efficacy of such measures must be considered uncertain.

Although there is a clear need for controlled trials of immunotherapy against fungal
infections, such trials are likely to be very difficult because of several factors. First,
many fungal infections are relatively rare, and only multicenter studies can accumulate
enough patients for meaningful studies. Second, the increasing number of reports of
successful outcomes after immune therapy raises difficult ethical questions of whether
such studies should be done given that conventional antifungal therapy has such a poor
historical record. Third, large sample sizes may be needed since biologic differences
in the patients and in the type of fungal infection could result in significant patient-to-
patient variability in response and outcome. For example, the risk of fungal infection
in patients with neutropenia depends on many variables, including underlying illness,
antibiotic use, type of chemotherapy, and so on (reviewed in ref. 79). In addition, there
is uncertainty in the classification of some fungal pathogens. Fungal infections cate-
gorized as Mucormycosis or Fusarium are caused by any of many species of fungi,
which may exhibit biologic differences in pathogenesis and response to therapy. Even
the most common type of fungal infection, candidiasis, can be caused by any of sev-
eral Candida species. Hence, the successful development of immune therapies may be
critically dependent on parallel advances in mycologic taxonomy, human genetics,
diagnostic techniques, and immunology.

The dawn of immune therapy for fungal infections is now, and one can anticipate that
some types of immunotherapies will become routine in the future. The initial experience
with the use of immunotherapy provides encouragement for the study, development, and
use of immune modulators as adjuncts of standard antifungal therapy. Several promis-
ing agents are already available, and the major challenge is to learn how to use those
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modalities in patients with fungal infection. In the next few years, one can anticipate
that dozens of compounds in the form of cytokines, interleukins, growth factors, vac-
cines, and antibodies may become available, providing physicians with powerful options
for enhancing immune function. In fact, the biologic revolution may deliver potential
immune therapeutic agents to the bedside at a rate faster than the medical mycology
community can evaluate them. Biologic response modifiers and immune therapies are
complex modalities that require a sophisticated understanding of immune function and
microbial pathogenesis for optimal use. Considering the diversity of fungal pathogens,
the complexity of the immune system, the variety of immune modulators available, and
the heterogeneity of patients with immune deficiencies at risk for fungal infection, the
current challenge is to design systems for the expedient testing of immune therapy.

REFERENCES

1. Kullberg BJ. Trends in immunotherapy of fungal infections. Eur J Clin Microbiol Infect
Dis 1997; 16:51–55.

2. Wingard JR, Elfenbein GJ. Host immunologic augmentation for the control of infection.
Infect Dis Clin North Am 1996; 10:345–364.

3. Anaissie EJ. Immunomodulation in the treatment of invasive fungal infections: present
and future directions. Clin Infect Dis 1998; 26:1264–1265.

4. Walsh TJ, Hiemenz J, Anaissie EJ. Recent progress and current problems in treatment of
invasive fungal infections in neutropenic patients. Infect Dis Clin North Am 1996;
10:365–400.

5. Stevens DA. Combination immunotherapy and antifungal therapy. Clin Infect Dis 1998;
26:1266–1269.

6. Rodriguez-Adrian LJ, Grazziutti ML, Rex JH, Anaissie EJ. The potential role of cytokine
therapy for fungal infections in patients with cancer: is recovery from neutropenia all that
is needed? Clin Infect Dis 1998; 26:1270–1278.

7. Roilides E, Dignani MC, Anaissie EJ, Rex JH. The role of immunoreconstitution in the
management of refractory opportunistic fungal infections. Med Mycol 1998; 36(suppl
1):12–25.

8. Han Y, Cutler JE. Assessment of a mouse model of neutropenia and the effect of an anti-
candidiasis monoclonal antibody in these animals. J Infect Dis 1997; 175:1169–1175.

9. DiNubile MJ. Therapeutic role of granulocyte transfusions. Rev Infect Dis 1985;
7:232–243.

10. Chanock SJ, Gorlin JB. Granulocyte transfusions. Time for a second look. Infect Dis Clin
North Am 1996; 10:327–343.

11. Wright DG. Leukocyte transfusions: thinking twice. Am J Med 1984; 76:637–644.
12. Dale DC, Liles WC, Llewellyn C, Rodger E, Price TH. Neutrophil transfusions: kinetics

and functions of neutrophils mobilized with granulocyte-colony-stimulating factor and
dexamethasone. Transfusion 1998; 38:713–721.

13. Rex JH, Bhalla SC, Cohen DM, Hester JP, Vartivarian SE, Anaissie EJ. Protection of
human polymorphonuclear leukocyte function from the deleterious effects of isolation,
irradiation, and storage by interferon-� and granulocyte-colony-stimulating factor. Trans-
fusion 1995; 35:605–611.

14. Strauss RG. Neutrophil (granulocyte) transfusions in the new millennium. Transfusion
1998; 38:710–712.

15. Clarke K, Szer J, Shelton M, Coghlan D, Grigg A. Multiple granulocyte transfusions facil-
itating successful unrelated bone marrow transplantation in a patient with very severe
aplastic anemia complicated by suspected fungal infection. Bone Marrow Transplant
1995; 16:723–726.

Fungal Infections 317



16. Boutati EI, Anaissie EJ. Fusarium, a significant emerging pathogen in patients with hema-
tologic malignancy: ten years’ experience at a cancer center and implications for man-
agement. Blood 1998; 90:999–1008.

17. Verschraegen CF, Van Besiern KW, Dignani C, Hester JP, Anderson BS, Anaissie EJ. Inva-
sive aspergillus sinusitis during bone marrow transplantation. Scand J Infect Dis 1997;
29:436–438.

18. Di Mario A, Sica S, Salutari P, Ortu-La Barbera E, Marra R, Leone G. Granulocyte
colony-stimulating factor-primed leukocyte transfusions in Candida tropicalis fungemia
in neutropenic patients. Haematologica 1997; 82:362–363.

19. Catalano M, Fontana R, Scarpato N, Picardi M, Rocco S, Rotoli B. Combined treatment
with amphotericin-B and granulocyte transfusion from G-CSF-stimulated donors in an
aplastic patient with invasive aspergillosis undergoing bone marrow transplantation.
Haematologica 1997; 82:71–72.

20. Mabry RL, Mabry CS. Immunotherapy for allergic fungal sinusitis: the second year. Oto-
laryngol Head Neck Surg 1997; 117:367–371.

21. Wright DG, Robichaud KJ, Pizzo PA, Deisseroth AB. Lethal pulmonary reactions associ-
ated with the combined use of amphotericin B and leukocyte transfusions. N Engl J Med
1981; 304:1185–1189.

22. Boxer LA, Ingraham LM, Allen J, Oseas RS, Baehner RL. Amphotericin-B promotes
leukocyte aggregation of nylon-wool-fiber-treated polymophonuclear leukocytes. Blood
1981; 58:518–523.

23. Dana BW, Durie BGM, White RF, Huestis DW. Concomitant administration of granulo-
cyte transfusions and amphotericin B in neutropenic patients: absence of significant pul-
monary toxicity. Blood 1998; 57:90–93.

24. Burch WM, Snyderman R. Induction of cellular immunity to Coccidioides immitis after
sensitization with dinitrochlorobenzene. Ann Intern Med 1992; 96:329–331.

25. Newman SL, Gootee L, Brunner G, Deepe GS Jr. Chloroquine induces human
macrophage killing of Histoplasma capsulatum by limiting the availability of intracel-
lular iron and is therapeutic in a murine model of histoplasmosis. J Clin Invest 1994;
93:1422–1429.

26. Levitz SM, Harrison TS, Tabuni A, Liu X. Chloroquine induces human mononuclear
phagocytes to inhibit and kill Cryptococcus neoformans by a mechanism independent of
iron deprivation. J Clin Invest 1997; 100:1640–1646.

27. Mazzola R, Barluzzi R, Brozzetti A, et al. Enhanced resistance to Cryptococcus neofor-
mans infection induced by chloroquine in a murine model of meningoencephalitis. Antimi-
crob Agents Chemother. 1997; 41:802–807.

28. Kitchen LW. Adjunctive immunologic therapy for Cryptococcus neoformans infections.
Clin Infect Dis 1996; 23:209–210.

29. Kitchen LW, Ross JA, Turner BS, Hernandez JE, Mather FJ. Diethylcarbamazine enhances
blood microbicidal activity. Adv Ther 1995; 12:22–29.

30. Kitchen LW, Ross JA, Hernandez JE, Zarraga AL, Mather FJ. Effect of administration of
diethylcarbamazine on experimental bacterial and fungal infections in mice. Int J Antimi-
crob Agents 1992; 1:259–268.

31. Nemunitis J. A comparative review of colonly-stimulating factors. Drugs 1997;
54:709–729.

32. Lieschke GJ, Burgess AW. Granulocyte colony-stimulating factor and granulocyte-
macrophage colony-stimulating factor. N Engl J Med 1992; 327:28–35.

33. Enelow RI, Sullivan GW, Carper HT, Mandell GL. Cytokine-induced human multinucle-
ated giant cells have enhanced candidacidal activity and oxidative capacity compared with
macrophages. J Infect Dis 1992; 166:664–668.

34. Offner F. Hematopoietic growth factors in cancer patients with invasive fungal infections.
Eur J Clin Microbiol Infect Dis 1997; 16:50–63.

318 Casadevall



35. Vecchiarelli A, Monari C, Baldelli F, et al. Beneficial effects of recombinant human gran-
ulocyte colony-stimulating factor on fungicidal activity of polymorphonuclear leukocytes
from patients with AIDS. J Infect Dis 1995; 171:1448–1454.

36. Kuritzkes DR, Parenti D, Ward DJ, et al. Filgastrim prevents severe neutropenia and
reduces infective morbidity in patients with advanced HIV infection: results of a ran-
domized, multicenter, controlled trial. AIDS 1998; 12:65–74.

37. Liles WC, Huang JE, van Burik JH, Bowden RA, Dale DC. Granulocyte colony-
stimulating factor administered in vivo augments neutrophil-mediated activity against
opportunistic fungal pathogens. J Infect Dis 1997; 175:1012–1015.

38. Avilés A, Guzmán R, García EL, Talavera A, Díaz-Maqueo JC. Results of a randomized
trial of granulocyte colony-stimulating factor in patients with infection and severe neu-
tropenia. Anti-Cancer Drugs 1996; 7:392–397.

39. Dornbusch HJ, Urban CE, Pinter H, et al. Treatment of invasive pulmonary aspergillosis
in severely neutropenic children with malignant disorders using liposomal amphotericin
B (Ambisome), granulocyte colony stimulating factor, and surgery: report of five cases.
Pediatr Hematol Oncol 1995; 12:577–586.

40. Montgomery B, Bianco JA, Jacobsen A, Singer JW. Localization of transfused neutrophils
to site of infection during treatment with recombinant human granulocyte-macrophage
colony-stimulating factor and pentoxifylline. Blood 1991; 78:533–541.

41. Peters BG, Adkins DR, Harrison BR, et al. Antifungal effects of yeast-derived rhu-GM-
CSF in patients receiving high-dose chemotherapy given with or without autologous stem
cell transplantation: a retrospective analysis. Bone Marrow Transplant 1996; 18:93–102.

42. Nemunaitis J, Buckner CD, Dorsey KS, Willis D, Meyer W, Appelbaum FR. Retrospective
analysis of infectious disease in patients who received recombinant human granulocyte-
macrophage colony-stimulating factor versus patients not receiving a cytokine who under-
went autologous bone marrow transplantation for treatment of lymphoid cancer. Am J Clin
Oncol 1998; 21:341–346.

43. Bodey GP, Anaissie EJ, Gutterman J, Vadhan-Raj S. Role of granulocyte-macrophage
colony-stimulating factor as adjuvant therapy for fungal infection in patients with cancer.
Clin Infect Dis 1993; 17:705–707.

44. Rowe JM. Treatment of acute myeloid leukemia with cytokines: effect on duration of neu-
tropenia and response to infection. Clin Infect Dis 1998; 26:1290–1294.

45. Nemunaitis J, Meyers JD, Buckner CD, et al. Phase I trial of recombinant human
macrophage colony-stimulating factor in patients with invasive fungal infections. Blood
1991; 78:907–913.

46. Nemunaitis J, Shannon-Dorcy K, Appelbaum FR, et al. Long-term follow-up of patients
with invasive fungal disease who received adjunctive therapy with recombinant human
macrophage colony-stimulating factor. Blood 1993; 82:1422–1427.

47. Nemunaitis J. Use of macrophage colony-stimulating factor in the treatment of fungal
infections. Clin Infect Dis 1998; 26:1279–1281.

48. Murray HW. Interferon-gamma and host antimicrobial defense: current and future clini-
cal applications. Am J Med 1998; 97:459–467.

49. Holland SM, Eisenstein EM, Kuhns DB, et al. Treatment of refractory disseminated non-
tuberculous mycobacterial infection with interferon gamma. N Engl J Med 1999;
330:1348–1355.

50. Joly V, Saint-Julien L, Carbon C, Yeni P. In vivo activity of interferon-gamma in combi-
nation with amphotericin B in the treatment of experimental cryptococcosis. J Infect Dis
1994; 170:1331–1334.

51. Roilides E, Sigler L, Bibashi E, Katsifa H, Flaris N, Panteliadis, C. Disseminated infec-
tion due to Chrysosporium zonatum in a patient with chronic granulomatous disease and
review of non-Aspergillus fungal infections in patients with this disease. J Clin Microbiol
1998; 37:18–25.

Fungal Infections 319



52. Gallin JI, Malech HL, Weening RS, et al. A controlled trial of interferon gamma to pre-
vent infection in chronic granulomatous disease. N Engl J Med 1991; 324:509–516.

53. Phillips P, Forbes JC, Speert DP. Disseminated infection with Pseudallescheria boydii in
a patient with chronic granulomatous disease: response to gamma-interferon plus anti-
fungal therapy. Pediatr Infect Dis J 1991; 10:536–539.

54. Casadevall A. Antibody immunity and invasive fungal infections. Infect Immun 1995;
63:4211–4218.

55. Neely AN, Holder IA. Effects of immunoglobulin G and low-dose amphotericin B on
Candida albicans infections in burned mice. Antimicrob Agents Chemother 1992;
36:643–646.

56. Stratta RJ, Schaefer MS, Cushing KA, et al. A randomized prospective trial of acyclovir
and immune globulin prophylaxis in liver transplant recipients receiving OKT3 therapy.
Arch Surg 1992; 127:55–64.

57. Klaesson S, Ringden O, Ljungman P, Aschan J, Hagglung H, Winiarski J. Does high-dose
intravenous immune globulin treatment after bone marrow transplantation increase mor-
tality in veno-occlusive disease of the liver? Transplantation 1995; 60:1225–1230.

58. Gudding R, Lund A. Immunoprophylaxis of bovine dermatophytosis. Can J Vet 1996;
36:302–306.

59. Thitithanyanont A, Mendoza L, Chuansumrit A, et al. Use of an immunotherapeutic vac-
cine to treat a life-threatening human arteritic infection caused by Pythium insidiosum.
Clin Infect Dis 1998; 27:1394–1400.

60. Kirkpatrick CH. Transfer factor. J Allergy Clin Immunol 1988; 81:803–813.
61. Kauffman CA, Shea MJ, Frame PT. Invasive fungal infections in patients with chronic

mucocutaneous candidiasis. Arch Intern Med 1981; 141:1076–1078.
62. Wilson GB, Fudenberg HH, Keller RH. Guidelines for immunotherapy of antigen-specific

defects with transfer factor. J Clin Lab Immunol 1984; 13:51–58.
63. Kirkpatrick CH, Rich RR, Bennett JE. Chronic mucocutaneous candidiasis: model-building

in cellular immunity. Ann Intern Med 1971; 74:955–978.
64. Graybill JR, Silva J Jr, Alford RH, Thor DE. Immunologic and clinical improvement of

progressive coccidioidomycosis following administration of transfer factor. Cell Immunol
1973; 8:120–135.

65. Smith GR, Griffin DE, Graybill JR. Chronic pulmonary histoplasmosis: improved lym-
phocyte response with transfer factor. Ann Intern Med 1976; 84:708–710.

66. Allen R, Barter CE, Chachoua LL, Cleeve L, O’Connell JM, Daniel FJ. Disseminated cryp-
tococcosis after transurethral resection of the prostate. Aust NZ J Med 1982; 12:296–299.

67. Allphin AL, Strauss M, Abdul-Karim FW. Allergic fungal sinusitis: problems in diagno-
sis and treatment. Laryngoscope 1991; 101:815–820.

68. Folker RJ, Marple BF, Mabry RL, Mabry CS. Treatment of allergic fungal sinusitis: a
comparison trial of postoperative immunotherapy with specific fungal antigens. Laryngo-
scope 1998; 108:1623–1627.

69. Mabry RL, Manning SC, Mabry CS. Immunotherapy in the treatment of allergic fungal
sinusitis. Otolaryngol Head Neck Surg 1997; 116:31–35.

70. Casadevall A, Scharff MD. “Serum therapy” revisited: animal models of infection and the
development of passive antibody therapy. Antimicrob Agents Chemother 1994;
38:1695–1702.

71. Casadevall A, Scharff MD. Return to the past: the case for antibody-based therapies in
infectious diseases. Clin Infect Dis 1995; 21:150–161.

72. Gordon MA, Casadevall A. Serum therapy of cryptococcal meningitis. Clin Infect Dis
1995; 21:1477–1479.

73. Casadevall A, Cleare W, Feldmesser M, et al. Characterization of a murine monoclonal
antibody to Cryptocococcus neoformans polysaccharide that is a candidate for human
therapeutic studies. Antimicrob Agents Chemother 1998; 42:1437–1446.

320 Casadevall



74. Han Y, Cutler JE. Antibody response that protects against disseminated candidiasis. Infect
Immun 1995; 63:2714–2719.

75. Groll A, Renz S, Gerein V, et al. Fatal haemoptysis associated with invasive pulmonary
aspergillosis treated with high-dose amphotericin B and granulocyte-macrophage colony
stimulating factor (GM-CSF). Mycoses 1992; 35:67–75.

76. Toren A, Or R, Ackerstein A, Nagler A. Invasive fungal infections in lymphoma patients
receiving immunotherapy following autologous bone marrow transplantation (ABMT).
Bone Marrow Transplant 1997; 20:67–69.

77. Snydman DR, Sullivan B, Gill M, Gould JA, Parkinson DR, Atkins MB. Nosocomial sep-
sis associated with interleukin-2. Ann Intern Med 1990; 112:102–107.

78. Richards JM, Gilewski TA, Vogelzang NJ. Association of interleukin-2 therapy with
staphylococcal bacteremia. Cancer 1991; 67:1570–1575.

79. Walsh TJ, Hiemenz J, Pizzo PA. Evolving risk factors for invasive fungal infections—all
neutropenic patients are not the same. Clin Infect Dis 1994; 18:793–798.

80. Roilides E, Uhlig K, Venzon D, Pizzo PA, Walsh TJ. Prevention of corticosteroid-induced
suppression of human polymorphonuclear leukocyte-induced damage of Aspergillus fumi-
gatus hyphae by granulocyte colony-stimulating factor and gamma interferon. Infect
Immun 1993; 61:4870–4877.

81. Roilides E, Uhlig K, Venzon D, Pizzo PA, Walsh TJ. Enhancement of oxidative response
and damage caused by human neutrophils to Aspergillus fumigatus hyphae by granulocyte
colony-stimulating factor and gamma interferon. Infect Immun 1993; 61:1185–1193.

82. Roilides E, Holmes A, Blake C, Pizzo PA, Walsh TJ. Effects of granulocyte colony-
stimulating factor and interferon-� on antifungal activity of human polymorphonuclear
neutrophils against pseudohyphae of different medically important Candida species.
J Leukoc Biol 1995; 57:651–656.

83. Roilides E, Uhlig K, Venzon D, Pizzo PA, Walsh TJ. Neutrophil oxidative burst in response
to blastoconidia and pseudohyphae of Candida albicans: augmentation by granulocyte
colony-stimulating factor and interferon-�. J Infect Dis 1992; 166:668–673.

84. Yamamoto Y, Klein TW, Friedman H, Kimura S, Yamaguchi H. Granulocyte colony-
stimulating factor potentiates anti-Candida albicans growth inhibitory activity of poly-
morphonuclear cells. FEMS Immunol Med Microbiol 1993; 1:15–22.

85. Yamamoto Y, Uchida K, Klein TW, Friedman H, Yamaguchi H. Immunomodulators and
fungal infections: use of antifungal drugs in combinations with G-CSF. Adv Exp Med Biol
1992; 319:231–242.

86. Coffey MJ, Phare SM, George S, Peters-Golden M, Kazanjian PH. Granulocyte colony-
stimulating factor administration to HIV-infected subjects augments reduced leukotriene
synthesis and anticryptococcal activity in neutrophils. J Clin Invest 1998; 102:4–663.

87. Roilides E, Blake C, Holmes A, Pizzo PA, Walsh TJ. Granulocyte-macrophage colony-
stimulating factor and interferon-� prevent dexamethasone-induced immunosuppression
of antifungal monocyte activity against Aspergillus fumigatus hyphae. J Med Vet Mycol
1995; 34:63–69.

88. Yamamoto Y, Klein TW, Tomioka M, Friedman H. Differential effects of
ganulocyte/macrophage colony-stimulating factor (GM-CSF) in enhancing macrophage
resistance to Legionella pneumophila vs Candida albicans. Cell Immunol 1997;
176:75–81.

89. Wang M, Friedman H, Djeu JY. Enhancement of human monocyte function against Can-
dida albicans by the colony-stimulating factors (CSF): IL-3, granulocyte-macrophage-
CSF, and macrophage-CSF. J Immunol 1989; 143:671–677.

90. Levitz SM. Activation of human peripheral blood mononuclear cells by interleukin-2 and
granulocyte-macrophage colony stimulating factor to inhibit Cryptococcus neoformans.
Infect Immun 1991; 59:3393–3397.

Fungal Infections 321



91. Kowanko IC, Ferrante A, Harvey DP, Carman KL. Granulocyte-macrophage colony-
stimulating factor augments neutrophil killing of Torulopsis glabrata and stimulates 
neutrophil respiratory burst and degranulation. Clin Exp Immunol 1998; 83:225–230.

92. Vitt CR, Fidler JM, Ando D, Zimmerman RJ, Aukerman SL. Antifungal activity of recom-
binant human macrophage colony-stimulating factor in models of acute and chronic can-
didiasis in the rat. J Infect Dis 1994; 169:369–374.

93. Cenci E, Bartocci A, Puccetti P, Mocci S, Stanley ER, Bistoni F. Macrophage colony-
stimulating factor in murine candidiasis: serum and tissue levels during infection and 
protective effect of exogenous administration. Infect Immun 1991; 59:868–872.

94. Brummer E, Stevens DA. Macrophage colony-stimulating factor induction of enhanced
macrophage anticryptococcal activity: synergy with fluconazole for killing. J Infect Dis
1994; 170:173–179.

95. Nassar F, Brummer E, Stevens DA. Macrophage colony-stimulating factor (M-CSF)
induction of enhanced anticryptococcal activity in human monocyte-derived macrophages:
synergy with fluconazole for killing. Cell Immunol 1995; 164:113–118.

96. Spielberger RT, Falleroni MJ, Coene AJ, Larson RA. Concomitant amphotericin B ther-
apy, granulocyte transfusions, and GM-CSF administration for disseminated infection
with Fusarium in a granulocytopenic patient. Clin Infect Dis 1993; 16:528–530.

97. Leong KW, Crowley B, Crotty GM, O’Briain DS, Keane C, McCann SR. Cutaneous
mucormycosis due to Absidia corymbifera occurring after bone marrow transplantation.
Bone Marrow Transplant 1997; 19:513–515.

98. Fukushima T, Sumazaki R, Shibasaki M, et al. Successful treatment of invasive thoro-
copulmonary mucormycosis in a patient with acute lymphoblastic leukemia. Cancer 1995;
76:895–899.

99. Kreisel JD, Adderson EE, Gooch WM III, Pavia AT. Invasive sinonasal disease due to
scopulariopsis candida: report and review of scopulariopsosis. Clin Infect Dis 1994;
19:317–319.

100. Williamson PR, Kwon-Chung KJ, Gallin JI. Successful treatment of Paecilomyces varioti
infection in a patient with chronic granulomatous disease and a review of Paecilomyces
species infections. Clin Infect Dis 1991; 14:1023–1026.

101. Cohen-Abbo A, Edwards KM. Multifocal osteomyelitis caused by Paecilomyces varioti in
a patient with chronic granulomatous disease. Infection 1995; 23:55–57.

102. Grauer ME, Bokemeyer C, Bautsch W, Freund M, Link H. Successful treatment of a 
Trichosporon beigelii septicemia in a granulocytopenic patient with amphotericin B and
granulocyte colony-stimulating factor. Infection 1999; 22:283–285.

103. Fanci R, Pecile P, Martinez RL, Fabbri A, Nicoletti P. Amphotericin B treatment of
fungemia due to unusual pathogens in neuropenic patients: report of two cases. J Chemother
1997; 9:427–430.

104. Gonzalez CE, Couriel DR, Walsh TJ. Disseminated zygomycosis in a neutropenic patient:
successful treatment with amphotericin B lipid complex and granulocytic colony-
stimulating factor. Clin Infect Dis 1998; 24:192–196.

322 Casadevall



Index 323

323

Index

A
ADCC, see Antibody-dependent cellular

cytotoxicity
Adoptive immunotherapy,

Epstein-Barr virus
lymphoproliferative disorders,
265–267

principles, 262, 263
AIDS, see Highly active antiretroviral

therapy; Human
immunodeficiency virus

Amphotericin B, leukocyte transfusion
complications, 308, 315

Antibody, see also specific
 immunoglobulins,

class switching, 11
diversity generation

mechanisms, 10, 11, 68, 69
effector functions, 67
engineering, see Monoclonal antibody
functions,

agglutination, 8
antibody-dependent cell-mediated

cytotoxicity, 9
bacteria immobilization, 8
complement activation, 8, 9
fetal immunity, 9
immunoprecipitation, 9
mast cell degranulation, 9
mucosal protection, 9
neutralization, 8
opsonization, 8

isotypes, 4, 7, 64
receptors, see FcγR
responses,

primary, 9
secondary, 9, 10

single-chain antibody therapy for
human immunodeficiency
virus, 241, 242

structure,

constant region, 65, 67
overview, 4–6, 64
variable region, 67, 68

synthesis, see B-cell
therapeutic applications, see

Intravenous immunoglobulin;
Monoclonal antibody; Passive
immunotherapy

viral defense, 259, 260
Antibody-dependent cellular

cytotoxicity (ADCC), passive
immunotherapy for human
immunodeficiency virus, 202, 203,
209, 212

Antigen presentation, see B-cell;
Dendritic cell; Major
histocompatibility complex; T-cell

Anti-Rh-D immunoglobulin, clinical
use, 70, 72

Aspergillosis, see Fungal infection

B
BALT, see Bronchus-associated

lymphoreticular tissue
B-cell,

antibody clone production, 7
functional overview, 8, 130
hybridoma, see Monoclonal antibody
mucosal lymphocyte homing,

bronchus-associated
lymphoreticular tissue, 42

discovery, 41
gut-associated lymphoreticular

tissue, 42
nasal-associated lymphoreticular

tissue, 42
repertoire development, 15–18, 64
selection, 16, 17
tolerance, 17–19

Bioreactor, monoclonal antibody
production, 87–89



324 Index

Blastomycosis, see Fungal infection
Bronchus-associated lymphoreticular

tissue (BALT), see Mucosal
immunity

Burkitt's lymphoma, see Epstein-Barr
virus

C
Cancer,

dendritic cell immunotherapy clinical
trials, 107–109

immunoglobulin therapy, 78, 79
virus-associated malignancies, see

Epstein-Barr virus; Hepatitis B;
Human papillomavirus

Candidiasis, see Fungal infection
Cardiovascular disease,

immunoglobulin therapy, 79
CCR5, human immunodeficiency virus

coreceptor and therapeutic
targeting, 224, 225, 239, 241

CD4, soluble receptor therapy, 223,
 224, 241

Cervical cancer, see Human
papillomavirus

Chemokines,
classification, 123
human immunodeficiency virus,

receptor and coreceptor
targeting, 202, 224, 238

leukocyte migration role,
124–126

mucosal immunity,
adaptive immunity, 45
adjuvants, 49
innate immunity, 44

receptors, 118–119, 123, 124
structure, 122, 123

Chlamydia trachomatis, dendritic cell
response, 102

Chloroquine, fungal infection
management, 308

Clostridium difficile, intravenous
immunoglobulin, 277

CMV, see Cytomegalovirus
Coccidioidomycosis, see Fungal

infection
Cryptococcosis, see Fungal infection
CT, mucosal immunity adjuvants, 47–49
CTL, see Cytotoxic T-lymphocyte
CXCR4, human immunodeficiency

 virus coreceptor and therapeutic
targeting, 224, 239, 241

Cytokines, see also specific cytokines,
functional overview, 13–15,

117, 118
inflammatory response and leukocyte

migration, 124, 125
macrophage activation regulation, 284
mucosal immunity,

adaptive immunity, 45
adjuvants, 49
innate immunity, 44

receptors,
families, 119
signal transduction, 118, 122

structural overview, 117
T helper subset production, 125–127
types, sources, and activity table,

120, 121
Cytomegalovirus (CMV),

antiviral agents, 255
dendritic cell response, 102
highly active antiretroviral therapy

and retinitis, 164–166
immunoglobulin therapy, 255
T-cell transplantation therapy, 256

Cytotoxic T-lymphocyte (CTL),
antigen presentation, 260, 261
human immunodeficiency virus

response,
overview, 32, 33, 182–185
therapeutic targeting, 229, 230

immunotherapy,
adoptive immunotherapy, 262, 263
goals, 261
vaccination,

dendritic cell vaccines, 265
genetic immunization, 263–265
peptides, 263

mucosal immunity, 46, 47
tuberculosis defense, 285–287
tumor response, 261, 262
viral defense, 259–261

D
DC, see Dendritic cell
Defensins, mucosal innate immunity, 43
Dendritic cell (DC),

antigen delivery in vitro, 106, 107
cytokine and chemokine production,

99, 100
enrichment, 105, 106



Index 325

immunotherapy clinical trials,
cancer, 108, 109
human immunodeficiency virus,

107, 108
infection response,

Chlamydia trachomatis, 102
cytomegalovirus, 102
hepatitis B virus, 102
human immunodeficiency virus,

100, 101
human papillomavirus, 102
influenza virus, 102
Leishmania major, 101
Mycobacterium infection, 103
Toxoplasma gondii, 101
Trypanosoma cruzi, 101

markers, 103–105
ontogeny, 103, 104
prospects for research, 109
subpopulations, 104, 105
vaccines, 265

Diethylcarbamazine, fungal infection
management, 310, 311

Digoxin, immunoglobulin therapy, 74
Dinitrochlorobenzene, fungal infection

management, 310
DNA immunostimulatory sequences,

mucosal immunity adjuvants, 50
DNA vaccine, see Vaccine

E

EBV, see Epstein-Barr virus
Epstein-Barr virus (EBV),

B-cell immortalization, 80
immune response, 181
lymphoproliferative disorders,

incidence, 252
T-cell,

response, 252
therapeutic transplantation,

252–254, 265–267
malignancies,

adoptive immunotherapy, 265–267
nasopharyngeal carcinoma

vaccination, 267
types, 251

Erlich, P., immunology contributions, 3, 4
Escherichia coli, intravenous

immunoglobulin, 277, 278

F
FcγΡ
affinity for immunoglobulin G, 7, 8
cell distribution
Fungal infection,

immunocompromised host
susceptibility, 305, 306

immunotherapy,
adverse outcomes, 308, 315
chloroquine, 308
colony-stimulating factors,

309–313, 316
diethylcarbamazine, 308, 309
dinitrochlorobenzene, 308
fungal antigen

administration, 314, 315
granulocyte transfusion,

306–308
interferon-γ, 313
interleukin-12, 315
intravenous immunoglobulin, 313
literature, 306
prospects, 316, 317
Pythium insidisum vaccine, 313, 314
specific antibody therapy, 315
transfer factor, 314
types, 303, 305

incidence trends
types and risk factors

G
GALT, see Gut-associated

lymphoreticular tissue
G-CSF, see Granulocyte colony-

stimulating factor
Gene therapy,

challenges, 237
human immunodeficiency virus,

animal studies, 246, 247
clinical trials, 247
combination therapies, 243
infection cycle and

therapeutic targets, 237–239
protein inhibitors,

CD4, 241
chemokine coreceptors, 241
single-chain antibodies, 241, 242
toxic genes, 241
transdominant negative

mutants, 240, 241
retroviral vectors,



326 Index

C-type retrovirus
vectors, 244

challenges, 245
human

immunodeficiency virus-
based vectors, 244

RNA inhibitors,
antisense RNA, 242
decoys, 242, 243
ribozymes, 242

GM-CSF, see Granulocyte/macrophage
colony-stimulating factor

Granulocyte, transfusion for fungal
infection, 306–308

Granulocyte colony-stimulating factor
(G-CSF), fungal infection treatment,
307–310

Granulocyte/macrophage colony-
stimulating factor (GM-CSF),
fungal infection treatment, 307,
309, 310, 312

Gut-associated lymphoreticular tissue
(GALT), see Mucosal immunity

H

HAART, see Highly active antiretroviral
therapy

Haemophilus influenzae, intravenous
immunoglobulin, 277

Hepatitis B,
cytokine clearance and therapy, 254
dendritic cell response, 102
immune response, 269
immunoglobulin therapy, 72, 254
liver damage, 269
vaccination, 269

Hepatocellular carcinoma, see Hepatitis B
Highly active antiretroviral therapy

(HAART),
AIDS mortality impact, 164
historical perspective, 163, 164
humoral immunity effects, 170
immune reconstitution and

consequences, 164–166, 171, 185,
186

initiation timing effects on
immune reconstitution, 171

limitations, 172, 181, 222
malignancy incidence impact, 166
opportunistic infection impact, 164,

221

structured treatment
interruption, 187, 188

T-cell responses,
CD4+ cell blood counts,

166–168, 185, 186, 222, 226, 227
CD8+ cells, 170, 171
delayed-type hypersensitivity, 169
proliferative responses, 169, 170

viral load response, 221
Histoplasmosis, see Fungal infection
HIV, see Human immunodeficiency

virus
Hodgkin's disease, see Epstein-Barr virus
HPV, see Human papillomavirus
Human immunodeficiency virus (HIV),

antibody-dependent
enhancement, 74

antigen-presenting cell defects, 156,
157

clades, 151
course and individual variation, 152,

153, 222, 223
cytokine response, 156
dendritic cell,

immunotherapy clinical
trials, 107, 108

response, 100, 101
discovery of AIDS, 151
epidemiology, 151, 152
gp41-mediated membrane

fusion, 224, 225
humoral immune response, 75, 76,

182, 199
immune dysfunction, 155–157
immune exhaustion and escape, 184,

185
immunoglobulin therapy, 76–78
infection cycle, 153, 154, 237–239
inoculum size, 212
macaque model, 77, 78
major histocompatibility

complex alleles and disease
progression, 25, 26

opportunistic infection, see
Cytomegalovirus; Fungal
infection; Tuberculosis

receptors, 76, 223–225
resistance, 153, 154
structure, 153, 199, 200
T-cell response,

cytotoxic T-lymphocytes,



Index 327

function, 32, 33, 182–185
therapeutic targeting, 229, 230

highly active antiretroviral
therapy effects, see Highly
active antiretroviral therapy

overview, 29, 31, 154–156, 163
thymic function, 186
treatment, see also Highly active

antiretroviral therapy,
cell activation state targeting, 225,

226
cell entry targeting, 223–225
clinical trial design

challenges, 158, 159
cytokine immunotherapy, 187
gene therapy, see Gene therapy
immune control of viral

replication, 229, 230
latently infected cell pool

targeting, 228
passive immunotherapy, see

Passive immunotherapy
prospects, 190
range of modalities, 157
structured treatment

interruption, 187, 188
T-cell number targeting,

226–228
vaccination, 188–190, 230

Human papillomavirus (HPV),
cervical cancer,

immunogenicity, 268
vaccination, 268
viral protein targeting, 268, 269

dendritic cell response, 102
strains and diseases, 268

Hybridoma, see Monoclonal antibody

I
IFN-α, see Interferon-α
IFN-γ, see Interferon-γ
IgA, see Immunoglobulin A
IL-2, see Interleukin-2
IL-12, see Interleukin-12
Immunoglobulin, see Antibody
Immunoglobulin A (IgA), mucosal

immunity, 45, 46
Immunosuppression, immunoglobulin

therapy, 79
Immunotherapy, historical perspective,

3, 63
Inactivated vaccine, see Vaccine

Influenza virus, dendritic cell response,
102

Interferon-a (IFN-a), tuberculosis
immunotherapy, 291

Interferon-γ (IFN-γ),
fungal infection management, 313
tuberculosis immunotherapy, 289

Interleukin-2 (IL-2),
human immunodeficiency virus,

immunotherapy, 187, 227–229
infectivity effects, 225

tuberculosis immunotherapy,
285–287

Interleukin-12 (IL-12),
antigen-presenting cell function, 99,

100
fungal infection management, 315
hepatitis B clearance, 254
human immunodeficiency virus

immunotherapy, 187
tuberculosis immunotherapy, 288,

289
Internal image idiotype vaccine, see

Vaccine
Intravenous immunoglobulin (IVIG),

see also Passive immunotherapy,
bacterial infection management,

clinical trials, 289, 290
Clostridium difficile, 277
Escherichia coli, 277, 278
Haemophilus influenzae, 277
Klebsiella, 278
Neisseria, 277
Pseudomonas aeruginosa, 277, 278
Staphylococcus aureus, 275, 276
Streptococcus, 276

donors, 70
fungal infection management, 313
history of use, 69
hyperimmune sera, 70, 72
preparation, 69, 70
respiratory syncytial virus therapy,

251, 252
safety, 70
sepsis studies, 278

IVIG, see Intravenous immunoglobulin

J
Jak, interferon signal transduction, 122



328 Index

K
Klebsiella, intravenous

immunoglobulin, 278

L
LCMV, see Lymphocytic

choriomeningitis virus
Leishmania major,

dendritic cell response, 101
T-cell response, 19, 30, 31

Leprosy,
dendritic cell response, 103
interleukin-2 therapy, 287, 288

Live attenuated vaccine, see Vaccine
LPA, see Lymphocyte proliferation

assay
LT, mucosal immunity adjuvants,

47–49
Lymphocyte proliferation assay

(LPA), response factors, 30, 31
Lymphocytic choriomeningitis virus

(LCMV), immune response,
181, 182

Lymphoproliferative disease, see
Epstein-Barr virus

M
Macrophage,

activation,
cytokine regulation, 284
tuberculosis host response,

283–285
cytokine response to

lipopolysaccharide, 125
Macrophage colony-stimulating

factor (M-CSF), fungal infection
treatment, 307, 309, 311, 313

Major histocompatibility complex
(MHC),

antigen presentation, overview, 13,
23–26, 10, 260, 261

class comparison, 23, 24
polymorphisms, 25
structure, 13

M-CSF, see Macrophage colony-
stimulating factor

MHC, see Major histocompatibility
complex

Monoclonal antibody,
engineering for clinical

application, 11, 12
hybridoma production,

B-cells,

amplification, 81
antigen priming in vitro, 80, 81
immortalization, 79, 80
sources, 80

fusion partners,
human fusion partners, 81
human/mouse hybrid

melanomas, 82
growth, 84, 85
screening and stabilization, 82

industrial production,
downstream processing and

purification, 89, 90
large-scale production in

bioreactors, 87–89
overview, 86, 87

nonantibody-dependent
enhancement-inducing
antibodies, 74, 78

recombinant antibodies,
chimeric antibodies, 83
expression systems,

mammalian cell lines and
markers, 85, 86

microbes, 84
plants, 84
transgenic animals, 84

humanized antibodies, 83
phage antibody libraries,

83, 84
properties, 82, 83

specificity, 74, 75
therapeutic applications, see also

Passive immunotherapy,
cancer, 78, 79
cardiovascular disease, 79
human immunodeficiency virus,

75–78
immunosuppression, 79
infection, 75
overview, 70–72, 74
rheumatoid arthritis, 78
sepsis, 75

MSL 109, cytomegalovirus therapy, 255
Mucormycosis, see Fungal infection
Mucosal immunity,

adaptive immunity,
chemokines, 45
cytokines, 45
cytotoxic T-lymphocytes,

 46, 47



Index 329

secretory immunoglobulin A, 45, 46
adjuvants and delivery systems,

chemokines, 49
cytokines, 49
DNA immunostimulatory

 sequences, 50
enterotoxin derivatives,

CT, 47–49
LT, 47–49

saponin derivatives, 50, 51
inductive sites, 39–41
innate immunity,

antimicrobial peptides, 43, 44
chemokines, 44
cytokines, 44
epithelial cell barrier, 43
natural killer cells, 44

lymphocyte homing,
bronchus-associated

lymphoreticular tissue, 42
discovery, 41
gut-associated lymphoreticular

tissue, 42
nasal-associated lymphoreticular

tissue, 42
overview, 39, 40
Peyer's patches, 40, 41
tonsils, 41

Mycobacterium, see Leprosy; Tuberculosis

N
NALT, see Nasal-associated

lymphoreticular tissue
Nasal-associated lymphoreticular tissue

(NALT), see Mucosal immunity
Nasopharyngeal carcinoma, see

Epstein-Barr virus
Natural killer (NK) cell,

mucosal immunity, 44
tuberculosis defense, 284

Neisseria, intravenous immunoglobulin,
277

NK cell, see Natural killer cell

P
Palivizumab, respiratory syncytial virus

treatment, 252
Paracoccidioidomycosis, see Fungal

infection
Passive immunotherapy,

discovery, 3

human immunodeficiency virus,
antibody combinations, 201, 202
antibody-dependent cellular

cytotoxicity, 202, 203, 212
bispecific antibodies, 203
CD4-immunoglobulin fusion

compounds, 202
chemokine receptor and

coreceptor targeting, 202
clinical trials,

monoclonal antibodies, 210, 211
polyclonal antibodies, 211

mechanisms of antibody
protective effects, 203, 204

monkey studies,
monoclonal antibody

protection, 206, 207
postexposure protection with

polyclonal antibodies, 206
pre-exposure protection with

polyclonal antibodies,
204–206

neutralization epitopes,
 200, 212

overview, 75–78
severe combined

immunodeficiency mouse
studies,

antibody-dependent cellular
cytotoxicity, 209

complement role, 209
escape mutation, 209
postexposure

protection, 209
pre-exposure protection, 207–209

indications, 199
Penicilliosis, see Fungal infection
Pentoxifylline, tuberculosis

immunotherapy, 291, 292
Peptide-based vaccine, see Vaccine
Peyer's patches, see Mucosal immunity
Phospholipase A2 (PLA2), secretory

enzyme in mucosal innate
immunity, 43, 44

PLA2, see Phospholipase A2
Pseudomonas aeruginosa, intravenous

immunoglobulin, 277, 278

R
Rabies, immunoglobulin therapy, 74
Recombinant protein vaccine, see



330 Index

Vaccine
Recombinant vector vaccine, see Vaccine
Respiratory syncytial virus (RSV),

epidemiology, 251
hyperimmune sera, 72
intravenous immunoglobulin

therapy, 251, 252
morbidity and mortality, 251
Palivizumab therapy, 252

Rev response element (RRE), human
immunodeficiency virus gene
therapy, 242, 243

Rheumatoid arthritis, immunoglobulin
therapy, 78

RRE, see Rev response element
RSV, see Respiratory syncytial virus

S
Saponin derivatives, mucosal immunity

adjuvants, 50, 51
Sepsis, see also specific bacteria,

intravenous immunoglobulin
therapy, 278

monoclonal antibody therapy, 75
Sporotrichosis, see Fungal infection
Staphylococcus aureus, intravenous

immunoglobulin, 275, 276
Stat, interferon signal transduction, 122
Streptococcus, intravenous

immunoglobulin, 276
Subunit vaccine, see Vaccine

T
TAR, human immunodeficiency virus

gene therapy, 242, 243
T-cell, see also Cytotoxic T-lymphocyte,

activation,
human immunodeficiency virus

therapy targeting, 225, 226,
228, 229

overview, 27–30
antigen,

dose response, 29
recognition, 24–26, 130

classes, 29, 30
cytokineproduction, 29, 125–127

response, 27
deletion, 18
helper cell subsets, 30, 125–127, 130
highly active antiretroviral therapy

responses,

CD4+ cell blood counts,
166–168, 185, 186, 222, 226, 227

CD8+ cells, 170, 171
delayed-type hypersensitivity, 169
proliferative responses, 169, 170

human immunodeficiency virus
response,

cytotoxic T-lymphocyte,
function, 32, 33, 182–185
therapeutic targeting, 229, 230

overview, 29, 31
Leishmania response, 19, 30, 31
lymphocyte proliferation assay, 30, 31
mucosal lymphocyte homing,

bronchus-associated
lymphoreticular tissue, 42

discovery, 41
gut-associated lymphoreticular

tissue, 42
nasal-associated lymphoreticular

tissue, 42
recruitment and redistribution, 32, 33
repertoire development, 26, 27
selection, 16, 24, 25
transplantation therapy,

cytomegalovirus, 256
Epstein-Barr virus

lymphoproliferative disorder,
252–254, 265–267

human immunodeficiency virus,
227, 228

viral defense, 259–261
Thalidomide, tuberculosis

immunotherapy, 290, 291
Tonsils, see Mucosal immunity
Toxoplasma gondii, dendritic cell

response, 101
Transfer factor, fungal infection

management, 314
Trypanosoma cruzi, dendritic cell

response, 101
Tuberculosis,

clinical trials,
interferon-α, 289
interferon-γ, 289
interleukin-2, 287–289
interleukin-12, 289, 290
overview, 287
pentoxifylline, 291, 292
thalidomide, 290, 291
vaccination with Mycobacterium

vaccae, 292, 293



Index 331

dendritic cell response, 103
epidemiology, 283
human immunodeficiency virus

opportunistic infection, 286,
287, 290, 294

immunopathogenesis, 285, 286
macrophage activation in host

response, 283–285
public health challenges, 283
reactivation risk factors, 283

Vaccine,
cell types in immune response, 130,

133
cytotoxic T-lymphocyte

response,
dendritic cell vaccines, 265
genetic immunization,

263–265
peptides, 263

DNA vaccines,
advantages, 140
disadvantages, 140, 141
immune response, 139
principles, 139, 263–265
types, 140

Epstein-Barr virus, 267
hepatitis B, 269
historical perspective, 129
human immunodeficiency virus,

188–190, 230
human papillomavirus, 268
ideal properties, 130, 131
immunotherapeutic vaccines, 145
inactivated vaccines,

advantages, 132, 133
disadvantages, 133
humoral response, 132
requirements, 131
types, 133

internal image idiotype vaccine,
advantages, 136
disadvantages, 136

immune response, 136
principles, 135
types, 137

live attenuated vaccines,
advantages, 135
disadvantages, 135
immune response, 134, 135
production, 134

peptide-based vaccines,
advantages, 134
delivery of T-cell peptides by

recombinant proteins, 142, 143
disadvantages, 134
immune response, 141, 142
principles, 141
receptor-mediated delivery of

peptides, 134
self molecule delivery of peptides,

144
viruses expressing foreign

epitopes, 141, 142
Pythium insidisum vaccine, 311, 312
recombinant protein vaccines,

advantages, 137
disadvantages, 137
immune response, 137
production, 136, 137

recombinant vector vaccines,
adenovirus vectors, 138
Bacillus anthracis vector, 139
BCG vectors, 139
Salmonella vectors, 138, 139
vaccinia vectors, 138

subunit vaccines,
advantages, 134
disadvantages, 134
immune response, 134
production, 134

tuberculosis vaccination with
Mycobacterium vaccae, 292, 293

Varicella-zoster virus, immunoglobulin
therapy, 72, 74



Infectious Disease™
IMMUNOTHERAPY FOR INFECTIOUS DISEASES
ISBN: 0-89603-669-3

humanapress.com

INFECTIOUS DISEASE™

VASSIL ST. GEORGIEV, Series Editor

9 780896 036697

9 0 0 0 0

Features

Immunotherapy for Infectious Diseases
Edited by

Jeffrey M. Jacobson, MD
Mount Sinai School of Medicine, New York, NY

Contents

Because the search for safe and effective chemotherapeutic agents has been hindered by antimicro-
bial resistance and toxic harm, there is a growing need to understand how the immune system can be
manipulated to control infections, particularly HIV. In Immunotherapy for Infectious Diseases, Jeffrey M.
Jacobson, MD, and a group of leading researchers active in the field review the state-of-the-art for treating
various infections—particularly HIV—by manipulating the immune system’s response rather than by
using chemical drugs. The contributors synthesize the principles of immune defense on the molecular
level (monoclonal antibodies, vaccines, methods of antigen presentation, and cytokines and cytokine
antagonists), as well as on the cellular and clinical levels as a protection against infection. The review of
the current state of anti-HIV immunotherapy covers HIV-specific passive and active immunization strat-
egies, gene therapy, and host cell–targeted approaches for treating HIV infection and restoring immune
function. Also discussed are immunotherapy for other viral infections, virus-associated malignancies,
bacterial infections and sepsis, tuberculosis, and fungal infections.

Comprehensive and cutting-edge, Immunotherapy for Infectious Diseases reviews all the current state-
of-the-art developments occurring in this rapidly evolving field and helps set the stage for the early
development of better immunologically based therapies for infections.

• State-of-the-art for treating infections by
manipulating immune system response

• Review of the basic principles of immune defense
at the molecular, cellular, and clinical levels

• Emphasis on anti-HIV immunotherapies
• Additional coverage of immunotherapy for viral,

bacterial, and fungal infections

I Basic Principles of Immunity. Humoral Immunity. Some
Basic Cellular Immunology Principles Applied to the
Pathogenesis of Infectious Diseases. Immune Defense at
Mucosal Surfaces. II Molecular Basis for Immunotherapy.
Production of Immunoglobulins and Monoclonal Anti-
bodies Targeting Infectious Diseases. Dendritic Cells: Their
Role in the Immune Response to Infectious Organisms and Their
Potential Use in Therapeutic Vaccination. Cytokines, Cytokine
Antagonists, and Growth Factors for Treating Infections.
Principles of Vaccine Development. III Immunotherapy
for HIV Infection. Immunopathogenesis of HIV Infection.

Immune Reconstitution with Antiretroviral Chemotherapy.
Active Immunization as Therapy for HIV Infection. Pas-
sive Immunotherapy for HIV Infection. Host Cell-Directed
Approaches for Treating HIV and Restoring Immune Func-
tion. Gene Therapy for HIV-1 Infection. IV Immuno-
therapy for Infectious Diseases Other Than HIV.
Immunotherapy for Viral Infections Other Than HIV.
Immunotherapy for Virus-Associated Malignancies. Immu-
notherapy of Bacterial Infections and Sepsis. Immuno-
therapy for Tuberculosis and Other Mycobacterial Infec-
tions. Immunotherapy for Fungal Infections. Index.


