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The past two decades have witnessed an explosion of imaging research focused on 
the human brain. In large part, this growth has been fueled by the emergence of non-
invasive, widely available, and relatively low-cost imaging tools that provide precise 
measurements of brain anatomy and function. The beginning of this era can be tied to 
the development of functional magnetic resonance imaging (fMRI) in the early 1990s. 
Prior to this, knowledge of human brain function was derived primarily from the 
careful study of patients with focal brain lesions. In the decade following its develop-
ment, fMRI provided the neuropsychologist and cognitive neuroscientist with an 
implement to validate lesion models by examining brain function in healthy individu-
als. This trend lead to the development and validation of a wide range of task activa-
tion paradigms for probing higher-order cognitive processes, such as language, 
memory, and attention. As novel and refined models of cognitive systems emerged 
from fMRI studies of intact individuals, neuroscientists began to apply fMRI to 
understanding brain disorders. The volume edited by Cohen and Sweet is both unique 
and timely, since it distills the most important scientific discoveries derived from 
imaging investigations conducted on clinical populations.

The book begins with clear and concise descriptions of the technical and physio-
logical underpinnings of imaging tools that play key roles in investigating clinical 
disorders. Although fMRI is highlighted, a series of chapters also describe perfusion 
and diffusion MRI, MR spectroscopy, and optical imaging. The chapter provides 
critical background information that is comprehensible to the reader without formal 
training in MR physics. Most contemporary imaging studies take the advantage of 
multiple imaging strategies for interrogating brain function in clinical populations. 
As an example, it is no longer unusual for such a study to examine the integrity of 
white matter fiber tracks, using diffusion tensor imaging (DTI), that interconnect gray 
matter regions activated by fMRI. The reader will not only understand the strengths 
and weaknesses of each imaging method, but also acquire an appreciation for how 
these techniques complement each other.

Imaging studies of clinical populations present unique challenges for imaging 
studies. Relative to healthy participants, patients exhibit higher rates of claustropho-
bia, head movement, brain structure abnormalities (e.g., atrophy), impaired cognitive 
task performance, mood disturbances, and decreased motivation, to name a few. The 
reader is provided with a thorough understanding of how such factors can influence 
imaging results along with methods for addressing such problems.

A quite unique feature of this volume is its emphasis on exploring brain imaging 
in conditions commonly addressed in the field of behavioral medicine. The middle 
and largest section of the book contains chapters devoted to the effects of eating 
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 disorders, drug abuse, cardiovascular disease, and chronic pain on brain structure and 
function. A chapter also examines the role of exercise as an important factor influenc-
ing cognitive brain function. Imaging results hold the potential for better understand-
ing the early brain changes resulting from these lifestyle factors. Eventually, one 
could foresee imaging data being used to examine the success of intervention 
 programs designed to influence the course of such conditions.

The remaining third nicely summarizes the results of imaging studies conducted 
in neurological disorders related to Alzheimer’s disease (AD), HIV, multiple sclero-
sis, stroke, and fatigue. One goal of such research is to develop valid imaging bio-
markers that can be used to accurately identify early brain changes, even before 
cognitive symptoms emerge. Another is to determine the most sensitive imaging bio-
markers to assess the efficacy of interventions designed to prevent or to treat these 
brain disorders. This volume provides a “fact check” on the status of the imaging field 
in addressing these lofty goals that have tangible societal consequences.

To summarize, the volume by Cohen and Sweet provides a compact and compre-
hensive summary of the state-of-the-art in advanced imaging research applied to 
clinical populations. Findings from such research may eventually lead to the wide-
spread expansion of imaging tools in clinical practice. In the USA, fMRI is currently 
a reimbursable procedure for presurgical mapping in patients with epilepsy and brain 
tumors. With additional validation studies, one could foresee the clinical application 
of advanced imaging tools, like fMRI and DTI, in the diagnosis and management of 
a wide range of conditions and diseases in neurology and behavioral medicine. 
Sensitive imaging tools also hold the promise of reducing the time and expense asso-
ciated with screening potentially efficacious drug, surgical, and lifestyle interven-
tions. This scholarly volume provides the reader with a sense for how close we are to 
achieving these objectives.

Stephen M. Rao Ph.D. 
Ralph and Luci Schey 

Director, Schey Center for Cognitive Neuroimaging,  
Professor, Cleveland Clinic Lerner College of Medicine at  

Case Western Reserve University  
Neurological Institute, Cleveland Clinic,  

Cleveland, OH, 44195, USA
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Rapid developments in brain imaging have occurred over the past decade. These 
advances have revolutionized cognitive and behavioral neuroscience, and are likely 
to have major influence on clinical psychological, psychiatric, and neurological prac-
tice over the coming years. News stories now appear on almost a daily basis in the 
national and international media describing findings from neuroimaging studies that 
have application to health and behavior. Interest in these neuroimaging efforts stems 
from the innate human curiosity to better understand how one’s mind works, and the 
nature of brain dysfunction. There has been a greater realization by the layperson, 
scientist, and health care practitioner over the past decade that the mind and behav-
ioral processes play an essential role in preventive health, response to illness, and the 
basic underlying mechanisms of many diseases. Brain imaging seems to be inher-
ently interesting, and has increasingly drawn the efforts of large numbers of talented 
young behavioral scientists who strive to integrate these approaches with their 
research and clinical work.

The number of published empirical research studies incorporating neuroimaging 
methods to explore clinical and more basic neuroscience questions has increased 
exponentially over the past two decades. Structural neuroimaging data is now rou-
tinely included in neurological, neuropsychiatric, and neuropsychological studies, 
often as a way of verifying the brain disturbance that is the focus of investigation. In 
fact, failure to include neuroanatomic evidence of the location of brain lesions in 
neuropsychological studies of disorders in which there is localized damage (e.g., 
stroke) is often grounds for manuscripts being rejected for publication. Many excel-
lent scientific journals now exist that provide a vehicle for disseminating neuroimag-
ing research findings. Some focus specifically on brain imaging methods, such as 
Neuroimage and Human Brain Mapping, while others come from specific fields, 
including neuropsychology. Most of these journals are oriented toward cognitive and 
clinical neuroscience or applied medicine, including a large number of journals from 
the fields of neurology, neuropsychiatry, and radiology. With the exception of the 
recently launched journal, Brain Imaging and Behavior, few journals are oriented 
toward neuroimaging in the context of the clinical behavioral sciences. However, 
increasingly niche journals focusing on particular behavioral topics are publishing 
neuroimaging studies as well. For example, the American Journal of Clinical Nutrition 
has published recent studies on brain imaging findings in obesity, while journals like 
Nicotine and Tobacco Research publish studies on brain mechanisms underlying 
nicotine dependence and smoking behavior. In sum, neuroimaging has proliferated 
into the research literature on many topics in behavioral science, although to date this 
research is quite scattered across disciplines and journals, and not well integrated.

Preface
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Books provide a vehicle for integrating information from emerging fields, such as 
neuroimaging. The majority of neuroimaging books have focused on the use of par-
ticular imaging methods in clinical medicine, with neuroradiology and neurology 
being primary sources. A number of books dealing with the more technical aspects of 
magnetic resonance and radiological physics and engineering also exist. Cognitive 
psychology and neuropsychology books now often include chapters addressing neu-
roimaging applications related to the study of brain and cognition. Furthermore, cog-
nitive neuroscience texts have increasingly incorporated functional neuroimaging as 
a major topic. There are excellent books that address basic functional neuroimaging 
methods and concepts, such as the “Functional MRI: an introduction to methods.”1

Yet, there are few books to date that consider and review emerging research in the 
application of brain neuroimaging methods for the study and assessment of behav-
ioral and cognitive disorders. The “Handbook of Functional Neuroimaging of 
Cognition” is an example of a book that does an excellent job with respect to integrat-
ing knowledge on functional imaging in the cognitive sciences.2 Frank Hillary and 
John Deluca, contributors to the current text, recently published a book “Functional 
Neuroimaging in Clinical Populations,” that addresses the use of functional imaging 
for the study and assessment of clinical brain disorders.3 It is one of the only books 
on the topic with a neuropsychological orientation to date.

It is quite remarkable that virtually no book currently exists that addresses the 
application of brain imaging to behavioral medicine, especially in light of the large 
number of research projects that have been initiated over the past several years, and 
the interest of the National Institutes of Health in this area of investigation. Most of 
the books previously mentioned were either written from a cognitive neuroscience 
perspective, from the standpoint of clinical medicine and standard clinical practice, 
or they are heavily focused on basic imaging physics and methods. Books that do 
focus to a greater extent on neuropsychological and behavioral topics have tended to 
primarily cover functional brain imaging, with little emphasis on related types of 
neuroimaging, such as diffusion-weighted, perfusion-weighted, and metabolic imag-
ing methods, such as magnetic resonance spectroscopy. Furthermore, they have 
addressed topics of relevance to behavioral medicine and neuropsychology to only a 
very limited degree. Accordingly, there seemed to be a compelling need for a book to 
introduce clinical and behavioral scientists to a broader range of neuroimaging meth-
ods and their application to behavioral medicine and clinical neuroscience 
questions.

These considerations motivated the writing of this book. Our goal was to provide 
relatively broad coverage of current research trends in the clinical application of brain 
neuroimaging methods in the context of behavioral medicine, neuropsychology, and 
related areas of medical psychology, as well as to introduce readers to the spectrum 
of neuroimaging methods that are currently available.

Objectives. This book is a response to a need within behavioral medicine, neurop-
sychology, and more broadly the clinical and behavioral neurosciences for an inte-
grated review of current neuroimaging methods and their clinical and research 
applications. The book canvases a relatively broad range of topics, covering not only 
functional neuroimaging, but also structural imaging, as well as neuroimaging meth-
ods that provide information underlying pathophysiology. The goal is to provide an 
introduction to these neuroimaging approaches, and their potential value in the assess-
ment and treatment of medical and behavioral disorders. In this regard, we believe 
this book may be valuable not only for specialists in behavioral medicine and 
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 neuropsychology, but also for clinical psychologists, psychiatrists, neurologists, and 
physicians and clinical health providers who are interested in the neurobiological and 
brain-behavior contributions to health and medical disorders, and seek to understand 
how neuroimaging may be useful in their clinical practice. The topics covered in this 
book may also help to stimulate new ideas among researchers using neuroimaging 
methods to study the brain and behavior. The broad objectives of the book are out-
lined below.

Provide an introduction to a variety of neuroimaging methods for clinicians work-
ing in the field of behavioral medicine, as well as neuropsychologists, neuroscien-
tists, and clinicians of psychology, psychiatry and neurology.

Consider the strengths and limitations of specific methods, including constraints 
that may impact their future use in clinical situations.

Provide an integration and synthesis of current research and thinking on neuroim-
aging in behavioral medicine and clinical neuroscience.

Review current clinical and research evidence regarding the use of these methods 
for the assessment of specific brain and behavioral disorders.

Consider how these methods can be used in combination to understand the rela-
tionships among brain structure, pathophysiology, and function.

Consider current research questions being examined through neuroimaging within 
behavioral medicine and clinical neuroscience, and provide insights into future direc-
tions of research.

Organization. The book is organized into three sections. Part One introduces neu-
roimaging, including basic concepts, theoretical considerations, and methods. It con-
sists of chapters that address theoretical and methodological considerations and 
constraints on the clinical application of neuroimaging. This is followed by chapters 
providing overviews of specific imaging approaches, along with some technical 
information about each approach, methodological constraints, and a discussion of 
what type of information each method provides.

Part Two consists of chapters that discuss the use of neuroimaging methods in 
behavioral medicine. Specific areas of focus will include obesity and eating disor-
ders, physical activity and exercise, nicotine and amphetamine effects, pain, fatigue, 
and emotional experience in the context of medical disorders.

Part Three considers neuroimaging in clinical neuroscience for the study and 
assessment of brain disorders affecting behavior and cognition. This chapter empha-
sizes brain disorders that have major medical implications, including Stroke, cardio-
vascular disease, HIV, Alzheimer’s disease, and Multiple Sclerosis. This section of 
the book emphasizes how multimodal imaging can help to disentangle neuropatho-
logical mechanisms underlying these conditions and brain-behavioral relationships.

Ronald A. Cohen 
Lawrence H. Sweet
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We are living in a remarkable time in the history of 
neuroscience. A little over a century ago, neuropsy-
chology had not yet emerged as a formal area of scien-
tific inquiry, and knowledge regarding brain function 
was largely limited to pioneering studies of the effects 
of brain damage on cognitive functions. Demonstration 
by Broca and Wernicke of expressive and receptive 
aphasia associated with focal brain lesions resulted in 
an initial understanding of the functional neuroanat-
omy of language,1,2 while observation of effects of 
frontal lobe damage in the famous case of Phineus 
Gage spurred initial speculation about the role of the 
frontal lobes in behavior and emotional control.3 This 
led to a steady increase in scientific research in the 
clinic and laboratory over the first half of the twentieth 
century to understand brain function, providing a foun-
dation of knowledge for the field of Neuropsychology.

Early efforts to localize brain functions largely 
involved analyzing the effects of naturally occurring 
focal lesions among patients with neurological disor-
ders, most commonly stroke. This work was extremely 
important, as clinical observation provided the founda-
tions for many brain science methods and theories. 
The fields of behavioral neurology, neuropsychology, 
and cognitive neuroscience evolved directly from these 
efforts. Yet, the information that can be derived from 
the assessment of patients with brain lesions is limited 
by certain conceptual and methodological factors 
intrinsic to such neurological cases. For example, nat-
urally occurring lesions vary in volume and location, 
so that it is difficult to achieve precise localization in 

the context of single studies. Knowledge about specific 
brain regions usually has to be extracted from meta-
analysis of a large set of studies showing converging 
functional neuroanatomic findings regarding particular 
areas of the brain. Occasionally, a unique patient is dis-
covered with a lesion that is so well localized as to 
provide conclusive information about the role of a par-
ticular brain structure in cognitive function, such as the 
famous case of H.M., which enabled localization of 
declarative memory processing to the anterior temporal 
lobe.4 While such cases have been essential to current 
memory theories, it is difficult to develop an entire 
field of cognitive neuroscientific inquiry based on such 
individual cases, as they are very rare.

Parallel research involving ablation of focal brain 
areas in laboratory animals provided a partial remedy 
to this limitation, as this approach enabled greater 
experimental control of the areas of the brain to be 
removed and individual differences in functional neu-
roanatomy, although not all findings from studies of 
laboratory animals can be extrapolated to conclusions 
about higher cognitive functions and subjective experi-
ence in humans. Therefore, there continues to be a 
strong need for human-based research aimed at under-
standing brain–behavior relationships.

Another now well-recognized limitation of the 
lesion analysis approach stems from the fact one could 
usually not be certain that conclusions about the role 
of particular brain areas in cognitive function would 
hold true for people without brain lesions. In other 
words, were lesion effects truly indicative of the role 
of damaged brain areas in cognition, or simply 
 reflecting how the rest of the brain behaves in the pres-
ence of focal damage? Two other limitations associ-
ated with traditional lesion analysis methods are more 
difficult to circumvent: (1) Brain lesions inform about 
the effects of complete structural damage involving 

Chapter 1
Brain Imaging in Behavioral Medicine and Clinical 
Neuroscience: An Introduction
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 specific brain areas but are less useful in helping to 
understand the physiological substrates underlying 
these effects. (2) Lesion analysis lends itself well to a 
modular view of the brain function but is more diffi-
cult to integrate into brain theories that consider cog-
nition to be a function of distributed brain systems. 
With respect to the first point, there is now an abun-
dance of clinical evidence for both neurological and 
psychiatric disorders that involve either neurophysio-
logical disturbances in which structural damage to the 
brain is not apparent, or microstructural abnormalities 
that lead to gross neuroanatomic change only as the 
disease progresses. Major depression exemplifies the 
first scenario, and Alzheimer’s disease the second. 
Clearly, lesion analysis methods have only limited 
value for understanding such disorders. For many 
years, inferences about the brain systems thought to be 
involved in neuropsychiatric disorders were based 
largely from patterns of deficits on neurocognitive 
assessment and from psychopharmacological studies 
of the effects of particular drugs on the brain using 
humans and laboratory animals. Many of the clinical 
brain imaging applications that will be explored in this 
book are for disorders of this type; that is, cognitive, 
emotional, and behavioral disturbances not resulting 
from localized lesion.

The “modular” view of brain function, which is a 
natural outgrowth of the lesion analytic method, con-
tinues to have strong support. Indeed there is consid-
erable evidence that the brain is modular, at least to a 
point. For example, the pre-central frontal region is 
universally accepted as a primary motor area, while 
the occipital lobe clearly is involved in primary visual 
processing. Furthermore, there is compelling  evidence 
that certain cognitive processes, such as attention, can 
be explained by the interaction of specific brain areas 
acting as a functional system.5 Neuropsychological 
models that have been developed to account for the 
interaction of “modules” across multiple brain areas 
typically evolved based on cumulative evidence aris-
ing from a large number of separate studies showing 
the effects of damage to separate brain areas on the 
processes thought to be necessary for the cognitive 
function of interest. Fortunately, many of the func-
tional neuroanatomic systems delineated through 
such meta-analyses have been validated in recent 
years by other methodological approaches. Yet, from 
a neuroscientific perspective, it is ultimately difficult 
to draw definitive conclusions about how the brain is 

functioning as a whole in a particular person based on 
analysis of cognitive dysfunction from a large set of 
patients with discrete brain lesions. Furthermore, 
cognitive functions that are thought to be broadly dis-
tributed across particular cortical areas are less easily 
studied by this method. In sum, the lesion analytic 
approach works best for cognitive functions that are 
clearly a byproduct of interacting modular processes. 
It works less well for understanding associative phe-
nomena and other cognitive processes that are less 
modular in nature.

Psychophysiological Perspective

The limitations associated with the lesion localization 
approach provided a clear catalyst for the develop-
ment of other methods that could provide comple-
mentary data to validate brain localization findings. 
Psychophysiology emerged in response to this need, as 
well as the broader goal of linking cognitive and behav-
ioral processes to underlying physiological processes. 
Psychophysiology provided a means of measuring 
physiological response associated with behavioral, 
cognitive, and emotional processes. Methods were 
developed to measure both systemic autonomic reac-
tivity (e.g., heart rate, muscle activity, pupil dilation, 
etc.),6–8 as well as central nervous system activity.9 By 
recording physiological responses occurring in con-
junction with cognitive and behavioral responding, 
there was hope that researchers might obtain objective 
measures separate from, but functional related to, the 
behavior of interest. While the physiological metrics 
derived from early psychophysiological investigations 
were typically distal to the phenomena of interest, 
these methods enabled investigators to begin with the 
“mind and body.”

Electroencephalographic (EEG) methods to record 
and stimulate activity in specific brain areas repre-
sented major advances in this regard. By recording 
changes in the electrical activity in particular brain 
regions during cognitive processing, researchers hoped 
to show that the brain–behavior relationships revealed 
by lesion analyses had physiological underpinning.10,11 
Correlating physiological responses from particular 
brain areas with cognitive processes could provide 
independent functional neuroanatomic validation apart 
from the results of lesion analysis.
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Electrophysiological methods proved to be a powerful 
neuroscientific tool, particularly when used in the con-
text of direct recording from the surface of the brain 
and single unit studies of laboratory animals.12-16 These 
methods enabled measurement of changes in the 
response of individual neurons to different sensory and 
cognitive conditions. The power of these methods 
stems from the tight temporal coupling between the 
stimulation provided to the animal and the physiologi-
cal response. Recording the electrical activity in small 
regions of the brain provided a window into how phys-
iological response was changing on a moment by 
moment basis. The temporal resolution of electrophys-
iology was one of its strongest features, along with the 
fact that the electrical activity that was being recorded 
was presumably directly related to the electric sig-
naling upon which communication in the brain was 
based.

In humans efforts to derive similar types of electro-
physiological data are constrained by major logistical 
issues, most notably the fact that for health and ethical 
reasons electrodes cannot be placed into brain of 
healthy study participants. While intriguing data has 
come from electrophysiological studies of patients 
undergoing neurosurgery for epilepsy, tumor, and other 
neurological disorders, there are limitations to the 
types of experiments that can be conducted during 
these medical procedures. Consequently, the bulk of 
human electrophysiological brain research has come 
from the record of surface EEG from the scalp. There 
is now a large research literature of human EEG with 
studies that have employed innovative experimental 
paradigms, such as the measurement of evoked poten-
tials record event-related brain activity (ERPs) associ-
ated with specific cognitive, emotional, and behavioral 
tasks.9,11,17

This line of research has provided considerable 
insight about key information processing events occur-
ring during cognition, with greatest power derived 
from the ability of these techniques to detect processes 
occurring within the first 1 s after a stimulus has been 
presented. For example, the N100, a component of the 
ERP that involves a negative electrical potential occur-
ring at around 100 ms post-stimulus presentation has 
been associated with initial attentional response to 
visual and auditory stimuli, and reliably differs from 
the P300 response, which occurs when novel stimuli 
occur that standout from the background of typical 
stimuli in a particular context.17-20 This level of tempo-

ral precision in the measurement of brain activity 
remains superior to other brain imaging methods even 
today. Historically, the primary limitation associated 
with these methods arose from the fact that scalp 
recordings did not allow for high spatial resolution. It 
was difficult to know the exact anatomic sources of 
specific ERP components, even when a large number 
of electrodes were used, in part because of constraints 
associated with spread off electrical activity across the 
scalp. This limitation is associated with the inverse 
problem derived from Helmholtz’s principle21 and the 
first law of thermodynamics. The inverse problem dic-
tates that there is not one unique solution when trying 
to work backwards from the recording site to determine 
the electrical source. Over the last 20 years, computa-
tional approaches have been developed that partially 
overcome this problem,22,23 and magnetic encephalog-
raphy (MEG) offers considerable promise for imaging 
short-duration processes with high temporal resolu-
tion,24,25 though the spatial resolution of EEG including 
MEG continues to be weaker compared to that which 
is possible with functional magnetic resonance imag-
ing (fMRI).

Besides enabling the measurement of neural activ-
ity associated with brain processes, electrophysiology 
provided means of validating the localization of brain 
functions by actively altering specific responses. For 
example, by stimulating a specific brain region electri-
cally, it was possible to elicit a physiological and 
 functional change that enabled a direct functional neu-
roanatomic manipulation. Penfield’s ability to elicit 
specific behavioral responses or subjective experiences 
by stimulating focal brain regions provided compel-
ling evidence for the role of these brain areas in par-
ticular cognitive functions.

In sum, electrophysiology continues to provide 
extremely valuable neuroscientific methods, particu-
larly for characterizing brain function during cognitive 
processes with excellent temporal resolution. However, 
logistic and interpretive complexities associated with 
these methods have limited their clinical application. 
EEG remains a primary neurodiagnostic tool for 
assessing seizure activity and basic sensory and motor 
disorders, but it has been overtaken by other functional 
imaging methods for neuropsychological and cogni-
tive neuroscientific inquiry. Many books have been 
published over the past 30 years that address research 
and clinical findings derived from EEG. Accordingly, 
EEG methods will not be a focus of this book. Instead 
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we will focus on radiological and magnetic resonance 
(MR)-based functional brain imaging methods that 
provide excellent spatial resolution for characterizing 
neuroanatomy, along with different levels of temporal 
resolution.

Vascular Psychophysiology

Beyond EEG, the field of psychophysiology was 
strongly influenced by efforts to better understand the 
relationship between systemic physiological activity 
and psychological experience. Vascular physiology 
was of particular interest given the emerging view that 
stress and other emotional and behavioral factors 
could lead to alterations in the vascular health, includ-
ing the development of disorders such as hyperten-
sion. Furthermore, efforts were directed at using 
behavioral methods together with physiological mea-
surement to train people to modify their vascular 
response (i.e., biofeedback). This work had a domi-
nant influence in the emerging field of behavioral 
medicine. One of the outcomes of this line of work 
was the observation by a number of researchers that 
systemic physiological response was coupled with 
cognitive processing, and that different vascular 
responses accompanied specific cognitive processes. 
For example, heart rate acceleration was shown to 
occur during tasks involving focused attention and 
working memory, whereas heart rate deceleration 
occurred during states of vigilant, but passive atten-
tion to stimuli in the environment, when strong 
demands to respond are not present. From a clinical 
neuroscience perspective, measures of vascular and 
other psychophysiological responses were seen as 
having potential value in that they provided a physio-
logical biomarker of cognitive processes, such as ori-
enting and habituation in the context of attention.

While most of the early neuropsychological 
research on psychophysiology focused on using 
 systemic vascular response as a correlate of cogni-
tive processes, neuroscientists have long recognized 
a strong link between vascular and brain functions. 
In the late nineteenth century, Roy and Sherrington 
in their seminal neurophysiological studies of labo-
ratory animals observed a link between the cerebral 
 circulation of blood and brain metabolism.26 
Subsequently, isolated experiments were conducted 

in the context of individual clinical cases that 
 demonstrated that  cerebral vascular response varied 
as a function of the demands placed on the patient. 
For example, Fulton demonstrated that the intensity 
of a bruit that was heard from the scalp of a patient 
with an occipital arterial–venous malformation 
increased when the patient read vs. when they sat 
passively with eyes open, suggesting that  cerebral 
blood flow was changing in response to the com-
plexity of visual processing demand. Yet, the link 
between cerebral vascular response and neuronal 
 activity was not the subject of much research until 
well into the twentieth century. This was partly due 
to early findings which suggested that the relation-
ship between cerebral circulation and neuronal func-
tion was not very strong, and perhaps even more 
importantly because of the lack of technological 
capability to  adequately address this question.

Radiological Imaging

A major breakthrough in both structural imaging 
occurred with the development of X-ray computed 
tomography (CT) methods in the mid-1970s that 
led directly to functional imaging methods as well. 
Until that time, radiological imaging was limited by 
the two-dimensional nature of standard X-ray proce-
dures, which were capable of primarily detecting skull 
abnormalities, with minimal detail of brain structure. 
While the principles underlying CT imaging seem 
almost intuitive today, the conceptual innovation of 
placing X-ray devices in a circle around the cranium, 
enabling a three-dimensional brain image to be 
 constructed was a major innovation.27 In fact, cogni-
tive psychology courses during the 1970s used CT as 
an illustration of how problem solving often involves 
a quantum leap in the approach taken to reach a 
solution.28

From a neuroscience perspective, the develop-
ment of CT imaging was extremely important, as it 
provided the first good noninvasive “in vivo” method 
for imaging brain neuroanatomy. Compared to all 
methods that preceded it, CT had incredible spatial 
resolution and could be obtained relatively quickly, 
making it a vital and relatively routine part of clinical 
practice by the 1980s. CT imaging continues to be 
widely used today, as it offers certain advantages 
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over MRI, is less expensive for clinical settings to 
implement, and is useful for detecting many disor-
ders, such as tumors. However, from the standpoint 
of our current focus, CT has been largely overshad-
owed by MRI, which provides much higher spatial 
resolution and the ability to image different types of 
brain tissue without the use of X-rays or radioactive 
ligands.

Very soon after the introduction of CT methods 
for structural brain imaging, radiological researchers 
realized that this general approach of using detectors 
placed around the cranium could be combined with 
“autoradiography” to measure blood flow, glucose 
metabolism, and oxygen consumption.29-31 These 
autoradiographic methods had been employed in lab-
oratory animals using invasive procedures previ-
ously. The application of the principles associated 
with CT to measure brain physiology represented a 
logical extension of these ideas, although one that 
was highly innovative in its own right. Two major 
techniques, positron emission tomography (PET) and 
single photon emission computed tomography 
(SPECT) evolved from this work. A key element of 
both methods is the introduction of a radioactive 
agent into the blood stream, which is metabolized at 
differing rates by the brain, as a function of the blood 
flow and glucose metabolism characteristics of dif-
ferent types of brain tissue. Furthermore, it soon 
became evident that besides showing differential 
activity across brain areas at rest, these methods were 
able to detect subtle differences in the response of 
particular brain structures to cognitive and behav-
ioral challenges.

While the majority of chapters in this book focus on 
MR-based methods, functional radiological imaging 
remains very important, particularly because it can be 
used to image specific neurotransmitter, peptides, and 
metabolic byproducts during functional imaging, 
which remains a major challenge for MR-based meth-
ods. This is particularly important when studying psy-
chiatric disorders and substance abuse. Chapter 10 
discusses the application of neuroradiological methods 
for the study of nicotine dependence, stress response, 
and mood. Overview of functional radiological meth-
ods. Magnetic resonance spectroscopy (MRS) offer a 
potential alternative for measuring brain metabolites, 
although for purposes of imaging brain neurotransmit-
ter systems PET remains a better alternative to MRI 
methods.

Functional Magnetic Resonance  
Imaging

Approximately, a decade after the emergence of CT 
imaging as a clinical radiological tool, magnetic 
resonance imaging (MRI) evolved to the point that it 
could be employed clinically as an alternative for 
anatomic imaging. As its name suggests, MRI was 
possible because strong magnetic fields cause the 
alignment of nuclei of hydrogen atoms in the water 
content of the different tissues of the body. 
Radiofrequency fields are used to alter the magnetic 
fields created by a large magnet. This causes the 
hydrogen nuclei to spin with a particular resonance. 
When the radiofrequency is turned off or the mag-
netic field is altered by some other manipulation, 
there is a relaxation of the spin of the hydrogen 
nuclei and recovery back to its original state. This 
recovery occurs along different spatial dimensions. 
Along the longitudinal axis the magnetic response is 
referred to as T

1
 relaxation, as it occurs exponen-

tially with a time constant T
1
. In contrast, the loss of 

phase coherence of the spin in the transverse plane 
is called T

2
 relaxation. T

1
 is associated with the 

enthalpy of the spin, whereas T
2
 and T

2
* are associ-

ated with its entropy. In the soft tissues of the body, 
T

1
 is around 1 s while T

2
 and T

2
* are much shorter, 

typically under 100 ms. However, the exact value 
for T

1
, T

2
, and T

2
* vary dramatically depending on 

external magnetic fields and the type of tissue being 
imaged. This fact provides MRI with very high soft 
tissue contrast. From a practical standpoint, T

1
, T

2
, 

and T
2
* differ in their sensitivity and resolution of 

particular types of tissue. The biophysics of MRI is 
discussed in greater detail in Chap. 2, and is covered 
in greater detail in recent books on MRI methods 
(e.g., Jezzard and Mathews32). The important con-
sideration for the moment is that MRI provides 
extremely strong spatial resolution to different types 
of brain tissue under varying physiological 
conditions.

As originally conceived for purposes of clinical 
brain imaging, structural imaging makes use of 
redundant scanning sweeps which are summed. This 
has the effect of reducing variance in the signal that 
is obtained on a single image. For purposes of struc-
tural imaging, this variance is a source of noise that 
diminishes the resolution of the anatomy of interest. 
Yet, in reality the variation in the MRI response that 
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occurs across successive magnetic pulses is actually 
a function of many biologically important factors 
and contains much potential information. Pauling 
and Coryell observed that by changing the amount of 
oxygen carried in the blood, it was possible to cause 
perturbations in magnetic fields.33 Accordingly, if 
instead of summing across all of the trials involved 
in a typical structural imaging session, MRI acquisi-
tion trials are grouped based on some factor that 
changes systematically over time, it is possible to 
extract information that may have physiological 
value.

In the early 1990s, based on Pauling and Coryell’s 
earlier observation, Kwong and colleagues and Ogawa 
and colleagues separately demonstrated that in vivo 
changes in blood oxygenation could be obtained using 
MRI, with these changes detected across acquisition 
trials.34-37 This phenomenon was described as blood 
oxygen level dependent (BOLD) signal and became 
the basis for fMRI. Not long after this initial 
experiment, a series of studies were published that 
employed this method in conjunction with simple 
functional tasks, with the results demonstrating that 
changes in the BOLD response occur in association 
according to these functional demands.38-40 This led to 
a virtual explosion of research employing MRI to study 
brain function in relationship to neuroanatomy and 
physiology.

The early work on FMRI attributed observed 
effects to BOLD. However, it has become apparent in 
subsequent years that other factors also affect the 
brain activation detected during imaging. For exam-
ple, BOLD is influenced by the amount of cerebral 
blood flow that is occurring from moment to moment. 
Furthermore, the glucose utilization that occurs in 
association with the BOLD response is greater than 
the amount of oxygen actually being consumed. This 
energy differential is not fully understood. Studies 
have focused metabolic activity associated with the 
excitatory neurotransmitters, in particular gluta-
mate,41 although ultimately knowledge of how neu-
ronal activity is translated into changes in the BOLD 
response and functional brain response is still in its 
infancy. Fortunately, from a clinical neuroscience 
perspective it has been possible to obtain reliable 
brain responses to specific cognitive and behavioral 
challenges, suggesting that the general method has 
strong validity, even though it is not completely 
understood.

Evolution of Functional Brain Imaging  
as Tool for Neuroscientific Research

Rapid developments in structural and functional neu-
roimaging methods have occurred over the past two 
decades. These advances have revolutionized cogni-
tive and behavioral neuroscience, and are likely to have 
major influence on clinical psychological, psychiatric, 
and neurological practice over the coming years.

The evolution of brain imaging methods and 
research has consisted of several important phases. 
During the first phase of research in the early 1990s, 
studies were directed at demonstrating that reliable 
BOLD signals could be obtained and analyzed in 
response to changes in well-controlled physiological 
conditions. This was followed by studies focusing on 
basic sensory and motor functions, again demonstrat-
ing consistency of activation across brain regions 
known to be involved in particular processes. For 
example, activation of the occipital region was reli-
ably shown to occur when healthy participants were 
presented to with alternating visual stimuli (e.g., 
checkerboard pattern). Similarly, activation of the 
motor strip could be reliably elicited when partici-
pants tapped with their finger. Work in this basic area 
of functional imaging investigation has continued, 
with effort directed at examining functional brain 
response relative to concurrent physiological or ana-
tomic data. For example, while the BOLD signal 
reflects oxygen utilization, it is strongly coupled with 
cerebral blood flow. There is still much be learned 
about how hemodynamic function as measured by 
perfusion imaging and BOLD response relate to one 
another. Similarly, the metabolic activity that presum-
ably underlies FMRI is ultimately linked to the elec-
tric activity of the brain. Changes in electrical activity 
at the level of individual neuronal units are considered 
to be the basis for communication throughout the 
brain. Accordingly, studies that integrate MRI and 
EEG methods continue to be at the cutting edge of the 
field. These are two of the many areas of development 
that continue at a rapid pace.

The next developmental phase began soon after the 
first and was characterized by cognitive studies aimed 
at showing activation of brain regions of interest in 
response to specific cognitive processes involving lan-
guage, visual–spatial processing, memory, and higher 
order functions such as problem solving. Studies were 
also aimed at characterizing the response of limbic and 
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other cortical brain regions to emotional stimuli. To a 
large extent, the primary focus of these efforts was to 
validate the role of particular brain areas in these cog-
nitive processes, and to show that brain activation was 
sensitive to changes in task parameters. For most of 
these investigations individual differences were a 
source of noise, and a factor that was controlled for 
experimentally to the extent possible. These studies 
tended not to focus on establishing normative data on 
for the various imaging metrics of interest, but rather 
aimed at showing dissociations in cognitive processes. 
This line of research continues to be a major thrust of 
ongoing brain imaging research and has made a great 
contribution to the development of cognitive and affec-
tive neuroscience.

There are now several excellent books that focus on 
specific neuroimaging methods, such as FMRI, and 
also the application of these methods to cognitive psy-
chology and cognitive neuroscientific inquiry. While 
this research will be addressed to some extent in this 
text, it is not our primary focus.

The third phase of brain imaging application has 
been a natural outgrowth of the first two phases: the 
application of imaging methods and experimental par-
adigms to the study of brain disorders. Research in this 
area has grown exponentially over the past decade and 
is beginning to have a significant impact in neurology 
and other clinical neurosciences. For example, func-
tional and structural imaging methods are now an 
important part of the clinical assessment of Alzheimer’s 
disease and related dementias. PET and SPECT imag-
ing have been approved by insurance providers for 
use in determining whether patients are exhibiting 
decreased brain activation in brain regions, such as the 
temporal and parietal lobes, thought to be affected 
early in the disease course. Increasingly, FMRI is being 
used along with radiological imaging to examine 
early markers of Alzheimer’s disease. In Chap. 19, 
Dr. Saykin addresses the use of functional and related 
brain imaging methods for the study and assessment of 
dementia. Other imaging methods have made an 
impact in the neurodiagnostic assessment of other neu-
rological disorders. For example, diffusion and perfu-
sion weighted imaging methods are now considered to 
be important tools for assessing the evolution of cere-
bral infarctions by neurologists working in the field of 
stroke (see Chap. 18). Major efforts are also underway 
to employ multiple imaging modalities, including 
MRS, diffusion tensor imaging, and advanced mor-

phometric analyses of structural images for the study 
of brain abnormalities that occur secondary to HIV. 
These areas of investigation are still early in their 
development, and will likely be important parts of 
clinical neuroscience for years to come. There is a 
strong need for normative data for the various brain 
imaging modalities that are currently being employed, 
as well as studies aimed at establishing the reliability 
and comparability of findings across scanners and 
laboratories.

The fourth and most recent area of brain imaging 
study has focused on the application of brain imaging 
methods in the context of behavioral medicine. 
Increasingly, grant submissions to the National 
Institutes of Health have proposed to employ func-
tional and other imaging methods to study human 
behavior, risk factors, and brain functions associated 
with the development of systemic diseases, such as 
cancer and heart disease. Much of our current research 
at Brown University has been directed at such applica-
tions. For example, we have ongoing studies employ-
ing FMRI, perfusion-, and diffusion imaging to 
characterize early brain changes associated with 
 cardiovascular disease. Other lines of work of rele-
vance to the field of behavioral medicine include the 
use of functional imaging to study chronic pain, che-
motherapy response, predisposition and response to 
exercise, obesity, and eating behaviors. Another impor-
tant direction of work includes studies aimed at under-
standing the basis for nicotine dependence and other 
forms of substance abuse. Of course, this work dove-
tails into now more established lines of research aimed 
at understanding the brain disturbances underlying 
major affective disorders, schizophrenia, post-trau-
matic stress syndrome, and a various other psychiatric 
conditions.

Conceptual and Methodological 
Considerations

Before we become fully immersed into the contents 
of this book, there are several conceptual, philo-
sophical, and methodological issues that warrant 
consideration. These include the following: (1) The 
spatial and temporal resolution of the different 
imaging methods. (2) What types of information can 
be derived from each method. (3) The extent to 
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which particular methods are useful for identifying 
underlying neuronal mechanisms. (4) The experi-
mental task requirements to obtain meaningful data. 
(5) How the data obtained from imaging will be 
used to answer an experimental or clinical question. 
(6) The philosophical and ethical implications of 
findings obtained from brain imaging studies.

Brain Imaging in Behavioral Medicine 
and Clinical Neuroscience

In summary, this text is aimed at introducing readers to 
research now underway in the third and fourth areas of 
brain imaging inquiry as described above. While there 
are books directed at the basic theories and techniques 
underlying functional and structural brain imaging, 
and increasingly books directed at the imaging in the 
context of cognitive neuroscience, there has been few 
efforts to date to present the broader scope of work that 
is now beginning to emerge in the application of brain 
imaging methods in clinical neuroscience and behav-
ioral medicine.
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Origin of the Nuclear Induction Signal

From its beginnings as a medical imaging modality in 
the mid-1980s, magnetic resonance imaging (MRI) 
has become a dominant modality, combining the ability 
to provide both structural and physiologic information. 
The physical principles relating to the production of 
the nuclear signal were described in the mid-twentieth 
century, with the publication of the first demonstration 
of nuclear induction taking place in 1946.1–3

Nuclear induction is understood using a quantum 
mechanical approach. Fortunately, the magnetic reso-
nance phenomenon also lends itself to a classical for-
malism when dealing with a large number of nuclei, 
which is always the case when discussing magnetic 
resonance as an imaging modality. Protons possess 
properties of mass and momentum, and a quantized 
property known as spin angular momentum. Spin is a 
property of both individual particles, and of nuclei. 
Not all nuclei possess spin. The basic conditions for 
the existence of spin:

Nuclei with even mass and charge numbers have •	
zero spin (e.g., 12C).
Nuclei with odd mass numbers have half integral •	
spin (e.g., 13C).
Nuclei with odd mass and even charge numbers •	
have integral spin (e.g., 14 N).

13C and 31P, for example, have been used for in vivo 
magnetic resonance spectroscopic studies. For MRI, 

the 1H nucleus is used due to its abundance and favor-
able molecular dynamics of water molecules. As a 
quantized property, nuclear spin can take on only spe-
cific values, related to the composition of the nucleus. 
In the case of 1H, the nuclear spin is 1/2, because the 
nucleus consists of a single proton, which is a spin 
1/2 particle. A consequence of the spin is the genera-
tion of a magnetic moment. The spin number of a 
nucleus dictates the number of orientations that the 
moment axis can take. For a spin 1/2 particle, there 
are two possible orientations of the spin axis. In the 
absence of an external magnetic field, the energy 
states associated with the two orientations are identi-
cal (said to be degenerate). No difference in energy 
exists between the orientations. This degeneracy is 
lifted when a nucleus is placed in an external mag-
netic field.

Prior to placement of a sample (or patient) in a 
magnetic field (designated B

0
), the orientation of the 

spin axes is random, and the nuclear magnetic dipoles 
essentially sum to zero, so no net magnetization is 
developed. When the sample (or patient) is placed in 
the static field of an MRI scanner, the degeneracy is 
lifted and the hydrogen nuclei (protons) assume one 
of the two states describing the alignment of their 
magnetic moments: either aligned with or against the 
static field of the scanner (Fig. 2.1). Owing to the fact 
that the thermal energy of the system is larger than 
the energy difference between the two alignment 
states, the population of spins aligned against the 
static field is nearly identical to the population aligned 
with the field. Since alignment in the direction of B0 
represents the lower energy state, there is a slight sur-
plus (a few ppm) of spins aligned in the direction of 
B0, and a net magnetization in the direction of B0 is 
developed within the sample. This is referred to as 
polarization. Establishment of this distribution 
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requires some time, and when the process is com-
plete, the system is said to be in its equilibrium state. 
Static field strength is expressed in units of Tesla (T). 
1 T=10,000 Gauss (G). By way of comparison, the 
Earth’s magnetic field strength is about 0.5 G. 
Increasing the strength of B0 from 1.5 to 3 T, for 
example, increases the difference in the size of the 
two spin populations, and therefore the magnitude of 
the sample magnetization (designated M0). The max-
imum size of the MR signal is proportional to M0, so 
increasing field strength (B0) increases M0 and there-
fore the maximum size of the MR signal. For clinical 
scanners, field strength ranges from 0.35 (for some 
open permanent magnet designs) to 3 T. Scanners 
used in research applications can have higher field 
strengths. As of this publication, the Food and Drug 
Administration (FDA) has defined field strengths 
greater than 8 T as representing a significant risk for 
humans over 1 month in age.

There is a second aspect to the behavior of the spins 
in an external magnetic field. The alignment of the 
spins with and against B0 is not complete, in that an 
angle exists between the nuclear magnetic moments 
and B0. This results in a precession of the moment 
about B0. The frequency of this precession is known as 
the Larmor frequency and is given by:

(2.1)

where the constant of proportionality g is known as the 
gyromagnetic ratio and is unique for each isotope. For 
1H, g = 42.58 MHz/T, so at clinical field strengths, the 
range of precession frequencies falls within the range 
of frequencies used for radio communications. It is 
important to note that the splitting of the spin popula-
tion into the two states, and resulting precession, does 
not result in a detectable MR signal. At this point, the 
phases of the individual spins in precession are ran-
dom, so the component of the sample magnetization 
perpendicular to B0 is zero.

The MRI process involves the manipulation of the 
magnetization vector M in order to produce a detectable 
signal. This process can be described using a classical 
formalism. To begin with, once a sample has been placed 
in the scanner, the net sample magnetization M0 is 
developed over a few seconds. M0 is aligned with B0 as 
shown in Fig. 2.1. In the Cartesian reference frame, B0 
is defined as being in the z-direction. In conventional 
scanners, the z-direction is along the bore, with the 
x-direction being left-right and the y-direction being up-
down. A rotating reference frame (x,y-axes rotate about 
the z-axis at the Larmor frequency) greatly simplifies 
the description of the imaging process and is normally 

L 0Bω γ=

Fig. 2.1 Left: In the absence of an applied magnetic field, nuclear 
magnetic moments are randomly oriented and sum to zero. 
Middle: Application of magnetic field (B

0
) causes polarization 

and resultant sample magnetization. Right: Coordinate system 
used to describe magnetic resonance experiments. Magnetization 
developed from polarization is defined as being in the z-direction
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used in analyzing MRI acquisition sequences. A radiof-
requency magnetic field (designated B1) applied perpen-
dicular to B0 with a frequency equal to the Larmor 
frequency will cause some spins in the low-energy state 
to move to the high-energy state, at the same time plac-
ing the precession of the spins in phase. The result is 
that the vector M is seen to rotate into the x–y plane in 
the rotating reference frame (Fig. 2.2). In a stationary 
reference frame M would be seen to be precessing at the 
Larmor frequency as it tips down toward the x–y axis 
plane (typically referred to as the transverse plane since 
it is perpendicular to B0). This is described as being a 
resonance phenomenon since the application of a B1 
field at a frequency away from the Larmor frequency 
will not have an effect on the spin population and there-
fore no action on M.

A radiofrequency resonator, or coil, is configured 
and oriented to produce a B1 field perpendicular to B0. 
This coil can also detect the precessing magnetization 
M. The precessing M will induce a voltage in the coil 
at the precession (Larmor) frequency that can be ampli-
fied and processed. The resonator itself is a resonant 
circuit at the Larmor frequency. This tuning provides 
for improved response (stronger signal) at the Larmor 
frequency and for attenuation of noise away from the 
Larmor frequency.

The angle (q) through which M rotates away from 
the z-axis while under the influence of B1 is known as 
the flip angle and is given by:

(2.2)

where B
1
 is the strength of the radiofrequency field and t 

is its duration. Flip angle is an important adjustable 
contrast parameter for some imaging sequences as will 
be seen later. Note that like B0, B1

 is a vector quantity 
and has both magnitude and direction.

Relaxation

When the spin population has been perturbed by the 
application of a B1 field, this new distribution does not 
remain indefinitely following the termination of B1. 
Instead, the equilibrium distribution will re-establish 
itself over time. The rate at which the equilibrium is 
restored is given by the longitudinal relaxation time 
constant, designated T

1
. In the rotating reference frame, 

termination of B1 stops the rotation of M. In the 
absence of B1, the M vector will be seen to begin mov-
ing back toward its equilibrium position on the z-axis 
(aligned with B0). This recovery (often referred to as 
relaxation) is described by the longitudinal Bloch 
equation1:

(2.3)

where M
z
 is the longitudinal (z) component of the 

magnetization (M), M
0
 is the equilibrium magnetiza-

tion (prior to any excitation), and T
1
 is the longitudi-

nal relaxation time constant, which is a 
material-dependent property. Since molecules tumble 
and translate, a given spin is subjected to a fluctuating 
magnetic field owing to the motion of nearby nuclear 
magnetic moments. If the frequency of fluctuation 
approaches the Larmor frequency, for example, relax-
ation becomes very efficient and T

1
 will be very short. 

This is the effect exploited by contrast agents such as 
Gd-DTPA that act to reduce the T

1
 of tissues in which 

they accumulate.
There is a second relaxation process at work 

simultaneously with the one just described. This pro-
cess relates to the individual spin precession fre-
quencies. Recall that w

L
 varies with the external field 

strength. A given nucleus is also in the presence of 
other nuclei, and electrons, and is therefore subject 
to tiny fluctuations in the field that it experiences 
(due to the magnetic moments of nearby particles). 
These in turn produce tiny fluctuations in w

L
. Since 

1B tθ γ=

0

1

d

d
z zM M M

t T

−
=

Fig. 2.2 Development of longitudinal magnetization over time 
following placement of a sample in a static magnetic field (B

0
). 

Right: Delivery of an RF pulse (B
1
) rotates magnetization into 

the transverse plane by an angle q. If the x,y-axes rotate about 
the z-axis at the Larmor frequency, precession of the M vector is 
removed simplifying visualization of relaxation and the effects 
of RF pulses. This also reflects the recovery of magnetization 
following a 90° pulse. Delivering another pulse during the recov-
ery will produce a signal with intensity proportional to the 
degree of recovery
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these interactions are essentially random, the effect 
is that the spins gradually go out of phase, and there-
fore the transverse summation of the magnetic 
moments decays over time, resulting in a reduction 
in the transverse component of M (commonly known 
as Mxy). This is seen as a loss in the amplitude of the 
observed signal coming from the resonator. Such 
signals are referred to as free induction decays (FID). 
The decay rate constant for this process is known as 
T

2
, the spin–spin relaxation rate constant. The trans-

verse magnetization decay is given by the transverse 
Bloch equation1:

(2.4)

The preceding describes the process based on the true 
T

2
 of the sample, the decay rate characteristic to the 

material. There is another process to consider, and it 
relates to the fact that the static field produced by the 
scanner magnet is not perfectly uniform (homoge-
neous). The actual strength of B0 can vary by a few 
ppm over the imaging volume. This field imperfec-
tion produces a corresponding distribution in w

L
 

across the sample, and this distribution also contrib-
utes to signal dephasing. Field variations also result 
from the presence of materials with differing mag-
netic susceptibility (differing tendency to generate 
magnetization). The observed decay rate of the signal 
in the presence of field inhomogeneity is given by the 
rate constant T

2
*. These two transverse relaxation 

rates are related as:

(2.5)

where T
2
¢ is the contribution resulting from field imper-

fections. It will be seen that T
2
* relaxation processes 

play a major role in functional MRI of the brain. The 
decay of the transverse signal is given by the same 
expression (2.4) used for transverse decay, substituting 
T

2
* for T

2
. It will be shown later that it is possible to 

separate T
2
 and T

2
* using appropriate pulse sequences. 

Scanners also provide a mechanism for improving the 
uniformity of the field. The process typically referred to 
as shimming involves the use of field gradient coils 
to modify B

0
 in order to maximize homogeneity over 

the volume to be scanned.
Values for T

1
 and T

2
 depend on field strength and 

material properties (e.g., molecular correlation times). 

Of benefit for MR imaging is that different tissues 
often have different relaxation time constants. These 
differences can be exploited for the purpose of gener-
ating soft tissue contrast. For example, at 3 T the T

1
 of 

grey matter is about 1,400 ms, while for white matter 
T

1
 is about 800 ms. This difference allows for the gen-

eration of excellent contrast between grey and white 
matter without the use of any exogenous contrast 
agent.

Now it is appropriate to introduce the concept of 
flip angle (q) in the context of signal strength and 
relaxation. Of particular interest in structural brain 
imaging is the generation of contrast among grey mat-
ter, white matter, and cerebrospinal fluid (CSF). 
Turning first to longitudinal magnetization, there are 
two flip angle examples that are relevant for generating 
contrast. Recall that flip angle is the extent to which 
the sample magnetization vector M is rotated by an RF 
excitation (B1). If M is rotated onto the transverse (x–y) 
plane, a 90° excitation (pulse) has been delivered. In 
this case, the longitudinal magnetization M

z
 is zero, 

and the system is said to be saturated (the populations 
of spins in the high- and low-energy states are equal). 
It is possible to continue rotating M past this point, 
continuing the excitation until M lies on the negative 
z-axis. In this case, a 180° excitation (pulse) has been 
delivered, and the system is said to be inverted. The 
inversion excitation is so named since the populations 
of spins in the two energy states have been exchanged 
(inverted), with the (same equilibrium) majority of 
spins now aligned against the field. Based on these 
excitations, the longitudinal magnetization as a function 
of time is given as:

(2.6)

(2.7)

where t is the elapsed time following the termination 
of the RF excitation. For the transverse magnetization 
following a 90° pulse:

(2.8)

where t again represents the elapsed time following 
the termination of the RF excitation. These expressions 
(which are solutions to the Bloch equations) assume 
that the RF pulse is delivered with the spin system at 
equilibrium (full longitudinal recovery). In imaging 
studies, it is generally not practical to deliver all excita-

2

d

d
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−
=

*
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tions with the spin system at equilibrium, as the scans 
would become prohibitively long.

We now have the information available to measure 
the T

1
 of a sample. Returning to Fig. 2.2, a 90 or 180° 

can be delivered, followed by a gradient pulse to 
destroy (spoil) any transverse signal. Gradients will 
be discussed later, but suffice it to say at this point that 
turning on a field gradient produces a huge field inho-
mogeneity that results in very rapid signal dephasing 
(loss of the transverse component of M). Following 
this, a delay (t) is allowed, during which some longi-
tudinal relaxation takes place. If another 90° pulse is 
delivered (readout pulse), and the signal received, it is 

seen that the transverse magnetization intensity is pro-
portional to that of the longitudinal magnetization at 
the time of the delivery of the readout pulse. If signals 
are obtained for a range of values of t, the T

1
 of the 

sample (or tissue) can be determined by a curve fit 
(signal intensity vs. t) to (2.6) (Fig. 2.3). This is T

1
 

measurement by saturation recovery. It is also possi-
ble to use a 180° (inversion) pulse prior to the readout 
pulse, in which case (2.7) is used. This inversion 
recovery method has the advantage of doubling the 
dynamic range of longitudinal magnetization and pro-
duces more accurate T

1
 estimation (or more contrast 

in images). It will be seen that these methods can also 
produce soft tissue contrast, for example, between 
grey and white matter since they possess different T

1
 

values. For imaging, the initial 90 or 180° pulse is 
known as a contrast pulse, or contrast preparation 
pulse, and will be followed by a pulse sequence (read-
out sequence) for reading spatially encoded image 
information.

Turning now to T
2
 and T

2
*, it was noted that the first 

value is a property of the material under consideration, 
and the second adds the effects of static field inhomo-
geneity. To separate these two effects, a pulse sequence 
is needed that can “undo” the effect of the static (time 
invariant) inhomogeneities. Such a sequence can be 
formed using two RF pulses, a 90° pulse followed by a 
180° degree pulse. This is shown in Fig. 2.4. Note that 
there are no spoiler gradients. The transverse magneti-
zation is preserved throughout the sequence. As shown 

Fig. 2.3 Magnetization vs. postsaturation or inversion time of a 
material with a T

1
 of 1 s. Use of inversion doubles the dynamic 

range in the longitudinal magnetization

Fig. 2.4 Left: Spin echo pulse and signal diagram. The 90° (p/2) 
pulse produces a free induction decay (FID) that decays according 
to T

2
*. The 180° (p) pulse refocuses an echo at the echo time with 

amplitude reflecting the true T
2
. Right: Effect of the refocusing 

pulse on the temporal evolution of magnetization in different parts 
of an inhomogeneous field
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in Fig. 2.4, a 90° pulse (B
1
) delivered on the x-axis 

rotates M onto the y-axis. The transverse magnetiza-
tion (M

xy
) now begins to dephase in the presence of 

static field inhomogeneity. In regions of lower field, 
precession takes place more slowly, and vice versa. 
After a delay (designated TE/2), a 180° pulse (B

1
) is 

delivered on the y-axis. This rotates the vectors such 
that those that had fallen behind in phase (lower field 
strength) have been placed ahead in phase, and those 
that had been precessing faster (higher field strength) 
have been placed behind in phase. Note, however, that 
the static field has not changed its configuration (pat-
tern of inhomogeneity). Those spins in higher field 
strength regions still precess faster than those in lower 
field strength regions. As seen in the rotating (at the 
Larmor frequency) reference frame, the spin vectors 
converge on the y-axis, and full “refocusing” takes 
place after another interval TE/2. At this point, the 
signal intensity reaches a maximum. This is known as 
a spin echo,4 and at its peak intensity, the signal loss 
against M

0
 is the only result of random dephasing 

effects from spin interaction, which cannot be recov-
ered. The effect of the static field inhomogeneity was 
removed by the 180° pulse. Thus, the spin echo allows 
signal strength measurement (and image contrast) 
based on the true T

2
 of the sample. The elapsed time 

from the center of the 90° pulse to the peak of the spin 
echo is known as the echo time, designated TE. 
Measurement of T

2
 can be carried out by acquiring a 

number of signals corresponding to different values of 
TE. A curve fit (signal intensity vs. TE) to (2.8) can be 
performed to determine T

2
.

We can now modify these expressions to take into 
account excitation repetition times (designated TR) in 
order to compute signal strengths for cases where rep-
etition times are much shorter than the time required 
for full recovery of longitudinal magnetization (typi-
cally defined as 5T

1
). Figure 2.5 shows the longitudinal 

magnetization starting at equilibrium (M
0
) when sub-

jected to a string of 90° pulses when TR is too short to 
permit full recovery to M

0
. In this situation, M

z
 does 

not recover to M
0
, but rather, arrives at some intermedi-

ate value at the moment that the next excitation is 
delivered. That value is given by:

(2.9)

In the case of inversion recovery:

(2.10)

where TI (the inversion time) is the interval between 
the 180° preparation pulse and the 90° readout pulse. 
As in the case of the fully relaxed initial condition, it is 
possible to use these expressions to determine T

1
 using 

a curve fit. Imaging of patients is almost always done 
using sequences with repetition times much shorter 
than 5T

1
. In general, total scan session times of less 

than 1 hour are desired from the standpoint of patient 
tolerance. Patient tolerance can vary considerably 
depending on patient condition, and imaging protocols 
are designed with physiological and behavioral charac-
teristics taken into account to the extent possible.

Spatial Encoding

MRI is a tomographic technique, in that it produces 
image information representing cross-sections through 
the patient. A significant advantage for MRI is that tomo-
graphic planes can be arbitrarily selected. In addition to the 
standard (orthogonal) transverse, sagittal, and coronal 
views, it is possible to angle tomographic planes accord-
ing to the individual anatomy to be examined. Clinical 
scanners facilitate this process by allowing graphic 

1TR /
0(TR) (1 e )T

zM M −= −

1 1TI / TR /
0(TR,TI) (1 2e e )T T

zM M − −= − +

Fig. 2.5 Longitudinal magnetization over a string of 90° pulses. 
Reducing TR reduces available time for the recovery of longitu-
dinal magnetization and therefore less signal results
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prescription of image planes based on a fast scout scan. 
The operator simply moves an outline overlay over the 
displayed scout images to define the tomographic slices 
to be obtained in the subsequent scan. The scanner soft-
ware takes care of the mathematics relating the selected 
image planes to the standard orthogonal views.

In the previous discussions, the processes of signal 
formation and decay were discussed. These signals 
did not contain any spatial information, and arose 
from the entire sample (or patient) in the scanner. In 
order to produce tomographic images, it is necessary 
to have three dimensions of spatial encoding imposed 
on the MR signals. This is accomplished using linear 
field gradients,5–8 which can be switched on and off 
very rapidly. Every patient scanner is equipped with a 
set of field windings that can generate a linear field 
gradient on each (x,y,z) axis. The individual gradient 
channels (one for each direction) can be independently 
switched. These gradient systems are manufactured to 
high tolerances such that a field linearity specification 
of at least 95% can be achieved, typically over a diam-
eter spherical volume (DSV) of 45–50 cm. The pur-
pose of the field gradients is to cause the static field 
(B

0
) to vary in a linear fashion with distance on each 

axis from the central point of the scanner’s defined 
imaging volume. The consequence of turning on a 
gradient is that the Larmor frequency (w

0
) will also 

vary in a linear fashion with position along the gradi-
ent direction. The gradient systems are designed such 
that there is a point where the field does not vary when 
a gradient is turned on. This point is common for all 
three gradient axes, and is known as the isocenter. The 
isocenter represents the center of the DSV mentioned 
above. Figure 2.6 shows what happens when a gradient is 
turned on. On one side of isocenter, the field decreases, 

and on the other, it increases, and at isocenter, it does 
not change. The B

0
 field strength and Larmor fre-

quency now become:

(2.11)

(2.12)

where x is the distance from isocenter (and can be pos-
itive or negative depending on direction), and G is the 
gradient strength, typically expressed in units of G/cm 
or mT/m. Current clinical scanners can generate maxi-
mum field strengths ranging up to 4.5 G/cm (implica-
tions for rapid imaging performance). As opposed to the 
main field windings of superconducting magnets, 
the resistive gradient field windings are designed to be 
switched on and off very rapidly. Switching times are 
typically on the order of a few hundred microseconds. 
Gradient switching rate is also an important specification 
with respect to rapid imaging performance.

At this point it is necessary to introduce the Fourier 
transform. The Fourier transform is an operation that 
relates a time domain signal (the FID or spin echo) to 
its frequency spectrum. As noted above, delivering a 
90° excitation to a water sample produces a monoex-
ponential decay at the Larmor frequency. The Fourier 
transform of that signal will be a single peak at the 
Larmor frequency. If this simple spectrum is shifted 
to the rotating reference frame, the peak moves to a 
frequency of zero relative to the Larmor frequency.

It was previously mentioned that a gradient is a form 
of B

0
 inhomogeneity that results in very rapid decay of 

signals. For the time being, dephasing will be ignored 
in this discussion of spatial encoding. Dephasing, and 
the means of undoing it, will be discussed in the section 
on image acquisition pulse sequences. Delivering a 90° 
excitation produces a signal (FID) at the Larmor fre-
quency that decays over time in a monoexponential 
fashion. Now consider the case of an object in the scan-
ner, at some distance from isocenter in the x-direction 
(horizontal displacement). This object is a cube filled 
with water and is 1 cm on each side, and the center of 
the cube is 2 cm from the isocenter. After delivering the 
90° excitation, a gradient in the x-direction is turned on 
with strength equal to 1 G/cm. The first observation is 
that the signal has a complex appearance (Fig. 2.7). 
Recall that the Larmor frequency now varies as a func-
tion of position in the x-direction. Since the object is of 
finite extent, it is producing a signal whose frequency 

0( )B x B Gx= +

0( ) ( )x B Gxω γ= +

Fig. 2.6 Effect of linear gradient application. B
0
 and therefore 

the Larmor frequency vary linearly with distance from the isoce-
nter (the point where B

0
 does not change when the gradient 

is switched on). Beyond the designed linear region of the field 
gradient coils, linearity is lost and geometric distortion results
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content is determined by its spatial distribution. The 
1 cm cube is centered 2 cm from isocenter in the 
x-direction, therefore its spatial extent covers from 1.5 
to 2.5 cm away from the isocenter. Using (2.12), this 
means that its extent in frequency space is 6,387–
10,645 Hz. The Fourier transform shows the presence 
of signal covering that frequency range (Fig. 2.7). 
Signal intensity in the transform is uniform across that 
frequency range indicating that there is the same amount 
of material at all frequency components. There is no 
signal at any other frequency component since there 
was only a single object present. Thus, by turning on 
the gradient during signal collection, it was possible to 
determine the location and spatial extent of the object 
in the gradient direction by examining the frequency 
content of the signal (as well as estimating the shape of 
the object). This method is known as frequency encod-
ing, and is used to spatially encode one of the in-plane 
dimensions of MR images.

MR imaging is a tomographic method, and in order 
to form tomographic images, it is necessary to possess 
the capability of exciting a thin slab of spins in the 
patient, while leaving everything else unaffected. We 
only want signal to arise from the slice of interest. How 
is this accomplished? Two components are needed: a 
gradient and a frequency selective RF excitation. 
Recall from the section “Origin of the Nuclear 
Induction Signal” that an RF excitation was delivered 
at the Larmor frequency to the entire sample to pro-
duce a FID. Now, a frequency selective pulse and a 
gradient will be used to limit the excitation to a defined 

range of frequencies, corresponding to a specific  spatial 
extent within the scanned object. With respect to the 
cube example, suppose we want to excite a slab of that 
cube, 5 mm wide, and centered within the cube. This 
would place the center of the excited slab 2 cm from 
isocenter in the x-direction. If we turn on the 1 G/cm 
gradient, a distance of 2 cm corresponds to a frequency 
offset of 8,516 Hz. We have also specified a slab thick-
ness of 5 mm. A spatial extent of 5 mm centered at 
x = 2 cm implies a frequency range of 7,452–9,581 Hz 
according to (2.12). This frequency range is contained 
completely within the frequency range for the entire 
cube. If we offset the frequency of the pulse by 
+8,516 Hz, its frequency will now correspond to the 
Larmor frequency at the center of the cube when the 
gradient is turned on. We need, however, to excite 
material over the range of frequencies just mentioned 
while excluding the rest. Therefore, we need an excita-
tion that has a matching frequency content. Ideally, 
this excitation should have a frequency content of uni-
form intensity, beginning at +7,452 Hz and ending at 
+9,581 Hz, and having no other frequency compo-
nents. This corresponds to a spectral width of 2,129 Hz. 
Taking the Fourier transform of such a rectangular 
function in frequency space results in a function in the 
time domain of the form:

(2.13)

This waveform is shown in Fig. 2.8, and it often 
referred to as a sinc pulse. The frequency content of 

1

sin( )
( )

t
B t

t
=

Fig. 2.7 Top: Signal produced by a 1 cm cube centered 2 cm from the isocenter. Bottom: Fourier transform of the signal showing 
frequency offset and extent
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this pulse is determined by the interval between the 
zero-crossings of the waveform, with the bandwidth 
given by:

(2.14)

where Dt is the interval between zero-crossings and 
Df is the bandwidth of the excitation. For the situation 
that we are currently considering, a bandwidth of 
2,129 Hz is needed, and this corresponds to a zero-
crossing interval of 0.939 ms. It should be noted at 
this point that the Fourier transform of a perfectly 
rectangular frequency function is a sinc function of 
infinite extent. RF excitations of infinite extent are 
not compatible with minimizing the duration of imag-
ing studies for patient tolerance. Therefore, the sinc 

pulse is truncated. A three-lobed waveform can be 
used as shown in Fig. 2.8. The duration of this pulse 
will be 3Dt or 2.82 ms. This pulse duration is compat-
ible with MR imaging requirements. The conse-
quence of truncating the sinc waveform is some 
degree of compromise in the excitation profile as 
shown in Fig. 2.8, where it is seen that there is some 
out-of-slice excitation accompanied by some “ripple” 
across the excited slab. This plot was generated using 
a numerical solution of the Bloch equation describing 
the motion of M during the application of B

1
 (the RF 

excitation). For typical diagnostic imaging applica-
tions, these compromises have negligible effect on 
the images. Other waveforms are available for use 
when tailoring some aspect of the slice profile (e.g., 
out-of-slice excitation) to reduce interaction between 
neighboring slices.

From the foregoing, the procedure for slice posi-
tioning is clear. The plane of the slice is determined by 
the gradient that is turned on during delivery of the RF 
excitation: z-gradient gives a transverse slice, x-gradi-
ent gives a sagittal slice, and y-gradient gives a coronal 
slice. Gradient channels can be combined to give angu-
lated slices. For example, if both the z- and y-gradients 
are turned on at the same time, and with the same 
strength during excitation, the resulting slice will be 
angulated 45° off the transverse orientation toward the 
coronal plane. Fortunately, the scanner operator does 
not have to perform any computations to obtain such 
angulations. Scanner software takes care of all calcula-
tions relating to gradient assignment in a user-trans-
parent fashion. The operator simply selects the desired 
plane (and other relevant imaging parameters) and ini-
tiates the scan. Slice offset (from isocenter) and slice 
thickness are determined by the frequency offset and 
bandwidth of the RF excitation, and by the gradient 
strength. The dependencies are:

For fixed gradient strength:•	

Increasing frequency offset increases slice  –
offset
Increasing excitation bandwidth increases slice  –
thickness

For fixed frequency offset:•	

Increasing gradient strength reduces slice offset –
Changing gradient polarity moves slice to  –
opposite side of isocenter with the same offset 
distance

2
t

f
∆ =

∆

Fig. 2.8 Top: Typical three-cycle sinc pulse suitable for use in 
imaging sequences. Bottom: Corresponding slice profile show-
ing the effects of truncation to limit pulse duration to an accept-
able value
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For fixed excitation bandwidth:•	

Increasing gradient strength reduces slice  –
thickness

The opposites apply for the above, so for example, 
decreasing gradient strength for fixed frequency offset 
increases the slice offset. As with gradient assignments 
for selection of image planes, these parameters are all 
set in a user-transparent fashion.

We now have two dimensions of spatial encoding 
and it remains to describe the process for generating 
the remaining in-plane spatial encoding, but first it 
will be helpful to introduce the concept of k-space.9 
As seen in the discussion on frequency encoding, the 
profile of the object was revealed by taking the Fourier 
transform of the MR signal. For images, the Fourier 
transform relates the spatial representation of an 
object to its spatial frequency representation. In MR 
imaging, the signals that are being produced by the 
pulse sequences are pieces of the spatial frequency 
representation of the object. When the signals are 
assembled into a matrix, this matrix will be the fre-
quency space representation of the viewable image. 
The Fourier transform is then applied to produce the 
viewable image

The remaining spatial encoding process is known as 
phase encoding, and is a bit more complicated in its 

description than the processes for the other two 
 dimensions in that it “builds up” information using a 
succession of gradient pulses. As shown in Fig. 2.9, the 
application of the short duration pulse changes the start 
location in the other in-plane direction for the k-line to 
be sampled. This phase shift is proportional to the 
shape, strength, and duration of the gradient pulse, and 
also on the distance of the object from the isocenter:

(2.15)

where Df is the phase shift, x is the distance from the 
isocenter, G(t) is the gradient waveform shape function, 
and T is the duration of the gradient waveform. As seen 
in Fig. 2.9, if this process is repeated for a number of 
times, then it is possible to build up the same sort of 
information that was obtained using the frequency 
encode gradient applied in the other direction. The rea-
son for using such a method to build information for 
one of the spatial dimensions will become clear in the 
discussion on image acquisition pulse sequences. With 
slice selection, frequency encoding, and phase encod-
ing, we now have three orthogonal dimensions of spa-
tial encoding that permit magnetic resonance to be used 
as a tomographic imaging modality. Two of the gradi-
ent assignments will always be used for in-plane spatial 
encoding and the third will be used for slice selection. 

0
( )d

T
x G t tϕ γ∆ = ∫

Fig. 2.9 Assembly of raw frequency space image data from MR signals acquired using multiple phase encode steps. The phase 
encode gradient pulse determines the starting position for the line to be read out using the frequency encoding gradient pulse
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For the basic orthogonal planes (transverse, sagittal, 
and coronal), example gradient assignments would be:

Axial (transverse)•	

Slice select =  – z
Frequency encode =  – y
Phase encode =  – x

Sagittal•	

Slice select =  – x
Frequency encode =  – z
Phase encode =  – y

Coronal•	

Slice select =  – y
Frequency encode =  – z
Phase encode =  – x

Note that for the two in-plane dimensions, the gradient 
assignments can be exchanged. In some applications, 
however, the patient geometry with respect to the desired 
field of view (FOV) dictates a specific assignment. The 
reason for this is that in the phase encode direction, any 
material outside of the specified FOV will be aliased 
back into the image (known as a fold-over artifact), 
a consequence of the Nyquist sampling condition.

Field of view in the frequency encode direction is 
determined by the range of frequencies that the scan-
ner is instructed to receive. Recall from the preceding 
discussion that in the presence of a gradient, a range of 
Larmor frequency exists across an object. By restricting 
the range of frequencies that the scanner processes, the 
FOV can be limited. Specifically:

(2.16)

where the FOV
Freq

 is in units of cm, SW is the spectral 
width (receive bandwidth) in units of Hz, and G

Freq
 is 

the frequency encode gradient strength in units of Hz/
cm (for example, a 1 G/cm gradient corresponds to 
4,258 Hz/cm). In the phase encode direction, the FOV 
is determined by the amount by which the area under 
the gradient waveform is incremented, which is also 
equal to the smallest gradient pulse to be applied:

(2.17)

This increment insures that the Nyquist sampling 
 theorem is observed in order to prevent aliasing. As 
with other parameters mentioned, the operator simply 
specifies the FOV, and the calculations for establishing 
encoding gradient strengths, durations, and the phase 
encode increment are performed in the background.

Although one cannot make a diagnosis from the fre-
quency space representation of a brain image, there are 
certain characteristics to the k-space formalism that are 
helpful to know when selecting or designing acquisition 
sequences. Figure 2.10 shows how information is distrib-
uted in k-space. From the brain image example, it is seen 
that most of the signal energy is contained near the center 
of the k-space representation. The center of k-space 
(k = 0) is the zero spatial frequency point. Spatial fre-
quency, expressed in units of inverse distance (e.g., cm−1) 
increases with increasing distance from k = 0. Low spa-
tial frequency information (near the center) deals primar-
ily with contrast and representation of large areas. High 
spatial frequency information (away from k = 0) deals 
with edges and fine details. How far out into k-space one 
samples determines the spatial resolution of the images. 
Figure 2.11 shows the effect of altering information con-
tent in k-space. In the low-pass filter example, it is seen 
that by removing high spatial frequency information, 
that contrast is preserved, but the image is blurred (edges 
and fine detail are lost) and has a lower effective spatial 
resolution. In the opposite case, removing the low spatial 
frequency information removes most of the contrast, 
but edge and fine detail information are preserved. 
The image acquisition pulse sequences are designed 
to fill k-space to a degree adequate for various applica-
tions within the limits of scanner performance and scan 
time tolerance.

Image Acquisition Pulse Sequences

Having discussed the three dimensions of spatial encod-
ing, it is now appropriate to assemble the encoding tasks 
into a single sequence of events that will yield data that 
can be reconstructed into viewable images. For the pur-
pose of simplification, the discussion of spatial encod-
ing did not take into account the dephasing effect of 
gradient application. This dephasing will now be dealt 
with, and the solution to gradient dephasing involves, 
not surprisingly, additional gradients. To begin with, 
we will construct a gradient echo sequence. This is the 

Freq
Freq
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FOV

G
=
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1
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simplest sequence and it is used to generate images with 
T

1
 and/or T

2
* contrast. Beginning with slice selection 

(Fig. 2.12), it was shown that the delivery of a fre-
quency selective excitation in the presence of a gradi-
ent allows for excitation of a designated slab. It is now 
necessary to take into account the fact that the slice 
selection gradient also dephases the transverse magneti-
zation. The solution to this problem is the application of 
a second gradient pulse, opposite in polarity to, and half 
the duration of the slice select pulse (assuming the same 

amplitude but opposite polarity). The effect of this pulse is 
to undo the dephasing that took place during the slice 
select excitation. Note that the duration of the slice 
rephasing gradient can be reduced by increasing its 
amplitude. The important condition is that the area 
under the gradient waveform (its integral) be half that of 
the slice select gradient.

Next we will add the phase encode gradient. In 
Fig. 2.12, the phase encode gradient is shown as occurring 
in the same time interval as the slice rephase gradient. 

Fig. 2.10 Distribution of signal energy in k-space. Left: Brain image and Right: Fourier transform of the brain image. Most signal 
energy is near the center (blue box) corresponding to low spatial frequencies (large features and contrast). Higher spatial frequency 
information (orange box) defines edges and fine detail

Fig. 2.11 Effect of altering k-space content. Left: Acquired full k-space brain image. Center: Blurring effect of removing outer 60% 
of k-space data. Right: Effect of removing inner 12% of k-space data (essentially a high pass filter leaving mostly edge information)
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This is valid because the two gradients are orthogonal. 
They do not have any mutual effect. In the diagram, the 
horizontal bars indicate that the phase encode gradient 
amplitude is incremented on successive repetitions 
of the sequence by an amount given by (2.17). For 
example, if a 2562 image is being acquired, there will 
be 256 repetitions of the sequence, each with a differ-
ent value of the phase encode gradient (other pulses 
remain unchanged). There is no rephase gradient asso-
ciated with the phase encode gradient in the basic gra-
dient echo sequence.

The remaining function is frequency encoding. This 
gradient also requires a rephase gradient, and it is 
placed before the encoding gradient, in the same time 
interval containing the slice rephase and phase encode 
gradients. As with the slice select rephase, the fre-
quency encode rephase gradient is opposite in polarity 
to the frequency encode gradient, and the integral 
under the waveform is 1/2 that of the frequency encode 
gradient. Again, this placement is valid since the gradi-
ents are orthogonal and there is no mutual interaction. 
The benefit to placing these three functions into the 
same time interval is that the minimum achievable echo 
time (TE) is reduced over the case where the gradient 
pulses occur consecutively. This reduction in sequence 
execution time also allows for a reduction in the mini-
mum achievable repetition time (TR) and for improved 
immunity to motion artifacts. Finally, the read gradient 
is turned on, along with the receiver in order to capture 

the signal. The sequence is referred to as a gradient 
echo (or gradient refocused echo) since the frequency 
encode rephase gradient is used to prepare the trans-
verse magnetization to be refocused by the frequency 
encode gradient. This differs from the spin echo 
sequence that uses a 180° RF pulse to refocus spins to 
produce an echo. A significant difference between the 
two is that the spin echo sequence removes the effect 
of static field inhomogeneity, and this produces images 
that are contrast weighted according to T

2
. The gradi-

ent echo sequence does not eliminate the effects of 
static field inhomogeneity (the echo is produced by 
gradient polarity switching) and produces images that 
are contrast weighted according to T

2
*. These contrast 

weightings assume that TR >> T
1
 so that there is no T

1
 

contribution to the result. By reducing TR, some T
1
 

character can be imparted to the contrast.
The spin echo sequence adds a 180° pulse for echo 

formation. In Fig. 2.13, it is seen that this pulse is also 
slice selective in order to excite the same material as 

Fig. 2.12 Gradient echo pulse sequence. Following slice selec-
tion, the slice rephase, phase encode, and read rephase gradients 
occur in the same time interval since these activities are mutu-
ally orthogonal. The phase encode increment (DG

P
) is given 

by (2.17)

Fig. 2.13 Spin echo sequence. The 180° refocusing pulse 
reverses the temporal arrangement of the individual spin vectors 
as shown in Fig. 2.4, resulting in the formation of an echo whose 
peak intensity arrives at t = TE, which is twice the interval 
between the 90 and 180° pulses. The frequency encode gradient 
rephasing pulse is of the same polarity as the frequency encode 
gradient itself due to the presence of the 180° RF pulse
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excited by the 90° pulse. Note that there is no rephase 
gradient. Since a 180° excitation undoes the dephasing 
effect of static field inhomogeneities, it also undoes the 
dephasing effect of its own slice select gradient. 
Optionally, the slice selective 180° excitation can be 
centered between two gradient pulses of equal ampli-
tude and same polarity. These gradients (sometimes 
called “primer-crusher” gradients) spoil undesired 
transverse magnetization produced as a result of the 
imperfect slice profile (discussed previously) as well 
as that resulting from slight variations in the actual flip 
angle of the 180° excitation across the FOV. Both the 
spin echo and the gradient echo sequences can be pre-
ceded by a saturation or inversion pulse for the produc-
tion of contrast weighted by T

1
.

A third pulse sequence is a variation on the gradient 
echo and is designed for rapid image acquisition. It is 
known as the echo-planar method and it is the most 
common technique used for image acquisition in brain 
fMRI studies. The echo-planar imaging (EPI) method 
can acquire all the information needed for image for-
mation using a single RF excitation. For a given level 
of gradient performance, the matrix size limit (number of 
phase encode lines) is limited by the T

2
* of the tissue 

(since this is a variation on the gradient echo acquisi-
tion). The basic idea is to take advantage of the ability to 
refocus echoes by reversing frequency encode gradient 
polarity (as seen in the gradient echo). Figure 2.14 shows 
a pulse sequence diagram for a basic EPI acquisition. 
Slice selection takes place with the sequences men-
tioned previously. The frequency encode gradient 
starts with the rephase pulse as seen with the gradient 
and spin echo sequences. In EPI, the frequency encode 
gradient is then repeatedly switched in polarity to pro-
duce a string of echoes. The receiver is turned on for 
the entire readout duration. On the phase encode chan-
nel, a gradient pulse positions the acquisition at the 
end line of k-space. As the frequency encode gradient 
is switched, the phase encode gradient is pulsed very 
briefly to advance the phase to the next line to be 
acquired. The frequency encode and phase encode pro-
cesses continue until the specified number of lines 
have been acquired. Since the frequency encode gradi-
ent is switching polarity on each line of data acquired, 
it is necessary to “reverse” one half of the lines prior to 
the Fourier transform when reconstructing EPI images. 
A limiting factor in the achievable spatial resolution of 
EPI is the T

2
* of the sample. As the string of echoes is 

being generated, transverse magnetization is decaying 

according to the T
2
* of the tissue. If the sequence 

execution time is, for example, longer than 2T
2
*, the 

echoes acquired at the end of the sequence will have 
very little amplitude compared with the echoes taken 
near the start of the sequence and will not contribute 
anything of significance to the image information. In 
other words, that part of k-space will have very little 
amplitude, and it will be as if a filter were applied to 
the data. For this reason, single-shot EPI acquisitions 
typically use matrix sizes of 642–1282. Of particular 
concern for brain fMRI imaging is a requirement that 
the effective echo time of the acquisition (the point 
where the k = 0 and nearby lines are acquired) be 
approximately equal to the T

2
* of grey matter, which is 

approximately 30 ms at 3 T. Use of this echo time 
maximizes the contrast effect produced by blood flow 
and deoxyhemoglobin changes associated with (and 
occurring subsequent to) cerebral activation. Single-
shot EPI resolution is significantly less than that is 
obtained using conventional gradient echo or spin echo 
structural imaging where matrix sizes of 2562–5122 are 
common. Multiple-shot EPI acquisitions are possible, 
where a different segment of k-space is sampled on 

Fig. 2.14 Echo-planar sequence. Following a single RF pulse, 
reversals of the read gradient polarity refocus echoes. Short 
phase encode pulses are used to advance lines through k-space 
as shown in Fig. 2.9
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each acquisition in order to increase the matrix size 
(and spatial resolution) but motion effects produce arti-
facts when the individual groups of lines are combined 
for reconstruction (correction methods are available for 
reducing such artifacts). Multiple-shot acquisitions also 
reduce the temporal resolution for fMRI time series 
imaging protocols since multiple repetition time inter-
vals are needed to form one image frame.

For the imaging sequences just described, it is not 
unusual to have TR much longer than the time required 
to execute the sequence. This allows for interleaved 
slice acquisition. Rather than acquire all the image 
information for one slice before moving on to the next, 
a number of sequence executions can take place in the 
TR interval in which each individual sequence execu-
tion uses a different slice selection frequency offset to 
excite individual slices. For example, if 12 ms are 
required to execute a gradient echo sequence, and the 
TR is 1,000 ms, it is possible to execute the sequence 
83 times, with each execution exciting and retrieving 
information from a different slice (by changing the RF 
pulse frequency offset). By this means, one can acquire 
image data for 83 slices in the same amount of time 
required for the acquisition of a single slice. To mini-
mize any “crosstalk” effects resulting from imperfect 
slice profiles, the slices can be acquired in such a man-
ner that the odd numbered slices (1,3,5,…) are acquired 
in the first half of the TR interval, then the even num-
bered slices (2,4,6…) in the second half.

It is also possible to use phase encoding in the slice 
direction. This is done with so-called 3D acquisitions. 
Slice phase encoding is done by using a non-selective 
RF excitation (or excitation of a wide slab correspond-
ing to the entire stack of slices desired). The RF excita-
tion is then followed by a phase encode gradient in the 
slice direction. For a gradient echo sequence, this slice 
phase encoding takes place in the same time interval as 
the in-plane phase encoding and frequency encode 
rephase gradients. A significant advantage to these 
acquisitions is the ability to generate very thin slices, 
typically thinner than possible using conventional slice 
selection methods due to gradient strength limits. With 
3D acquisitions, it is possible to generate image datasets 
with isotropic resolution (slice thickness equal to the in-
plane resolution) of better than 1 mm for whole-head 
scans. A caveat is that since the slice direction is phase 
encoded, there must not be any tissue outside of the 
volume to be imaged in the slice direction or else aliasing 
will result. Another caveat is that these acquisitions can 

be lengthy if TR is not very short. Contrast preparations 
can be used with 3D sequences by segmenting the 
acquisition of k-space data. An advantage for isotropic 
resolution datasets is that a single acquisition can be 
reformatted for viewing in different orientations. For 
example, a dataset acquired in the transverse orientation 
can be easily reformatted for viewing as sagittal or coro-
nal images.

Contrast

MRI has the ability to generate contrast between many 
types of soft tissue without the need for contrast agents. 
Generally, this is done by exploiting differing T

1
, T

2
, 

and T
2
* values between tissue types. For anatomic 

(structural) imaging of the brain, the materials of inter-
est are grey matter, white matter, and CSF. Table 2.1 
shows the approximate relaxation time constants for 
brain10–18:

At 3 T, it is seen that the percent difference in T
1
 for 

grey and white matter is greater than that for T
2
. For 

generating contrast between grey and white matter, it 
is preferable to generate contrast by using sequences 
with T

1
 contrast weighting. This approach also allows 

the use of minimum echo times to reduce motion 
sensitivity.

One mechanism for generating T
1
 contrast is known 

as partial saturation. As mentioned in “Relaxation” 
section, by delivering excitation with a repetition rate 
TR < 5T

1
, that longitudinal recovery will not be com-

plete when successive excitations take place. Materials 
with different T

1
 will recover to different degrees, and 

therefore the signals produced will differ in amplitude. 
Figure 2.15 shows a plot of signal intensity vs. TR for 
grey and white matter at 3 T. Taking the difference 
between the two curves shows the TR at which the sig-
nal difference (contrast) is maximized. By acquiring a 
gradient echo image at that value of TR, a T

1
 weighted 

image will be produced. In this case, the echo time 
(TE) is set to the shortest possible value in order to 

Table 2.1 Approximate Relaxation Time Constants for Brain 
at 1.5 T and 3 T

Tissue T
1
 1.5 T T

2
 1.5 T T

1
 3 T T

2
 3 T

Grey 1,090 100 1,400 80
White 630 70 805 50
CSF 3,840 2,600 4,200 3,000
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minimize T
2
* contribution to the contrast. As seen in 

the left image of Fig. 2.16, there is contrast between 
the grey and white matter.

It is possible, however, to improve the level of con-
trast over that available using partial saturation. As dis-
cussed in “Relaxation” section, the T

1
 of a sample can 

be measured using inversion recovery. This involved 
placing a 180° (inversion) excitation and delay in front 
of a signal readout pulse. Such a process can also be 
used for imaging. In this case, the 180° excitation and 
delay can be placed in front of a gradient echo sequence. 
One can even set the inversion recovery delay (TI) to 

null either grey or white matter, which can be 
considered  the ultimate in contrast. As shown in (2.10), 
the value of TI required to null signal from a tissue is 
also influenced by the selection of TR. Inversion recov-
ery is the preferred method for generating grey–white 
contrast in structural brain imaging. It is also possible 
to generate T

1
 contrast using a 90° excitation in front of 

the image readout. This is known as saturation recov-
ery. Inversion recovery, however, doubles the dynamic 
range (−M

0
 → M

0
) of the longitudinal magnetization 

over saturation recovery (0 → M
0
) and therefore pro-

duces more contrast (Fig. 2.16), and allows for the 
nulling of one component based on its T

1
 if desired.

T
2
 contrast weighting is also of use in brain imaging. 

Note that from Table 2.1 it is seen that there is a very 
substantial difference between the T

2
 of CSF and those 

of grey and white matter. This is a consequence of CSF 
consisting largely of free water. The small mobile 
water molecules experience considerable motion, such 
that the interactions between neighboring magnetic 
dipoles are more completely randomized and cancel to 
a greater degree than for less mobile molecules, result-
ing in a very long T

2
 compared with tissue water, which 

is much less mobile and therefore subject to greater 
dephasing effects. T

2
 contrast is generated using the 

spin echo sequence, which has the ability to cancel 
effects due to B

0
 inhomogeneity, leaving only the true 

T
2
 decay of the signal. In this case, one sets the TE 

based on the maximum difference between the signal 
curves (signal vs. TE) based on the T

2
 values to be 

distinguished. In the case of CSF, a long echo time, typi-
cally 100–200 ms, will be used such that some tissue 

Fig. 2.15 Partial saturation signal intensity vs. TR for grey and 
white matter at 3 T. Also shown is the difference signal, which 
reaches its maximum at TR » 1,000 ms. This TR value will pro-
duce the maximum grey–white contrast for a partial saturation 
acquisition

Fig. 2.16 Contrast examples 
at 3 T: partial saturation with 
TR = 1,000 ms gives 
grey–white contrast. Right: 
Inversion recovery produces 
substantially more contrast 
between grey and white 
matter
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signal remains for reference purposes, and the CSF 
compartments return high signal intensity. This sensi-
tivity to free water makes T

2
 contrast a preferred 

method for imaging following stroke, where regions of 
edema (accumulation of extracellular water) will return 
higher signal intensity than normal tissue (Fig. 2.17).

It is also possible to generate contrast based on T
2
*. 

This is done using a gradient echo or echo-planar 
sequence with a suitable TE. As indicated in 
“Relaxation” section, the gradient echo does not com-
pensate for the effects of static field (B

0
) inhomogene-

ity. T
2
* weighted sequences are therefore useful for 

examining tissues where susceptibility gradients on a 
small scale can exist, for example, from iron deposi-
tion in tissue. Brain fMRI scanning is done using T

2
* 

weighted sequences since the objective is to be sensi-
tive to blood oxygenation changes, and the magnetic 
susceptibility of oxyhemoglobin is less than that of 
deoxyhemoglobin. A caveat regarding T

2
* weighting 

relates to the range of echo times that are feasible. 
Increasing TE increases the sensitivity of the sequence 
to B

0
 inhomogeneity – any inhomogeneity, whether it 

arises from tissue structure on a small scale, or from 
large susceptibility gradients that result from air–tissue 
interfaces as seen with the orbitofrontal cortex (which 
borders the sinuses), or from inhomogeneity resulting 
from field shim errors. Long echo times in the presence 
of such inhomogeneities results in geometric distor-
tion or even signal loss as shown in Fig. 2.18.

Fig. 2.17 T
2
 contrast weighting. Example of poststroke acqui-

sition showing regions of edema (arrows) as increased signal 
intensity resulting from increased extracellular water

Fig. 2.18 Echo-planar image examples from the orbitofrontal 
cortex showing the effect of the air–tissue susceptibility differ-
ence. Top: Images acquired using a localized shim on the orbito-
frontal cortex. Bottom: Same data acquired using the default shim 

condition. In the default shim case, there is substantial signal loss 
in the orbitofrontal cortex. Localized shimming restores inten-
sity. F-statistic maps on the right show activation data that was 
not seen with the default shim
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MRI is also capable of generating images with 
 contrast weighting based on some aspects of physio-
logic function. For example, maps of flow velocity can 
be generated using a sequence in which gradient pulses 
will produce phase shifts in flowing spins, as compared 
to stationary spins.19, 20 Using expressions relating flow 
velocity to phase shift, it is possible to build maps of 
flow velocity in arteries and veins, which is helpful in 
assessing vessel patency and determining total blood 
flow to specific regions. Of particular relevance to neu-
roimaging studies are the fMRI techniques for detect-
ing hemodynamic events relating to cerebral activation 
(Chap. 4), diffusion weighted and diffusion tensor 
imaging (Chap. 5), and quantitative perfusion imaging 
(Chap. 6). Magnetic resonance can also be used for 
producing information related to the presence of spe-
cific metabolites, using spectroscopic techniques. In 
fact, for most of the history of use of the magnetic reso-
nance phenomenon, analytic spectroscopy has been the 
primary application.

Signal-to-Noise Ratio

In order to distinguish structures, it is necessary to 
have contrast. It is also necessary that the contrast be 
distinguishable in the presence of noise. Noise will be 
a factor in any measurement and is a form of uncer-
tainty in the measured parameter. Noise arises from 
random electron motion in the receiver electronics, RF 
coils, and the subject. This noise is characterized by 
having equal power at all frequencies within the 
receiver bandwidth, and is sometimes referred to as 
white noise. White noise appears in images as a uni-
form speckling with no distinguishable texture 
(Fig. 2.19). The effect of improving signal-to-noise 
ratio (SNR) is to reduce the magnitude of speckling 
and improve the ability to distinguish small differences 
in signal intensity between different structures or to 
visualize fine detail. The variance of noise is propor-
tional to temperature, the resistance of the loaded RF 

Fig. 2.19 Simulated head 
phantom images with varying 
degrees of noise: Noise-free 
(upper left), SNR = 50 (upper 
right), SNR = 10 (lower left), 
and SNR = 4 (lower right). 
Ability to observe small 
contrast variations is 
compromised in the image 
center at SNR = 10 and the 
small features located at the 
lower center of the image are 
essentially lost at SNR = 4. 
SNR values are referenced to 
the bright border of the “head”
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coil, and the receiver bandwidth. The receiver band-
width is the one factor in this relationship over which 
the scanner operator (or sequence programmer) can 
exercise some control.

As seen in Fig. 2.19, noise can overwhelm small 
contrast variations, compromising the ability to make a 
diagnosis or to extract a quantitative parameter from 
images. There are a number of relationships that exist 
between scan parameters and SNR that can be varied 
in order to generate images with adequate SNR for a 
particular purpose. SNR varies with these parameters:

 1. Voxel size (linear dependence)
 2. Repetition time (monoexponential dependence 

according to T
1
)

 3. Echo time (monoexponential dependence accord-
ing to T

2
 or T

2
*)

 4. Flip angle (interactive dependence with repetition 
time and T

1
)

 5. Receiver bandwidth (square root dependence)
 6. Choice of resonator (linear dependence with fill 

factor which is the ratio of the volume of excited 
tissue to the volume of the resonator)

Voxel size is determined by the slice thickness and 
the in-plane resolution. Higher-resolution images not 
only require more time for acquisition, but for all other 
parameters fixed, they will also have reduced SNR. 
Voxel size is the product of the two in-plane pixel 
dimensions and the slice thickness. For example, dou-
bling the slice thickness will double the SNR, but this 
change must be weighed against the effect of addi-
tional partial volume effects due to the additional anat-
omy contained in the larger slice.

As shown in the example in Fig. 2.15, increasing TR 
increases the available signal in a partial saturation 
acquisition. This change must be weighed against the 
effect on contrast. For grey and white matter, optimum 
contrast was achieved with a TR of about 1 s. The critical 
factor for distinguishing two structures from each other 
is the contrast-to-noise ratio (CNR), which is the ratio of 
the signal difference between two structures and the 
noise. For most situations, these tradeoffs have been 
determined by the scanner manufacturer, and optimized 
protocols are included in the scanner software package.

A reduction in echo time will result in greater SNR. 
In general, for acquisitions other than T

2
 or T

2
* 

weighted imaging, the echo time will be set to the min-
imum possible value in order to maximize SNR and to 
minimize motion sensitivity and T

2
 or T

2
*  contributions 

to the contrast. For most T
2
 weighted imaging, the echo 

time will be set to retain some tissue detail while pro-
viding for a high signal from free water (CSF). For 
BOLD fMRI scans, the echo time will be set to the T

2
* 

of grey matter in order to maximize the BOLD suscep-
tibility contrast.

Flip angle is also a contrast parameter, and its rela-
tionship to signal intensity is more complex than that 
for TR and TE. When TR is set to allow for complete 
recovery of longitudinal magnetization (TR > 5T

1
), a 

flip angle of 90° will produce the largest possible signal. 
When operating at shorter TR values, the signal that will 
be obtained is a function of the flip angle, the TR, and 
the T

1
 of the tissue in question. For a basic gradient 

echo acquisition, the signal dependence is given by:
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For T
1
 weighted imaging, the TE will be set to the 

shortest possible value, and the last term in the numera-
tor becomes negligible. For maximizing SNR for a 
structure of known T

1
, it is necessary, for a given TR, to 

determine the flip angle giving the largest signal. This 
flip angle is known as the Ernst angle, and is given by:

 
1TR /

E arccos(e )Tθ −=  (2.19)

For rapid gradient echo imaging, where TR values 
can be on the order of 7 ms, the Ernst angle for grey 
matter at 3 T will be approximately 6°. Using (2.19), 
the signal intensity for TR = 7 ms and q = 6° from grey 
matter will be 0.096 M

0
. While this represents the 

largest signal that can be obtained from grey matter 
for a TR of 7 ms, it is clear that the contrast available 
will be meager, and the SNR will likely be poor. The 
preferred approach for generating rapid T

1
 weighted 

images, therefore, is to use contrast preparation, typi-
cally inversion recovery, and then use a segmented 
rapid gradient echo readout to obtain the spatially 
encoded data.

Receiver bandwidth affects SNR with a square root 
dependence. Doubling the receiver bandwidth results 
in a factor of √2 reduction in SNR. Receiver bandwidth 
setting is generally transparent to the user, although it 
is generally possible to drop into a lower-level menu 
for setting such system parameters. Receiver band-
width (BW) is a function of the signal sampling time 
per point (Dt), and the faster the data is sampled, the 
wider the receiver bandwidth will be:
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The tradeoff here is sampling rate vs. time required 
to read a line of data. Longer sampling time results in 
smaller bandwidth and improved SNR. However, lon-
ger sampling time per point results in a longer fre-
quency encode interval, which increases the minimum 
echo time. For rapid gradient echo imaging, this also 
implies a longer minimum TR and longer scan time. 
Longer echo time also translates into increased motion 
sensitivity and increased susceptibility artifact. 
Generally, these tradeoffs have been taken into account 
in the design of the default protocols provided as part 
of the scanner’s software package. Specific circum-
stances might dictate deviation from default bandwidth 
settings when the shortest echo time possible is needed 
(e.g., presence of strong susceptibility gradients) or if 
getting all the possible SNR available becomes critical 
(e.g., arterial spin labeled perfusion imaging).

For resonators, the general practice is to use the one 
that provides the best fill factor for the anatomy to be 
scanned. For heads, array receive resonators are now 
commonly used. In some cases, when a specific grey 
matter region is to be scanned (e.g., occipital cortex for 
visual studies involving V

1
 and V

2
), an array surface 

resonator may be used. As the name implies, this reso-
nator is placed directly on the surface of the head, and 
will return a large signal from the tissue directly under-
neath. For scans not requiring whole-brain data, sur-
face resonators provide a means of gaining a substantial 
improvement in the effective fill factor over a whole-
head volume resonator for cortical imaging.

A common method for improving SNR is signal 
averaging. This is the acquisition of the same image 
data two or more times, with the data summed (or aver-
aged, the difference is only a scaling factor). Since the 
signal adds linearly, and the noise adds with a square 
root dependence, the SNR improves by a factor equal 
to the square root of the number of acquisitions. 
Acquiring the same image data four times and summing 
results in a doubling of the SNR. Since the scan time 
increases linearly with the number of averages, scan 
time and patient tolerance must be taken into consider-
ation when using averaging. For example, to double 
the SNR of a 4 min acquisition using averaging, four 
acquisitions will be necessary, totaling 16 min. Motion 
correction may be necessary if the data were acquired 
as successive complete scans.

MRI Hardware

The Magnet

With an understanding of the imaging process, it is 
useful to examine the machinery that brings it all about. 
The most obvious component of an MRI scanner is the 
magnet that produces the static field (B

0
). In most 

cases, this is a superconducting solenoidal design in 
which the main field is produced within a cylindrical 
bore. The superconducting design possesses some 
important advantages. A very uniform field can be pro-
duced over a DSV on the order of 50 cm, allowing for 
coverage of a large FOV in a single acquisition. The 
magnet does not require a constant input of electric 
current, as would be required with a conventional 
resistive electromagnet. Superconductivity implies 
that there is no heat generated as a result of resistive 
losses in the field windings. Once a superconducting 
magnet has been energized, the current in the field 
windings circulates indefinitely (for all practical pur-
poses) with no further input of energy. There is a loss 
of current over a very long time scale due to electron–
electron interactions, but these do not influence the 
routine operation of the system. The disadvantage of 
superconducting systems relates to the cost of cryo-
gens required to maintain the superconductivity of the 
field windings. The niobium-titanium alloy typically 
used in this application has a critical temperature of 
about 11.7 K, below which the alloy is superconduct-
ing. In order to maintain the field windings below the 
critical temperature, they are immersed in liquid 
helium, which has a boiling point of 4.2 K. Older mag-
nets enclosed the liquid He vessel inside another filled 
with liquid nitrogen (boiling point 77 K) to limit heat 
transfer from the environment to the He vessel. The 
housing containing the cryogen vessels is pumped 
down to a vacuum to eliminate air as a heat transfer 
medium. Newer magnet designs eliminate the nitrogen 
vessel, and have reduced the He fill interval compared 
with the original generation of clinical scanners. The 
development of an alloy that would be reliably super-
conducting at liquid nitrogen temperature would be 
very welcome, in that liquid nitrogen is inexpensive 
and is also much easier to handle. The field winding 
set consists of multiple elements. These are designed 
to increase the size of the most uniform part of the field 
(variation of a few ppm) to permit imaging at a FOV as 
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large as 50 cm (centered on isocenter) in all possible 
tomographic planes. When a new scanner is delivered, 
it is first cooled by repeated fillings with liquid He. 
Once the magnet temperature is stabilized, it is brought 
up to field using a power supply connected to the main 
field windings through a superconducting switch. In a 
manner resembling the charging of a battery, current is 
added to the system over a period of a few hours until 
the main field winding is carrying the current required 
to generate the specified B

0
. At this point, the super-

conducting switch is closed, and the current in the field 
windings continues to circulate. There will be a slight 
reduction in the field winding current over the next 
24 h or so after which it stabilizes, at which point the 
field strength is measured by measuring the resonant 
frequency (2.1). Once the field strength and stability 
are confirmed, a shimming process takes place to fur-
ther improve the uniformity of the field over the imag-
ing volume. This is done following placement of the 
gradient set and whole-body RF coil. This process 
takes into account imperfections in the field windings 
as well as interactions from nearby metal structures. 
On some magnet designs, this involves adjusting the 
current in a set of superconducting shim windings. 
Other designs use a passive method in which metal 
plates of various size are placed in holders that line the 
bore of the magnet. A field map sequence is executed 
with results fed to a program that instructs the service 
engineer regarding the placement of plates with respect 
to quantity and location.
Permanent magnet-based “open” designs are also 
available. These tend to be of lower field strength (typ-
ically 0.35 T) and the less uniform static field limits 
the usable FOV. The SNR and susceptibility contrast 
implications of the lower field strength and the gradi-
ent performance available do not render permanent 
magnet systems as the first choice for functional neu-
roimaging applications. Permanent magnet systems do 
possess two advantages over superconducting systems: 
no cryogens are used and the open design is more eas-
ily tolerated by claustrophobic patients.

The Gradient System

Spatial encoding of the MR signals is accomplished 
through the use of linear magnetic field gradients. These 
linear gradient fields are superimposed on the static 

magnetic field and are switched on and off as necessary 
to accomplish image acquisition as described in the 
section on image acquisition pulse sequences. The gra-
dient system consists of two major components: the 
gradient field windings and the gradient amplifiers.

To provide for three-dimensional spatial encoding, 
it is necessary to produce linear field gradients in three 
directions corresponding to the orthogonal axes of the 
spatial reference frame. For MR imaging, these are 
defined as the z-direction (along the bore of the mag-
net) and the x,y-directions (horizontal and vertical). 
For each of these directions, a set of field coils are pro-
vided that will produce a linear field gradient when 
current is passed through the coil. These coils are resis-
tive (not superconducting) and only produce gradient 
fields when current is sent through them. Resistive 
coils are necessary since imaging sequences require 
that the gradients fluctuate quickly.

Gradient amplifiers are used to produce the large 
current pulses that are required to drive the gradient 
coils. These currents will be in the range of hundreds 
of amperes. Typical maximum gradient strengths now 
exceed 40 mT/m in clinical systems, with gradient 
slew rates as high as 200 T/m/s. For a given gradient 
coil, the strength of the gradient field is linearly pro-
portional to the current flowing through the coil. 
Gradient strength has implications with respect to the 
speed of imaging. Strength also influences minimum 
echo times and time required, for example, for diffu-
sion encoding. Another important factor, especially for 
echo-planar fMRI is the slew rate (or ramp time) that is 
achievable in a given gradient system. The greater the 
maximum slew rate, the less time is required for the 
gradient field to reach its assigned strength (and to be 
changed or switched off). Maximum slew rate is a 
function of the characteristics of both the gradient coils 
and of the amplifiers. Any conductor has an associated 
inductance (L) and since V = L(dI/dt) where V is the 
amplifier output voltage and dI/dT is the rate of current 
change (slew rate), it is seen that the greater the maxi-
mum output voltage of the amplifier, the greater the 
slew rate will be. Alternatively, reducing the induc-
tance of the gradient coil will also increase the slew 
rate for a given applied voltage.

Increasing gradient slew rates allows reduction in 
the echo time (TE) of both gradient echo and spin echo 
acquisitions (not to mention echo-planar and spiral 
scan techniques21, 22). Unless the objective is a deliber-
ately long echo time for T

2
 or T

2
* contrast weighting, 
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reducing the minimum TE brings some important 
benefits:

 1. Greater immunity to motion artifacts relating to 
blood and CSF pulsatility.

 2. Reduced artifacts arising from susceptibility gradi-
ents, very important in the orbitofrontal cortex.

 3. Reduced signal acquisition time in EPI allowing for 
more slices per TR period in fMRI studies.

 4. Ability to reduce repetition time (TR) in rapid gra-
dient echo imaging for reduced imaging time in 
T

1
 weighted anatomic structure imaging (e.g., T

1
 

MP-RAGE23).

For whole-body gradients with slew rates on the order 
of 150–200 T/m/s concerns exist regarding peripheral 
neurostimulation that can result from currents induced 
in the body from the rapidly switching gradient field (a 
time varying magnetic field will induce a current in a 
conductor). However, for the gradient switching rates 
available in clinical scanners (adhering to FDA guide-
lines), neurostimulation is not a significant issue, and 
generally will not be a factor at all if the patient is 
advised prior to scanning.

The rapidly switching gradient fields can also 
induce currents in other components of the magnet. 
These induced currents, in turn, will generate their 
own gradient fields that act to degrade image quality. 
As with the static magnetic field, these effects can be 
reduced through the use of active shielding in which 
additional coils are used to cancel the gradient field 
outside of the gradient coil set. Such gradient sets 
involve greater purchase cost than unshielded gradient 
sets and require greater currents and drive voltages 
(owing to increased inductance). However, such gradi-
ent systems are essential for functional neuroimaging 
(and diffusion tensor) applications. The lifetime of 
induced currents in the magnet structure from 
unshielded gradients is typically longer than the desir-
able echo time desirable (TE < 2.5 ms) for T

1
 weighted 

(e.g., T
1
 MP-RAGE) gradient echo structural imaging.

Another specification to consider for gradient sys-
tems is the linearity. A gradient coil set is intended to 
produce linear gradient fields on the three spatial axes. 
However, this linear portion of the gradient field does 
not cover the full extent of the magnet bore. As men-
tioned previously, the isocenter of the magnet is defined 
as the point where the magnetic field strength does not 
change when a gradient is turned on. Slice offsets are 
defined with the isocenter as a reference (i.e., slice 

 offset = 0 mm). For images to appear without geometric  
distortion, the gradient fields must be linear through-
out the region defined for the tomographic plane to be 
acquired. If this is not done, any anatomy outside of 
the linear region of the gradient set will be rendered 
with geometric distortion. For clinical scanners, a typi-
cal linearity specification would permit the use of FOV 
settings as large as 50 cm. Over this volume, the gradi-
ent linearity is at least 95% (typical specification). For 
imaging heads, this volume is more than adequate.

During operation, the gradient coil set can produce 
a considerable sound pressure level. When a current is 
passed through a conductor that is in a magnetic field, 
the conductor will experience a force. This principle is 
exploited in the design of electric motors. In a clinical 
scanner, the large static magnetic field, combined with 
the high currents and rapid switching used for the gra-
dient pulses, results in large forces generated in the 
gradient conductors, with resulting sound. The charac-
teristic sounds produced are a function of the type of 
imaging sequence, the repetition and echo times, num-
ber of slices, etc. Higher slew rates generally corre-
spond to greater loudness. Patients are provided with 
hearing protection during studies, typically in the form 
of disposable ear plugs.

RF Coils

The RF coil, also referred to as a resonator, acts as the 
antenna for transmission of the RF excitation (B

1
) and 

for reception of the resulting MR signals. Although an 
antenna is typically thought of as a device intended to 
transmit a radiofrequency field away from the trans-
mitter site, an RF coil for MR imaging is designed to 
confine the RF magnetic field to the imaged volume. 
At the same time, this RF field is intended to be as 
uniform in intensity as possible over the imaging vol-
ume. Coils fall into two classes: volume coils and sur-
face coils (with a further subdivision known as array 
coils for both classes). In all cases, the RF coils are 
resonant circuits, intended for operation at a specific 
(Larmor) frequency (although some coils permit oper-
ation at two frequencies for spectroscopy). A resonant 
coil develops stronger transmit fields (for a given trans-
mit power) and is capable of receiving weaker signal 
strengths than a non-resonant device. In addition, the 
frequency selectivity (bandwidth) of the coil improves 
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receive SNR by imposing an additional degree of 
selectivity to the receive system. For imaging, coils are 
resonant at the proton (1H) frequency of the scanner. 
On a 1.5 T system, this is approximately 63 MHz, for 
3 T, approximately 128 MHz. Most scanners are 
equipped with a large volume coil (generally referred 
to as the body coil) that actually forms the innermost 
“layer” of the scanner bore (it is located inside the gra-
dient set). This coil has an inner lining and is not visi-
ble to the patient. A common configuration for volume 
coils is the “birdcage” configuration (Fig. 2.20). In this 
design, one or two legs are driven, with the remainder 
acting as passive radiators such that a uniform radiof-
requency field is produced within most of the volume 
of the coil. The inner diameter of the body coil actually 
defines the usable diameter of the scanner bore. 
Although a magnet may have a 90–100 cm bore, once 
the gradient and shim coil sets, and the body RF coil 
are inserted, the remaining diameter available to 
accommodate the patient will be on the order of 
55–70 cm. The body coil is intended to produce an 
adequately uniform RF field over a volume corre-
sponding approximately to the linear region of the gra-
dient set. The most basic mode of operation for the 

body coil is the one in which it is used for both  transmit 
and receive. This is a convenient mode of operation, 
especially for scout imaging in which a large volume is 
to be imaged quickly for purposes of identifying the 
regions of interest and establishing tomographic planes 
for detailed study. In general, the larger the coil, the 
greater the transmit power required to produce a given 
flip angle in the region of interest. Thus, the body coil 
requires more transmit power than the other coils used 
on a clinical scanner. For the 180° pulses required for 
spin echo imaging, several kilowatts peak power can 
be needed in order to permit the use of adequately 
short RF pulses.

The SNR of an image depends (among other fac-
tors) on the fill factor. The fill factor is defined as the 
ratio of the volume of tissue excited to the sensitive 
volume of the coil. Typically, the ratio of the volume of 
a tomographic slice to the sensitive volume of the body 
coil is very small. In order to improve the SNR for 
specific studies and to permit the use of smaller FOV 
settings, smaller volume coils and surface coils are 
employed. For brain imaging, a head coil is routinely 
used. As the name suggests, head coils are designed to 
accommodate a head only. The advantage is that the 
improved fill factor results in improved SNR over what 
would be achieved using the body coil for transmit and 
receive. Traditionally, the head coil was a transmit/
receive device producing an adequately uniform B

1
 

field over a head. More recent scanner designs take 
advantage of multielement receive coils as will be dis-
cussed below.

A surface coil is placed on the body, as close as pos-
sible to the structure to be imaged. Surface coils may be 
used as transmit/receive antennas, or they may be used 
in a mode in which the body coil transmits the RF field, 
and the surface coil is used as the receive antenna. The 
latter approach has the advantage of providing a uni-
form transmit field, effectively improving the intensity 
profile of the image. The reason for this is that a surface 
coil produces a non-uniform field when used as a trans-
mit coil. The field intensity falls off with distance from 
the plane of the surface coil. This same dependence 
applies to sensitivity for receiving the signal. Use of the 
body coil as the transmit antenna removes the spatial 
dependency of the transmitted RF field. The spatial 
dependence in the receive profile can be exploited to 
improve the spatial resolution of images. If the FOV of 
the scanner in the phase encode direction is set smaller 
than the size of the subject,  signal from outside the 

Fig. 2.20 A birdcage volume resonator consists of multiple 
radiating elements intended to produce a uniform B

1
 distribution 

and receive sensitivity profile across a specified volume. 
Capacitors along with the inductance of the elements along with 
a matching network determine the resonant frequency
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FOV will alias (“fold-over”) into the image. Since the 
surface coil will pick up signal only from its vicinity, 
the FOV can be set to smaller values, corresponding to 
the size of the surface coil without the possibility of 
fold-over since there is no signal arising from outside 
the region of interest. Since the FOV can be set smaller, 
for a given matrix size (e.g., 256 × 256), the pixel size 
will be smaller, and finer detail can be resolved. Surface 
coils contain a decoupling circuit that shifts the reso-
nant frequency of the coil when the volume coil is 
transmitting in order to prevent retransmission result-
ing in artifacts or even RF burns.

A class of RF coils that are increasingly used in 
neuroimaging studies is the array coils. As the name 
indicates, such coils consist of multiple elements that 
are arranged in a housing and connected in such a 
manner that they can be as simple to use as a conven-
tional coil. With some coil designs, the housing can be 
flexible such that the coil array can conform to the 
geometry of the patient. For imaging heads, volume 
array coils (Fig. 2.21) are available that resemble the 
conventional transmit/receive head coils traditionally 
used on clinical scanners. The purpose of array coils is 
to attempt to combine the best aspects of surface coils 
and volume coils. Surface coils are intended to pro-
duce images of improved SNR over a specific region 
(when compared with the same images acquired with a 
body coil). Volume coils provide a more uniform RF 
field homogeneity to provide consistent intensity and 
contrast across the entire FOV. A phased-array receive 
coil can provide receive sensitivity over a larger area 
(since it consists of multiple coil elements) and can 
rely on the body coil for a uniform transmit field. Use 
of array coils requires the ability to receive the indi-
vidual element signals and combine them in the proper 
manner to produce the composite receive signal. This 
generally requires the use of multiple receiver chan-
nels on the scanner, with appropriate signal processing 
capability. Although these capabilities add to the cost 
of the scanner, the results justify the costs with SNR 
improvements of more than a factor of 2 available. 
Array coil capabilities have therefore become standard 
on scanners intended for neuroimaging applications. 
While some variation of signal intensity characteristic 
of surface coils is seen in the array coil image, the dif-
ference in SNR is readily apparent.

Array surface coils with multiple receivers permit 
the use of techniques to increase the speed of image 
acquisition. This class of parallel imaging acquisitions 

such as SMASH (Simultaneous Acquisition of Spatial 
Harmonics),24 SENSE (Sensitivity Encoding),25 
UNFOLD (Unaliasing by Fourier-Encoding the 
Overlaps Using the Temporal Dimension, itself not a 
parallel method but can be combined with a parallel 
method),26 and GRAPPA(Generalized Autocalibrating 
Partially Parallel Acquisition)27 make use of the known 
sensitivity profiles of array coil elements to simultane-
ously acquire information corresponding to more than 
one k-space line at a time. With the use of appropriate 
postprocessing to resolve the spatial harmonics in order 
to produce the complete k-space representations of the 
images, scan time reductions on the order of two- to 
fourfold can be achieved, with a factor of 2 producing 
acceptable results for a 12-channel head coil and a fac-
tor of 4 practical for use with a 32-channel head coil. 
Such parallel methods can be applied to most fast 

Fig. 2.21 Two examples of volume array head coils. On the top 
is a 12-channel unit with a 32-channel unit on the below. 
Preamplifers for each channel are located at the back of the 
housing for improved receive signal-to-noise performance 
(Siemens AG Medical Solutions)
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 imaging methods, further  multiplying the speed of 
these techniques without incurring an unacceptable 
signal-to-noise penalty. These parallel imaging meth-
ods also go by several trade names as used by the vari-
ous scanner manufacturers.

Safety

Safety in MRI centers on three considerations: the 
static magnetic field (B

0
), the radiofrequency field (B

1
), 

and the gradient fields. Of these three considerations, 
the static field is the one typically associated with con-
traindications to MR scanning.

The static field of clinical scanners ranges from 
0.35 (for some open permanent magnet systems) to 
3 T (for cylindrical bore superconducting systems) and 
higher for some research scanners. The primary con-
cern relates to biomedical implant devices. These con-
sist of a wide range of geometries and materials, and 
include both passive and active devices (such as pace-
makers and cardioverter/defibrillators). Devices are 
classified as MR-Safe (no danger in any MRI environ-
ment), MR-Conditional (safe at some field strengths), 
or MR-Unsafe (dangerous at any clinical field 
strengths). Standard testing procedures have been pub-
lished for assessing ferromagnetic force and torque 
that include criteria for a Safe designation. The general 
criteria for the Safe designation being that a device 
experience no more force or torque from the magnetic 
field than it does from gravity. Given the extent of tis-
sue damage that can result from implant device migra-
tion due to ferromagnetic force or torque, it is essential 
that the manufacturer and specific model of implant 
device in a patient be unambiguously determined. This 
information should be available in the medical records, 
and publications exist that allow an MRI technician to 
confirm the MR safety status of a given implant device. 
If any doubt exists regarding the identity of an 
implanted device, the patient enclosing the device 
should not be scanned. A technician will typically go 
over a screening form listing contraindications to 
imaging with each patient to be scanned to insure that 
the questions are clearly understood, especially with 
regard to implanted devices or residual metal frag-
ments from a previous injury.

Safety concerns extend to any equipment to be 
brought into the scanner room. MRI compatible 

 medical equipment (e.g., monitoring devices, IV poles, 
oxygen tanks, etc.) is available and should be clearly 
marked regarding their safety status. If there are any 
doubts, a handheld magnet can be kept at the scanner 
facility for testing questionable items for ferromag-
netic force development.

There are safety issues relating to the B
1
 field as 

well. These all relate to radiofrequency energy absorp-
tion by tissue, over a large volume, or on a very local-
ized basis. Radiofrequency energy absorption by tissue 
results in an increase in temperature, so the FDA has 
issued guidelines regarding the rate at which RF energy 
can be applied. The specific absorption rate (SAR) is 
expressed in units of W/kg and for the whole body 
averaged over 15 min, the maximum SAR is 4 W/kg. 
For heads, the limit over 10 min is 3 W/kg. When scan 
parameters are being set, an estimation of the SAR is 
provided to the operator. Excessive SAR values will 
require modification of one or more scan parameters. 
For example, increase in TR (to reduce deposition rate) 
or reduction in flip angle (to reduce RF transmit 
power). Rapid spin echo sequences are of particular 
concern due to the extensive use of 180° pulses over 
short time intervals. Higher flip angles correspond to 
stronger B

1
 fields, which in turn correspond to higher 

RF transmit powers. RF absorption increases with fre-
quency, so the SAR issue becomes more prominent as 
main field strength (B

0
) increases.

SAR is influenced by scan type and parameters, 
and affects all the tissue within the usable volume of 
the transmit coil. There exist RF safety issues of a 
more focal nature. One relates to the use of surface 
coils. During volume coil transmit, the surface coil is 
deliberately detuned (a user-transparent process) to 
move its resonant frequency away from the Larmor 
frequency. If this were not done, a very strong RF cur-
rent would be induced in the surface coil, with resul-
tant retransmission of an intense RF field by the 
surface coil. This retransmitted field can be strong 
enough to produce RF burns on the skin underneath 
the coil. If surface coils are being used, they should be 
checked periodically using a phantom for proper 
detuning. If the detuning mechanism is losing effec-
tiveness, artifacts will be seen in the test images owing 
to the retransmitted field producing its own excitation 
in the phantom near the coil. If a patient or subject 
reports a warm sensation under a surface coil during 
scanning, the scan should be stopped immediately. A 
similar concern exists for monitoring leads. The leads 
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used for electrocardiogram monitoring and other 
 purposes can act as antennas to retransmit the RF field 
if they are allowed to form loops within the volume of 
the transmit coil. This can result in RF burns. It is very 
important that all monitoring leads be as straight as pos-
sible, and out of contact with bare skin as practical.

References

 1. Bloch F. Nuclear induction. Phys Rev. 1946;70:460-474.
 2. Bloch F et al. The nuclear induction experiment. Phys Rev. 

1946;70:474-485.
 3. Purcell EM, Torrey HC, Pound RV. Resonance absorption 

by nuclear magnetic moments in a solid. Phys Rev. 
1946;69:37-38.

 4. Hahn EL. Spin echoes. Phys Rev. 1950;80:580-594.
 5. Lauterbur PC. Image formation by induced local interactions: 

examples employing nuclear magnetic resonance. Nature. 
1973;242:190-191.

 6. Lauterbur PC. Magnetic resonance zeugmatography. Pure 
Appl Chem. 1974;40:149-157.

 7. Garroway AN, Grannell PK, Mansfield P. Image formation 
in NMR by a selective irradiative process. J Phys C. 
1974;7:L457-L462.

 8. Mansfield P, Maudsley AA. Medical imaging by NMR. Br J 
Radiol. 1977;50:188-194.

 9. Twieg DB. The k-trajectory formulation of the NMR imag-
ing process with applications in analysis and synthesis of 
imaging methods. Med Phys. 1983;10:610-621.

 10. Zhu DC, Penn RD. Full-brain T
1
 mapping through inversion 

recovery fast spin echo imaging with time-efficient slice 
ordering. Magn Reson Med. 2005;54:725-731.

 11. Zaharchuk G, Martin AJ, Rosenthal G, Manley GT, Dillon WP 
Measurement of cerebrospinal fluid oxygen partial pressure in 
humans using MRI. Magn Reson Med. 2005;54:113-121.

 12. Wright PJ, Mougin OE, Totman JJ, et al. Water proton T
1
 

measurements in brain tissue at 7, 3, and 1.5 T using IR-EPI, 
IR-TSE, and MPRAGE: results and optimization. Magn 
Reson Mater Phy. 2008;21:121-130.

 13. Schmitt P, Griswold MA, Jakob PM, et al. Inversion recov-
ery true FISP: quantification of T

1
, Y

2
, and spin density. 

Magn Reson Med. 2004;51:661-667.
 14. Lin C, Bernstein M, Huston J, Fain S. Measurements of T

1
 

relaxation times at 3.0 T: implications for clinical MRA. 
Proc Intl Soc. Magn Reson Med. 2001;9:1391.

 15. Stanisz GJ, Odrobina EE, Pun J et al. T
1
, T

2
 Relaxation and 

magnetization transfer in tissue at 3 T. Magn Reson Med. 
2005;54:507-512.

 16. Deoni SCL. Transverse relaxation time (T
2
) mapping in the 

brain with off-resonance correction using phase-cycled 
steady-state free precession imaging. Magn Reson Imag. 
2009;30:411-417.

 17. Deoni SCL, Ward HA, Peters TM, Rutt BK. Rapid T
2
 estima-

tion with phase-cycled variable nutation steady-state free 
precession. Magn Reson Med. 2004;52:435-439.

 18. Madler B, Harris T, MacKay AL. 3D-Relaxometry – quanti-
tative T

1
 and T

2
 brain mapping at 3 T. Proc Intl Soc Magn 

Reson Med. 2006;14:958.
 19. Moran PR. A flow velocity zeugmatographic interlace for NMR 

imaging in humans. Magn Reson Imag. 1982;1:197-203.
 20. Underwood SR, Firmin DN, Klipstein RH, Rees RS, 

Longmore DB. Magnetic resonance velocity mapping: clinical 
application of a new technique. Br Heart J. 1987;57:404-412.

 21. Ahn CB, Kim JH, Cho ZH. High-speed spiral-scan echo pla-
nar NMR imaging. IEEE Trans Med Imag. 1986;5:2-7.

 22. Meyer CH, Hu BS, Nishimura DG, Macovski A. Fast spiral 
coronary artery imaging. Magn Reson Med. 1992;28:202-213.

 23. Mugler JP, Brookeman JR. Three-dimensional magnetiza-
tion-prepared rapid gradient-echo imaging (3D MP RAGE). 
Magn Reson Med. 1990;15:152-157.

 24. Sodickson DK, Manning WJ. Simultaneous acquisition of 
spatial harmonics (SMASH): fast imaging with radiofre-
quency coil arrays. Magn Reson Med. 1997;38:591-603.

 25.  Pruessmann KP, Weiger M, Scheidegger MB, Boesiger P. 
SENSE: sensitivity encoding for fast MRI. Magn Reson 
Med. 1999;42:952-962.

 26. Madore B, Glover GH, Pelc NJ. Unaliasing by Fourier-
encoding the overlaps using the temporal dimension 
(UNFOLD), applied to cardiac imaging and fMRI. Magn 
Reson Med. 1999;42:813-828.

 27. Griswold MA, Jakob PM, Heidemann RM, et al. Generalized 
autocalibrating partially parallel acquisitions (GRAPPA). 
Magn Reson Med. 2002;47:1202-1210.



37R.A. Cohen and L.H. Sweet (eds.), Brain Imaging in Behavioral Medicine and Clinical Neuroscience, 
DOI 10.1007/978-1-4419-6373-4_3, © Springer Science+Business Media, LLC 2011

Introduction

Functional magnetic resonance imaging (FMRI) is a 
noninvasive neuroimaging technique that enables 
quantification of brain function over time with an 
unprecedented balance of temporal and spatial resolu-
tion. FMRI has shown great utility in cognitive neuro-
science and clinical research. Targets of FMRI 
investigations usually involve the neural networks 
associated with discrete cognitive challenges (broadly 
defined to include all brain processes, such as emo-
tional, motivational, sensory, and motor challenges).

Although now firmly established as a valuable tool, 
FMRI is a relatively young and rapidly advancing 
technique with a great deal of yet untapped potential, 
particularly when combined with other magnetic reso-
nance imaging (MRI) techniques. Over the past two 
decades FMRI researchers have made substantial con-
tributions in localizing and understanding normal 
human brain functions. FMRI has also been effective 
in the detection and understanding of abnormal brain 
function. Interesting recent clinical developments 
include presurgical brain mapping and the use of FMRI 
to predict and assess treatment outcomes.

With the rapid growth of FMRI research and efforts 
to develop clinical applications, it has become critical to 
identify potential strengths and limitations of this tech-
nology. This chapter provides an overview of blood oxy-
gen level dependent (BOLD) FMRI, summarizing 

underlying assumptions, basic methods, strengths, and 
limitations, and suggesting future  directions, particularly 
those relevant to clinical research in behavioral medicine 
and clinical neuroscience.

Historical Overview

FMRI research has grown rapidly in the two decades 
following the discovery of BOLD contrast.51 Since the 
first reports of BOLD employed in human experiments 
in the early 1990s,42,52 FMRI has rapidly diversified in 
terms of cognitive domains and populations studied. 
The growth of FMRI research is reflected in the num-
ber of publications indexed on the National Institutes 
of Health PubMed search engine with “FMRI” in the 
title or abstract. This number has increased from just 
two in 1993, the first year they appear, to 1,883 in the 
year 2008 alone (see Fig. 3.1). Although title and 
abstract searches underestimate the total number of 
publications on FMRI, they demonstrate the dramatic 
increase over time.

The early BOLD FMRI experiments used subtrac-
tion and cross-correlation analyses of blocked designs 
to demonstrate task-associated BOLD response in pri-
mary motor or visual processing areas among healthy 
participants. For example, Bandetini and colleagues6 
identified brain voxels most-synchronized with the on/
off time course of a self-paced finger-tapping task. 
FMRI studies of higher-order cognitive processes, 
such as language7 and executive functions,21 began to 
appear soon after using similar cross-correlation meth-
ods. Early studies typically did not examine the whole 
brain and tended to include small sample sizes. 
However, the technique was soon applied to whole-
brain imaging experiments investigating higher-order 

Chapter 3
Functional Magnetic Resonance Imaging

Lawrence H. Sweet 

L.H. Sweet (*) 
Department of Psychiatry and Human Behavior,  
Warren Alpert Medical School of Brown University, 
Providence, RI 02912, USA 
e-mail: lawrence_sweet@brown.edu



38 L.H. Sweet

functions of every major cognitive domain (e.g., 
memory, language, attention, and emotional function-
ing). For example, Rao and colleagues59 reported a 
whole-brain network of cortical and subcortical brain 
structures that exhibited activity associated with a con-
ceptual reasoning paradigm among 11 healthy adults. 
The goal of many of the early FMRI studies was local-
ization of brain function that was associated with a 
particular cognitive domain, which was elicited by an 
experimental challenge. Localization of function could 
be readily demonstrated using small samples, particu-
larly using statistically powerful blocked designs and 
assessment of robust visual and motor responses (for a 
discussion of statistical power and sample size in 
FMRI see23). Other considerations, such as FMRI cost, 
availability of MRI scanners capable of FMRI, and 
technical complexity in data acquisition and analysis 
also favored studies with lower sample sizes.

Within a decade FMRI investigators had directed 
their attention to participants of all ages and a variety of 
psychiatric and neurologic populations. It is noteworthy 
that the predominant functional neuroimaging tech-
niques of the time employed radioactive tracers, which 
could not be administered to children for research 
purposes and had limitations on repeated exposures that 
were required for longitudinal experiments. By the early 
2000s healthy cognitive functioning (e.g.,1,4,15,26,27,34,54), 
as well as developmental disorders, such as epilepsy 
(e.g.,10,30,35,49,70), dyslexia (e.g.,5,20,29,66,77), and ADHD 
(e.g.,3,16,25) had been studied among children. Psychiatric 
disorders studied included substance abuse (co -
caine [e.g.,12,44,48,80], nicotine [e.g.,9,24,36,41], alcohol 
[e.g.,28,45,64,76]), anxiety disorders (phobias [e.g.,8,53,62], 
obsessive–compulsive disorder [e.g.,2,46]), schizophre-
nia (e.g.,17,33,37,43,65,78), and personality  disorders (e.g.,63). 

Neurological populations studied included Multiple 
Sclerosis,56,69,71 Parkinson’s disease,31,32,47,57,60,61 and 
Alzheimer’s disease patients.38,40,58,67,68

Major advances in FMRI methodology occurred in 
the late 1990s with the development event-related 
experimental designs and application of multiple 
regression analyses. Multiple regression enabled more 
sophisticated analyses of blocked design experiments 
with multiple experimental conditions and covariates. 
More ground-breaking was regression in combination 
with event-related designs to identify activity associ-
ated with rapid presentations of stimulus trials.13,22,39,81 
Therefore, despite a time lag and slow return to base-
line that are characteristic of BOLD hemodynamics, 
multiple overlapping responses to rapid events could 
be modeled and effects from different conditions 
could be quantified. This advance grew out of the find-
ings that BOLD responses could be detected following 
very brief stimuli6 (<1 s) and that responses to such sti-
muli were additive and approximately linear (Dale, and 
Buckner 1997).11 These were significant advances 
because event-related designs could be developed 
which did not require long interstimulus intervals in 
order to allow the hemodynamic response to return to 
baseline after each stimulus presentation. Event-related 
designs also provided more flexibility in stimulus pre-
sentation than the blocked design, which had been the 
neuroimaging paradigm used in positron emission 
tomography (PET) and FMRI research. Oddball para-
digms and randomization of events became possible. 
Other advantages of rapid event-related designs include 
observation of the evolution of activity over short periods 
of time19 (e.g., 10 s) and the ability to retrospectively 
categorize stimulus events into different conditions 
based upon performance.79
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Fig. 3.1 Annual totals of Medline indexed publications with “FMRI” in title or abstract



393 Functional Magnetic Resonance Imaging

BOLD FMRI Signal Quantification  
and Experimental Design

While the goal of traditional MRI is typically to acquire 
high-resolution images of brain anatomy to identify 
structural abnormalities, the primary goal of FMRI 
is to detect variations in MRI signal that occur over 
time to infer neural demands for oxygen-rich blood. 
BOLD FMRI uses the magnetic properties of hemo-
globin as an endogenous contrast agent to follow task-
associated changes in oxygen. This method takes 
advantage of the fact that deoxyhemoglobin is para-
magnetic while oxyhemoglobin is not, and the obser-
vation that neural activity reliably leads to the delivery 
of an excess of oxyhemoglobin. A smaller deoxyhe-
moglobin to oxyhemoglobin ratio in the capillary beds 
surrounding active neurons yields a more homogenous 
magnetic field and a greater MR signal. While it is 
known that increased neural activity results in vasodi-
lation and greater delivery of an excess of oxygen-
rich blood, the intervening mechanisms have not been 
well established.

When rapid MRI acquisitions using echoplanar 
T2* sequences sensitive to paramagnetic distortions 
of deoxyhemoglobin are repeated, a time series 
including both spatial and temporal information is 
obtained. When this is coupled with precise experi-
mental challenges that enable this variation to be 
fractionated by different cognitive conditions, it is 
possible to obtain data that reflects changes in brain 
function associated with specific processes. Although 
FMRI is used to infer brain activity temporally asso-
ciated with a cognitive paradigm, this is accom-
plished indirectly by tracking hemodynamic 
functions. In short, relative cerebrovascular changes 
in oxygenation are quantified in response to neural 
activity elicited by cognitive challenges. Therefore, 
FMRI relies on quantification of cerebrovascular 
responses that are under normal circumstances spa-
tially and temporally coupled with the underlying 
neural activity.

FMRI data acquisition sessions involve stimulus 
presentation and usually some type of behavioral 
response. BOLD signal is sampled per voxel (i.e., 
three-dimensional pixels) in repeated acquisitions of a 
larger brain volume during a carefully designed stimu-
lus presentation protocol. Brain volumes may include 
the whole brain or selected slices in any plane. For 
example, one whole-brain volume of 48 contiguous 

3 mm thick axial slices with 3 mm2 in-plane resolution 
(i.e., 3 mm3 voxels) might be acquired every 3 s. Partial 
brain imaging allows increased spatial resolution and 
temporal sampling rates. Resulting raw data undergo 
several preprocessing steps to yield a motion-corrected 
time-dependent signal course for each voxel in the 
acquired volume.

The raw BOLD signal obtained from each voxel of 
an individual is typically converted to a standardized 
metric to allow comparison across subjects or time. 
For example, a simple method is subtracting an indi-
vidual’s mean baseline signal (e.g., during rest) from 
mean signal during an experimental condition (e.g., 
finger tapping; see Fig. 3.2). This is done in each brain 
voxel. Since BOLD signal changes usually fall well 
below 10% compared to baseline, stimulus/rest cycles 
are repeated to increase sampling rates and therefore 
reliability. Mean difference scores calculated for each 
cycle may be compared to a hypothetical mean of zero 
(i.e., the null hypothesis) using a one-sample student’s 
t-test for each voxel. Other methods such as cross-
correlation and multiple regression can be used to 
determine how closely each voxel’s time course is syn-
chronized with the time course of the stimulation. In 
multiple regression analyses individual voxels are 
assigned a value for each condition (i.e., predictor). 
Each value corresponds to the variance in that voxel’s 
BOLD signal (i.e., criterion) that is associated with 
each condition. These values, often called parameter 
estimates, are typically assigned a statistical value 
based on sampling rates and multiple comparisons to 
determine significance thresholds. The term activation 
is used to denote clusters of voxels in which the asso-
ciation of the BOLD signal to the task condition 
exceeds a significance threshold. Deactivation usually 
denotes significant decreases in activity relative to a 
resting or active baseline.

Group level statistical tests may be performed once 
the dependent variable is calculated for each individual 
(i.e., task-related effects are calculated per voxel). 
However, these activation maps must first be spatially 
transformed into a standard stereotaxic space and they 
are usually spatially blurred to compensate for indi-
vidual differences in functional anatomy. Examples of 
dependent variables used in these analyses include 
mean difference scores (e.g., percent signal change), 
parameter estimates (e.g., coefficients representing 
attributed variance), and statistical effects (e.g., z and t 
statistics).
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Major types of group level analyses are voxel-wise 
and ROI analyses. In voxel-wise analyses a statistical 
test (e.g., t-tests, ANOVAs) is performed for each 
brain voxel to examine the effects of group or con-
dition. The results are then thresholded per voxel 
 (typically corrected for multiple comparisons) and a 
cluster size threshold is usually applied. This method 
is ideal for localization of brain response and explora-
tion of the effects of group or condition; however, it 
has limitations in use for hypothesis testing, since a 
refutable hypothesis also requires a precise prediction 
about spatial location and extent. ROI analyses typi-
cally average the dependent variable (i.e., task or 
condition-related effects) in predetermined regions, 
although other descriptive statistics such as medians 
may be used. Examples of ROIs include anatomical 
boundaries, clusters reported in previous literature, 
and regions defined empirically within the same 
study. These methods allow straightforward hypothe-
sis testing using standard statistical packages, since 
each ROI is typically represented by one value per 
individual.

Associated behavioral data, if recorded, are used to 
validate that participants appropriately respond to the 
challenge, and to examine performance or self-report 
measures related to the experimental hypotheses. This 
is important for those paradigms in which behavioral 
measures may be calculated because changes in brain 
activity that are simply temporally associated with the 
paradigm do not necessarily indicate that the level of 
activity relates to the level of the behavior. Moreover, 

assessment of behavioral performance is critical in the 
interpretation of the brain response. For example, 
lower brain activity in a group exhibiting similar per-
formance as a control group has very different implica-
tions than relatively lower activity associated with 
worse performance. At a more basic level, gathering 
responses from participants in the scanner offers valid-
ity that they are actually doing what they are expected 
during the paradigm (e.g., above chance performance 
and not sleeping or daydreaming).

Strengths and Limitations of BOLD FMRI

Prior to the development of FMRI, PET and single pho-
ton emission computed tomography (SPECT) were the 
primary functional imaging methods available for local-
ization of brain function. These methods rely on the 
detection of radioactive contrast agents usually adminis-
tered through intravenous infusion. BOLD FMRI, on 
the other hand, relies on endogenous contrast created 
by changes in the ratio of oxygenated to deoxygenated 
hemoglobin induced by the increased oxygen demands 
of firing neurons. Thus, while FMRI, PET, and SPECT 
offer some overlap in the information they provide, they 
also offer unique profiles of advantages and disadvantages, 
and each allows quantification of unique information 
about brain function and cerebral hemodynamics. 
Table 3.1 summarizes key advantages and limitations 
of common functional neuroimaging techniques.

Fig. 3.2 Local baseline subtraction of activity during a blocked finger-tapping paradigm



413 Functional Magnetic Resonance Imaging

Although other FMRI techniques are available 
using perfusion MRI, BOLD echoplanar is the most 
common. For instance a promising alternative is arte-
rial spin labeling (ASL), which tags blood electromag-
netically to determine absolute levels of cerebral blood 
flow in units of milliliters/milligrams/second. Like 
BOLD FMRI, ASL may be acquired sequentially dur-
ing cognitive challenges to track task-related changes 
in blood flow. The major advantage of this technique 
over BOLD is the ability to measure perfusion changes 
in absolute terms; however, several relative limitations 
make BOLD the more practical alternative for most 
research applications. These include lower availability, 
and more complexity in acquisition and data analyses, 
including lower signal-to-noise ratios and limitations 
on whole-brain imaging.

BOLD FMRI has several advantages over other 
non-MRI functional neuroimaging techniques. These 
include an excellent balance of increased spatial reso-
lution, faster temporal sampling, greater design flexi-
bility, and availability. BOLD FMRI, as typically 
performed, already offers the advantages of investigat-
ing concurrent relationships between brain response, 
behavioral response, and structural morphometry 
as observed on routinely acquired high-resolution 
T1-weighted images. Moreover, additional MRI scans 
may be acquired during the FMRI session (e.g., T2, 
perfusion, and diffusion weighted scans, fluid-attenuated 
inversion recovery [FLAIR], and magnetic resonance 
spectroscopy [MRS]) with only relatively little addi-
tional inconvenience to the examinee (i.e., additional 
time). BOLD FMRI is noninvasive, repeatable, and 
less expensive than PET, allowing more design 
 flexibility. While typical FMRI spatial resolution is 
3–5 mm3 for whole-brain studies with typical temporal 

resolution of 2–4 s, spatial resolution < 1 mm3 and 
 temporal resolution below 1 s can be achieved with 
specialized sequences. A good balance of spatial and 
temporal resolution is chosen based upon the study 
questions, with an inherent trade-off between these 
two parameters and the extent of brain coverage. Thus, 
smaller regions of interest and more transient cognitive 
processes can be reliably observed using FMRI com-
pared to other functional neuroimaging techniques. 
FMRI designs have been evolving, providing greater 
flexibility, especially after the introduction of rapid 
event-related designs in the late 1990s. Finally, FMRI 
has the advantage of the proliferation of MRI systems 
in most large medical settings. Standard clinical MRI 
scanners are technically capable of running FMRI 
sequences; however, an additional contract with the 
scanner manufacturer is usually necessary to enable 
this capability.

At the same time, there are several special consid-
erations for FMRI experimental design, study imple-
mentation, and data analysis. Unique participant 
screening procedures are needed compared to the 
non-MRI-based techniques, particularly in clinical 
samples. When studying any population using FMRI, 
investigators must be particularly sensitive to partici-
pant safety and comfort. MR contraindications include 
surgical implants such as some cardiac stents and 
magnetically activated devices such as pacemakers, 
some injuries involving metal, pregnancy (for research 
purposes), and claustrophobia. Women are typically 
excluded from research if they test positive for preg-
nancy and participants endorsing possible injuries 
involving metal, particularly to the eyes, are either 
excluded or examined for embedded metal fragments 
(e.g., Water’s veiw x-ray). Also, patients who require 

Table 3.1 Functional techniques used to measure brain response to experimental challenges over time

Resolution Cost Advantages Disadvantages

SPECT cm min High Absolute blood flow, specific  
molecules, out of scanner  
paradigms possible

Radioactive tracers, invasive, design limits, 
cyclotron availabilityPET mm min Higher

EEG Poor ms Low Noninvasive, flexible designs Spatial resolution, especially subcortical structures, 
availability (MEG), strong magnetic field (MEG)MEG mm ms Higher

BOLD FMRI mm s High Noninvasive, availability,  
multisequence imaging,  
flexible designs, absolute  
blood flow (ASL)

Movement and susceptibility artifact, noise, 
confined space, strong magnetic field and radio 
waves, response lag, partial brain (ASL)

ASL FMRI mm s High

NIRS Poor s Low Noninvasive, portable, flexible Limited to small areas of cortex

SPECT single photon emission computed tomography, PET positron emission tomography, EEG electroencephalography, MEG 
magnetoencephalography, BOLD blood oxygen dependent, FMRI functional magnetic resonance imaging, ASL perfusion imaging 
using arterial spin labeling, NIRS near infrared spectroscopy, min minutes, s seconds, ms milliseconds
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oxygen tanks, wheelchairs, and other assistive devices 
require special provisions for assessment in the scan-
ner. Patients with claustrophobia cannot be adminis-
tered anxiolytic medication due to confounding effects 
on the cognitive and emotional processes under 
 investigation. Safety is also a special consideration 
with  cognitively impaired patients who may be unable 
to follow instructions or may forget to disclose impor-
tant information.

Other comfort issues include screening for body 
morphometry (size and shape), the loud scanner noise 
produced by the scanner during BOLD sequences, 
and ability to lie still during the exam, which may last 
more than an hour. Scanner noise in conjunction 
with hearing difficulties may make verbal respond-
ing difficult, and may require more sophisticated 
responding and stimulus presentation paradigms. These 
paradigms may be more confusing to patients with 
cognitive problems than standard behavioral or neu-
ropsychological assessment. FMRI is particularly 
sensitive to movement artifact. Therefore patients 
who cannot lie still during the exam may not yield 
reliable data.

Other technical issues include stimulus presenta-
tion, response collection, reliability, and artifact. All 
equipment must be MRI-compatible equipment (safe 
and functional in a strong magnetic field) and capable 
of presenting stimuli to participants who are lying with 
their head in the center of a narrow MRI bore (i.e., an 
approximately 55 cm diameter, 2 m long tube). Major 
complications related to data analysis include general-
izability of findings, movement artifacts, and suscepti-
bility artifacts (distortions in the magnetic fields due to 
rapid transitions between space, bone, and paren-
chyma). Generalizability of findings may be a problem 
because acquisition equipment and parameters, pre-
processing methods, statistical analyses, thresholding 
of significant effects, and technology differ across sites 
and studies. Susceptibility artifact occurs in orbitof-
rontal regions near the nasal sinuses and inferior tem-
poral regions near the ear canal, which limits FMRI of 
functions associated with these areas. Depending upon 
the spatial resolution of the scan, head movement of 
only 3 mm may be enough to shift the data acquisition 
from the original voxel to an adjacent voxel. Movement 
is a particular problem if it is associated with one of 
the experimental conditions (e.g., more vigorous but-
ton presses during the experimental condition com-
pared to the baseline condition).

An additional factor that complicates interpretation 
of BOLD FMRI lies in the necessity for a relative 
baseline. Since BOLD signal is compared to a control 
condition, it cannot be scaled to an absolute across 
groups, or even individuals. Therefore, group differ-
ences in BOLD signal actually represent a group by 
task level interactions, where task level includes an 
uncontrolled baseline. Unfortunately, without addi-
tional and infrequently used scanning techniques such 
as ASL, it is not possible to determine if groups are 
equated on the control condition. There is a need for 
neuroimaging studies that combine methods such as 
FMRI, DTI, and MRS to characterize the interactions 
between the structural, functional, and metabolic dis-
turbances over time.

Finally, FMRI research with patient populations is 
expensive. With few exceptions, FMRI is not currently 
available for routine clinical testing, nor is it reimbursed 
by insurance companies. FMRI requires sophisticated 
infrastructure and considerable expertise. It depends 
upon specialized equipment and highly trained person-
nel from several different disciplines, such as clinicians, 
radiologists, engineers, physicists, statisticians, neuro-
scientists, programmers, computer technologists, and 
scanner technologists.

Future Directions

Functional neuroimaging has proven useful in localiza-
tion of neural functions and in the investigation of neu-
ral and cerebrovascular dysfunction among clinical 
populations. It has also been useful in understanding 
behavioral manifestations of neural and psychophysi-
ological abnormalities. Functional neuroimaging has 
great potential in several fields of inquiry, including the 
assessment of severity, prognosis, and disease course 
in patients, the search for effective treatments, and a 
better understanding of neural mechanisms in general 
as they begin to fail. The great utility of functional neu-
roimaging in clinical research is only beginning to 
extend into clinical practice. An excellent example of 
this is the use of BOLD FMRI in presurgical mapping 
of brain function.18 Language, memory, and motor sys-
tems are mapped with selective behavioral challenges 
and avoided during neurosurgery. As other functional 
MRI techniques such as ASL FMRI become more 
practical numerous new applications await.
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Technical advances such as non-echoplanar sequ-
ences to reduce susceptibility artifacts, higher field-
strength magnets, and more powerful preprocessing and 
statistical analysis techniques will continue to produce 
significant advances in FMRI research. With the finding 
that BOLD effects decline among older healthy adults, it 
is crucial to understand how much of this decline is 
related to similar factors in patients with disorders 
directly affecting hemodynamics. Understanding of 
these intervening hemodynamic mechanisms will be 
crucial to interpreting BOLD data from patients with 
compromised cerebrovascular systems.

Another future direction relates to the fact that stan-
dardized tests are not available for FMRI. For example, 
FMRI studies have employed paradigms derived from 
a wide range of different cognitive tasks, but for the 
most part have employed relatively small sample sizes. 
Most of these studies were not conducted with goal of 
developing normative data on behavioral performance 
or on how the brain normally responds during particu-
lar paradigms. With only limited efforts to date to 
establish normative databases, with reliability and 
validity data for people across different age groups, it 
is very difficult to interpret findings from a single 
patient. Statistically significant group differences in 
brain activity may reflect relatively subtle effects that 
are not readily apparent in the results from a single 
patient. Accordingly, before most techniques can 
become clinically useful, there is much standardiza-
tion that needs to be accomplished for each of the 
functional brain imaging methods.

In contrast to active FMRI challenges, several 
research groups have also been investigating resting 
BOLD activity and the default mode network. The 
default network is set of brain regions that are most 
active when there are no external cognitive demands. 
The greatest activity is observed in this system during 
unstructured rest and the least activity is observed dur-
ing tasks that require concerted external focus. It has 
been proposed that the default network is related to 
one’s internal stream of consciousness and that may 
serve as an imagery simulator for creative thinking.14 
There has been a rapid shift and growth in research on 
the default network since it was first recognized as 
being more than simply uncontrolled baseline process-
ing. Relative deactivation of the default network dur-
ing active cognitive challenges appear to represent 
relative suppression of task-unrelated cognitive pro-
cesses.50 We have observed further suppression default 

network activity after increasing difficulty level in 
working memory paradigms. These include introduc-
ing rhyming interference in healthy groups,73 and 
following clinical challenges, such as nicotine with-
drawal,74 suspension of treatment for sleep apnea,75 
and concurrent with compensatory activity in MS 
patients.55,72 These findings suggest that the degree of 
suppression of the default network may be an objec-
tively quantifiable reflection of increased difficulty, 
and may be useful as an endophenotypic marker of 
brain dysfunction, even when behavioral signs have 
not yet manifested.

In addition to the factors described above and in 
Table 3.1, MRI has a major advantage over electroen-
cephalograpic, radiological, and optical functional 
neuroimaging techniques, in that multiple MRI 
sequences are available for use in the same imaging 
session. Each of these MRI sequences can be used in 
combination to gather structural (e.g., T1, T2, FLAIR, 
DTI), functional (BOLD, ASL), and metabolic (MRS) 
information during the same exam. As some of these 
exciting complimentary techniques are combined with 
functional neuroimaging in clinical research, substan-
tial leaps in our understanding of brain disorders are 
certain to follow. The revolutionary impact of T1, T2, 
and FLAIR MRI on diagnostics in disorders such as 
multiple sclerosis and stroke is clear. However, we are 
now able to further capitalize on these advances by 
precisely mapping function and dysfunction in relation 
to proximal and distal structural pathology.

A good example of multisequence FMRI research 
has evolved from our efforts to characterize the rela-
tionships between systemic vascular disease, cerebro-
vascular perfusion, and associated brain function. With 
rapidly growing experimental and clinical applications, 
it is important to demonstrate the validity and reliabil-
ity of the BOLD FMRI technique among groups where 
cerebral hemodynamics may be altered. This is crucial 
among populations with known alterations of vascular 
integrity and subsequent hemodynamic responsivity 
(e.g., older adults and patients with cardiovascular 
and cerebrovascular diseases). Cardiovascular disease 
without large vessel stroke is a model system for study-
ing such hemodynamic functions.

We have been examining the relationship between 
the neural, cognitive, and hemodynamic consequences 
of severe cardiovascular disease and their impact on our 
ability to assess cardiovascular disease patients using 
FMRI. We have proposed a model in which  systemic 
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hypoperfusion secondary to severe cardiovascular  disease 
leads to cerebrovascular hypoperfusion (Fig. 3.3). We 
predict that cerebrovascular hypoperfusion then leads 
to an altered BOLD response to cognitive challenges 
via two mechanisms. The first is a neural mechanism 
by which chronic hypoperfusion leads to neuronal dam-
age and dysfunction. This, in turn, results in cognitive 
impairment as observed by lower cognitive perfor-
mance and lower BOLD response to cognitive chal-
lenges. This is the typical model of coupled neural and 
hemodynamic response assumed when results of FMRI 
studies of patients are reported (top of Fig. 3.3). The 
second, alternative mechanism can be tested by mea-
suring how acute hemodynamic response is altered 
(BOLD reactivity and cerebrovascular hypoperfusion) 
independent of cognitive performance, or even cogni-
tive demands (bottom of Fig. 3.3). Central to the 
assumed vs. alternative distinction is the differentiation 
between chronic and acute effects of hypoperfusion, 
followed by the determination if normally excessive 
acute hemodynamic responses are sufficient to support 
neural demands. Thus, we expect significant decou-
pling of the normal task-related BOLD response among 
subsamples of cardiovascular disease patients that 
extends beyond the chronic effects of hypoperfusion on 
neuronal integrity. In this group, oxygen delivery is 
likely to decrease but remain sufficient for normal cog-
nitive function.

Investigation of this model requires multisequence 
MRI including functional ASL, BOLD FMRI, and 
consideration of structural impact of the disease via 
high-resolution FLAIR and T1 imaging. These sequences, 
when combined with targeted cognitive and physio-
logical challenges (e.g., hypercapnia) yield the neces-
sary information to calculate baseline  perfusion rates, 
BOLD and perfusion response to the challenges, oxy-
gen consumption rates, white and gray matter  structural 
integrity, and concurrent cognitive performance. While 
experimental design, data analysis and  integration of 

results pose substantial challenges, this invaluable set 
of information may be acquired in a single scanning 
session.

In sum, only two decades since its discovery, 
FMRI has become a firmly established and rapidly 
developing technique that continues to hold great 
potential to further contribute substantially to 
research in behavioral medicine and clinical neuro-
science. FMRI possesses unprecedented utility as a 
method to evaluate models of brain dysfunction, 
detect abnormalities, and assess outcomes. With an 
unprecedented balance of technical advantages, flex-
ibility, feasibility, and potential for multisequence 
imaging, clinical applications of FMRI are also 
likely to become more common in the near future. 
Multisequence imaging including BOLD and perfu-
sion MRI, and assessment of default network func-
tion in patient populations are particularly promising 
areas for clinical development. However, in addition 
to the standard MRI contraindications routinely used 
in clinical scanning (e.g., for MS and stroke), other 
complications may limit the development of clinical 
FMRI. Verification of the validity of BOLD studies 
among clinical populations is particularly important 
given the compromise of cerebrovasculature in some 
patients. Validation of this technique among clinical 
samples requires a better understanding the effects 
of aging on BOLD signal, basic clarification of the 
meaning of greater or less task-related signal 
 compared to healthy control participants, and better 
control for confounding differences in the relative 
baselines used in FMRI.
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Historically, the role of white matter in human cognition 
and behavior has received less attention than that of gray 
matter.1 It was not until the 1960s that Geschwind 
(1926–1984) firmly established the importance of white 
matter in supporting normal mental activity in his  classic 
work on disconnection syndromes.2-4 Since then, inter-
est in the role of white matter in cognition, emotion, and 
behavior has grown. By the late 1980s, magnetic reso-
nance imaging (MRI) was widely adopted for detecting 
brain disorders. The introduction of diffusion-tensor 
imaging (DTI) in the mid-1990s5-7 provided a new 
in vivo MRI tool for gaining unprecedented insight into 
the structure of white matter and its functional corre-
lates. DTI provides information about the structural 
coherence and topography of biological tissue based on 
measurement of the rate and direction of water diffu-
sion. DTI is particularly useful in fibrous tissue such as 
cerebral white matter or muscle where the linear arrange-
ment of cell structures constrains water to diffuse faster 
along the fibers than in other directions.

This chapter provides ia primer about DTI and its 
reviews application to behavioral medicine. Part I 
briefly reviews the physical underpinnings, data acqui-
sition schemes, and methods of visualizing and quanti-
fying DTI data. A full treatment of the relevant MRI 
physics and other technical topics is beyond the scope 
of this chapter, and readers are advised to consult the 

references for more detailed information. Part II 
reviews the literature on the use of DTI to study cere-
bral white matter in clinical conditions relevant to 
behavioral medicine.

Part I: Basic Concepts

Diffusion in the Brain

Diffusion is the naturally occurring physical process in 
which particles mix in the absence of bulk motion and 
under thermodynamic equilibrium.8 The phenomenon 
can be illustrated by placing a drop if ink in a large con-
tainer of water. The ink will gradually spread out about 
equally in all directions until eventually becoming 
evenly distributed within the container. Robert Brown’s 
report of the random motion of pollen particles under a 
microscope (i.e., Brownian motion) provides a frame-
work for describing the phenomenon of diffusion.9 It is 
now known that this movement of particles in water is 
caused by collisions from the constant random thermal 
movement of the water molecules.

The squared displacement 2x  of water molecules 
in three dimensions over a period of time t can be 
described by Einstein’s equation.10

  (4.1)

The constant D is the diffusion coefficient, which 
varies according to the properties of the diffusing mol-
ecules, the temperature, and the microstructural fea-
tures of the medium. It is the sensitivity of D to the 
microstructural environment of the medium that makes 
it a useful quantity for probing the structure of biological 
tissue.8,11.

2 6 .x Dt=
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Biological tissue contains membranes of cell  bodies, 
organelles, and other macromolecular structures that 
constrain the diffusion of water molecules.12,13 In free 
water, diffusion is isotropic. That is, the probabilistic 
displacement of a water molecule over a period of time 
is equal in all directions. Water diffusion in biological 
structures such as the ventricles of the brain is mainly 
unrestricted and, accordingly, is highly isotropic.. 
Diffusion is also largely isotropic in gray matter where 
cell bodies and organelles restrict diffusion in an orie-
ntationally nonspecific manner. White matter, consis-
ting of axons and their associated microtubules and 
myelin, has an orientationally specific arrangement 
resulting in anisotropic water diffusion. That is, diffu-
sion is faster along the direction of the axons than in 
other  directions1 (see Fig. 4.1).

Measuring Diffusion in the Brain

The extent to which water diffusion in the brain is 
isotropic or anisotropic and the direction of anisotro-
pic diffusion can be measured using MRI. The MRI 
method used for these measurements is based on a 
spin echo acquisition15 in which two brief magnetic 

field gradient pulses (diffusion-encoding gradient) 
are applied on either side of the 180° refocusing 
radiofrequency pulse of the spin echo sequence8 
(Fig. 4.2).

The first diffusion-encoding gradient pulse causes 
dephasing of proton (1H) spins. The gradient is turned 
off, and a brief interval transpires before the appli-
cation of a second diffusion-encoding gradient pulse. 
Protons bound to macromolecules such as proteins 
comprising cell membranes are stationary. Since 
dephasing is related to magnetic field strength and 
since the gradients are applied in opposite directions, 
the dephasing of these stationary protons caused by the 
first gradient is reversed by the second one. That is, 
these protons experience the same magnetic field 

Fig. 4.1 Schematic depiction of water diffusion in the brain in 
intra- and extracellular compartments. (Left) Isotropic diffusion 
of water is not orientationally specific. (Right) Directions of 

anisotropic diffusion depend on the microstructural  environment. 
Based on http://www.cim.mcgill.ca/~shape/projects/tractography/
tractography.html

Fig. 4.2 Schematic representation of the Stejskal-Tanner pulsed 
gradient spin echo  acquisition. The two diffusion-encoding 
 gradients (bottom line) in this example are of equal strength (G) 
and duration (d)

1 In cerebral white matter, diffusion is about four to seven times 
faster along axons than across due to the axonal membrane and 
microtubules and to myelin.12,14

http://www.cim.mcgill.ca/~shape/projects/tractography/tractography.html
http://www.cim.mcgill.ca/~shape/projects/tractography/tractography.html
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strength during both gradients because their physical 
location relative to the gradient has not changed. As a 
result, they regain their initial phase and there is no (or 
minimal) net signal loss compared to the signal present 
before the application of the diffusion-encoding gradi-
ents. The situation is different for protons bound in 
water molecules. These molecules and their dephased 
protons will diffuse to a new location during the inter-
val between the first and second diffusion-encoding 
gradient. As a result, they will likely experience a dif-
ferent magnetic field strength when the second gradi-
ent is applied. Therefore, unlike the stationary protons, 
these protons in water molecules will not regain their 
phase and, as a result, there will be signal loss in com-
parison to the signal prior to the application of the 
diffusion-encoding gradients2. Stated differently, vox-
els with displaced protons due to diffusion will show 
attenuated signal (S) after the application of diffusion 
gradients when compared with nondiffusion-weighted 
signals (S

0
) acquired at the same voxels. Voxels with 

greater diffusion will have greater signal attenuation 
than voxels with less diffusion. It has been shown that 
the degree of signal attenuation can be expressed as:

 − ∆− −= =
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The diffusion weighting factor b, sometimes referred 
to simply as the b-value or b-factor, depends on the 
strength of the diffusion-encoding gradient (G), its 
duration (d), the time interval between the gradient pair 
(D), and the gyromagnetic ratio (g). Given these known 
acquisition parameters, and the measured S and S

0
, the 

diffusion coefficient D can be computed.
This measurement scheme has long been utilized 

clinically in the form of diffusion-weighted imaging 
(DWI). Typically, diffusion-encoding gradients are 
applied in three orthogonal directions producing three 
corresponding diffusion-weighted images. A diffusion 
coefficient can then be computed separately for each 
image to reflect the diffusion magnitude along that 
direction in each voxel. This value is typically referred 
to as apparent diffusion coefficient (ADC), reflecting 
the fact that D is not directly measured. DWI has 
been widely used clinically in the detection of acute 

ischemia, which causes reduction in water diffu-
sion.17-19 This results in less signal attenuation on the 
diffusion-weighted images and a lower ADC, thus the 
ischemic region appears hyperintense on the diffusion-
weighted image and hypointense on the ADC image.20 3 
This makes it easy to detect acute ischemia even when 
conventional T2-weighted and T1-weighted conven-
tional images appear essentially normal (see Fig. 4.3).

In isotropic tissues, D can be represented by a sin-
gle value that is invariant regardless of applied gradi-
ent direction. However, in tissues where diffusion is 
orientationally specific, a scalar index of diffusion is 
inadequate for describing water diffusion within a 
voxel. This is because the diffusion-weighted signal is 
dependent on the correspondence between the direc-
tion of the applied gradient and the direction of water 
diffusion, such that signal is most attenuated when the 
gradient direction overlaps with the diffusion direc-
tion. DWI is thus of limited utility for accurately char-
acterizing anisotropic tissues such as white matter.

The Diffusion Tensor

DTI addresses this limitation by using a tensor model to 
describe water diffusion in three-dimensional space. A 
tensor is a mathematical construct used to represent multi-
directional vector forces such as strain and/or diffusion.21,22 
The diffusion tensor D is a 3 × 3 symmetric matrix.

  (4.3)

A minimum of six diffusion-weighted images with 
unique gradient-encoding directions, in nique  tensor 
parameters (D

xy
 = D

yx
, D

xz
 = D

zx
, D

yz
 = D

zy
).6

The diffusion tensor 4 for each imaging voxel can be 
decomposed into three orthogonal principal eigenvec-
tors e

1
, e

2
, and e

3
, ordered by the magnitudes of their 

.

xx xy xz

yx yy yz

zx zy zz

D D D

D D D D

D D D

 
 

=  
 
 

2 Diffusion occurs during the application of gradients as well.

3 Ischemia appears hyperintense on the DWI and hypointense on 
the ADC image during the acute phase of stroke. These signal 
characteristics gradually return to normal or near normal in the 
weeks and months following the injury. See Chap. 18.
4 The diffusion tensor is usually estimated using linear regression 
model based on log-transformed diffusion signals.6
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corresponding eigenvalues, i.e., l
1
 > l

2
 > l

3
. These 

quantities reflect the direction and magnitude of diffu-
sivity in the reference frame of the underlying biologi-
cal tissue, independent of the scanner axes. Thus, e

1
 

represents the dominant fiber direction (i.e., the one 
with the largest diffusion magnitude) in each voxel.

A diffusion tensor can be visualized by an ellipsoid 
where the axes are defined by the eigenvectors (Fig. 4.4). 
When diffusion is isotropic, that is, the magnitude of dif-
fusion is equal in all directions (l

1
 = l

2
 = l

3
), the diffusion 

ellipsoid is reduced to a sphere. Depending on the rela-
tive magnitudes of the three eigenvalues, anisotropic tis-
sues can yield a number of ellipsoid shapes (Fig. 4.5).

A notable limitation of the tensor model of water dif-
fusion should be considered in interpreting such data. 
DTI data are typically acquired at the scale of millime-
ters, whereas axon diameters are at the micron scale. 
Thus, each imaging voxel may contain a large number of 
axons. Since the diffusion tensor is computed using the 
signal from each voxel, the data represents the bulk diffusion 

characteristics of the whole voxel regardless of intravoxel 
tissue composition. Therefore, in brain regions contain-
ing multiple populations of crossing, merging, or diverg-
ing fibers (e.g., the internal capsule), the diffusion tensor 
may not provide an ideal repre sentation of diffusion 
characteristics. More advanced acquisition and computa-
tion schemes for diffusion-weighted MRI data have been 
proposed that take into consideration the contributions 
from multiple intravoxel tissue compartments.25 At this 
time, such techniques are typically limited by long acqui-
sition time and computational complexity, and have not 
been widely adopted in human studies.

Considerations for Acquisition of DTI Data

Some key factors to consider in DTI acquisitions include 
image resolution, the number of diffusion-encoding 
directions, selection of b-values, and the number of 

Fig. 4.3 (Left) An axial slice of a diffusion weighted image 
showing a large hyperintense region in the inferior temporal lobe 
due to ischemia acquired about 35 minutes after symptom onset. 

(Right) The same slice on an ADC map showing the same region 
as hypointense. (http://emedicine.medscape.com/article/1155506-
diagnosis)

Fig. 4.4 Schematic 
representation of white matter 
fibers (left) and a diffusion 
ellipsoid showing the 
probabilistic displacement of 
a water molecule diffusing in 
the fiber environment. The 
direction of the orientation of 
greatest diffusion is assumed 
to be parallel to the fiber 
orientation23

http://emedicine.medscape.com/article/1155506-diagnosis
http://emedicine.medscape.com/article/1155506-diagnosis
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repeated acquisitions (i.e., the number of times diffusion 
is measured in each direction). These factorss are 
weighed against several constraints including the hard-
ware limitations of the MRI scanner, the total scanning 
time, and signal-to-noise ratio (SNR) of the acquired 
images. SNR increase can be achieved by repeated 
acquisitions of both diffusion-weighted and non-weighted 
images (i.e., the images acquired with b = 0). However, 
this requires longer scan duration, which increases sub-
ject burden, risk of subject movement, and scan cost.

Increasing the resolution of the acquired image (i.e., 
smaller voxel dimensions) permits more spatially 
detailed analysis of white matter coherence but often 
results in decreased SNR. An optimal tradeoff between 
image resolution and SNR is determined based on the 
purpose of the DTI acquisition.

Increasing the number of diffusion-encoding direc-
tions improves the estimates of the diffusion-tensor 
parameters at the cost of scan time. Jones26 showed that 
the benefit of additional directions diminishes at around 
30 directions, although incrementally greater precision 
in characterizing white matter can still be obtained with 
more directions.

Higher b-values improve sensitivity to diffusion 
but require longer echo times. This has the effect of 
both increasing transverse relaxation thereby reduc-
ing SNR and increasing acquisition time. According 
to Jones,16 b-values in the range of 900–1,200 s/mm2 
are generally optimal for most applications. Acquiring 
the data using multiple non-zero b-values also 
improves diffusion measurement.27 Optimization of 
DTI data acquisition is an active area of investigation 
and depends on factors such as the magnetic field 
strength of the scanner and gradient performance as 
well as the intended usages of the data.28 For example, 
DTI tractography (described below) typically benefits 

from smaller isotropic voxels acquired with greater 
number of gradient directions.29 Readers interested in 
more thorough treatment of these and other issues 
related to DTI data acquisition are referred to recent 
reviews by Pipe30 and Mukherjee et al.28

Utilization of DTI Data

There are two broad methods for utilizing the tensor 
information obtained from DTI. Scalar metrics can be 
derived from the tensor eigenvalues to reflect the 
degree of diffusivity and isotropy within each voxel. In 
addition, three-dimensional tractography models can 
be created based on the dominant fiber direction (e

1
) to 

represent white matter tract topology.

Scalar Metrics

Scalar metrics are calculated for each voxel based on 
the eigenvalues of the diffusion tensor. These metrics 
can be parsed into two broad groups: diffusivity met-
rics and anisotropy metrics. A widely reported diffu-
sivity metric is mean diffusivity (MD), which is the 
average of the three eigenvalues, and represents the 
average magnitude of water diffusion in a voxel.13 MD 
can also be computed from the trace (i.e., sum of the 
diagonal elements) of the tensor matrix, another com-
monly used metric of diffusivity.

  (4.5)

Other commonly reported diffusivity metrics 
include axial diffusivity (AD, also referred to as 

1 2 3 Trace
MD .

3 3 3
xx yy zzD D Dλ λ λ + ++ +
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Fig. 4.5 Diffusion tensors depicted as ellipsoids with various relative magnitudes of their eigenvalues (adapted from Malloy et al.24)
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 parallel diffusivity), which corresponds to the direc-
tion with the highest rate of diffusion (AD = l

1
) and is 

typically considered to be a marker of axon integrity.31 
Radial diffusivity (RD) is a complementary metric that 
characterizes diffusion along the two minor axes 
(RD = (l

2
 + l

3
)/2) and is often interpreted as a marker 

of myelin integrity.
Perhaps the most widely used scalar metric for 

quantifying anisotropic diffusion is fractional anisot-
ropy (FA), which represents the variance of the three 
eigenvalues normalized for the overall magnitude of 
diffusion in each voxel.13 FA ranges from 0 for perfect 
isotropy to 1 for perfect anisotropy.

  (4.6)

A related metric, relative anisotropy (RA), is the 
ratio of isotropic to anisotropic diffusion.21 Like FA, RA 
also increases from 0 to 1 with increasing anisotropy.
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Diffusivity and anisotropy metrics differ in terms of 
consistency across different white matter regions. In a 
sample of eight healthy young adults, Pierpaoli et al33 
found that diffusivity was relatively consistent across 
regions of interest in the pyramidal tract, optic radia-
tion, splenium of corpus callosum, centrum semiovale, 
and other white matter regions (Trace » 2.1 × 10−3 mm2/s). 
In contrast, the degrees of anisotropy across these (“the 
same” sound like homogeneity within each region) 
regions were far more variable, likely attributable to 
differences in the directional coherence of white 
matter.

Understanding the biological underpinnings of white 
matter diffusion anisotropy is critically important for 
interpreting the results of DTI studies. It has been 
shown that axonal membranes provide the primary 
contribution to diffusion anisotropy. Myelin makes a 
secondary contribution, whereas neurofilaments, micro-
tubules, and fast axonal transport make limited contri-
butions to diffusion anisotropy.(REF 32).32

Diffusivity measures (e.g., MD, AD, and RD) pro-
vide additional information about the underlying 

microstructural environment than FA or RA in isola-
tion. In many pathological conditions, decreased struc-
tural integrity of cerebral white matter is characterized 
by increased diffusivity and decreased anisotropy. 
However, this might not always be the case. For example, 
cerebral edema has been shown to be related to both 
increases and decreases in FA.34 Decreased FA could 
reflect either decreased diffusion along the primary 
axis (i.e., along the axons) or increased diffusion along 
the secondary or tertiary axes (i.e., perpendicular to the 
axons).32 Such differences in diffusion changes along 
the parallel or secondary and tertiary axes could reflect 
different underlying pathological processes, for exam-
ple, axon loss vs. demyelination. Accordingly, optimal 
interpretation of DTI data requires examining measures 
of anisotropy and diffusivity in all axes as reflected by 
the individual eigenvalues from the diffusion tensor.

Visualizing Scalar DTI Metrics

Scalar metrics can be visualized as grayscale maps, in 
which provide image contrast images based on the sca-
lar value. For example, brighter regions on MD maps 
reflect higher MD values, and brighter areas on FA 
maps reflect higher FA values, and so on for other sca-
lar values. This can be helpful in distinguishing 
between tissue types or brain regions based on these 
characteristics (Fig. 4.6). For example, the ventricles 
typically exhibit high diffusivity relative to gray or 
white matter and appear bright on an MD map. 
Similarly, large cohesive fiber bundles such as the cor-
pus callosum typically exhibit high anisotropy, and 
appear brighter on an FA map than smaller and less 
cohesive fibers such as those in the corona radiata.

To enhance the utility of these scalar maps, direc-
tional information from the diffusion tensor can be 
embedded to indicate the primary diffusion direction 
in each voxel. This is shown in the rightmost image in 
Fig. 4.6, in which the colors represent the direction of 
the principal eigenvector (e

1
), with red corresponding 

to the left–right axis, green to the anterior–posterior 
axis, and blue to the superior–inferior axis. The color 
hues are modulated by the angular distance between e

1
 

and these axes, and the intensities are modulated by 
FA.35 Note the predominance of red voxels in the 
corpus callosum, is comprised of left-right oriented 
contains commissural fibers.
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An alternative to scalar metric maps for visualizing 
DTI data is to create image maps of the the diffusion 
ellipsoid to each image voxel in order to directly visu-
alize both the direction and magnitude of diffusion in 
all three axes (Fig. 4.7).

Tractography

DTI tractography is a general term that can be applied 
to any method that computes three-dimensional models 
of white matter pathways based on directional infor-
mation obtained from the diffusion tensor. Tractography 
models provide information about the topography of 
cerebral white matter, including the shape and trajec-
tory of white matter tracts. Such models have been 
shown to bear a close resemblance to known white 

matter structure, although. Currently, there is no 
widely accepted gold standard method for validating 
the anatomic accuracy of tractography models.36 One 
study37 showed very good correspondence between 
streamline tractography models of healthy controls 
and postmortem dissection of a  different set of brains 
in select tracts including occ ipitofrontal, temporopari-
etal, and temporo-occipital connections. Also, high 
correspondence among tractography results, histology, 
and MR-visible tracers have been obtained in porcine 
brain, at least in major pathways.38

A variety of computational algorithms have been 
developed for generating tractography models. Our 
focus here will be on the widely-used diffusion tensor-
based streamline method. We will also provide a brief 
overview of a more recent probabilistic tractography 
method.

Fig. 4.6 A single axial slice showing maps of MD (left) and FA (middle) and a color-coded map of the principal diffusion direction 
(e

1
) modulated by FA (right)

Fig. 4.7 (Left) FA-modulated 
principal diffusion direction 
map. (Right) Expanded view 
showing tensor ellipsoids in 
the genu of the corpus 
callosum
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Streamline Methods

Streamline methods39-43 involve propagating three-
dimensional space curves (or streamlines) from a seed 
point through the tensor field such that the curve follows 
the orientation of the principle eigenvector across  voxels43 
(Fig. 4.8). The propagation terminates when prespecified 
thresholds are met for minimum anisotropy (typically 
around FA of 0.2) and maximum curvature (typically 
90° or greater). The minimum anisotropy threshold lim-
its the likelihood of streamlines being propagated into 
regions that are less likely to be white matter. Curvature 
thresholds limit the likelihood of a streamline taking an 
abrupt high angle turn. Such turns are more likely to 
reflect fiber-tracking errors rather than true underlying 
white matter structure. Figure 4.8 shows a three-dimen-
sional reconstruction of a whole-brain streamline trac-
tography model generated using an algorithm described 
in Correia et al.49

Probabilistic Tractography

In traditional streamline algorithms, the direction of 
fiber tract propagation is driven solely by the direction 
of the principal eigenvector. This does not take into 
consideration the degree of uncertainty involved in ten-
sor estimation. Probabilistic tractography provides a 
framework to integrate this uncertainty into the fiber 
tract streamlining process.44 Rather than setting prede-

termined cutoffs for stopping a streamline in regions of 
high uncertainty (e.g., regions of low anisotropy due to 
fiber crossings), probabilistic tractography incorporates 
uncertainty into the fiber tract streamlining process.44 
That is, it tries to answer the question of how much 
confidence one can have in a given dataset that a path 
originating at a specified seed point passes through a 
particular region. Probabilistic tractography estimates 
uncertainty in the data based on prior information and 
assumptions about the data (e.g., a characteristics of 
parameters thought to represent the underlying fiber 
structure) in combination with some assumption about 
the noise distribution in the data. These assumptions 
are then used to generate probability distributions of the 
diffusion parameters of interest including the primary 
diffusion direction. These probability distributions are 
then used to estimate the likelihood of connectivity 
between brain regions. This general model has been 
extended to address multiple intravoxel tissue compart-
ments (e.g., crossing fibers in multiple directions) by 
estimating additional parameters that reflect the relative 
contributions of the individual compartments to the 
measured diffusion-weighted signal.45

Quantitative Analysis of DTI Data

A key advantage of DTI is its sensitivity to white matter 
change that is too subtle to be detected by conventional 
MRI techniques such as T2-weighted images.46 However, 
in many situations, these changes are apparent only  
after quantitative analysis, as they are not obvious on 
visual inspection of scalar metric maps or tractography 
models.5 Some of the more commonly used quantitative 
analytical approaches are outlined below.

Region of Interest Approach

The region of interest (ROI) approach involves seg-
mentation of specific brain regions under investiga-
tion for quantitative analysis. DTI metrics such as FA 
and MD can then be extracted to reflect diffusion 

5 In certain applications, tractography models may provide  useful 
qualitative information that is apparent on visual inspection, 
such as deflection in the normal trajectory of fiber pathways due 
to a space occupying lesion, developmental anomalies, subcorti-
cal ischemic vascular disease, and other processes.

Fig. 4.8 A whole-brain streamline tractography model overlaid 
on a sagittal slice of non-diffusion weighted (b = 0) image
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characteristics within the segmented regions. ROI is 
appropriate when there is an a priori hypothesis per-
taining to particular white matter pathways or regions. 
ROI approaches provide a high degree of control over 
the region being measured. The method can be per-
formed with minimal initial data manipulation such as 
spatial registration, which can be computationally 
intensive and may produce errors. However, the ROI 
approach, when implemented manually, suffers from 
a number of limitations. Reliable implementation can 
be time-consuming and requires trained raters with 
good knowledge of brain anatomy. Establishing high 
inter-rater and intrarater reliability can be challenging 
and raters can be subject to bias. Moreover, error may 
result from inadvertent inclusion of unwanted voxels 
in the ROI (i.e., partial volume effect). Thoughtfully 
developed criteria that clearly and replicably define 
region placement, the use of ROI exemplar images 
showing the placement of the region, frequent checks 
for rater drift, and careful blinding can minimize these 
problems (Fig. 4.9).

Voxel-Based Morphometry

In contrast to the ROI approach, voxel-based morphom-
etry (VBM)47 permits voxelwise examination of the 
whole-brain volume without regionally specific a priori 
hypotheses. VBM is a collection of mostly automated 

image processing and statistical analysis methods. The 
typical steps include registration of all images to a 
common template, and spatial smoothing (i.e., deliber-
ate blurring) of the data to remove high spatial fre-
quency information that may compromise the analysis. 
In addition, VBM often involves a segmentation step 
that produces maps of gray matter, white matter, and 
CSF that can be used for separate analyses of these tis-
sue classes. The spatial alignment permits between-
subject data analysis on a voxel-by-voxel basis. A 
hypothetical example involving comparison of whole 
brain FA between a group of 30 patients and 30 con-
trols can help illustrate the general principle for readers 
unfamiliar with this approach. In this example, after 
spatial alignment to a common template, 60 FA values 
(one for each subject) are mapped on to each image 
voxel of the template . This spatial correspondence 
permits each voxel in one group to be compared with 
the same voxel in the other group. Statistical analyses 
in VBM can involve group comparisons or correlation 
between voxels and some continuous cognitive or 
behavioral measure on a voxel-by-voxel basis. 

As in other voxel-wise techniques, statistical analysis 
of VBM results is complicated by Type I error inflation 
due to multiple comparisons. A number of statistical 
approaches, such as Gaussian random field theory, 
have been proposed to address such issue.

A strength of using VBM for DTI data analysis 
include its consideration of all voxels in the dataset, 
which allows examination of the whole brain without a 
priori hypotheses regarding specific white matter 
regions. In addition, the approach is largely automated, 
which reduces errors related to rater reliability. 
Drawbacks of VBM include its reliance on a high 
degree of accuracy in spatial registration between brain 
volumes, which usually require computationally inten-
sive non-linear transformations. Relatively minor com-
promise in registration accuracy can lead to incorrect 
results. In addition, the extent of spatial smoothing can 
strongly affect the conclusions of the analysis, and 
there is no clear consensus on the optimal amount of 
smoothing.48

Quantitative Tractography

A variety of methods have been developed to quantify 
the coherence of white matter pathways using both 
the geometric information of the generated tractography 

Fig. 4.9 A three-dimensional reconstruction of ROIs in the 
bilateral anterior and posterior internal capsules drawn on four 
consecutive axial slices
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model and the scalar metrics within the tracts. The 
most commonly used approaches to generating trac-
tography models include those that produce a whole-
brain model which can be segmented for tracts of 
interest (TOI) and those that produce TOI based on 
regional seed points (e.g., from a cortical region to a 
subcortical nuclei). Like ROI approaches, quantitative 
tractography is generally used to test a priori hypoth-
eses pertaining to a particularly white matter pathway. 
Scalar diffusion metrics can be extracted from voxels 
within the TOI to characterize its diffusion characteris-
tics. In addition, geometric measures such as the den-
sity or length of fibers have been shown to be sensitive 
to white matter changes (e.g., Correia et al49).

Quantitative tractography permits selection of white 
matter pathways, which in many cases is impossible 
with scalar metric maps, particularly for pathways 
with complex trajectories such as the superior longitu-
dinal fasciculus. Disadvantages of quantitative tractog-
raphy include the need for highly trained raters for 
manual TOI selection and the challenges of establish-
ing intra-rater and inter-rater reliability and minimiz-
ing rater bias. Also, generating tractography models 
can be computationally expensive, and segmentation 
of tracts can be time-consuming. Small pathways are 
prone to errors in tract generation and may be difficult 
to locate. In addition, even some large pathways, such 
as the superior longitudinal fasciculus can be very dif-
ficult to accurately segment and there is no consensus 
gold standard for judging accuracy. TOI selection is 
also vulnerable to error due to partial volume effects 
(i.e., inclusion of incorrect fibers).

Tract-Based Spatial Statistics

Tract-based spatial statistics (TBSS) allows a voxel-
wise examination of large white matter tracts in the 
whole brain.48 This approach operates on the assump-
tions that maximum FA is found at the center of white 
matter tracts and that a three-dimensional skeleton 
model can be reliably generated from these FA values 
in large tracts. The procedure involves non-linear regis-
trations of FA volumes between subjects, which are 
then averaged and used to generate the three-dimen-
sional skeleton. Imperfect registration is accounted for 
in individual brains by a spatial search algorithm to 
map FA values onto the skeleton. A similar mapping 
can be applied to other DTI metrics such as MD. The 
procedures yield DTI indices mapped onto skeletons 

that are geometrically identical between subjects, which 
allow direct voxelwise analysis without the need for 
additional spatial registration. Due to the lack of spatial 
smoothing and the non-linear data transformation, non-
parametric statistical approaches to address multiple 
comparisons (e.g., permutation-based approaches with 
cluster thresholding) are generally used (Fig. 4.10).

Imaging Artifacts

Diffusion-weighted images suffer from a number of 
potential imaging artifacts. See Jones16 for more exten-
sive treatment of these issues.

Subject Motion

Movement during image acquisition can cause ghost-
ing artifacts and inaccurate anatomic location of the 
signal.51 Moreover, such movement causes the tissue 
to move relative to the prescribed diffusion-encoding 
 gradient, thereby exposing it to a different gradient 
strength, which, in turn, can result in errors in mea-
sured diffusion. Several approaches have been used to 
minimize head motion during scanning such as plac-
ing a strap across the forehead and filling the space 
around the head with padding or other comfortable 
material. Physiological motion due to cardiac pulsa-
tion and eye movements can be minimized by rapid 
data acquisition or by timing the acquisition to the 
participant’s heart rate (i.e., cardiac gating). Post-scan 
corrections for head movement can be accomplished 
using rigid-body adjustments of the brain image.

Eddy Currents

The rapidly switching and relatively long-duration 
magnetic field gradients used in DTI acquisition inter-
act with electrically conductive components of the 
scanner to produce unintended slowly decaying mag-
netic fields.16,52 These unwanted magnetic fields alter 
the prescribed diffusion-encoding gradients, which 
can lead to errors in measured diffusion and geometric 
distortions in the diffusion-weighted images.53-55 
Eddy current artifact typically manifests as a rim of 
high intensity at the edges of the brain (i.e., cortical 
gray matter rim) on FA images. Several methods have 



594 Diffusion-Tensor Imaging and Behavioral Medicine

been proposed for controlling eddy current effects dur-
ing signal acquisition such as the use of bipolar diffu-
sion gradients on either side of the 180° refocusing 
pulse53 and adding a second refocusing pulse to the 
spin echo sequence.56 Post-processing methods are 
numerous and include rigid body or affine registration 
of the diffusion-weighted images to the nonweighted 
image, use of a model of the eddy currents collected 
separately to correct for distortions,57 and various 
methods for image alignment and distortion model-
ing.54,55,58,59 More sophisticated corrections take into 
account the temporal evolution of eddy currents and 
subject motion over the course of data acquisition.60,61

Magnetic Susceptibility Artifacts

Tissue and air have different susceptibility to magneti-
zation. These differences can produce unintended local 
magnetic field gradients at tissue–air boundaries, 
which can cause severe degradation of the diffusion 
signal and geometric distortion.16,51 Methods to mini-
mize magnetic susceptibility artifacts include changes 
to the acquisition scheme (e.g., parallel imaging62-65 
and post-hoc corrections58,60,66).

Image Noise

External noise, including radio frequency and electri-
cal interference, can cause a wide range of imaging 
errors.51,67 Approaches to minimizing the effects of 
noise include repeated acquisitions, increasing the 
number of diffusion-encoding directions,51 constrain-
ing the tensor estimation algorithm to produce only 
non-negative principal diffusivities, smoothing the 
diffusion-weighted images prior to tensor fitting,68-71 
and post hoc statistical adjustments.

Part II: Clinical Application

The number of published DTI studies has blossomed 
over the past 10 years. An online search of the phrase 
“diffusion tensor imaging” on PubMed yields 19 arti-
cles published in 1998, compared with 689 published 
in 2008. The breadth of patient populations studied 
with DTI has increased across the lifespan from infancy 
to old age and in the variety of clinical populations 
including numerous neurological and psychiatric dis-
orders. The sensitivity of DTI to subtle white matter 

Fig. 4.10 Sample consecutive 5-mm slices showing voxels 
with significant difference in MD (blue) between two subject 

groups, overlaid on white matter tract skeleton (green), and 
average FA image (grayscale) used to generate the skeleton50
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changes that fall below the threshold of detection on 
conventional MRI makes it relevant to behavioral 
medicine. However, the number of studies in this area 
is relatively small in comparison with other popula-
tions. Many of these behavioral health conditions such 
as hypertension, alcohol and substance abuse, diabetes 
mellitus, and human immunodeficiency virus infection 
have potential direct or indirect effects on cerebral 
white matter that may impact cognitive and behavioral 
function. This section provides a review of the recent 
DTI literature in some of these conditions.

Hypertension

Hypertension is a major public health concern affecting at 
least 65 million Americans.72 Behavioral interventions – 
including adherence to healthy diets, exercise regimens, 
and compliance with pharmacological treatments – can 
be implemented to prevent and control hypertension. 
Among the elderly, hypertension is the second strongest 
risk factor after age for subcortical hyperintense white 
matter lesions (WML) on T2-weighted images.73 These 
WML are thought to represent incomplete infarction due 
to hypoperfusion.74 These lesions give rise to a partial dis-
connection syndrome that contributes to cognitive decline 
particularly in speed of mental processing and certain 
aspects of executive function.75

DTI has been shown to provide greater sensitivity 
to subtle hypertensive white matter injury than tradi-
tional T2-weighted images,76 making it a potentially 
useful modality for detecting the early effects of hyper-
tension. O’Sullivan et al77 demonstrated that subtle 
changes in white matter even in regions that appear 
normal on T2-weighted images can have cognitive 
effects in patients with hypertension. They used DTI to 
examine the effect of white matter coherence on cogni-
tion in 36 patients with hypertension and WML on 
T2-weighted images and in 19 healthy controls. 
Increased MD was found both within lesions and in 
normal-appearing white matter. In addition, increased 
MD in normal-appearing white matter was related to 
lower full scale IQ and lower performance on mea-
sures of executive function.

A clear relationship between systolic blood pressure 
and white matter coherence was demonstrated by 
Maclullich et al.78 These researchers found that systolic 
blood pressure was positively correlated with MD in 

ROIs in the frontal, occipital, parietal, and temporal 
white matter and in the center of the genu and splenium 
of the corpus callosum. MD was also correlated with dia-
stolic blood pressure in the genu of the corpus callosum. 
There is evidence that treatment for hypertension moder-
ates its impact on white matter function. Hannesdottir 
et al79 examined 40 patients with medically treated hyper-
tension, 10 patients with untreated hypertension, and 30 
normotensive controls. Untreated hypertensive subjects 
exhibited positive correlations between MD and perfor-
mances on tests of executive functioning and attention, 
but no significant correlations were not found in the nor-
motensive or treated hypertensive groups.

These hypertensive white matter changes have been 
shown to be associated with changes in brain metabo-
lism. For example, Nitkunan et al80 examined 29 indi-
viduals with cerebral small vessel disease (SVD) with 
evidence of lacunar stroke, 63 individuals with hyper-
tension without stroke, and 42 normotensive controls. 
DTI and magnetic resonance spectroscopy (MRS) data 
were collected in an ROI in the centrum semiovale. 
SVD patients exhibited a significant correlation between 
increased MD and decreased N-acetylaspartate (NAA), 
a marker of axonal damage. This association was also 
present in the hypertensive group, but the magnitude of 
correlation was not significantly different from that of 
the control group.

Taken together, these studies indicate that hyperten-
sion has an adverse impact on cerebral white matter 
that is detectable using DTI and that the white matter 
changes correlate with cognitive function and a marker 
of neuronal integrity. There is also evidence that ade-
quate treatment for hypertension moderates its impact 
on white matter. Thus, there appears to be a role for 
DTI in quantifying the early effects of hypertension on 
the brain, which may be potentially useful as an out-
come measure of the impact of pharmacological and 
behavioral interventions for hypertension on cerebral 
white matter integrity.

Diabetes and Metabolic Syndrome

Diabetes and metabolic syndrome also present major 
public health concerns. An estimated 23.6 million 
Americans have diabetes81 and an estimated 47 million 
have metabolic syndrome.82 Behavioral interventions 
can play a major role in preventing and managing these 
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conditions. Diabetes is a risk factor for WML83 possi-
bly due to its impact on microvascular endothelium.84 
Some studies have demonstrated an association 
between diabetes (mostly type 2) and WML,85 while 
others have failed to find the association.73,86 Limited 
sensitivity of T2-weighted imaging to subtle white 
matter changes may help explain these inconsisten-
cies, which underscores the potental role of DT for 
assessing white matter integrity in diabetes and meta-
bolic syndrome I.

Type 1 diabetes can provide a model for under-
standing the impact of type 2 diabetes on white matter 
and is itself a focus of behavioral medicine in terms of 
promoting treatment compliance. Kodl et al87 used 
TBSS to examine major white matter tracts via TBSS 
in 25 individuals with extensive histories of type 1 dia-
betes and 25 controls. Diabetic subjects exhibited 
lower reduced FA in the posterior corona radiata and 
the optic radiation. Reduced FA also correlated with 
poorer performance on the copy portion of the Rey–
Osterreith Complex Figure Drawing Test and the 
Grooved Pegboard Test, and with the duration of dia-
betes and increased hemoglobin A1C level. These 
effects appear to extend to type 2 diabetes. Yau et al88 
conducted a study of 24 individuals with type 2 diabe-
tes and 17 controls. They reported diffuse FA and MD 
abnormalities in diabetic subjects, predominantly in 
the frontal and temporal white matter. Reduced FA in 
the temporal stem was related to decreased perfor-
mance on a test of emotional memory Segura et al89 
used a voxelwise analysis of DTI to examine white 
matter coherence in 19 patients with metabolic syn-
drome and 19 age-matched controls. Patients with 
metabolic syndrome showed an anterior–posterior pat-
tern of deterioration in white matter, reflected by 
decreased FA and increased MD. As with hyperten-
sion, these studies highlight the potential of DTI as a 
marker of early white matter injury in patients with 
diabetes and metabolic syndrome. To date, however, 
no studies have used DTI to examine the impact of 
treatment of these conditions.

Alcohol Abuse

It has long been known that long-term heavy alcohol 
exposure is associated with the degradation of white 
matter (Pfefferbaum 2000). Moreover, there is a clear 

role for behavioral interventions in alcohol-use disor-
ders. Several studies have demonstrated the utility of 
DTI for investigating these changes. Using TBSS and 
probabilistic tractography, Yeh et al90 examined 11 
recovering alcoholics during their first week of absti-
nence and 10 light-drinking controls. Relat ive to the 
controls, the recovering alcoholics showed decreased 
FA and increased MD in the  cortico-striatal and limbic 
pathways and in frontal white matter. Diffusion abnor-
malities were also found in commissural fibers and 
were associated with greater drinking severity. 
Decreased FA in frontal and limbic fiber tracts was 
associated with lower visuospatial memory perfor-
mance. This study by Yeh et al aligns with several 
studies published by Sullivan and colleagues showing 
a negative impact of alcohol abuse on white matter 
coherence using DTI.91-94 In a recent study, Pfefferbaum 
et al95 utilized quantitative fiber tracking to examine 87 
alcoholics and 88 controls. Decreased FA and increased 
RD were found in alcoholic subjects primarily in the 
frontal forceps, internal and external capsules, fornix, 
superior cingulate bundle, and superior longitudinal 
fasciculus. Posterior and inferior bundles were rela-
tively spared. In men, but not women, lifetime  alcohol 
consumption was associated with adverse changes in 
DTI indices in a number of brain regions examined. 
However, as a group, men showed greater lifetime 
alcohol exposure than women. In a second analysis 
with a subgroup of men who were matched to the 
women for lifetime alcohol exposure, women showed 
more DTI evidence of white matter degradation in sev-
eral fiber bundles, suggesting that women may have 
greater vulnerability to the adverse effects of alcohol 
on white matter. Among all alcoholics, poorer perfor-
mance on speeded tests correlated with DTI markers 
of regional white matter degradation.

Nicotine and Substance Use

Nicotine addiction and substance abuse have major 
impacts on public health. These conditions are clearly 
excellent targets for behavioral interventions. Paul 
et al96 examined ten chronic smokers and ten nonsmokers. 
Compared with nonsmokers, chronic smokers actually 
exhibited significantly increased FA in the corpus cal-
losum as a whole although this effect approached, but 
did not reach significance in the splenium. In addition, 
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subjects with lower cigarette use exhibited signifi-
cantly increased FA in the body of the corpus callosum 
compared with subjects with higher cigarette use and 
nonsmokers. This latter  finding is counterintuitive as it 
suggests that low cigarette use is actually associated 
with improved coherence of white matter in the corpus 
callosum. The authors speculate that this effect could 
potentially be related to neurogenic properties of nico-
tine possibly in combination with an interaction 
between severity of cigarette use and age of onset of 
smoking.

White matter abnormalities have been found in 
structural MRI and MRS in methamphetamine 
(METH) abusers.97-99 A number of studies have exam-
ined METH-related brain changes using DTI. In a 
study of 30 adult METH users and 30 control subjects, 
Alicata et al100 found that METH users exhibited 
decreased FA in right frontal white matter and 
increased MD in left caudate and bilateral putamen. 
Increased MD in the left putamen was associated with 
earlier initiation of METH use, greater daily amounts, 
and a higher cumulative lifetime dose. Increased MD 
in the right putamen was associated with greater daily 
amounts and a higher cumulative lifetime dose. Salo 
et al101 examined 37 abstinent METH abusers and 17 
controls. METH users, but not control subjects, exhib-
ited significant correlations between FA in the genu of 
the corpus callosum and performance on measures of 
cognitive control. Kim et al102 found decreased FA in 
the genu of the corpus callosum in 11 abstinent METH 
abusers compared with 13 controls.

Cocaine abuse has also been shown to have an adverse 
impact of cerebral white matter.103 In a study of 21 indi-
viduals with chronic cocaine dependence and 21 controls, 
Lim et al104 found that cocaine users exhibited decreased 
FA in the inferior frontal white matter that was associated 
with the duration of cocaine abuse. The FA changes were 
not found in other brain regions. This result extends a pre-
vious finding of decreased FA in the same region in 
cocaine abusers.105 Ma et al106 examined 19 individuals 
with cocaine dependence and 18 controls. Cocaine users 
exhibited changes in subregions of the corpus callosum 
including decreased FA, increased RD, and increased 
MD in the isthmus; increased RD and MD in the rostral 
body; and decreased FA in the splenium. Moeller et al107 
showed that cocaine abusers have reduced FA in the genu 
and rostral body of the corpus callosum. These changes 
were significantly correlated with a measure of impulse 
control and target discrimination, which provides support 

for the hypothesis that decreased inhibitory control in 
cocaine abusers is related to degradation of frontal regula-
tory systems. Romero et al108 found a similar impact of 
cocaine use on frontal white matter including reduced FA 
in the anterior cingulate white matter.

Heroin abuse can result in the development of 
spongiform encephalopathy particularly after inhaled 
use.109 One study used DTI to examine white matter 
change in 16 heroin-dependent individuals and 16 
 controls using a voxelwise approach.110 Reduced FA 
related to heroin use was found in the bilateral frontal 
subgyral regions, right precentral gyrus, and left cin-
gulate gyrus. FA in the right frontal subgyral was nega-
tively correlated with the duration of heroin use.

Across these DTI studies of methamphetamine, 
cocaine, and heroin, there is general evidence for 
greater involvement of frontal white matter circuits 
than more posterior regions. Results such as these 
highlight the ability of DTI to detect white matter 
changes that have implications for real-world cogni-
tive and behavioral function.

HIV Infection

More than one million individuals are living with HIV/
AIDS in the USA. HIV infection is frequently accom-
panied by cognitive deficits, which in some cases can 
progress to HIV-associated dementia, a debilitating 
condition involving severe cognitive and functional 
impairment.111 Behavioral interventions can play major 
roles both in preventing the infection such as education 
regarding HIV transmission and in disease manage-
ment such as interventions aimed at promoting medi-
cation adherence, promoting behavioral health and 
healthy immune system, and preventing coinfections 
such as pneumonia and hepatitis.

HIV-related white matter abnormalities have been 
reported in numerous structural MRI studies, magnetic 
resonance spectroscopystudies, and postmortem studies. 
DTI provides a method for obtaining more information 
regarding HIV-related white matter changes.112 
Gongvatana et al50 examined major white matter tracts 
using TBSS in 39 HIV-infected individuals and 25 
seronegative controls. HIV-infected subjects as a whole 
exhibited abnormal white matter in the internal capsule, 
inferior longitudinal fasciculus, and optic radiation, 
while subjects with AIDS exhibited more widespread 
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damage, including in the internal capsule and the cor-
pus callosum. Cognitive impairment in the HIV-
infected group was related to white matter injury in the 
internal capsule, corpus callosum, and superior longi-
tudinal fasciculus. Pfefferbaum et al95 used quantita-
tive fiber tracking to examine 42 HIV-infected 
individuals and 88 seronegative controls. HIV-infected 
subjects exhibited increased AD in the internal and 
external capsules, superior cingulate bundles, and pos-
terior sectors of the corpus callosum, while subjects 
with AIDS exhibited more extensively increased AD 
in posterior callosal sectors, fornix, and superior cin-
gulate bundle. HIV-infected subjects, patients not on 
antiretroviral treatment, exhibited higher RD in the 
occipital forceps, inferior cingulate bundle, and supe-
rior longitudinal fasciculus.

Part III: Conclusion

DTI is a relatively novel and rapidly developing MRI 
technique that provides indirect information about the 
microstructural coherence of biological tissue based 
on measurement of water diffusion in three dimen-
sions. The most common measures derived from DTI 
are the scalar indices of water diffusivity and diffusion 
anisotropy, which remain useful especially in examining 
white matter changes that are not easily detected using 
other neuroimaging modalities. A more advanced 
application of DTI involves using directional informa-
tion from the diffusion tensor to estimate the primary 
direction of water diffusion in each imaging voxel. The 
brain tractography model derived from such informa-
tion is the only currently available tool for in vivo 
examination of structural brain connectivity.

Optimal acquisition and utilization of DTI data poses 
a number of technical challenges, including the various 
potential imaging artifacts, the intrinsically low level of 
acquired signal relative to noise, and the computation 
complexity involved in deriving clinically meaningful 
information from the data. However, through careful 
planning and fine-tuning of image acquisition proce-
dures, excellent image quality can be obtained from a 
relatively brief scanning session. In addition, a number 
of user-friendly computation tools for DTI data have 
become available, many of them cab be found on the 
internet at no cost. The availability of these tools has 
resulted in the rapid increase in the application of DTI in 

various clinical populations. These investigations have 
demonstrated the utility of DTI in behavioral health 
conditions, both in its role as a potentially more sensi-
tive measure of white matter change and in its ability to 
provide information regarding in  vivo brain structural 
connectivity not obtainable by other means. It also pro-
vides additional avenues for investigating the relation-
ship between brain structures and function, through 
cognitive, emotional, and behavioral correlates.
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Introduction

Magnetic resonance imaging is notable for offering a 
broad array of both anatomic and functional image 
contrast types. Although the term “functional MRI” 
has become nearly synonymous with blood oxygen-
ation level-dependent (BOLD) contrast, there exist in 
fact many other mechanisms whereby functional or 
physiological signal variations may be observed using 
MRI. Of particular interest, and the topic of this chap-
ter, is the rich set of methods available for imaging tis-
sue perfusion and other aspects of vascular function in 
the brain.

Perfusion, defined as the rate at which blood is 
delivered to tissue and commonly expressed in units of 
milliliters of blood delivered per 100 ml of brain tissue 
per minute, is a useful marker for brain activity and 
viability due to its critical role in supporting neuronal 
(and glial) function. Variations in tissue perfusion rate 
can reflect increased energy demand during increased 
neuronal workload or deficits related to a pathological 
incident such as a stroke. The resting rate of brain per-
fusion in an individual is believed to decline gradually 
with age, 1,2 and the ability of the brain’s vasculature to 
supply rapid increases in blood flow to meet sudden 
changes in energy demand may also be degraded by 
vascular or other health problems.3,4

Perfusion MRI techniques can be broadly categorized 
based on the following characteristics:

 1. The physical process is used to create image con-
trast: This may be via an injected contrast agent, or 
spatially selective RF tagging. The latter case is 
known as arterial spin labeling (ASL), and we will 
refer to the RF and gradient pulses used to generate 
flow contrast as the tagging module of the pulse 
sequence (note that the terms “tag” and “label” will 
be used interchangeably in this text; the hydrogen 
nuclei detected on most clinical MRI systems may 
be equivalently referred to as spins or protons).

 2. The approach used to capture the image (e.g., spin-
echo vs. gradient-echo, echo-planar imaging vs. 
spiral or other imaging method, sequential multi-
slice vs. 3D acquisition), is referred to below as the 
image readout module (or simply readout module). 
In the case of an ASL acquisition, the tagging mod-
ule is first applied to generate flow-dependent con-
trast in the brain, after which the image readout 
module is applied to capture an image of this.

 3. The specific physiological parameter represented 
by the image signal [e.g., perfusion, cerebral blood 
volume (CBV), time-to-peak (TTP), mean transit 
time (MTT)], is determined by point 1, but may 
also be influenced by point 2.

As indicated above, perfusion MRI techniques can 
be grouped into those based on injection of a blood-
borne contrast agent versus ASL methods in which the 
MRI system applies additional radio frequency (RF) 
pulses to achieve image contrast related to blood flow 
through spatially selective tagging of blood flowing in 
the major arteries supplying the brain. The methods 
based on contrast agents are often referred to as 
 susceptibility contrast techniques, since the injected 
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agent alters the magnetic susceptibility of the blood. 
Perturbation of blood susceptibility leads to dramatic 
changes in the T2 and T2* of tissues (see Chap. 2 for a 
discussion of basic MRI physics). Thus, a fundamental 
difference between these two approaches is that con-
trast based on injected agents is observed via fairly 
robust alterations of the pattern of transverse magneti-
zation created by the excitation pulse in the image 
readout module, while techniques using spatially selec-
tive RF tagging create a much more subtle pattern of 
contrast in the longitudinal magnetization that is avail-
able for subsequent excitation in the image readout 
module. For this reason, the inherent sensitivity of the 
susceptibility method for a single measurement of 
blood flow in the brain is much higher than that of 
ASL. However, as we will see below, the two tech-
niques are applied in very different ways that render 
each of them appropriate for specific purposes. 
Currently, susceptibility-based methods are widely 
used in the clinic to assess resting brain perfusion in 
stroke patients, while ASL techniques are more widely 
adopted in research studies of dynamic perfusion 
responses during functional tasks. In the following sec-
tions, we will discuss the various approaches used in 
more detail.

Susceptibility Methods

Susceptibility methods for imaging brain perfusion depend 
on changes in transverse relaxation rates (T2, T2*) caused 
by injection of a paramagnetic contrast agent. As we shall 
see, perfusion imaging techniques based on injected con-
trast agents can be further categorized depending on 
whether the agent is injected as a rapid bolus or as a stan-
dard intravenous injection with the goal of obtaining a 
stable concentration of the compound distributed through-
out the blood.

Dynamic Susceptibility Contrast Methods

For making a single measurement of resting brain per-
fusion, particularly in patients who may suffer from 
acute and focal impairments in blood flow (i.e., stroke), 
susceptibility methods based on rapid, intravenous 
bolus injections of rare earth compounds incorporating 

gadolinium or dysprosium have become the clinical 
option of choice. Rapid bolus passage creates a brief but 
pronounced darkening in T2*-weighted images, yield-
ing a well-defined signal curve that can be modeled to 
extract several hemodynamic parameters including TTP, 
MTT, cerebral blood flow, and CBV. In the vast majority 
of bolus passage studies, the paramagnetic element gad-
olinium (atomic symbol Gd) is used as the contrast agent 
to create the required disruption of magnetic susceptibil-
ity and subsequent shortening of T2* (dysprosium, 
atomic symbol Dy, is also used but less commonly). 
Since rare earth elements such as gadolinium and dys-
prosium are moderately toxic, they are administered with 
a chelating agent such as diethylene triamine pentaacetic 
acid (DTPA) to reduce biological interaction and to 
accelerate clearance of the agent from the body via the 
kidneys. Typical elimination half-life for the contrast 
agent Gd-DTPA in humans is approximately 90 min 
(based on information in product monograph for several 
commercial Gd-DTPA products).

The pulse sequences used to measure MRI signal 
changes during bolus passage studies are typically 
single-shot echo-planar imaging (EPI) acquisitions 
with either gradient or spin-echo readouts. The main 
requirement is that the image contrast be sensitive to 
changes in T2 or T2* (achieved using spin-echo or 
gradient-echo, respectively). Spin-echo sequences are 
believed to emphasize microvascular (capillary) 
effects, which are more representative of parenchymal 
perfusion, while gradient-echo sequences may be 
biased toward signals arising in larger blood vessels.5,6 
The pulse sequences used with contrast agents are 
simpler than those used with ASL methods, since con-
trast is provided by the agent and only a suitably (T2 
or T2*) weighted image readout module is needed. 
Typically, a sequence of a hundred or more images is 
acquired over a period of 1–2 min while the bolus of 
agent is injected. The resultant image sequence depicts 
the abrupt signal drop caused by the contrast agent 
which can be over 50% of the initial signal (see 
Fig. 5.1).

The change in T2*-weighted signal created by the 
bolus passage can be converted to a relative change in 
contrast agent concentration by expressing the signal 
change as the change in R2* (1/T2*). The resultant 
time–concentration curve is assumed to be equal to 
the convolution of the arterial input function (AIF), 
which can be measured by sampling the bolus passage 
curve from an artery entering the brain, with an 
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impulse response function representing additional 
delay and dispersion between the point where the AIF 
is  measured and a given location in the brain. 
Mathematical deconvolution of the AIF from the sig-
nal observed at each image voxel is then performed to 
produce an estimate of cerebral blood flow at each 
location (Fig. 5.2).7 Other parameters that can be 
extracted from the bolus passage curve include the 
TTP, MTT, and CBV. The TTP is simply the time at 
which the peak signal change occurred, while the 
MTT is the average time over which a unit volume of 
blood occupies the capillary bed (equal to CBV 

divided by cerebral blood flow). CBV can be com-
puted as the integral of the time–concentration curve. 
It should be noted that all of these parameter estimates 
represent the average value over the period during 
which the bolus passage is measured. The require-
ment to measure the entire bolus passage curve for a 
single estimate of blood flow means that this approach 
is not suitable for procedures such as functional stud-
ies in which transient variations in blood flow must be 
continually monitored.

Maps of TTP and cerebral blood flow typically 
show regional alterations associated with stroke with 

Fig. 5.1 Bolus passage curve in brain (gray matter) follow-
ing injection of Gadolinium-DTPA contrast agent. The ini-
tial  signal drop as well as a subsequent curve showing 
recirculation of the bolus can be seen. Duration of the  

bolus passage is approximately 20 s in this example. Raw 
 (unprocessed) MR images are shown before the arrival of 
the bolus and at moment of peak contrast agent concentra-
tion upon arrival
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great sensitivity, making them extremely useful for 
assessing clinical prognosis in such cases.

With the ongoing proliferation of higher field mag-
nets, it should be mentioned that while susceptibility-
based contrast is generally amplified at higher field, 
the effects produced by exogenous agents such as 
Gd-DTPA or USPIOs are so pronounced that even at 
1.5 T these methods are highly effective. This is in 
contrast with BOLD imaging, where the faint signal 
modulations associated with brain activation are much 
more readily detected at higher field strengths. The 
reliability of dynamic susceptibility contrast (DSC) 
methods at 1.5 T is another reason for their extremely 
wide clinical adoption.

Steady-State Techniques

The relatively rapid elimination of chelated rare earth 
agents such as Gd-DTPA results in a continually vary-
ing concentration of the agent in the blood, which 
would confound any attempts to perform continual 
monitoring of contrast agent distribution over a time 
scale of minutes. A second class of agents, based on 

ultrasmall superparamagnetic iron oxide (USPIO) par-
ticles is used as a contrast agent for imaging blood vol-
ume for the specific reason that its elimination half-life 
is considerably longer (over 5 h),8 resulting in relatively 
stable blood concentration levels. When such agents are 
in steady state in the blood, changes in CBV result in 
linearly proportional changes in the T2*-weighted sig-
nal of perfused tissues. Such agents can, therefore, be 
used to detect and quantify changes in CBV in func-
tional experiments.9 Since the hemodynamic measures 
available are restricted to dynamic measures of CBV in 
functional experiments, USPIOs have been less promi-
nent in clinical applications for measuring brain perfu-
sion. These compounds have, however, found clinical 
application for studying immune responses in multiple 
sclerosis, stroke, and cancer, since they are taken up in 
macrophages and can therefore be used to track mac-
rophage infiltration.10-12

Arterial Spin Labeling

ASL methods are those in which the image readout 
 module is preceded by additional, spatially selective RF 
pulses, which are used to invert the magnetic polarity of 
blood flowing toward the brain (a 180° RF pulse is used; 
see Chap. 2 on basic MR physics). Arrival of such tagged 
blood at an image voxel causes the local value of longi-
tudinal magnetization, which determines the imaging 
signal available for excitation, to vary in a  flow-dependent 
manner (delivery of the inverted blood magnetization 
causes the brain signal to decrease slightly). This tagging 
originates purely through the intrinsic nuclear magneti-
zation of the blood, and no injected contrast agent is 
required. One advantage of ASL is, therefore, that it can 
be considered completely noninvasive. Since the actual 
MR image intensity of a tagged voxel depends on many 
other factors besides delivery of the blood-borne tag, 
control acquisitions (identical except without tagging) 
are generally interleaved between tagged acquisitions in 
an ASL image series. The flow-dependent signal compo-
nent can then be isolated through subtraction of adjacent 
image pairs (an example of ASL images before and after 
subtraction is shown in Fig. 5.3). Since an image depict-
ing regional perfusion can be obtained in a single 
 subtraction pair (which can be acquired in 4 s), the ASL 
approach is much more suitable to the continuous 
 measurement of blood flow in functional studies than 
gadolinium bolus studies. However, the contrast-to-noise 

Fig. 5.2 Image of cerebral blood flow computed from dynamic 
bolus passage curve. The raw images were acquired using a 
spin-echo sequence, and the in-plane spatial resolution is 
1.7 mm. Slice thickness was 5 mm



715 Perfusion MRI

ratio of a single ASL subtraction image is much lower 
than that of a flow map derived from bolus passage data. 
This shortcoming can be overcome by averaging many 
ASL subtraction images acquired over a period of sev-
eral minutes.

The pulse sequences used for ASL are more com-
plex than those used for susceptibility methods, due to 
the need for additional RF and gradient pulses in the 
tagging module. The classification of ASL sequence 
variants is, therefore, rather more involved, but a given 
sequence can be described based on the following 
attributes:

 1. The geometry and timing with which the tagging 
region, typically a band covering the arteries of the 
neck, is inverted: This can be done using either con-
tinuous or pulsed application of RF energy. In addi-
tion to geometric selection of blood for tagging, 
blood flow velocity may also be used.

 2. The application of additional measures used to con-
trol the duration of tag delivery, important to ensure 
quantitative accuracy in pulsed ASL (PASL).

 3. The technique used in the imaging readout module 
to capture the pattern of contrast in the longitudinal 
magnetization created by the first two steps.

In the following sections, we discuss these aspects in 
more detail and see that they have important consequences 
for the sensitivity and accuracy of ASL methods.

Creation of the Spin Label

As noted above, ASL can be divided into several broad 
categories based on how selective tagging of blood is 
performed. We discuss here pulsed and continuous 
ASL (CASL) methods and, briefly, a newer class of 
velocity-selective techniques. The tagging scheme 
used plays an important role in determining the range 
of flow conditions under which the pulse sequence will 
yield accurate measures, and also the degree to which 
confounding factors such as magnetization transfer 
effects are controlled. We first consider PASL, which 
is currently the most widely used approach.

Pulsed ASL

Pulsed techniques have formed the most popular class 
of ASL methods for several years, largely due to the fact 
that solutions have been available to control potentially 
confounding effects associated with magnetization 
transfer and uncontrolled tag duration. PASL methods 
are also generally practicable on a broad range of clini-
cal MRI systems, which has not always been the case 
for continuous labeling techniques.

The first step in a typical PASL sequence is to apply a 
180° RF pulse to invert the magnetization in a region that 
includes the major arteries supplying blood to the brain. 

Fig. 5.3 Example of ASL images before and after subtraction 
and averaging. The weak ASL tagging signal is not visible to 
the naked eye, but after pairwise subtraction and averaging the 
pattern of perfusion contrast between gray and white matter can 

be clearly seen. Note that the in-plane spatial resolution of the 
ASL perfusion image (3.75 mm) is much lower than that of the 
DSC image shown in Fig. 5.2. A slice thickness of 6 mm was 
used
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The tag region, which may be a band of approximately 
transverse orientation covering the neck and positioned 
parallel to the stack of imaging slices covering the brain, 
is selected using a shaped RF pulse and selection gradi-
ent as described in Chap. 2. All soft tissues and blood 
within the defined region are inverted, and the blood thus 
labeled continues to flow toward the brain. A delay of 
1 to 1.5 s is typically inserted between this inversion pre-
pulse and the imaging module to allow the tagged blood 
to flow to the brain regions that are to be imaged.

Although we discuss variants of this in detail below, 
a typical tagging module might invert a band of blood 
10 cm thick separated from the most inferior image 
slice by a gap of 1 cm. Remember that the tag carried 
by the blood consists of its inverted nuclear magnetic 
polarization, which is not affected by displacement 
during flow but does decay with a time constant of T1 
as it flows to the brain.

Two limitations associated with PASL, compared 
with other techniques described below, relate to its sen-
sitivity and its accuracy under varying flow conditions. 
The sensitivity of ASL is impaired by the fact that all 
of the blood inverted for labeling is created effectively 
at a single instant (the RF pulse used is very short). The 
label, therefore, decays exponentially with time con-
stant T1 during the entire interval (typically 1–1.5 s as 
noted above) between the inversion pulse of the label-
ing module and the excitation pulse of the image read-
out module. The effect of the tagged blood is to create 
a small reduction of the image signal in brain tissues 
once it is delivered; the potential signal reduction 
would be a maximum immediately following inversion 
(when the strong blood magnetization signal is negated) 
but is much weaker by the time the blood is actually 
delivered and the image captured. This is part of the 
reason why ASL signal changes observed in functional 
experiments are considered typically to be about an 
order of magnitude smaller (relative to the raw, presub-
traction EPI signal) than signals observed during the 
changes seen during an equivalent BOLD fMRI exper-
iment (the weak signal is also due to the low blood 
volume fraction in gray matter). It has also limited the 
clinical application of both PASL and CASL in patients 
with stroke, since the prolonged label delivery times 
associated with ischemic stroke may result in complete 
decay of any tagging signal.

The second limitation, relating to accuracy, is due to 
the fact that the complete delivery of a bolus of inverted 
blood defined solely by the spatial extent of a tagging 

band may result in an ASL subtraction signal that “sat-
urates” for very high global blood flow changes. This 
would result in an inability to detect flow changes dur-
ing global manipulations such as hypercapnia induc-
tion. While there is no way to recover the ASL signal 
lost due to T1 decay, we see that there are approaches 
that can be used to ensure that the ASL difference sig-
nal is always a linear function of blood flow, even dur-
ing very large global flow increases.

It is important to note that, in both DSC and ASL 
methods, there exists a bolus passage curve in the brain 
tissues (see Fig. 5.4 for an example of an ASL bolus 
passage curve). An important difference is that, in the 
case of a DSC study, this curve may last 20 s and that it 
is repeatedly sampled by the acquired image series. 
This is the optimal situation for quantitative tracer 
kinetic modeling and allows fairly straightforward 
methods to be used to quantify blood flow. In the case 
of ASL, the bolus passage curve is much shorter (2–3 s), 
and it is generally only sampled once, typically well 
after the bolus has finished flowing through the brain. It 
is this latter characteristic that can lead to errors in ASL 
signal if the bolus duration is defined through a fixed 
width rather than using a fixed time duration.13

Fig. 5.4 Bolus passage curve for ASL experiment, obtained by 
systematically varying the postlabel inversion delay time (TI) 
during repeated measurements. Measured subtraction signal 
intensity (SI) values are shown in red, together with a general 
kinetic model (GKM) fit to the data. Arrival of both the leading 
and trailing edges of the bolus of tagged blood can be seen. 
Duration of the bolus passage is approximately 0.5 s. Image 
acquisition is typically performed at around 1.5 s, during the 
period of label clearance
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Another challenge that affects both PASL and 
CASL methods is the control of magnetization transfer 
(MT) effects. Magnetization transfer is a phenomenon 
in which off-resonance RF energy, which would not 
normally affect water protons in tissue, is nonetheless 
able to excite other hydrogen nuclei associated with 
large biological molecules (proteins, lipids), due to the 
latter having a much broader resonance peak. Although 
such macromolecular protons are generally not visible 
in MRI due to their very short T2 relaxation times, 
reduction of the macromolecular proton signal by off-
resonance RF energy can result in an indirect reduc-
tion of the water signal due to the transfer of longitudinal 
magnetization (hence the term MT) between these two 
populations of nuclei. Thus, even though a spatially 
selective inversion pulse targeting the neck is “off res-
onance” with respect to the head (and therefore should 
not affect its protons), there may still be a small signal 
reduction in the water proton signal from the head due 
to magnetization transfer. Because isolation of the 
flow-dependent portion of the total MRI signal requires 
subtraction of a control acquisition, which is identical 
to the label acquisition in every respect except for the 
presence of labeled blood, simply turning off the RF 
pulse in the control acquisition may lead to an unbal-
anced MT effect that could be erroneously attributed to 
blood flow. For this reason, most pulsed labeling 
schemes currently in use include an RF pulse in the 
control phase whose purpose is to balance MT effects 
from the labeling pulse (but which tags no blood).

Here, we describe several of the most popular PASL 
labeling schemes (shown in Fig. 5.5), for the purpose 
of illustrating their relative merits under different appli-
cations. We see that much of the variation relates to the 
approach taken to control for MT effects.

Echo-Planar Imaging and Signal Targeting with 
Alternating Radio Frequency

Echo-planar imaging and signal targeting with 
 alternating radio frequency (EPISTAR) is the earliest 
reported PASL technique.14 In this approach, the label 
phase consists of a slice-selective inversion band 
 targeting the region inferior to the slices to be imaged 
which will result in delivery of labeled blood to the 
brain. The control phase consists of an inversion band 
identical to that used in the label phase, but placed 
above the imaged slices separated by an equal gap 
(presumably not overlapping with any arterial vessels). 
In spite of the symmetry of this arrangement, 
 off-resonance MT effects are only truly controlled 
along a single slice, and any additional image slices 
acquired above or below this central location could 
potentially still suffer uncontrolled MT effects. More 
complex variants were proposed which included 
 multiple inversion pulses at reduced power in the 
 control phase, but other more recent tagging variants 
discussed below are likely to offer improved MT 
 control in multislice acquisitions. It is also possible 

Fig. 5.5 Tagging geometry variants of arterial spin labeling. 
The label and control regions targeted by spatially selective tag-
ging pulses are shown respectively in dark blue and red. The 

slices acquired by the image readout module are shown in light 
blue. The additional saturation band used in PICORE, which 
overlaps with the image slices, is shown in purple
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that blood entering the imaged volume from above 
may result in an erroneously inverted flow signal (i.e., 
negative instead of positive).

One advantage of tagging schemes such as EPISTAR, 
in which the tagging pulses do not overlap with the 
imaged slices, is that the control images can be used 
to measure BOLD effects in a functional experiment. 
In approaches such as FAIR (discussed below), 
where the longitudinal magnetization of the imaged 
slices may be greatly reduced, or where background 
suppression techniques are used, this is not an option. 
A disadvantage of having this high background sig-
nal is that spontaneous or task-related BOLD signal 
changes may increase levels of physiological noise 
or result in subtraction errors if the BOLD signal is 
systematically changing (i.e., at the onset or cessa-
tion of a stimulus). Subtraction errors from BOLD 
contamination can be controlled using surround sub-
traction methods (tag images are subtracted from the 
average of their two neighbors), by using the shortest 
possible echo time and/or using a spin-echo readout, 
or by acquiring multi-TE data and extrapolating the 
signal at TE = 0.

An additional concern in EPISTAR and other PASL 
variants is that if the spatial profile of the tagging 
pulse is not sharply square, then subtraction errors 
may be introduced simply due to overlap of an unin-
tentionally broad tag boundary with some of the most 
inferior image slices. Previously, this situation was 
avoided by using a large spatial gap (greater than 
1 cm) between the upper edge of the tag volume and 
the nearest image slice, at the expense of increased 
transit delay. Today, this concern has largely been 
addressed through the use of inversion pulse designs 
such as FOCI15 or BASSI,16,17 which produce very 
sharp slice profiles even for relatively broad inversion 
bands (20 cm).

Within limits imposed by T1 decay, the amount of 
ASL signal available depends partly on the width of 
the tagging band selected. Historically, thicknesses on 
the order of 10 cm have been popular due to restric-
tions imposed by transmit–receive head coils used in 
early publications (these smaller coils did not extend 
very far over the neck). With the increasing use of 
receive-only phased array coils for detection, inversion 
and excitation are now typically performed using the 
body coil integrated into the bore of most clinical MRI 
systems (at 3 T and below; this may be more rare at 
7 T). This makes broader tagging bands feasible, of 

20 cm or more in thickness. It should be noted that to 
retain sharp edges in such broad inversion bands may 
require longer pulses and/or higher energy deposition, 
but 20 cm appears to be readily attainable at 3 T using 
BASSI pulses.17 Broader tagging bands may also 
improve the efficacy of strategies such as QUIPSS II 
(discussed below) for controlling tag duration to ensure 
quantitative accuracy.

Flow Alternating Inversion Recovery

In flow alternating inversion recovery (FAIR), the label 
phase consists of a nonselective inversion pulse and the 
control phase is a selective pulse that covers the slice or 
slices to be imaged. Since both label and control pre-
pulses are “on resonance” for the imaged slices, magne-
tization transfer effects are not an issue. Inversion band 
profile is still a concern, since “rounding” of the profile 
of the control band near its edges results in subtraction 
errors in the top and bottom slices. To avoid this, the 
control band usually extends some distance above and 
below the outermost slices (analogous to the gap used in 
EPISTAR and PICORE), and sharp profiles can be 
ensured through the use of FOCI or BASSI pulses. 
FAIR performed with body coil inversion may offer the 
largest possible amount of ASL signal at high flow 
rates, if the spatial profile of the transmit coil allows 
inversion over a very large region (in practice, this will 
vary and must be assessed on a given MRI system).

A distinguishing characteristic of FAIR is that the 
inversion pulses for both the label and control phases 
overlap with the image slices. With typical delay times 
between inversion and excitation ranging from 1 to 
1.5 s, the image intensity in the acquired slices (deter-
mined by T1 recovery from inversion) is substantially 
reduced below the value that would be observed with 
the more fully relaxed longitudinal magnetization typi-
cal of EPISTAR or PICORE. This may be an advan-
tage due to the reduction of signal fluctuation associated 
with BOLD effects or subject motion, but it precludes 
the use of image data for analysis of BOLD signals 
(since the sensitivity is likely to be reduced to an unac-
ceptable degree).

In terms of the quantity and sophistication of RF 
and gradient pulses used, FAIR is probably the sim-
plest PASL variant. This may render it less vulnerable 
to system hardware instabilities than sequences requir-
ing extensive RF and/or gradient activity.
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It should be noted that FAIR may tag blood arriving 
from either above or below the imaged volume.

Proximal Inversion with a Control  
for Off-Resonance Effects

As of this writing, Proximal inversion with a control for 
off-resonance effects (PICORE)13 is perhaps the most 
widely used PASL tagging variant since it offers control 
of MT effects in multislice acquisitions and leaves the 
image slice magnetization untouched for analysis of 
BOLD signals in the control image series if required.

The PICORE tagging variant uses a simple but 
 elegant means to eliminate MT errors in subtraction 
images. Since magnetization transfer involves the 
alteration of longitudinal magnetization in the imaged 
slices by the inversion prepulse, the effect cannot hap-
pen if the longitudinal magnetization is already zero. 
This situation is achieved in PICORE by applying one 
or more 90° pulses selective for the imaged volume 
immediately prior to application of the selective inver-
sion pulse used for tagging, as well as before the 
 corresponding pulse used in the control phase. The 
control-phase counterpart to the inversion tagging pulse 
is an identical RF pulse that is played out with no 
 gradient. This will not result in the inversion or excita-
tion of any tissue, but should exert similar off-resonance 
effects on the imaged volume (which having just been 
saturated should not experience any MT effects anyhow).

As with EPISTAR, PICORE allows use of the 
sequence of control images for analysis of BOLD sig-
nals in functional studies. The same considerations 
with respect to tag band profiles apply.

Continuous ASL

The earliest methods proposed for ASL18,19 were based 
on continuous application of a sinusoidal RF waveform, 
in conjunction with a field gradient oriented along the 
direction of blood flow, during a period of several sec-
onds. Because the resonant frequency of blood protons 
varies as they flow through the magnetic field gradient, 
they experience an apparent “sweep” of the applied fre-
quency relative to their instantaneous resonant frequency. 
If the amplitude of the RF waveform is sufficiently high, 
the protons undergo what is termed adiabatic inversion 
as they flow through the labeling plane, which is the 

point along the gradient at which the resonant frequency 
is equal to the frequency of the continuously applied 
RF. Other static tissues simply have their net magnetiza-
tion reduced to zero by the combination of prolonged 
RF radiation and magnetic field gradient. At the end of 
the labeling period, an additional gap of 1–2 s is inserted 
prior to the image readout module to allow all labeled 
blood to flow to the brain tissues.

Relative to the PASL methods described above, the 
continuous labeling approach has two main  advantages. 
The first is that the amount of tagged blood available 
for delivery to a given brain voxel is defined solely by 
the duration of the RF tagging waveform (rather than 
the geometric extent of the tag band created by an 
inversion pulse). This has the important consequence 
that the ASL difference signal is always a linear func-
tion of tissue perfusion, which may not be the case 
when tag duration is determined by the width of an 
inversion band as in PASL (although techniques such 
as QUIPSS II, described below, address this). The sec-
ond advantage is that while the blood tagged in PASL 
is only fully inverted (and therefore capable of provid-
ing maximum contrast) at the instant the inversion 
pulse is applied, in CASL the brain is supplied with 
fully inverted blood during the entire tagging interval. 
This greatly reduces the loss of tag signal through T1 
decay during the delivery period, resulting in increased 
image sensitivity.

CASL is subject to the same magnetization transfer 
concerns as PASL, since the prolonged application of 
high-amplitude RF can generate a significant MT effect 
in brain tissues. In a single-slice acquisition, the effect 
could easily be cancelled in the control phase by invert-
ing the polarity of the tagging gradient, creating a label-
ing plane on the opposite side of the slice.18,19 However, 
this approach would not be effective in a multislice 
acquisition, since the MT phenomenon would only be 
cancelled in a single central slice. This limitation has 
been overcome using schemes in which the control 
phase creates two closely spaced inversion planes, 
resulting in a 360° rotation of the magnetization and 
elimination of any potential tagging effect.20,21 With 
appropriate adjustment of RF amplitude, this allows closer 
matching of the MT effects caused by the tag phase.

In spite of the obvious advantages of CASL, it has 
been less widely adopted than PASL. This is likely due 
to the fact that many clinical MRI systems include RF 
amplifiers that are not optimized for the generation of 
prolonged pulses. The required waveforms may be 
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impossible to generate due to software restrictions or 
hardware limits. At higher field strengths, the amount of 
RF energy deposition caused by such sequences may 
also exceed permissible limits (the risks are primarily 
related to heating, which may be a problem in clinical 
populations with impaired thermal regulation). This has 
been addressed more recently through the development 
of what are known as pseudocontinuous ASL methods, 
in which a long series of RF pulses are concatenated 
to produce a similar effect to a truly continuous pulse. 
The length of gap required between pulses, relative to the 
length of the pulses, is determined by the MRI system’s 
hardware and software limitations. Results comparable 
to those obtained using true continuous methods have 
been reported on standard clinical MRI systems.22

An additional approach which has been demon-
strated for CASL is the use of a small, dedicated exter-
nal coil that is placed against the neck and used 
specifically for labeling of blood in the neck arteries.23 
This technique reduces energy deposition, due to the 
small size of the coil. In some cases, an entire external 
RF amplifier and coil system is used, triggered by logic 
pulses emitted by the scanner at the appropriate time. 
Although this approach can be used to bypass techni-
cal limitations of the RF transmit system on clinical 
scanners for long RF pulses, the need for additional 
hardware have limited the adoption of this approach. It 
should be noted that such methods permit demonstra-
tion of the perfusion territories associated with specific 
arteries in the neck,24 which may be of interest for 
investigating the impact of vascular disease.

Another concern with CASL methods is that the 
labeling efficiency depends on the velocity of blood 
flow perpendicular to the labeling plane defined by the 
RF/gradient pairing. If the labeling plane intersects 
several arteries (e.g., carotid and vertebral) such that 
they cross at different angles, it is possible that the 
degree of labeling may vary in the different vessels 
(i.e., the blood may not be fully inverted in vessels 
more oblique to the labeling plane). This could poten-
tially create spurious differences in the apparent pattern 
of regional blood flow, since brain regions whose per-
fusion territory is primarily served by a poorly labeled 
vessel will have reduced ASL signal. It is therefore 
probably wise to place the labeling plane at a location 
where the vessel geometry is uniformly perpendicular 
to the labeling plane. It is possible that mixing of blood 
in the circle of Willis may alleviate the above effect, but 
this is likely to vary widely between individuals.

Velocity-Sensitive ASL

As noted above, there are several concerns which may 
arise when blood is selected for labeling based on spatial 
location, either in a tagging band below the brain as in 
PASL, or as it passes through a labeling plane as in 
CASL. The time required for labeled blood to travel 
between the tagging region and brain tissue may be so 
prolonged in the case of ischemic stroke that the tag is 
completely eliminated through T1 decay (resulting in a 
lower limit to the dynamic range). Very large gaps 
between the top of a PASL tag band and the top slices of 
a whole-brain acquisition may also result in excessive 
label decay. To address these concerns, a class of ASL 
methods based on velocity selectivity rather than spatial 
selectivity has been introduced. This approach is called 
velocity-selective arterial spin labeling (VSASL).25

VSASL makes use of the fact that it is possible to 
selectively manipulate the longitudinal magnetization 
of flowing blood based on its flow velocity. This is 
achieved using special RF and gradient pulse combi-
nations that can saturate (reduce to zero) the magneti-
zation of blood that is flowing above some cutoff 
velocity that is specified by selecting the appropriate 
pulse parameters. Note that, in VSASL, the blood is 
saturated rather than inverted, due to the limitations of 
velocity selective pulses currently available. This 
decreases to the potential contrast available compared 
with PASL and CASL, but in special cases, the other 
characteristics of VSASL may offset this limitation.

In a VSASL acquisition, blood flowing above a cer-
tain cutoff velocity is first tagged. This cutoff velocity is 
typically selected to be sufficiently high that blood in 
the major arteries supplying the brain will be selected 
(note that this may also include blood in large veins). 
The spatial boundary of the resultant tagging “front” 
are arbitrary, and do not influence the results obtained. 
After a delay time to allow the tagged blood to flow into 
the brain, an image is acquired in which a second set of 
velocity selective pulses is used to include only those 
spins that are below the cutoff velocity. This ensures 
that, in the tag image, only spins that are initially flow-
ing above the cutoff velocity and which subsequently 
decelerated are included. Venous blood, which typi-
cally accelerates as it progresses along the venous tree, 
is thus excluded. The control acquisition, required to 
isolate the flow-dependent component, is identical to 
the tagging acquisition except that the initial velocity-
selective pulses (for high-velocity spins) are excluded.
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Concerns in VSASL include confounding effects 
associated with diffusion, subject motion, and pulsatile 
CSF flow. These issues have been largely addressed 
through careful selection of VS pulse parameters.25 
Although the contrast-to-noise ratio of the flow 
signal in VSASL has been reported to be somewhat 
lower than that obtained using current PASL methods, 
VSASL remains promising due to the fact that it should 
in theory remain effective even in the presence of slow 
or collateral blood flow. It is also the only ASL method 
that guarantees that only arterial, and not venous, blood 
is tagged. Due to the complexity of implementation 
and ongoing requirements to improve immunity to 
motion and diffusion effects, VSASL has not surpassed 
PASL methods in frequency of use at this writing.

Methods Used to Control Duration  
of ASL Tagging

Now that we have examined in detail the various methods 
used to label arterial blood, we briefly consider the prob-
lem of how to ensure that the resultant ASL signal can be 
used as a quantitative indicator of cerebral blood flow. As 
noted above, defining an ASL tag bolus based purely on 
geometric extent is not sufficient to ensure quantitative 
accuracy of the ASL subtraction signal. In particular, we 
wish to ensure that the ASL difference signal is a linear 
function of cerebral blood flow under all conditions. 
Under conditions of extremely slow flow, there is of 
course the risk that complete T1 decay of the tag will 
prevail, in which case it is not possible to measure blood 
flow below a certain level. However, a greater concern is 
that, at high flow rates, a compression of the tag duration 
occurs which leads to a spurious reduction of the appar-
ent flow signal.13,26 This can lead to a paradoxical situa-
tion where large increases in blood flow, particularly if 
they are global in nature, are underestimated or even 
completely undetected during a PASL measurement. The 
problem is of particular concern for global effects such as 
hypercapnic manipulations (used to measure vascular 
reactivity27 or in calibrated MRI methods28,29) since 
increase of blood flow throughout the brain can substan-
tially accelerate flow in the major arteries lower down in 
the neck, leading to large shifts in the times at which the 
tag enters and clears a given brain location.

To avoid the scenario described above, it is neces-
sary that the duration during which tagged blood flows 

into a brain voxel be constant regardless of the flow 
rate. A number of approaches have been proposed to 
ensure this, all of them variants of a method originally 
termed quantitative imaging of perfusion using a single 
subtraction (QUIPSS).13 In the approach known as 
QUIPSS II (a second version of QUIPSS30), additional 
RF saturation pulses that are selective for the tag band 
are applied at some predetermined time after the initial 
inversion. The effect of these pulses, which are applied 
in both the label and control phases, is to eliminate the 
ASL signal in any tagged blood that remains in the tag-
ging band when that saturation pulse is applied. If these 
pulses are applied before the distal end of the labeled 
bolus exits the tagging region (as they must be for this 
approach to be effective), then the duration of bolus 
delivery will be completely determined by the time 
between inversion and saturation (usually denoted TI1; 
the interval between inversion and excitation is denoted 
TI2). Under such conditions, the ASL signal can be 
treated as a quantitative index of cerebral blood flow.

Variants of the QUIPSS II approach that have been 
widely adopted include Q2TIPS (QUIPSS II with 
 thin-slice TI1 periodic saturation), in which a thin 
sheet along the top edge of the labeling region is 
 continually saturated with a series of closely spaced 
90° pulses after TI1.31 This approach avoids errors 
related to nonuniform slab profiles that may arise when 
a thick slab is saturated using a single 90° pulse.

It should be noted that methods such as QUIPSS II 
are not required for CASL, since the tag duration is 
explicitly defined by the length of time during which 
the continuous labeling pulse is applied.

Absolute Perfusion Quantification 
with ASL

The discussion above has addressed the question of 
how to achieve flow-dependent contrast and ensure 
that the resultant signal is a linear function of cerebral 
blood flow. We now consider how ASL measures can 
be translated into absolute units of perfusion, com-
monly expressed as milliliters of blood per 100 ml of 
brain tissue per minute (ml/100 ml/min).

If QUIPSS II or an equivalent variant has been used, 
the ASL difference signal ∆M can be approximated as

-D = 2 1BTI /T
0B2M M f eτ



78 R. Hoge

where M
0B

 is the fully relaxed magnetization of blood 
(in the arbitrary intensity units of the MRI scanner), f 
is cerebral blood flow in ml/ml/s, t is the time duration 
of the tag (equal to TI1), TI2 is the interval between 
inversion and excitation, and T

1B
 is the T1 recovery 

time  constant for blood (see ref. 26 for an extensive 
analysis). Here, we have omitted an additional  correction 
factor, often denoted q, which is generally close to one 
and which accounts for exchange of tagged water from 
blood to tissue and the associated small departure from 
the blood T1 as well as tag clearance via reverse 
exchange and subsequent venous outflow. It is also 
possible to include an additional term for T2 decay, 
but for steady-state measurements, we can assume 
T2 to be constant. The value for M

0B
 can be estimated 

by a variety of means, but most commonly a sepa-
rate EPI scan of fully relaxed magnetization (i.e., a 
single scan with no preceding RF pulses) is acquired 
and the value for blood is estimated by multiplying 
the average value in a region of interest covering cere-
brospinal fluid (CSF) by a known proportionality 
constant.32 It is, then, possible to solve the above 
equation for the flow f, which will have units of inverse 
time (dimensionally equivalent to ml/ml/s, the reciprocal 
of units for MTT).

Image Readout for Arterial Spin Labeling

As noted above, the sequence components used to 
achieve flow-dependent contrast are separate from that 
part of the sequence used to actually acquire the image. 
Although the labeling module plays a predominant 
role in determining the characteristics of the resultant 
image, the image readout module can also have an 
impact. Here, we describe some of the implications of 
the various methods available.

Spin-Echo Vs. Gradient Echo

The use of a spin-echo (SE) readout can result in 
improved signal-to-noise ratio (SNR), due to the 
reduced signal decay (T2 applies instead of T2*). 
Spin-echo acquisitions also exhibit little or no signal 
dropout in areas near air-filled sinuses, an effect 
which can be pronounced in gradient-echo (GE) 
acquisitions (particularly with the thick slices and 

otherwise large voxels used to boost SNR in ASL 
studies). While gradient-echo readouts are considered 
mandatory for BOLD fMRI at common clinical field 
strengths (1.5 and 3 T at this time), there is no require-
ment for susceptibility contrast in a pure ASL acqui-
sition so SE may be a viable alternative. If one intends 
to use the untagged sequence of control images 
for BOLD analysis however, a GE acquisition is 
required.

Fast Imaging Techniques

Virtually all of the perfusion imaging methods 
described require a means of acquiring an image in a 
near instantaneous fashion. This allows rapid alterna-
tion between tag and control states, giving the best 
possible matching of any uncontrolled imaging vari-
ables that may fluctuate during the procedure. It is also 
essential in functional imaging applications where the 
perfusion signal is to be continuously monitored dur-
ing some experimental manipulation. The vast major-
ity of published work has been based on EPI, in which 
the Fourier transform of the object is rapidly scanned 
along a rectilinear grid following a single RF excita-
tion. While EPI offers very fast image capture and 
relatively good image quality (it is also the standard 
approach for functional BOLD imaging), there are a 
number of limitations that have led to the exploration 
of other fast imaging variants.

One limitation is the relatively long readout dura-
tions required in EPI, which can result in a fairly long 
effective echo time. This can result in reduced SNR 
due to T2* decay, as well as contamination from 
BOLD signal fluctuations. Shorter echo times can be 
achieved using partial Fourier techniques in EPI (only 
a portion of the Fourier transform is collected) but 
have also been obtained using spiral imaging readouts 
(the effective TE can be made very short, almost zero)33 
and single-shot fast spin-echo readouts (a sequence of 
180° refocusing pulses are used to greatly reduce T2* 
decay and otherwise eliminate susceptibility effects).34 
Spiral imaging may have the additional advantage that 
physiological and/or instrumental fluctuations result in 
less degradation of image stability than in EPI.35 
However, spiral sequences can be complex to imple-
ment and reconstruct, and they exhibit their own class 
of distinctive artifacts in areas of perturbed magnetic 
susceptibility.
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Volumetric Acquisition

Many of the initial demonstrations of ASL techniques 
were performed using a single imaging slice, and it is 
often much simpler to control for confounding effects 
such as magnetization transfer or timing errors under 
such conditions. In the majority of studies, however, it 
is desirable to acquire coverage of most or all of the 
brain. This entails acquisition of multiple image slices, 
which is most commonly performed using a rapid 
sequence of 2D acquisitions. This approach is simple 
and generally effective, and whole-brain coverage 
using ten or more slices of 5–8 mm thickness is readily 
attainable.

One drawback with sequential 2D acquisition of 
volumetric imaging data is that the postlabel delay 
increases successively for each additional slice 
acquired. This introduces regional variations in the 
degree of T1 decay experienced by the tag, and may 
bias results and limit the number of slices that can be 
acquired. One way around this is the use of a single-
shot 3D readout, which results in the instantaneous 
capture of the entire 3D distribution of longitudinal 
magnetization throughout the brain. In theory, 3D 
acquisitions also offer a signal-to-noise benefit since 
the additional phase-encodes required are equivalent 
to additional signal averaging. However, the long read-
out times required to record the 3D Fourier transform 
make such approaches challenging, even with the use 
of hybrid gradient and spin-echo approaches.34 
Nonetheless, additional work on hybrid fast imaging 
sequences (spirals, parallel imaging) may render this 
approach feasible for widespread adoption.

Suppression of Macrovascular Signal

As in BOLD fMRI, a common concern in ASL is the 
possible contamination of parenchymal perfusion 
signal with much larger signals due to large vessels. 
In ASL, the presence of larger arteries containing 
tagged blood can lead to very high subtraction sig-
nals. One method for alleviating this is the use of 
flow crusher gradients,36 which dephase the signal in 
blood vessels flowing above a cutoff velocity deter-
mined by the amplitude and timing of a bipolar gra-
dient pair. Another approach is to set the delay 
between inversion and imaging to be sufficiently long 
that the intravascular tag will have exited the imaged 

volume before excitation (hence the common use of 
TI1 values in the order of 1.5 s).

Background Suppression

As mentioned above in the section on FAIR labeling, 
reducing the level of signal in the static brain tissues 
(i.e., the signal common to both label and control phases) 
can greatly reduce unwanted signal fluctuations associ-
ated with subject movement and uncontrolled BOLD 
effects due to respiration or other physiological sources. 
When FAIR labeling is used, this may happen fortu-
itously depending on the postlabel delay time selected. 
In labeling schemes such as EPISTAR and PICORE, 
however, the background signal intensity is normally 
high. This can be reduced through the addition of one or 
more inversion prepulses,37,38 which are independent of 
the labeling pulses, and spatially selective for the imaged 
slices (this approach is known as ASSIST, for attenuat-
ing the static signal in arterial spin tagging). A single 
inversion prepulse can be used to nullify the signal from 
a particular tissue type if the appropriate inversion delay 
is chosen, based on the T1 value for the tissue to be sup-
pressed. Two inversion pulses can be used to eliminate 
two tissues types and will greatly reduce signal intensity 
for a range of T1 values. While such background sup-
pression techniques also reduce the label signal slightly, 
this is more than offset by the reduction in physiological 
variation and the overall contrast-to-noise ratio is typi-
cally improved.

Implications of Magnetic Field Strength

It has been noted that ASL methods suffer from an 
inherently low SNR, due to the weakness of the tag-
ging signal and compounded by the fact that this sig-
nal decays rapidly during delivery to brain tissues. 
These concerns make ASL a technique that is particu-
larly likely to benefit from increased magnetic field 
strength, since the longitudinal magnetic polarization, 
the induced RF signal, and T1 recovery time for blood 
all increase with field. It has indeed been found that 
the contrast-to-noise ratio of steady-state perfusion 
images is higher at 4 than 1.5 T, although the same 
report did not conclude there was improved sensitivity 
in activation data at higher field.39 The improvements 
at high field may be partly offset by greater signal 
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fluctuation due to susceptibility effects and subject 
motion (the use of background suppression techniques 
may alleviate these to some extent, but this was not 
explored).

Conclusion

The above discussion should serve as a foundation for 
further reading of the MRI perfusion imaging litera-
ture and help provide an intuitive grasp of the central 
concepts required to plan a study using this class of 
techniques. Although the present chapter has focused 
on imaging of cerebral blood flow, the reader should be 
aware of other emerging techniques that can be used to 
image related hemodynamic parameters. Notable 
methods include VASO40 and VERVE41 which have 
been used to measure total and venous CBV. The role 
of these methods, like ASL, has been largely to inves-
tigate in more detail the biophysical mechanisms 
underlying the much more sensitive but physiologi-
cally ambiguous BOLD signal.

Functional neuroimaging methods are increasingly 
applied in populations of clinical relevance such as the 
elderly or patients suffering from cardiovascular or 
neurodegenerative disease. Due to the complex inter-
action between neuronal, metabolic, and vascular fac-
tors involved in such studies, the ability to perform 
detailed and specific measurements of hemodynamic 
and metabolic variables are likely to become extremely 
important.
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The Basic Principles of Magnetic 
Resonance Spectroscopy

Nuclear magnetic resonance emerged in the early 
1970s as a tool for elucidating the structure of organic 
molecules. Since that time, its applications have 
expanded into multiple other areas. In 1995, magnetic 
resonance spectroscopy (MRS) was approved by the 
US Food and Drug Administration for clinical use 
including differential diagnosis and treatment moni-
toring in medical conditions such as cancer and mul-
tiple sclerosis. The principles of MRS are very similar 
to those of MRI (see Chap. 2 for details on basic MR 
physics). Briefly, MRS is founded on the observation 
that the nuclei of atoms with odd atomic numbers pos-
sess a small detectable magnetic field. According to 
the laws of electromagnetism, all moving charges con-
stitute electrical currents, which generate magnetic 
fields in their neighborhoods, and thus cause the indi-
vidual nuclei to possess a “magnetic moment.” In 
other words, the individual nuclei behave like mag-
netic dipoles and rotate around their axes or oscillate 
much like the Earth around its axis (Fig. 6.1). The 
strength of this magnetic moment and oscillation fre-
quency are unique to each nuclear species. The nuclei 
themselves are often referred to as “spins.” Under normal 
conditions, spins are randomly arranged (Fig. 6.2a); 
however, when exposed to a strong external magnetic 
field, such as the one created by the magnet of a mag-
netic resonance imaging (MRI) scanner, the spins 

align along the axis of the external field (Fig. 6.2b). 
While the spins are aligned with the external magnetic 
field, a radio frequency pulse at their resonance fre-
quency can excite or “flip” the spins. After the pulse is 
discontinued, the nuclei relax or return to their origi-
nal state, but in doing so, these oscillating spins gener-
ate a weak magnetic field that is detected by special 
coils. The signal detected by these coils is called the 
free induction decay or FID. In the case of MRI, the 
signal from the highly abundant water molecules in 
the brain is reconstructed into an image, providing 
structural information about the tissue sample using a 
mathematical process called Fast Fourier 
Transformation. The location of various water mole-
cules is spatially encoded through an imposed fre-
quency distribution with the help of additional 
magnetic gradients (Fig. 6.3a).

MRS, on the other hand, utilizes the inherent fre-
quency distribution that exists between different chem-
icals. As mentioned earlier, the rotational frequency of 
atomic nuclei is unique for each nucleus. This unique 
frequency is called the Larmor frequency and it is gov-
erned by the local magnetic field at the site of the 
proton(s) that make up that particular chemical group. 
The local magnetic fields are generated by the elec-
trons surrounding the nucleus. If the surrounding mag-
netic fields were absent, all the nuclei for a given atom 
would have the same Larmor frequency when placed 
in a homogeneous magnetic field. Spectroscopically, 
this would yield a single sharp peak. However, the 
inherent variation in the local magnetic frequencies 
results in a spread of multiple peaks. The term used for 
this phenomenon is “chemical shift.” Scientists can 
identify different molecules through differences in 
chemical shift. Because the Larmor frequency is 
directly proportional to the magnetic field strength, the 
chemical shift is typically expressed in units of parts 
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per million (ppm) to allow standardization between 
magnets of differing field strengths. Thus, the output 
of any spectroscopy examination constitutes a plot of 
spectral peaks superimposed on a baseline (Fig. 6.3b). 
The information about the chemical composition of 
the sample is imbedded in the characteristics of the 
peaks in the spectrum. The peak position along the 
horizontal axis (frequency axis) identifies the metabo-
lite yielding the signal. The area under each peak is 
directly proportional to the concentration of the metab-
olite within the sample volume. The area can be mea-
sured using curve-fitting techniques (see Section 
“Quantification”).

Fig. 6.1 Magnetic dipole

Fig. 6.2 (a) Randomly oriented spins outside magnetic field. (b) Spins inside (aligned with) magnetic field

MRI output
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Fig. 6.3 (a, b) A representation of the output generated by an 
MRI scan at 3 T (a) and a short echo time 1H MRS examination 
at 3 T (b). While an MRI image provides structural information 
about the brain, a 1H MRS exam provides information about the 

chemical composition of a tissue sample. mI myo-inositol, tCho 
total choline, tCr total creatine, NAA N-acetyl-aspartate, Glu 
glutamate, mm macromolecules
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Required Hardware

The basic hardware required to undertake clinical 
MRS studies is a strong, homogeneous magnet (≥1.5 T, 
preferably 3 T or greater) and an appropriately tuned 
radiofrequency coil for the excitation and subsequent 
detection of the MR signal. For studies of the brain, the 
patient typically is asked to lie in the center of a 50 cm 
bore superconducting magnet with a birdcage style 
coil placed over the head. Initially, a set of conven-
tional MR images are acquired in different planes to 
ascertain the desired neuroanatomical location for the 
subsequent volume-localized MRS.

Important MRS Terms

Localization and Volume-of-Interest

The process of selecting a specific region from which 
to collect neurochemical information in spectroscopy 
is called localization. There are two classifications of 
localization: multi-voxel and single-voxel. Currently, 
single-voxel techniques are the most widely employed 
technique for human spectroscopy studies. In single-
voxel spectroscopy, localization of the volume-of-
interest (VOI) or voxel-of-interest (typically in the 
shape of a cuboid), is achieved through a “crossfire” 
technique using a series of three radiofrequency pulses 

and rapidly switching small magnetic field gradients 
to excite three orthogonal slices (white regions in 
Fig. 6.4a).

The intersection of these three slices gives the VOI. 
Additional magnetic gradients are employed to sup-
press any signal from the slice regions outside the VOI. 
The detected signal is usually in the form of an “echo.” 
This signal is then mathematically transformed using 
the Fast Fourier Transform to yield a spectrum with 
frequency on the horizontal axis and signal intensity 
on the vertical axis.

Echo Time

The waiting period before sampling the MR signal 
following an excitation pulse is called echo time 
(TE). Studies can be conducted in either short (i.e., 
TE < 35 ms) or long (i.e., TE > 135 ms) echo time; 
however, short echo times are crucial for detecting 
metabolites with complex multiple peaks or j-cou-
pling effects, such as glutamate and glucose. Since 
the signal decays in time, the longer the echo time, 
the lower the number of detectable metabolites and 
the weaker their peak intensities. For example, on 
a 1.5 T MR system, at TE = 144 ms (long echo 
time), there are only three visible metabolite 
peaks: N-acetyl-aspartate, creatine, and free choline 
(Fig. 6.5c). The intensity of these remaining peaks is 

Fig. 6.4 (a, b) Volume-of-Interest (VOI) localization. Orthogonal slice excitation scheme employed for exciting the VOI to be 
sampled (a) and typical results (b)
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reduced by approximately two-thirds when compared 
to the data if sampled at TE=10 ms (short echo time, 
Fig 6.5b). Complex multiplets, such as glutamate and 
glutamine (Glx), are completely absent in the long 
echo time spectrum, greatly reducing the information 
content of the spectrum.

Shimming

Shimming is the term used to describe adjustments 
made to the homogeneity of the magnetic field after 
a person or an object is placed in the scanner. 
Establishing a good shim is the single-most impor-
tant aspect of performing a good spectroscopy study. 
The quality of a spectrum can basically be defined 
by three quantities: water suppression efficiency, 
resolution, and signal-to-noise ratio; all three are 
greatly affected by the shim. Water suppression is 
easier if the shim is good; the ability to identify and 
separate overlapping peaks, i.e., resolution, is 
improved by a good shim; and the signal-to-noise 
ratio is increased, and subsequently the minimum 
number of averages reduced, when the shim is good.  
Preliminary assessment of the shim can be employed 
to determine whether or not an acquisition should be 
attempted. In any case, some measure of the shim 
should always be known before collecting a spec-
trum (Fig. 6.6).

Water Suppression

Because of the high abundance of water in the human 
brain, the detectable water signal in 1H MRS is approxi-
mately 10,000 times stronger than the signal for any other 
metabolite (Fig. 6.7). Suppressing the water signal allows 
peaks from other metabolites to become visible. Some 
residual water signal is usually visible around 4.7 ppm. 
Poor water suppression can significantly degrade the 
quality of MRS data, particularly at lower field strengths.

Spin–Lattice (T
1
) and Spin–Spin (T

2
) 

Relaxation Times

As mentioned earlier, exposure to a strong external 
magnetic field causes the magnetic spins to align along 
the axis of the external field. In this state, a radio fre-
quency pulse applied at their resonance frequency can 
excite them. After the pulse is discontinued, the nuclei 
relax, returning to their original state. The rate of relax-
ation is exponential and therefore defined by the con-
stants 1/T

1
 and 1/T

2
. T

1
 defines the time it takes to 

transfer approximately two-third of the energy from 
the nucleus to the surrounding molecules as thermal 
motion (heat). The process is known as spin–lattice or 
longitudinal relaxation. T

2
, on the other hand, involves 

energy transfer between nuclei and is referred to as 
spin–spin or transverse relaxation.

Fig. 6.5 (a, b, c) Volume-Of-Interest (VOI) in the posterior cingulate gyrus (a) and representative spectra generated by short echo 
time (TE=10 ms (b)) and long echo time (TE=144 ms (c)) 1H MRS examinations at 1.5 T
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Quantification

Quantification of metabolite concentrations is an 
important issue in MRS that is yet to be resolved 
despite the fact that important advances have been 
made. Scientists moved through several stages of peak 
characterization including weighing paper cut outs of 
spectral peaks for relative peak area estimates and 
using rulers to measure peak heights. Currently, the 
two primary quantification software packages for 
1H MRS are LCModel30 and jMRUI.26 While both 

 software packages use sophisticated curve-fitting 
 techniques, LCModel is a software package with the 
single task of fitting in vivo spectra. In comparison, 
jMRUI is a multifunction software package, capable of 
user-tailored data processing and includes several 
methods for fitting the data. In the area of data quanti-
fication, LCModel is very user-friendly, does not 
require a background or training in spectroscopy, and 
hence can be largely treated as a black box by novice 
users. In comparison, as currently implemented, 
jMRUI usage requires detailed understanding of spec-
troscopy processing methods and thus appears largely 
limited to spectroscopists.

Another important issue in MRS is how spectral 
peaks should be referenced for standardization. Both 
internal (e.g., water or another metabolite) and exter-
nal (e.g., a test tube of a certain chemical placed next 
to the subject’s body) references have been employed. 
Thus, metabolite concentrations are usually reported 
as either ratios to creatine or absolute concentrations. 
A problem with using creatine ratios is that a disease-
induced change in creatine concentrations may 
obscure true changes in the metabolite concentrations 
reported as ratios to creatine. To avoid the assumption 
that creatine concentrations remain unchanged by dis-
ease processes or age, absolute concentrations may be 
used. With the use of an internal water reference, 
metabolite concentrations can be reported as milli-
moles per kilogram of brain water as described by 
Knight-Scott et al.19

ppm

0123456

ppm

0123456

Good Shim

a b

Poor Shim

Fig. 6.6 (a, b) Effect of shimming on spectral quality at 3 T: good shim = 10 Hz (a), and poor shim = 19 Hz (b). Both the resolution 
and signal–noise ratio are reduced by the poor shim
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Fig. 6.7 MR signal from unsuppressed water (concentration 
~110 M) compared to signal from neurochemicals (concentra-
tion ~1–20 mM)



88 A.P. Haley and J. Knight-Scott

1H MRS Visible Metabolites  
of Neurobiological Significance

A variety of chemicals can be selectively identified 
along the frequency axis according to their unique 
resonance frequencies. The most visible neurochemi-
cals in 1H MRS are discussed below.

2.02 ppm: N-Acetyl-Aspartate (NAA)

N-acetyl-aspartate (NAA) is exclusively found in neu-
rons and oligodendrocyte-type-2 astrocyte progenitor 
cells3,35 and is widely regarded as a marker of neuronal 
viability, synaptic health, and metabolism.9 During 
development, paralleling myelination, NAA levels 
increase dramatically during the first years of life, 
and then gradually plateau in early adulthood.17,20,37 
Alternatively, reductions in NAA concentrations have 
been reported in traumatic brain injury and seem to 
reflect diffuse axonal injury and metabolic changes 
significantly related to clinical outcome.6 Lower NAA 
concentrations in patients relative to healthy controls 
have also been reported in a number of neurode-
generative disorders such as Alzheimer’s disease,36 
Parkinson’s disease and parkinsonian syndromes.8 
Reports of age-related declines in NAA concentra-
tions have been less consistent. Studies utilizing ratios 
have reported age-related declines in NAA,33 while 
others, utilizing absolute concentrations or employing 
atrophy corrections have found stable gray matter 
NAA concentrations across the age spectrum.29,32 NAA 
also appears to reflect mitochondrial health and, thus 
decreases with oxidative phosphorylation dysfunc-
tion.10 Thus, while reduced NAA can reflect neuronal 
death, as in stroke,14,31 it may also reflect transient 
mitochondrial impairment that is at least partially 
reversible.11,12

3.26 ppm: Choline (Cho), Phosphocholine 
(PCh), and Glycerophosphocholine (GPC)

The Cho peak, with contributions from several mem-
brane-bound choline compounds, primarily PCh and 
GPC, is usually considered a marker of membrane 

health and turn over.9 Paralleling myelination, levels of 
Cho decrease with age during the first 3 years of life.37 
Changes in Cho with increasing age in adulthood have 
been reported, but the findings show regional variabil-
ity that is difficult to interpret. For example, choline-
containing compounds have been reported to increase 
with age in frontal gray and parietal white matter7,21 
and whole brain gray matter,29 but not in occipital gray 
matter32 and the hippocampus.1 In disease conditions, 
substantial increases in Cho levels have been reported 
in conditions associated with tissue repair, breakdown, 
or inflammation such as malignant tumors,18 multiple 
sclerosis,4,11 and HIV infection.28

3.03 ppm: Creatine (Cr)  
and Phosphocreatine (PCr)

The Cr peak, with contributions from creatine and 
phosphocreatine, is usually considered a marker of 
energy metabolism. In both clinical and research set-
tings, Cr is often assumed to be stable and used as an 
internal reference for the calculation of metabolite 
ratios such as NAA/Cr or Cho/Cr.9 However, altera-
tions in cerebral Cr and PCr concentrations have been 
demonstrated in conditions of altered cerebral energy 
metabolism such as brain tumors.22 Therefore, metabo-
lite ratios should be interpreted with caution. Age-
related changes in Cr have also been reported in the 
literature, but the findings vary across studies and are 
difficult to interpret. For example, both Cr and PCr 
have been reported to increase with age in frontal gray 
and parietal white matter7,21 and whole brain gray mat-
ter.29 Others have found Cr to be stable with age in pari-
etal white, occipital gray matter32 and the hippocampus.1 
Another important fact to bear in mind is that Cr is not 
synthesized in the brain; therefore, cerebral Cr concen-
trations can be substantially affected by systemic dis-
ease and peripheral Cr administration.9

3.56 ppm: Myo-Inositol

Although the role of myo-inositol (mI) is not well 
understood, it has been proposed to be a glial marker5 
and elevations of mI levels in conditions associated 



896 Proton Magnetic Resonance Spectroscopy (1H MRS): A Practical Guide for the Clinical Neuroscientist

with neuronal loss have been interpreted as a sign of 
gliosis.7 However, mI concentrations also may be unre-
lated to gliosis. mI is an organic osmolite9 and a precur-
sor for the synthesis of the second messenger inositol 
tri-phosphate.13 Therefore, changes in mI concentra-
tions may reflect changes in osmolality or second 
messenger cascades rather than glial proliferation. 
Elevations in mI concentrations have been found in 
conditions associated with cognitive impairment such 
as Down’s syndrome2,25 and Alzheimer’s disease.23,24,27 
Age-related elevations in mI concentrations have been 
reported in frontal gray7 but not in parietal white or 
occipital gray matter,21,32 possibly reflecting regional 
differences in the aging process.

3.44 and 3.8 ppm: Glucose

Glucose (Glc) is the main energy source for the 
brain, continuously delivered from the periphery.34 
At 1.5 T, Glc produces a complex multiplet spectrum 
centered at 3.4 and 3.8 ppm.15 At high field strengths 
of 4.0 T and greater, a singlet at 5.23 ppm is also 
observable.16 As noted by Gruetter et al,16 quantifica-
tion of glucose from this resonance is preferable as 
glucose is clearly resolved at this frequency on a 4 T 

MR system. However, on lower-field clinical MR 
systems, this  resonance overlaps with the broad 
wings of the 4.7 ppm water peak and is undetectable 
after water suppression. At 1.5 T, it is preferable to 
quantify glucose from the peak at 3.44 ppm because 
it is less likely than the 3.8 ppm to be influenced by 
the water suppression or exhibit distortions from 
the residual water peak. A consideration with quan-
tifying glucose concentration from the resonance at 
3.44 ppm is the overlap with other resonances such 
as myo-inositol, choline, and taurine.

2.34 and 2.36 ppm: Glutamate

Glutamate (Glu) is the primary excitatory neurotrans-
mitter in the brain. At 1.5 T, Glu and glutamine (Gln) 
are overlapping complex multiplets that are impossi-
ble to separate without resorting to specialized spec-
troscopy techniques called spectral editing. The 
combination of the overlapping peaks is generally rep-
resented as Glx. With standard sequences, Glu is only 
visible at short echo times. At 3.0 T, the 2.34 and 
2.36 Glu resonances are adequately separated from the 
Gln resonance to provide unequivocally identification 
of Glu.

Researcher’s checklist for setting up a 1H MRS experiment

General considerations
· Is the required hardware available for MRS data collection?
· MRI scanner (1.5 T or greater, preferably 3 T or greater)
· Is the required software available for MRS data processing?
· Data processing computer equipped with LCModel or jMRUI
Hypothesis
· Does your hypothesis have a chemical basis?
· Are any of the chemicals NMR visible?
· Do you have a specific anatomical region of interest?
· Is your anatomical region of interest “spectroscopy friendly,” i.e., can a good shim be 

achieved with minimal adjustments and within a reasonable period of scan time?
Study design
· Acquisition method (Spectroscopy sequence)
· Multi-voxel vs. single-voxel
· Long echo time vs. short echo time (TE)
· Internal vs. external reference
Data processing method
· Quantification/Identification method
· Absolute quantification vs. ratios
· Data presentation
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Other Chemicals in the 1H MRS Spectrum

Other chemicals, such as glutamine, alanine, and mac-
romolecules also contribute to the 1H MRS spectra, but 
are not well resolved in the typical 1.5 T clinical MRI 
scanners. Lactate is visible in proton spectra under 
anaerobic conditions.9

Imaging Other Nuclei

The proton nucleus (1H) in the hydrogen atom is the 
most commonly observed nucleus in spectroscopy 
studies. However, similar methods can be applied to 
collect information from other endogenous nuclei such 
as 31P, or labeled probes such as 7Li, 13C, and 19F. These 
other types of spectroscopy generally require the pur-
chase of specialized coils and are not readily available 
on clinical scanners. Another disadvantage is their 
relatively low sensitivity requiring longer collection 
times or sampling of very large regions.

References

 1. Angelie E, Bonmartin A, Boudraa A, Gonnaud PM, Mallet 
JJ, Sappey-Marinier D. Regional differences and metabolic 
changes in normal aging of the human brain: proton MR 
spectroscopic imaging study. AJNR Am J Neuroradiol. 
2001;22:119–127.

 2. Berry GT, Wang ZJ, Dreha SF, Finucane BM, Zimmerman 
RA. In vivo brain myo-inositol levels in children with Down 
syndrome. J Pediatr. 1999;135:94–97.

 3. Birken DL, Oldendorf WH. N-acetyl-l-aspartic acid: a litera-
ture review of a compound prominent in 1H-NMR spectro-
scopic studies of brain. Neurosci Biobehav Rev. 
1989;13:23–31.

 4. Bitsch A, Bruhn H, Vougioukas V, et al. Inflammatory CNS 
demyelination: histopathologic correlation with in vivo quan-
titative proton MR spectroscopy. AJNR Am J Neuroradiol. 
1999;20:1619–1627.

 5. Brand A, Engelmann J, Leibfritz D. A 13C NMR study on 
fluxes into the TCA cycle of neuronal and glial tumor cell 
lines and primary cells. Biochimie. 1992;74:941–948.

 6. Brooks WM, Friedman SD, Gasparovic C. Magnetic reso-
nance spectroscopy in traumatic brain injury. J Head Trauma 
Rehabil. 2001;16:149–164.

 7. Chang L, Ernst T, Poland RE, Jenden DJ. In vivo proton 
magnetic resonance spectroscopy of the normal aging human 
brain. Life Sci. 1996;58:2049–2056.

 8. Clarke CE, Lowry M. Systematic review of proton magnetic 
resonance spectroscopy of the striatum in Parkinsonian syn-
dromes. Eur J Neurol. 2001;8:573–577.

 9. Danielsen ER, Ross B. Magnetic Resonance Spectroscopy 
Diagnosis of Neurological Diseases. New York, NY: Marcel 
Dekker; 1999.

 10. Dautry C, Vaufrey F, Brouillet E, et al. Early N-acetylaspartate 
depletion is a marker of neuronal dysfunction in rats and pri-
mates chronically treated with the mitochondrial toxin 
3-nitropropionic acid. J Cereb Blood Flow Metab. 2000;20: 
789–799.

 11. Davie CA, Hawkins CP, Barker GJ, et al. Serial proton mag-
netic resonance spectroscopy in acute multiple sclerosis 
lesions. Brain. 1994;117(Pt 1):49–58.

 12. De Stefano N, Matthews PM, Arnold DL. Reversible 
decreases in N-acetylaspartate after acute brain injury. Magn 
Reson Med. 1995;34:721–727.

 13. Fisher SK, Heacock AM, Agranoff BW. Inositol lipids and 
signal transduction in the nervous system: an update. 
J Neurochem. 1992;58:18–38.

 14. Gillard JH, Barker PB, van Zijl PC, Bryan RN, Oppenheimer 
SM. Proton MR spectroscopy in acute middle cerebral artery 
stroke. AJNR Am J Neuroradiol. 1996;17:873–886.

 15. Govindaraju V, Young K, Maudsley AA. Proton NMR 
chemical shifts and coupling constants for brain metabolites. 
NMR Biomed. 2000;13:129–153.

 16. Gruetter R, Garwood M, Ugurbil K, Seaquist ER. Observation 
of resolved glucose signals in 1H NMR spectra of the human 
brain at 4 Tesla. Magn Reson Med. 1996;36:1–6.

 17. Huppi PS, Posse S, Lazeyras F, Burri R, Bossi E, 
Herschkowitz N. Magnetic resonance in preterm and term 
newborns: 1H-spectroscopy in developing human brain. 
Pediatr Res. 1991;30:574–578.

 18. Katz-Brull R, Lavin PT, Lenkinski RE. Clinical utility of 
proton magnetic resonance spectroscopy in characterizing 
breast lesions. J Natl Cancer Inst. 2002;94:1197–1203.

 19. Knight-Scott J, Haley AP, Rossmiller SR, et al. Molality as a 
unit of measure for expressing 1H MRS brain metabolite 
concentrations in vivo. Magn Reson Imaging. 2003;21: 
787–797.

 20. Kreis R, Ernst T, Ross BD. Development of the human brain: 
in vivo quantification of metabolite and water content with 
proton magnetic resonance spectroscopy. Magn Reson Med. 
1993;30:424–437.

 21. Leary SM, Brex PA, MacManus DG, et al. A (1)H magnetic 
resonance spectroscopy study of aging in parietal white mat-
ter: implications for trials in multiple sclerosis. Magn Reson 
Imaging. 2000;18:455–459.

 22. Li X, Lu Y, Pirzkall A, McKnight T, Nelson SJ. Analysis of 
the spatial characteristics of metabolic abnormalities in 
newly diagnosed glioma patients. J Magn Reson Imaging. 
2002;16:229–237.

 23. Miller BL, Moats RA, Shonk T, Ernst T, Woolley S, Ross 
BD. Alzheimer disease: depiction of increased cerebral 
myo-inositol with proton MR spectroscopy. Radiology. 
1993;187:433–437.

 24. Moats RA, Ernst T, Shonk TK, Ross BD. Abnormal cerebral 
metabolite concentrations in patients with probable 
Alzheimer disease. Magn Reson Med. 1994;32:110–115.



916 Proton Magnetic Resonance Spectroscopy (1H MRS): A Practical Guide for the Clinical Neuroscientist

 25. Murata T, Koshino Y, Omori M, et al. In vivo proton mag-
netic resonance spectroscopy study on premature aging in 
adult Down’s syndrome. Biol Psychiatry. 1993;34:290–297.

 26. Naressi A, Couturier C, Devos JM, et al. Java-based graphi-
cal user interface for the MRUI quantitation package. 
MAGMA. 2001;12:141–152.

 27. Parnetti L, Tarducci R, Presciutti O, et al. Proton magnetic 
resonance spectroscopy can differentiate Alzheimer’s dis-
ease from normal aging. Mech Ageing Dev. 1997;97:9–14.

 28. Paul RH, Ernst T, Brickman AM, et al. Relative sensitivity 
of magnetic resonance spectroscopy and quantitative mag-
netic resonance imaging to cognitive function among nonde-
mented individuals infected with HIV. J Int Neuropsychol 
Soc. 2008;14:725–733.

 29. Pfefferbaum A, Adalsteinsson E, Spielman D, Sullivan EV, 
Lim KO. In vivo spectroscopic quantification of the N-acetyl 
moiety, creatine, and choline from large volumes of brain 
gray and white matter: effects of normal aging. Magn Reson 
Med. 1999;41:276–284.

 30. Provencher SW. Estimation of metabolite concentrations 
from localized in vivo proton NMR spectra. Magn Reson 
Med. 1993;30:672–679.

 31. Sappey-Marinier D, Calabrese G, Hetherington HP, et al. 
Proton magnetic resonance spectroscopy of human brain: 

applications to normal white matter, chronic infarction, and 
MRI white matter signal hyperintensities. Magn Reson Med. 
1992;26:313–327.

 32. Saunders DE, Howe FA, van den Boogaart A, Griffiths JR, 
Brown MM. Aging of the adult human brain: in vivo 
 quantitation of metabolite content with proton magnetic 
resonance spectroscopy. J Magn Reson Imaging. 1999;9: 
711–716.

 33. Schuff N, Amend DL, Knowlton R, Norman D, Fein G, 
Weiner MW. Age-related metabolite changes and volume 
loss in the hippocampus by magnetic resonance spectros-
copy and imaging. Neurobiol Aging. 1999;20:279–285.

 34. Stryer L. Basic Neurochemistry: Molecular, Cellular, and 
Medical Aspects. New York: Raven; 1988.

 35. Urenjak J, Williams SR, Gadian DG, Noble M. Specific 
expression of N-acetylaspartate in neurons, oligodendrocyte-
type-2 astrocyte progenitors, and immature oligodendro-
cytes in vitro. J Neurochem. 1992;59:55–61.

 36. Valenzuela MJ, Sachdev P. Magnetic resonance spectros-
copy in AD. Neurology. 2001;56:592–598.

 37. van der Knaap MS, van der Grond J, van Rijen PC, Faber JA, 
Valk J, Willemse K. Age-dependent changes in localized 
proton and phosphorus MR spectroscopy of the brain. 
Radiology. 1990;176:509–515.





93R.A. Cohen and L.H. Sweet (eds.), Brain Imaging in Behavioral Medicine and Clinical Neuroscience, 
DOI 10.1007/978-1-4419-6373-4_7, © Springer Science+Business Media, LLC 2011

Introduction

Functional near-infrared spectroscopy (fNIRS) is an 
emerging brain-imaging technology that capitalizes on 
the changing optical properties of brain tissue and uses 
light in the near-infrared range of the visible spectrum 
to measure hemodynamic responses to sensory, motor, 
and other cognitive activity. fNIRS offers relatively 
non-invasive, safe, potentially portable, low-cost 
methods  of both direct and indirect monitoring of brain 
activity.16,26,50,54,55,58,59 It has potential for more ecologi-
cally valid measures of brain function and has many 
attributes necessary to translate laboratory work into 
more realistic, everyday settings and clinical environ-
ments. Despite the potential benefits of fNIRS and its 
availability for several years, it has not achieved signifi-
cant clinical use. This hesitation may be due to relative 
unfamiliarity with fNIRS in the field. In addition, the 
research published to date has been relatively conserva-
tive, focusing on establishing fNIRS as a valid and reli-
able neuroimaging technology when compared to 
established technologies such as functional magnetic 
resonance imaging (fMRI). Furthermore, as outlined 
below, currently there are several limitations to fNIRS, 
yet recently extending the scope of fNIRS to examine a 
variety of cognitive, behavioral, neurological, and neu-
rorehabilitation applications has been emphasized.1,26 
This chapter is a reflection of our prior review and 
hopes to continue to familiarize researchers and clini-
cians with fNIRS, its potential, and limitations.

Principles

Brain activity is associated with a number of 
physiological  events, two of which can be assessed 
using optical techniques. During neuronal activity, ionic 
fluxes for sodium and potassium influence the cell’s 
membrane potential. Neuronal activity is fueled by 
 glucose metabolism. Increases in neural activity result 
in increased glucose and oxygen consumption from the 
local capillary bed. A reduction in local glucose and 
oxygen stimulates the brain to increase local arteriolar 
vasodilation, which increases local cerebral blood flow 
(CBF) and cerebral blood volume (CBV). This mecha-
nism is known as neurovascular coupling.17 Over a 
period of several seconds, the increased CBF carries 
both glucose and oxygen to the area. Oxygen is trans-
ported via hemoglobin in the blood. The increased 
 oxygen transported to the area typically exceeds the 
local neuronal rate of oxygen utilization, resulting in an 
overabundance of cerebral blood oxygenation in active 
area.12 The initial increase in neural activity is thought to 
result in a focal increase in deoxygenated hemoglobin in 
the capillary bed as oxygen is withdrawn from the 
hemoglobin for use in the metabolization of glucose. 
Yet, this feature of the vascular response has been much 
more difficult to measure and more controversial than 
hyperoxygenation (see NeuroImage 13, 953–1015, 2001 
and ref. 38 for a more detailed discussion).

Oxygenated (oxy-Hb) and deoxygenated hemoglobin  
(deoxy-Hb) have characteristic optical properties in the 
visible and near-infrared light range. The change in 
concentration of these molecules during neurovascular 
coupling can be measured using optical methods.6,55 
The measurement of changes in the ratio of oxy-Hb to 
deoxy-Hb is the most commonly used method for near-
infrared spectroscopy. Most  biological tissues are 
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 relatively transparent to light in the  near-infrared range 
between 700 and 1,000 nm, largely because hemoglo-
bin absorption and water absorption is limited at these 
wavelengths. However, the chromophores oxy-Hb and 
deoxy-Hb reflect specific wavelengths in this range. 
Thus, this spectral band is known as the “optical win-
dow” for non-invasive assessment of brain activation.30

Photons introduced at the scalp pass through the tis-
sue, and are absorbed, scattered, or reflected back from 
oxy-Hb and deoxy-Hb. Because relatively predictable 
quantities of photons follow a banana-shaped path 
back to the surface of the skin, these can be measured 
using photodetectors.18 Changes in the chromophore’s 
concentrations cause changes in the reflected light 
intensity, and are quantified using a modified Beer–
Lambert law. The Beer–Lambert law is an empirical 
description of optical attenuation in a highly scattering 
medium.8,9 By measuring absorbance/reflectance 
changes at two or more wavelengths, one of which is 
more sensitive to oxy-Hb and the other to deoxy-Hb, 
changes in the relative concentration of these chro-
mophores can be calculated.

Using these principles, it is possible to assess brain 
activity through the intact skull in adult human sub-
jects using fNIRS.6,16,23,32,56 In addition to hemoglobin, 
other chromophores, including cytochrome-c oxidase 
can be also be assessed using optical techniques. 
Cytochrome-c oxidase, a marker of metabolic demands, 
holds the potential to provide more direct information 
about neuronal activity than hemoglobin.21,30 However, 
cytochrome-c oxidase is used much less frequently 
than the hemoglobin-based measures (see ref. 21 for 
more detail).

A more controversial method known as Event-
Related Optical Signal (EROS) capitalizes on the 
changes in the optical properties of the cell membranes 
that occur as a function of ionic fluxes during firing.16 
Optical properties of cell membranes change in the 
depolarized state relative to its resting state.38,46,49 
Optical methods can be used to detect these changes. 
The ability to measure the actual depolarization state 
of neuronal tissue is advantageous since it is a direct 
measure of neural activity and has millisecond-level 
time resolution similar to EEG and MEG), but with 
more superior spatial resolution.

However, there are a number of limitations to the 
non-invasive use of the EROS signal in humans. A pri-
mary disadvantage of the fast optical signal is the 
high signal-to-noise ratio resulting from the need to 

image through skin, skull, and cerebrospinal fluid. 
Basic  sensory and motor movements such as tactile 
stimulation and finger tapping require between 500 
and 1,000 trials to establish a reliable signal.14 There 
has also been a failure to replicate the results of 
experiments reporting the “fast optical signal” in 
response to a visual stimulus.52 The low signal-to-
noise ratio may play a role in current difficulties with 
experimental replication and more cross-validation 
work is warranted. These methods also require a 
more expensive and cumbersome laser-based light 
source (versus an LED-based light source), are not 
portable, and have an increased risk of inadvertent 
eye damage. In contrast, LED-based near-infrared 
sources pose very little, if any, risk upon eye expo-
sure.4 In spite of these current limitations, the fast 
optical signal continues to be an important area of 
investigation since it offers glimpses of the ideal in 
neuroimaging—the direct measurement of neuronal 
activity with millisecond time resolution and supe-
rior spatial resolution.

Apparatus

A functional near-infrared apparatus is typically 
 comprised of: (1) a simple headpiece that contains:(a) 
the light source or optode consisting of either light-
emitting diodes (LEDs) or fiber-optical bundles and 
(b) light detectors or photodetector that receive the 
light after it has been reflected from the tissue; (2) a 
data acquisition board that hosts the electronic system 
to control the light sources and collect the reflected 
light; and (3) the host server or computer. Figure 7.1 
demonstrates the portable CW-fNIRs system that was 
originally described by Dr. Briton Chance’s laboratory 
and has been in use by our biomedical engineering and 
psychology group at Drexel University.38

Since light is scattered after entering the tissue, a pho-
todetector placed 2–7 cm away from the optode can col-
lect light after it has passed through the tissue. When the 
distance between the source and photodetector  is set at 
4 cm, the fNIRS signal becomes sensitive to hemody-
namic changes within the top 2–3 mm of the cortex, 
extending laterally 1 cm on either sides and perpendicu-
lar to the axis of source-detector spacing.5,40 Studies have 
shown that at inter-optode distances as short as 2–2.5 cm, 
gray matter is part of the sample volume.5,11
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A wide variety of both commercial and custom-built 
fNIRS instruments are currently in use.50 These sys-
tems differ with respect to their system engineering, 
with tradeoffs between light sources, detectors, and 
instrument electronics. Three distinct types of fNIRS 
implementations have been developed. These are (1) 
time domain systems, (2) frequency domain systems, 
and (3) continuous wave spectroscopy measurements. 
Others have provided more detail discussions of differ-
ences between these systems,22,27,38 but briefly, in time 
domain systems, extremely short incident pulses of 
light are applied to the tissue and the temporal distribu-
tion of photons that carry the information about tissue 
scattering and absorption is measured. In frequency 
domain systems, the light source is amplitude modu-
lated to the frequencies in the order of tens to hundreds 
Megahertz. The amplitude decay and phase shift of the 
detected signal with respect to the incident light are 
measured to characterize the optical properties of tis-
sue. In continuous wave fNIRS systems (CW), apply 
light to tissue at a constant amplitude and measure the 
attenuation of amplitude of the incident light.22,27,38 
Although CW systems provide somewhat less informa-
tion than time or frequency domain systems, they also 
have several advantages for certain applications. First, 
they can use LEDs rather than lasers, making them safe 
with respect to their effects on the eyes, including the 
retina. Second, they are cheaper to manufacture than 
time-resolved and frequency domain systems, which 
increases likelihood of deploying these systems in clin-
ical settings. Third, these systems can be designed to be 
very small, making them practical for use in educa-
tional or clinical settings.

Comparison with Other Neuroimaging 
Technologies

Methods that directly measure summation of neural 
function, such as electroencephalography (EEG), 
event-related brain potentials (ERPs), and magnetoen-
cephalography (MEG) allow monitoring of direct con-
sequences of brain electromagnetic activity with 
excellent temporal resolution (milliseconds). However, 
these technologies have limited spatial resolution since 
there is spatial smearing related to the skull and there 
is difficulty in localizing activated sources due to 
 multiple dipole fitting solutions (but see refs. 24,48 for 
advances in dipole localization).

Indirect methods of neural function such as posi-
tron emission tomography (PET), single-positron 
emission computed tomography (SPECT), and fMRI 
monitor hemodynamic and metabolic changes associ-
ated with neuronal activity with impressive spatial 
resolution. However, temporal resolution is usually 
limited, and these techniques are associated with neu-
ronal activity based on a poorly understood neurovas-
cular coupling function.6,50 PET and SPECT are also 
limited in their ability to perform continuous or 
repeated measurements since there are concerns 
regarding their use of radioactive isotopes.

fMRI is currently considered the “gold standard” 
for measuring functional brain activation since it offers 
safe, non-invasive, functional brain imaging with high 
spatial resolution. It is therefore useful to focus on 
comparing these two technologies in further detail. 
More complete descriptions of the principles of fMRI 
are available at length elsewhere (e.g.,15,29 but briefly 

Fig. 7.1 An example of a CW-fNIRS system
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summarized, the primary measure used for fMRI is the 
blood oxygen level–dependent (BOLD) signal that 
accompanies neuronal activation in the brain. As 
 discussed previously, increased CBF to an active area 
exceeds the additional neuronal metabolic demand, 
resulting in a decrease of deoxy-Hb concentration in 
the local tissue. The magnetic susceptibility of blood 
containing oxy-Hb differs very little from water or 
other tissues, which have low paramagnetic properties. 
However, deoxy-Hb is highly paramagnetic, and there-
fore has very different magnetic properties than sur-
rounding tissues, and can act as a naturally occurring 
contrast agent.42 The presence of deoxygenated blood 
in a given area results in a less uniform magnetic field. 
Because the MRI signal depends on the uniformity of 
the magnetic field experienced by water molecules, 
less uniformity (i.e., when more deoxy-Hb is present) 
results in a greater mixture of signal frequencies, and 
therefore a more rapid decay of the overall signal. In 
contrast, as deoxygenated blood in a given area is 
replaced by oxygenated blood, the local magnetic 
environment becomes more uniform, and the MRI sig-
nal lasts longer, and is therefore stronger during image 
acquisition. The signal change is typically between 1 
and 5%, depending on the strength of the magnetic 
field and sensitivity of the cognitive process being 
examined. Therefore, fMRI, like fNIRS, is an indirect 
measure of neuronal activity, assessing changes in the 
relative concentration of deoxy-Hb in local tissue. 
There is no simple relationship between the magnitude 
of the signal change and any single physiological 
parameter, as it relies on changes in blood flow, blood 
volume, and local oxygen tension. There is also a time 
delay between when the local neurons are activated 
and begin to use oxygen and when vasodilatation 
occurs allowing an increased blood flow and the trans-
port of oxy-Hb to the area. Labeled the hemodynamic 
response, this process occurs over several seconds 
 following the initiation of neuronal activity.

The more commonly used fNIRS technology (i.e., 
utilizing the measurement of hemoglobin-based chro-
mophores) shares much in common with the BOLD-
based signal. It measures relative changes in 
concentrations of deoxy-Hb that are dependent on the 
hemodynamic response, making both indirect measures 
of neural activity with temporal resolution on the order 
of seconds due to limitations of the hemodynamic 
response. Both technologies are also safe, non-invasive, 
and can be used repeatedly with the same individuals. 

Due to their signal to noise ratios, both technologies 
typically require some level of repeated stimulation, 
either in a block design or in an event-related design. 
From there, however, there are a  number of important 
differences between the two technologies.

Strengths

FNIRS has a number of unique properties that hold 
potential for research studies and clinical applications 
that require the quantitative measurement of hemody-
namic changes in the cortex. The limitations of fMRI 
relative to fNIRS include the fact that participants must 
lie within the confines of the magnet bore, which limits 
its use for many applications including imaging of 
many patients with severe symptoms. The refrigerant 
systems used to cool the magnets also produce loud 
noises, which can interfere with certain protocols. 
fMRI is also sensitive to movement artifact where sub-
ject movements on the order of a few millimeters can 
invalidate the data (although more accurate and robust 
motion correction algorithms are available; see refs. 2,3). 
Also, the intense strength of the magnets necessary to 
create the MRI signal precludes the use of any ferrous 
metals in or around the magnet. Finally, fMRI systems 
are quite expensive, with an initial cost of between 1.5 
and 7 million dollars, depending on the strength of the 
magnet, and individual participant runs can cost sev-
eral hundred dollars per subject.

In contrast to fMRI, fNIRS measures relative 
changes in oxy-Hb as well as deoxy-Hb, and total 
blood flow, which can be calculated from the differential  
equation. Participants can sit upright and work on a 
computer,27 watch televisions or movies, and even 
walk on a treadmill. Its compact, portable, and 
 potentially wireless design can allow for more ecologi-
cally valid investigations of brain function. FNIRS 
systems are not as susceptible to movement artifact as 
fMRI, and algorithms for the removal of motion arti-
fact  during desktop as well as ambulatory use have 
been created (28). These attributes also allow fNIRS to 
be used with children and with patient populations that 
may find confinement to an fMRI magnet overwhelming  
or painful. A number of sensor applications exist, 
depending  on their use, including caps, tension straps, 
and medical grade adhesive applications. FNIRS is 
quiet and comfortable, and is therefore amenable to 
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sensitive protocols such as the induction of positive 
moods. It is readily amenable to integration with a 
number of other technologies, including EEG and 
transcranial magnetic stimulation (TMS). Portable 
systems that operate from a laptop computer and a 
control box approximately 2″ × 6″ × 8″ are available. 
Finally, fNIRS is relatively inexpensive with available 
systems ranging between $25,000 and $200,000.

Limitations

Despite its advantages, fNIRS is unlikely to supplant 
fMRI for basic research on the neurophysiological 
underpinnings of various cognitive, emotional, and 
motivational processes for two important reasons. 
First, fMRI has better spatial resolution, on the order 
of 1 mm3, although the fast imaging of fMRI reduces 
its spatial resolution somewhat to a few millimeters 
relative to conventional MRI. By contrast, due to the 
scatter of photons in a diverse medium, current fNIRS 
systems have a spatial resolution on the order of 1 cm2. 
Second, fMRI has the capacity to image the entire 
brain, whereas fNIRS is limited to the outer cortex. 
Although a large hemorrhage could be imaged as deep 
as the thalamus with fNIRS, more subtle signals, such 
as those induced by a cognitive or an emotional event, 
are limited to a depth of approximately 2–4 mm of the 
cortex. Other inherent limitations of fNIRS technology 
include the use of cranial reference points, attenuation 
of the light signal by extracerebral matter, comparisons 
of fNIRS data between subjects, the impact of skin 
pigmentation on signal detection, and difficulties 
obtaining absolute baseline concentrations of oxy-Hb 
and deoxy-Hb.37,59 Current bioengineering efforts at 
several institutions (e.g., Drexel University, University 
of Pennsylvania, University of Illinois, Harvard Medical 
School) are addressing many of these issues, as well as 
the use of portable handheld computing devices that 
can download data. Efforts also continue to improve 
comfort and flexibility for the participant, through the 
use of improved flexibility in sensor designs and wire-
less systems.

However, despite being around for several years, 
the technology is still considered to be in its infancy, 
and there may be continued beliefs that an emerging 
technology, though useful in the future, is yet not ready 
for practical clinical delivery.7 Finally, the advent of a 

portable technology that is able to provide continuous 
measurements of neurobiological signals within vari-
able environmental conditions heightens the need for 
systematic, informatics-driven modifications of clinical  
databases based on standardized and normative data.7 
This need has yet to be fulfilled for fNIRS and will 
require extensive research commitments in the future.

Validation Efforts

Much research effort has been focused on concurrent 
validation of fNIRS with more established functional 
neuroimaging technologies such as fMRI. This includes 
establishing the sensitivity, accuracy, and reliability of 
fNIRS under a variety of experimental and clinical 
conditions.39,55,59 Toronov et al (2001)53 found high 
temporal correlations between the BOLD signal in 
fMRI and the deoxy-Hb concentration in fNIRS on a 
motor task. Using another simple motor task, 
Strangman et al51 attempted to characterize the ampli-
tude correspondences between the two modalities by 
simultaneously acquiring fNIRS and BOLD fMRI data 
and comparing Delta (1/BOLD) (approximately R(2)
(*)) to changes in deoxy-Hb, oxy-Hb, and total hemo-
globin (TotHb) concentrations derived from fNIRS. 
After accounting for systematic errors associated with 
each of the signals, they found strong correlations 
between fMRI changes and all optical measures, with 
oxy-Hb providing the strongest correlation. This 
finding  held even when including scalp, skull, and 
inactive brain tissue in the average BOLD signal. 
Similarly, cross-validative comparisons have also been 
made on patients with a hemiparetic stroke,31 cerebral 
ischemia,36 as well as young and elderly subjects.35 
These studies have suggested that on motor tasks, 
fNIRS is able to provide direct information about neu-
ronal activity–associated changes in cerebral parame-
ters that are partly reflected in the BOLD signal.57

Other investigations suggest greater correspondence 
between the BOLD response and deoxy-Hb. Huppert 
et al (2006)25 utilized a short-duration event-related fin-
ger tapping task while conducting simultaneous fMRI 
and fNIRS measurements. The task evoked activity in 
the primary motor and sensory  cortices, and there was 
a significant correlation across all participants between 
D (1/BOLD) and deoxy-Hb responses. Similar results 
were obtained for a study that employed a simple visual 
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stimulation task (Schroeter et al. 2006).47 Hemodynamic 
activity was invoked in the visual cortex bilaterally, and 
changes in the BOLD signal were highly correlated 
with deoxy-Hb, while lower correlations were obtained 
for oxy-Hb and total Hb. There is also emerging evi-
dence of within-subjects stability of fNIRS signals 
(Plichta et al. 2006).45 Three-week test–retest reliabil-
ity was examined in 12 participants using simple visual 
stimuli. Channel-wise intraclass correlation coefficients 
at the group level revealed good reliability and excel-
lent reproducibility with respect to the quantity of acti-
vated channels and the location of the detected 
activation. Results at the level of the participant, how-
ever, were less reliable.

There are also data implicating concurrent valida-
tion of fNIRS with fMRI using a variety of tasks. Obrig 
et al39 demonstrated concordance between fNIRS and 
fMRI signals using visual stimulation and a response 
inhibition task. They demonstrated the ability of fNIRS 
to discriminate between motor and premotor responses 
of a Go/No-Go task, additionally demonstrating that 
the biological signals detected by the two devices were 
largely consistent. Similarly, in a study examining 
breath holding using fMRI and fNIRS, MacIntosh et al 
(2003)33 observed a generally concordant relationship 
between fMRI and fNIRS signals, but there were sig-
nificant differences in measurement sensitivity between 
BOLD and fNIRS when utilizing this task. Platek 
et al43,44 have also indirectly shown concordance 
between fNIRS and fMRI in a face-recognition task.

An attempt at examining the ecological validity of 
fNIRS was carried out in a study examining the corre-
spondence of fMRI and fNIRS during an apple-peeling 
task.41 The investigators found congruity between 
fNIRS and fMRI for those brain areas subserving the 
motoric, visual, and cognitive components of the 
apple-peeling task. There were, however, discrepan-
cies in the spatial localization data, whereby the mock 
apple-peeling task, as performed during fMRI scan-
ning, did not invoke the same activation observed by 
fNIRS in the prefrontal cortex during actual apple 
peeling. Albeit still requiring further research, these 
findings highlight the potential for fNIRS to elucidate 
brain–behavior relationships during ecologically valid 
paradigms, particularly in cases where data across 
simulated and ecologically valid paradigms are dis-
similar. Further cross-validation efforts are needed to 
compare fNIRS with other functional neuroimaging 
modalities in laboratory and real-world environments.

Thus, preliminary evidence appears to be generally 
consistent in implicating the concordance of fMRI and 
fNIRS signals, even in paradigms requiring more com-
plex cognitive and physiological activities than simple 
motoric responses. The scarcity of such data, coupled 
with occasional disparities, however, suggests a need 
for further research on the congruence between fNIRS 
and fMRI. Despite the current limitations, studies that 
have ventured to use fNIRS to investigate various clin-
ical populations have highlighted the potential for its 
application in examining various neurological and 
psychiatric disorders.

Applications

FNIRS has been employed as a measure of cognitive 
workload in complex, “realistic” tasks and holds prom-
ise as an aid for creating symbiotic relationships 
between operators and operational environments.27 It 
has been deployed by the medical community in set-
tings including pediatrics and has played an important 
role in the study of neonatal cerebral hemodynamics in 
hypoxic–ischemic brain injury in small preterm 
babies.10 In breast cancer research, fNIRS optical 
imaging has offered unique advantages for diagnostic 
imaging of solid tumors.19,20 The ability of fNIRS to 
detect intracranial hematomas has also been examined 
in patients admitted to hospitals with head trauma, 
demonstrating a greater absorption at 760 nm over the 
affected hemisphere than the contralateral side.14 
Additionally, in patients with normotensive acute con-
gestive heart failure, dual-wavelength fNIRS has 
helped determine critically low oxygen levels resulting 
in improved cerebral oxygen saturation during treat-
ment of acute heart failure.34 It has also been used to 
measure sensory, motor, and cognitive demands of 
tasks administered to a variety of neurological 
(Alzheimer’s disease, Parkinson’s disease, epilepsy, 
traumatic brain injury) and psychiatric (schizophrenia, 
mood disorders, anxiety disorders) populations.26 
Applications of fNIRS to neurorehabilitation of cogni-
tive disabilities has also been reviewed previously.1

The versatility of the technology is also apparent in 
its ease of customizability. For instance, the 
Hematoscope or Hematoma detector (InfraScan, Inc., 
Philadelphia, PA) is being marketed for field deploy-
ment to the military for army medics to make quick 



997 Functional Near-Infrared Spectroscopy

assessments on the spot for critical cost/benefit analyses. 
This future application is particularly relevant in clini-
cal neuropsychology due to its potential for immediate 
on-site clinical assessment, for example during a motor 
vehicle accident. This malleability of the technology 
to clinical as well as research applications is perhaps 
one of the most exciting aspects of fNIRS.

Conclusions and Future Implications

fNIRS is able to offer a non-invasive, potentially 
portable, safe, low-cost method of both direct and 
indirect monitoring of brain activity over extended 
time periods. It makes it possible to design transla-
tional research and clinical studies that possess eco-
logical validity, which is currently not possible with 
the constraints of other functional neuroimaging 
technologies. It offers the potential to provide unique 
insights into the etiology and treatment of various 
brain disorders. Yet, as an emerging technology, it is 
still limited in several ways. These include limited 
spatial resolution, use of cranial reference points, 
attenuation of the light signal by extracerebral mat-
ter, comparisons of fNIRS data between subjects, the 
impact of skin pigmentation on signal detection, dif-
ficulties obtaining absolute baseline concentrations 
of oxy-Hb and deoxy-Hb, failures to replicate, high 
signal-to-noise ratios in EROS signals, its early 
developmental stage, and the need for informatics-
driven modifications of clinical databases based on 
standardized and normative data.

Despite its current limitations, it is an FDA-
approved emergent technology that for certain applica-
tions offers several advantages over currently available 
functional neuroimaging techniques, such as fMRI, 
PET, and EEG. Although it is unlikely to immediately 
replace these techniques, it can permit non-invasive 
and continuous monitoring of cortical activity within a 
comfortable setting that may provide good ecological 
validity. Its application extends beyond the confines of 
traditional neuroimaging laboratory settings to clinical 
application. The versatility of this technology is also 
apparent in studies that have utilized fNIRS with chil-
dren as young as 1.5 years of age to study various epi-
leptic seizures. Its usefulness is further highlighted in 
its application to acute care settings including pediatric 
intensive care units. This malleability of fNIRS to 

 clinical as well as research applications is perhaps one 
of the most exciting aspects of fNIRS.
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The BOLD fMRI Affect

The advancement of MRI methods has provided 
researchers with unique opportunities to examine 
human brain function in vivo. Since the introduction of 
blood oxygen level dependent functional magnetic 
resonance imaging (BOLD fMRI or BOLD) in the 
early 1990s, the number of published studies using this 
method to examine cognitive, motor, and sensory func-
tioning has increased each year. In the year 2000, 
roughly 1,000 articles were published using fMRI, and 
this number topped 2,500 in the year 2006 with no 
clear sign of asymptote.1

fMRI maintains several important advantages over 
other imaging techniques, including its non-invasiveness, 
its availability, and the attractive tradeoff it offers 
between reasonably high temporal and spatial resolu-
tion. Even given the popularity of fMRI, its incredible 
 flexibility, and usefulness for examining brain–behavior 
 relationships, there are important methodological con-
siderations when used in clinical samples. This chapter 
addresses methodological issues that arise with the use 
of fMRI in clinical research, with particular emphasis on 
 considerations for data acquisition, data processing and 
analysis, and interpretation of fMRI results in clinical 
populations.

Data Acquisition

The MRI Environment

Although the requirement of lying still in the magnet 
for extended durations is reasonably well tolerated by 
healthy participants, this is not the case in all clinical 
populations. The confining nature of the MRI environ-
ment leads to a number of potential problems. For 
example, in some circumstances, it may be difficult to 
achieve ideal head placement within the magnetic 
field; in pediatric populations, differences in head cir-
cumference, neck length, and shoulder width may 
affect head positioning.41 Moreover, there are inherent 
difficulties using fMRI methods to examine individu-
als with larger heads and bodies (e.g., studies of obe-
sity, male athletes). It is also important to note that 
physiology may also be influenced by posture; depend-
ing on head tilt, cortical arousal (as measured by EEG) 
and perfusion pressure may all be affected, ultimately 
resulting in a change in the hemodynamic reference 
function.67

The physical and psychological consequences of 
lying in a scanner for sustained periods of time are 
not trivial; Raz et al67 found that these circumstances 
may influence cognitive performance as well as 
 hemodynamics. There are several factors associated 
with the MRI environment that may cause anxiety for 
participants. The lengthy procedure of preparation for 
entrance into the scanner (screening, paradigm  training, 
reviewing consent forms) and the physical  sensation 
of being confined in the bore can lead to a feeling 
of  anxiety including claustrophobia and panic.7,55  
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This anxiety may cause not only emotional discomfort 
and changes in cognitive performance but also 
 physiological changes (changes in heart rate, blood 
pressure) that might affect blood flow and, subse-
quently, the fMRI signal.

Head Motion and Sources of Noise  
in fMRI Data

Whether it is due to subject discomfort or it is intrin-
sic to a specific behavioral paradigm, some measure-
able degree of head movement is inevitable in MRI; 
even healthy individuals who are highly tolerant of 
the scanning environment demonstrate movement up 
to a millimeter.23 Furthermore, it has been found that 
greater head movement is typical in special samples; 
for example, work by D’Esposito et al15 demon-
strated that during a visual reaction time paradigm, 
older participants showed greater translational move-
ment than younger participants. These data were 
corroborated in a study of stroke recovery, where 
significantly greater head movement was observed 
in both the clinical and age-match “control” sample 
compared to a younger healthy adult.71 Head 
 movement during scanning may result in misalign-
ment of the images, artifacts, and signal loss78 that 
have important implications for data quality and 
interpretation.

Because head movement is nearly universal to fMRI 
experiments and problematic for the integrity of MRI 
data, techniques have been developed to reduce physi-
cal head movement and correct for movement that 
does occur. To reduce head movement, some investiga-
tors have advocated the use of a bite bar or mouth piece 
attached to the head coil and have demonstrated that its 
use significantly reduces drift around the X and Z 
axes.57 There is less information about the effective-
ness of using a bite bar in clinical samples, in particu-
lar those with attentional difficulties and/or who are 
prone to anxiety/claustrophobia. Sedation has been 
used to control motion when imaging young infants; 
however, it typically requires nursing or other staff to 
be present and introduces potential medical risks, 
including hypothermia. Examiners have recommended 
that fitting the child to a special neonatal head coil in a 
MR-compatible incubator is a safer way to obtain more 
accurate imaging data.21

Separately, subject preparation and experimental 
designs have been shown to influence motion. Prior to 
entering the scanner, researchers may coach the par-
ticipant to remain still and offer reminders between 
data acquisition periods. Researchers may also attempt 
to reduce motion by increasing comfort in the MRI 
environment by including padding and blanketing, 
and frequent “check-in” periods with the participant. 
A practice session in a mock scanner may also be help-
ful for participants (especially children and adoles-
cents), to become accustomed to the MRI setting.20 
Experimental designs can be manipulated to minimize 
the effects of movement; for example, Birn et al2 found 
that single trial or event-related designs contained sig-
nificantly less artifact due to motion when compared to 
a block design.

While reducing movement on the front end (i.e., 
during data collection) is critical, complete elimination 
of motion is rarely achieved. For this reason, examin-
ers have worked to develop analytic procedures for the 
identification and/or removal of the effects of head 
movement on functional imaging data. Traditionally, 
data preprocessing includes a step rigid body registra-
tion in which a set of images is transformed according 
to specific parameters to match an identified source 
image in order to reduce movement artifact.

Early methods for motion correction have been met 
with mixed success. Investigators citing problems with 
image registration based upon voxelwise signal inten-
sity developed a contour-based registration technique, 
emphasizing edges of the skull and brain, capable of 
differentiating motion-related activation from stimu-
lus-induced activation.3 More recently, investigators 
have successfully demonstrated the usefulness of non-
rigid body registration to better account for motion-
induced artifact80 while others have separated 
motion-induced and stimulus-induced signal variabil-
ity via independent component analysis.48 A number 
of additional methods have been developed to deal 
with motion correction including modifications to 
rigid body motion correction56 and correction of 
 geometric distortions that occur through the use of a 
“map-slice-to-volume” method (for details see ref.81). 
Ultimately, some form of motion correction is essen-
tial prior to any image analysis and the exact nature of 
motion correction may depend upon the research ques-
tion. In most cases, slow incremental translational 
movement (in the x or y plane) is more easily accounted 
for than larger movement or movement in the z-plane 
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or during the “phase encoding” period of MRI data 
acquisition (see Chap. 1 of this volume). In the case of 
the latter, the trial may need to be aborted and reac-
quired if significant motion is observed during data 
collection. If motion is not observed until data prepro-
cessing and cannot be eliminated with motion correc-
tion, the affected volumes may need to be removed, or 
at worst, the entire trial may need to be eliminated 
from analysis.

Finally, while it is not head motion strictly speak-
ing, other investigators have developed methods to 
deal with motion in the fMRI signal due to vascular 
fluctuations and respiration. These two sources of 
physiological noise are critical to account for in fMRI, 
and this becomes increasingly evident at high field 
strengths.36 One commonly used method to account for 
physiological fluctuations is RETROspective Image 
CORrection (RETROICOR).25 Recent work has refined 
the application of RETROICOR, so that it is optimized 
with regard to slice timing correction and volume 
 registration (see ref. 36); this modification of the 
RETROICOR method has been used to correct for 
physiological noise by introducing new regressors into 
the model that would account for errors caused by 
traditional registration.

Data Processing and Analyzing  
the BOLD fMRI Signal

Data Preparation

Following data acquisition, there are multiple interme-
diary steps involved in order to convert the data from 
raw image data to a format that can be analyzed and 
interpreted; these stages of “preprocessing” vary to 
some degree depending upon the purpose of the 
research. Typically, the processes of realignment, 
coregistration, spatial normalization, and smoothing 
are commonly used to consolidate and align the vol-
umes of time series data. Realignment is initially used 
to “line up” images and reduce motion artifact, and 
coregistration permits co-localization of functional 
and structural image data. In normalization, or image 
standardization, data are transferred into standardized 
space, so that each voxel is assigned to a coordinate 
system and can be identified and compared between 

subjects and between groups of subjects. Normalization 
algorithms can be quite different between imaging 
softwares (e.g., AFNI vs. SPM) and the assumptions 
made by these analytic procedures should be known 
prior to use, particularly in clinical cases.

Of note, preprocessing procedures, and in particular 
normalization, are based upon the assumption that 
anatomical structures and their localized functions are 
identical for all groups; in the case that there are struc-
tural abnormalities in the brain (e.g., stroke, tumor, 
traumatic brain injury), images may be misaligned and 
misrepresented. There is emerging literature on differ-
ent methods of normalization that will account for 
lesions or abnormalities in the structure of the brain 
including the use of affine-only or linear transforma-
tion of the data. Because nonlinear warping is often 
preferred, methods such as cost-function lesion mask-
ing can be used, which essentially assigns zero values 
to areas of lesion, so that nonlinear algorithms do not 
attempt to minimize voxelwise differences between 
the data and the template in areas of abnormality (see 
refs.8 Crinion et al. 2007, and Friston14).

Activation Detection and Statistical 
Considerations

Voxel based and region of interest (ROI) are two gen-
eral categories of analytic methods used to examine 
fMRI data. A voxel-based approach is a comparison 
of hemodynamic response change on a voxelwise 
basis throughout the brain. In this approach, a statisti-
cal threshold is chosen and activation and significant 
activation is determined by the extent that the number 
of voxels that exceed the set threshold. There is no 
rule for determining the threshold for a dataset, and 
as a consequence determining what is and what is not 
“active” is often arbitrary. By setting conservative 
thresholds, researchers risk increase in Type II errors; 
that is, genuine activation that remains sub-threshold 
due to correction would be missed. For example, 
Cohen and DuBois13 found an increase in Type II 
errors and inconsistencies in assessing activation 
magnitude when using voxel counting approaches to 
analyze a motor and visual task; they suggest the use 
of a linear systems approach for more stable assess-
ment of activation across trials (for full details please 
refer to ref. 12).



106 K.S. Chiou and F.G. Hillary

Several methods are now available that permit 
 corrections for multiple comparisons without elimi-
nating relevant activation due to conservative thresh-
olding that is the result of traditional Bonferroni 
correction. These techniques include family wise cor-
rection and random field theory (see refs. 24,73) and a 
method that relies on examining the false discovery 
rate (FDR) (Genovese, Lazar, Nichols, 200282). 
Ultimately, achieving the “correct” threshold is a con-
troversial issue with novel methods still being devel-
oped (see Pendse et al. 200983) and some investigators 
moving away from absolute thresholds to more con-
tinuous measurements of activation, providing the 
opportunity to examine change in the BOLD signal in 
a pre-specified region regardless of if the signal, is sta-
tistically suprathreshold in that region.

In a ROI approach, whole-brain voxelwise analy-
ses of the BOLD response are not conducted, instead 
anatomical regions that are of particular interest to the 
researcher are first identified and isolated for analysis. 
By examining only the signal change in discrete loca-
tions, the number of statistical comparisons that needs 
to be made is reduced, resulting in increased statisti-
cal power.61 The ROI approach has also been sug-
gested for use of exploring data and testing specific 
brain areas that already have functional definitions 
(see ref. 62). An assumption of this method is that 
researchers will be able to precisely and reliably iden-
tify ROIs; for example, choosing ROI that are too 
large or unrelated to the task may result in dilution of 
signal detection. While greater anatomical specificity 
may be provided via ROI analysis, identification of 
regions can be labor intensive and require reliability 
checks in order to guarantee anatomical accuracy 
within and between raters. In the case of the latter, 
reliability of ROI identification has been increased 
through the use of data analytic softwares that facili-
tate identification of specific neuroanatomy as it exists 
in “normalized” space.

Test–Retest Reliability  
and Reproducibility in fMRI

Variability in cortical activity may occur within and 
across participants, scan sessions, and time. Findings 
regarding the reproducibility of measures of cortical 
activity have been mixed depending on the population, 

how activation is measured (e.g., percent signal change 
or active voxel count), and modality of the task (i.e., 
sensory, motor, or cognitive task). For example, in 
studies of motor activity, Havel et al27 found that repro-
ducibility of activation was dependent upon the motor 
units involved; it was the highest for movements in the 
primary motor–sensory areas (e.g., hand and foot 
movements) and lowest for mouth movements. In a 
separate study, when engaged in a visual motor draw-
ing task, survivors of stroke were found to be more 
reliable in within-session scans compared to between-
session scans, and measurements of signal change 
were more reliable than voxel counting methods.43

Recent work in multiple sclerosis (MS) examining 
motor activation using a hand tapping task was con-
ducted across five European imaging centers, using 
scanners from different manufacturers.5 Data derived 
within participants were more consistent than between 
participants and, again, “activation” determined as 
maximum signal change had higher reproducibility 
than using ROI voxel counts.5 Importantly, they also 
found that there was greater variability in the runs of 
the individuals with MS compared to the healthy indi-
viduals5; these findings are consistent with what has 
been repeatedly observed in behavioral data (e.g., clin-
ical samples demonstrate greater variability).

Studies investigating reproducibility of results of 
fMRI activation during cognitive stimulation have 
been met with mixed results. In a study of working 
memory in healthy individuals, activation data 
 collected from four different imaging institutions dem-
onstrated comparable findings for the spatial location 
and  distribution of cortical activity across partici-
pants.11 Similar to results in motor and sensory studies, 
functional imaging results in individuals with schizo-
phrenia engaged in a working memory task demon-
strated greater variability compared to healthy 
participants.51

In the study of language recovery, there has been 
reasonable convergence of findings in stroke patients 
recovering from aphasia,45 but consistency is at least 
partially dependent upon task selection and complex-
ity.19 Thus, the reliability observed in fMRI studies of 
clinical samples have been at least partially dependent 
upon the task, the domain, and the clinical population, 
which has important implications for the generaliz-
ability of clinical fMRI studies. Past difficulty with 
replication suggests that tight control over task stimu-
lation is paramount and results require conservative 
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interpretation regarding implications for any clinical 
population. Overall, similar to studies of behavioral 
deficit, it should be anticipated that there is greater 
variability in functional imaging data in clinical sam-
ples compared to “control” samples. As is the case 
with behavioral data, this requires researchers to 
address the heterogeneity in their sample, integration 
of behavioral data and functional data, larger sample 
sizes, and replication of findings.

The Basis of the BOLD Signal

As noted elsewhere in this volume (see Chap. 1), the 
BOLD signal is a surrogate for neuronal firing that has 
no inherent quantity. For a comprehensive review of 
the biophysics of the BOLD signal, please refer to 
Logothetis.49 Because the BOLD fMRI signal is a sur-
rogate for neuronal firing, research using these meth-
ods must be careful to account for factors that could 
potentially change the basic relationship between neu-
ronal firing and the BOLD response. These factors, 
outlined below, range from natural between-subject 
differences in the cerebrovasculature to the effects of 
neurodevelopment or pathophysiology on blood flow.

Natural Heterogeneity in the Brain

Studies examining variability in the BOLD signal 
reveal that its basic shape and timing is relatively sta-
ble for similar regions across subjects; however, differ-
ences in the shape of the BOLD signal across regions 
within individuals have been documented.9,69 Much of 
this difference may be assigned to differential metabo-
lism between anatomical regions within the brain. For 
example, it has been observed in animal studies that 
compared to the cortex, basal ganglia, and white mat-
ter, the rat hippocampus showed a decreased sensitiv-
ity to changes in oxygenation as measured by BOLD.18 
In humans, Siesjo74 found that metabolic activity in the 
white matter can be differentiated with that observed 
in cortical gray matter. The differences in the BOLD 
signal between white and gray matter have been attrib-
uted to differences in metabolic rates, vascular regula-
tion, and vascular architecture.63

Taken together, these studies suggest that at least 
part of the differences in signal intensity throughout 

the brain may be due to vascular differences and  natural 
variation in the metabolism rather than differences in 
underlying neuronal activity. These fundamental 
 differences in neurometabolism between neuroana-
tomical regions have important implications for study 
design and require methods sensitive to spatially distinct 
signal-to-noise ratio (SNR).

Effects of Normal Development  
on the BOLD Signal

The process of normal aging in humans is invariably 
accompanied by some degree of change in cerebral 
vasculature. These changes in the vasculature may 
cause age-dependent differences in the BOLD signal. 
There is a growing literature demonstrating that nor-
mal aging results in diminished cerebral blood flow 
throughout the brain.15,37 Work in older adults by 
D’Esposito et al15 revealed that reduction in baseline 
cerebral blood flow (CBF0 values reduced SNR, mak-
ing it more difficult to detect stimulus-induced signal 
alterations. The increased SNR found in younger pop-
ulations and higher levels of noise in older populations 
was also found by Huettel et al.35 In their investigation 
of mean hemodynamic response functions, both groups 
had similar onset times, rate of rise, and peak ampli-
tude; however, the peak of the hemodynamic response 
function was reached earlier by the population of 
elderly participants, and there was more variability 
across subjects.35 These data are consistent with what 
is known about normal brain development, where CBF 
values peaking early in life and decrease consistently 
over the life course.76 An important analysis of the 
hemodynamic response function in younger adults, 
older healthy adults, and older adults with Alzheimer’s 
disease demonstrated distinct latencies between groups 
(see ref. 10). Moreover, these latencies were greater in 
visual cortex compared to motor cortex (see Fig. 8.1), 
which have important implications for modeling the 
hemodynamic response function in even-related 
designs.

Changes in neurovasculature and blood flow do not 
only affect the elderly, populations at the other end of 
the age spectrum are likely to have altered cerebral blood 
flow and hemodynamic response functions as well. 
Differences in the BOLD signal seen in children may 
occur because circulatory and respiratory system devel-
opment is not yet complete. In childhood,  myelination 
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in the brain is also going under development, and it 
remains unclear if and how the amount of myelination 
may affect blood flow.4 In a review investigating studies 
that document differences seen in the hemodynamic 
response of children, the findings have been mixed; 
some studies have found that the shape of the hemody-
namic response function is dependent upon age, while 
others have not been able to confirm this finding.41

In infants, changes in regional cerebral blood flow 
and oxygenation that affect the fMRI signal may be 
due to environmental circumstances; infants are less 
likely to maintain their own body temperatures and 
will often have physiological responses to hypothermia 
caused by the cold and low humidity environment of 
imaging rooms.21 However, this limitation may be 
addressed by using a specially designed MR-compatible 
incubator to provide more hospitable conditions for 
the infant.21

Age is not the only variable that may cause changes 
in cerebral vasculature gender and gender-specific hor-
mones may also influence the velocity of cerebral 
blood flow as well. In a study comparing aging women 
and men, it was found that for women more than men, 
blood flow velocity declines significantly in the 4th 
and 5th decades of life.39 Further, for women who were 
treated with hormone replacement therapy, their pat-
tern of blood flow velocity reflected that found in pre-
menopausal women.39 Taken together, these factors 

make it important to consider both gender and age 
when comparing clinical and healthy populations.

Effects of Injury and Pathology  
on the BOLD Signal

There is also evidence that diseases affecting the cen-
tral nervous system may also result in alterations in 
baseline cerebrovascular parameters. In MS, average 
CBF values are reduced in areas adjacent to lesion 
sites and normal appearing white matter (NAWM).47 
Similarly, investigations in HIV have documented 
altered cerebral blood flow in both symptomatic and 
asymptomatic participants79 and even in cases where 
clinical neuroimaging was negative.50

In the study of the effects of brain tumor, it has 
been found that distance of a mass or lesion from the 
motor region, edema, and age have strong influences 
on measured signal change; the larger the distance 
between the mass and motor region, the higher the 
measured signal change, and increases in edema lead 
to decreases in measured signal change.44 The type of 
mass that is present may also affect signal change; a 
trend was found that high-grade gliomas and infiltrat-
ing tumors were more likely than benign or extra 
axial tumors to be associated with lower signal 
change.44 The relationship between the severity of 

Fig. 8.1 The selectively averaged hemodynamic responses are 
shown for visual (left panel) and motor (right panel) regions. 
Each panel displays mean data from each subject group with the 
line color indicating group: black = young adults, green = nonde-

mented older adults, and red = demented older adults. Error bars 
indicate standard error of the mean. The blue mark at the bottom 
of each panel represents when the visual stimulus was presented. 
Permission sought for Buckner et al,10 JoCN
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the grade of tumor and activation has been confirmed 
by Holodny et al34; their findings suggest that espe-
cially in glioblastomas, the side contralateral to the 
tumor will demonstrate a greater volume of activa-
tion. It is hypothesized that the tumor causes a loss of 
autoregulation of blood flow; if the ability to auto-
regulate is lost, increased neural activity is not 
responded to by a corresponding increase in blood 
flow.34 Another explanation for the differences in 
blood flow is that the tumor mass may be positioned, 
so that it compresses the veins, causing changes in 
blood pressure that make it difficult to pick up on 
signal change.34

Both traumatic and non-traumatic brain injury have 
important influences on blood flow in areas near sites 
of lesion as well as global affects. By definition, cere-
brovascular accident represents an alteration in blood 
flow and perfusion. For example, it was found that 
after suffering from a lacunar stroke, the BOLD signal 
is lower in both the unaffected and affected hemi-
spheres suggesting that the vascular disease is diffuse 
in its influence.60 Moreover, overt stroke or aneurysm 
is not required for there to be measurable disruption in 
blood flow that could affect the BOLD signal. Studies 
in chronic hypertension, without evidence of ischemia, 
have shown reduced cerebral blood flow.72 Animal 
studies in TBI have repeated demonstrated baseline 
alterations cerebrovascular parameters.6,22,26,40,52,70 
These changes may exist long after injury.40 In humans, 
these findings have been corroborated; using PET-
reduced CBF has been noted in perilesional areas fol-
lowing TBI.28,29 Most recently, the influence of local 
brain lesions on BOLD fMRI signal was directly mea-
sured using a breath hold and arterial spin-labeling 
methodology.32 Findings in this study revealed that 
TBI influences the basic components comprising the 
fMRI signal, including cerebral blood flow, oxygen 
extraction fraction, and blood flow transit time, and 
these effects were particularly salient in peri-lesional 
areas.

In sum, there are measurable affects of brain injury, 
brain disease, and even normal aging on cerebrovascu-
lar parameters that have direct implications for the 
resulting BOLD signal. The influences of cerebrovascu-
lar change on the BOLD signal are critical to consider 
for appropriate fMRI data interpretation. Without meth-
odological manipulations permitting documentation of 
these influences, activation changes secondary to vascu-
lar changes could be incorrectly interpreted as  activation 

change secondary to neuronal changes reflecting, for 
example, neural compensation  mechanisms. Methods 
now exist that permit “standardization” of the BOLD 
signal, thus removing, or at least reducing, the influence 
of group-related changes in cerebrovascular reactivity 
on the fMRI data (see Kannurpatti and Biswal 200738). 
Such considerations are critical when making between-
group comparisons.

Effects of Exogenous Substances/ 
Medication on BOLD

Aside from aging or pathology, there may be treat-
ment factors that affect blood flow and the BOLD sig-
nal. The use of pharmacological drugs for treatment 
is common in clinical populations; although these 
may include medications that are used to alter physi-
ology in the body and to manage subjective symp-
toms, they may also have profound effects on cerebral 
blood flow. Some medications have been found to 
decrease activation. For example, mannitol is a drug 
that is often used to reduce intracranial pressure in the 
brain as well as a sugar substitute for patients with 
diabetes. Mannitol has been found to affect plasma 
osmolarity and alters cerebral blood flow. In a study 
using rats, cerebral blood flow decreased to 81% of 
baseline after 10 min of a mannitol injection and 
decreased further to only 65% after 20 min.17 
Interestingly enough, during the time after injection, 
there were also spontaneous, transient increases in 
cerebral blood flow, of which the cause remains 
unclear.17 Another drug that has been linked with 
decrease of blood flow after use is lorazepam, most 
commonly used to treat symptoms of anxiety. The use 
of this medication has been linked to significant 
decreases in activation of the hippocampus, fusiform 
gyrus, and inferior prefrontal cortex; furthermore, 
this decrease in activation was associated with poor 
performance on memory tasks.75

While the use of some drugs decrease cerebral 
blood flow, others are linked with increases. One such 
drug is fluoxetine. Used as a treatment for motor hemi-
paresia, patients recovering from lacunar stroke using 
fluoxetine demonstrated an increase in activation in 
the primary motor cortex ipsilateral to the lesion from 
their stroke.59 Another drug, Rivastigamine, a cholin-
esterase inhibitor, has been used to decrease the rate of 
deterioration in Alzheimer’s  disease. The use of this 
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medication has been found to increase bilateral 
 activation of the fusiform gyrus during facial encoding 
tasks; on simple working memory tasks, signal 
increases were noted in the frontal lobes; however, the 
activation became more variable when the task load 
increased.68

Medical and psychiatric pharmacological treat-
ments are not the only substances that may influ-
ence blood flow; certain substances found in 
common day use may also have an effect. Caffeine 
is a substance used daily by many people for its 
stimulating effects. Caffeine not only has an excit-
atory effect on the neurons in the adenosine recep-
tors but also acts as a vasoconstrictor. Studies 
regarding caffeine and brain activation have been 
mixed. Some findings report that caffeine can cause 
as much as a 13.2% decrease in cerebral perfusion, 
and a decrease of 4.4% in resting BOLD signals, 
however, respond normally during activation.58 Due 
to the low levels at resting baseline, a response 
results in a seemingly large increase in BOLD signal; 
while these findings suggest that caffeine may be 
used as a booster to enhance the detection of activa-
tion,58 to those that are not aware of the effect of 
caffeine on the BOLD signal, this could give a false 
sense of the magnitude of activation. The amount of 
caffeine consumed regularly also influences the signal. 
Individuals who consume higher amounts of caf-
feine have been noted to upregulate more adenosine 
receptors, which leads to the excitatory effects hav-
ing precedence over vasoconstrictive effects. The 
magnitude of the BOLD signals has been found to 
be correlated to caffeine consumption, with those 
who ingest greater amounts of caffeine showing 
greater signal changes.46

Both pharmacological medications and sub-
stances that may be ingested as part of dietary intake 
have the ability to alter blood flow; depending on the 
drug and the study, these alterations may be corre-
lated with either improved or worsened performance. 
It is important then for the researcher conducting 
studies in clinical populations to note what medica-
tions his/her participants may be using, and to be 
aware what implications that has for the interpreta-
tion of brain activation. Researchers may also want 
to consider advising their participants to follow cer-
tain dietary guidelines prior to scanning to control 
for potential changes in blood flow due to substance 
consumption.

fMRI Data Interpretation

An Infinite Number of Explanations  
for “Activation”

Interpretation of functional imaging data is often 
 difficult and highly dependent upon the methodolog-
ical control and how closely a priori hypotheses are 
guided by existing theory. Early functional MRI 
work of cognitive, sensory, and motor functioning in 
clinical samples was loosely integrated to theory, 
and interpretations were often based upon already 
known functional neuroanatomy. This type of work 
is not isolated to the clinical imaging research. In a 
paper discussing the opportunities made available to 
the neurosciences by imaging, one researcher laments 
the current state of data interpretation in the cogni-
tive neurosciences:

It is unfortunate that most discussion sections in func-
tional imaging papers simply list a number of post- hoc 
interpretations of the findings.

–Richard Henson, 2005

The following section focuses on those factors that 
influence the reliability of imaging data and permit 
conservative, hypothesis data interpretations. Factors 
of focus here include paradigm development and con-
trol, data analysis, and the influence of additional factors 
such as affect.

Post hoc analyses in the absence of methodological 
constraint may result in virtually limitless explanations 
for any dataset. For this reason, it has been argued that 
functional imaging data may be more difficult to inter-
pret than behavioral data.42 It should, therefore, be the 
goal to use specific study designs that aid in eliminat-
ing possible explanations and there are two important 
manipulations that increase control: (1) choose tasks 
that can be performed with proficiency by the clinical 
sample, (2) manipulate task load and directly examine 
performance vs. fMRI signal relationships.

Tasks that Can Be Performed

In order to constrain the infinite number of possible 
explanations for any fMRI dataset, one basic require-
ment is to ensure that the participant is capable of 
performing the task and this is particularly important 
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to control for in participants demonstrating cognitive 
deficits.65, 66 As noted by Price and Friston,64 this 
mandate, at first glance, appears a bit counterintui-
tive, given that the traditional motivation in neurop-
sychology to characterize the nature and magnitude 
of behavioral “deficit.” However, if a behavior is 
absent (e.g., aphasia) and a task cannot be performed 
by the patient group, the reason for any resulting 
between-group differences in the data is very diffi-
cult to ascertain. For example, if a patient group cannot 
perform a task and demonstrates “under-activity” or 
the inability to engage relevant neural networks 
compared to healthy adults, then the failure to bring 
“online” the relevant neuroanatomical substrate(s) 
may be either the cause or the consequence of the 
performance deficit (see ref.64). Moreover, if the 
subject is not responding reliably, experimental 
control is lost; the examiner has no real way of iden-
tifying what the subject is doing during the task, 
making the data uninterpretable.33,64 Because of 
this, clinical samples must be able to  perform the 
task they are given and behavior must be integrated 
with functional imaging data to permit meaningful 
data interpretation.

In order to facilitate designing tasks that may be 
universally performed, Price and Friston65 have identi-
fied two types of manipulations that may be applied: 
(1) task manipulations and (2) stimulus manipula-
tions. A task manipulation, also referred to as an 
explicit  processing paradigm, is a manipulation of 

the task (and therefore the cognitive processes that 
are involved) in order to observe any corresponding 
changes in performance and activation. These types of 
manipulations may be used when populations are 
already capable of performing a task and can help to 
distinguish between the use of typical or atypical 
 neuronal processes.

A stimulus manipulation, or implicit processing 
paradigm, refers to a change in the stimuli used, but 
there is no change in the actual task; performance is 
not expected to change in this type of manipulation. 
Stimulus manipulations may be used when participants 
have marked deficits and the imaging is being utilized 
to assess implicit processes that otherwise cannot be 
detected by other means (e.g., behavioral testing).

Once a researcher guarantees that a task can be 
 performed by the clinical sample, interpretation of 
between-group differences depends upon the nature 
of the difference (e.g., “over” or “under” activity) and 
the relationship between this difference and perfor-
mance (more on the latter below). With regard to the 
former, Fig. 8.2 is adapted from Price and Friston65 
that outlines the possible interpretations to altered 
functional activity. An important goal is to determine 
the components of the network that are necessary and/
or sufficient for a task to be performed. Figure 8.2 
may serve as a heuristic for making interpretations 
regarding between-group differences in  task-related 
activation when clinical samples can  adequately per-
form the task.

Examining Altered Activation During Intact Performance

Reduced Activation Additional Activation

Activated Not Activated
(not necessary)

Part of parallel 
system in 
normals

Learning Related

Necessary in 
both patients 
and normals

Part of parallel 
system in normals

(may become 
necessary in 

patient

Dis-inhibited

Task unrelated in
normals (incidental

to task)

Inhibited system in
normals

Fig. 8.2 Decision chart 
offered by Price and Friston 
regarding interpretation of 
“over” and “under” activation 
in clinical samples  compared 
to health adults. Note: this 
decision tree is dependent 
upon intact  performance in 
the clinical sample. Adapted 
from Price and Friston65
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Directly Examine Performance  
and Activation Relationships

A second method for eliminating alternative hypoth-
eses when interpreting functional imaging data is to 
directly manipulate task load in order to alter task 
difficulty and performance. In doing so, this direct 
manipulation allows one to observe subsequent 
changes in the BOLD response that are directly 
linked to changing performance levels. Having mul-
tiple levels of task difficulty also allows factorial 
modeling of the BOLD signal and the examination of 
interaction effects between levels (see refs. 30, Rypma 
& D’Esposito, 199984). Changes in the BOLD response 
can be therefore linked directly to a manipulation in 
the paradigm as the investigator directly influences 
performance level.

Related to task load manipulation, examiners can 
use performance (e.g., accuracy, reaction time) as a 
regressor to predict the BOLD signal, thus allowing 
for the BOLD signal to be measured only as it 
changes as a function of performance. Figure 8.3 
below shows results of a speeded information-pro-
cessing task in individuals sustaining traumatic brain 
injury. The analysis here demonstrates the separation 
of baseline changes in the BOLD signal (or sensory/
motor) from those that are rate limiting (e.g., directly 
related to reaction time). Direct examination of the 
activation x performance relationships is critical in 
clinical fMRI, where performance decrements are 
likely to occur (even with careful subject selection). 
Thus, manipulating task load, multi-factorial designs, 

and directly examining performance vs. activation 
may help to eliminate alternative explanations for 
fMRI findings.15,31

Clinical fMRI and the Trouble  
with Subtraction

The limitations inherent in cognitive subtraction have 
generally been acknowledged but permitted within the 
larger cognitive neuroscience literature (Friston et al., 
199685). However, such limitations are amplified in 
clinical studies. The reason is that not only does sub-
traction presuppose some linearity in the contribution 
of subordinate cognitive processes (i.e., pure inser-
tion), but in creating contrast images via cognitive sub-
traction, this method also presumes that what is 
“subtracted” is reliably equivalent between groups. 
Remarkably, the necessity for control task equivalency 
may threaten the viability of tasks requiring even very 
simplistic response scenarios. For example, in one of 
the few clinical studies to provide activation maps of 
the control task—in this case, a simple reaction time 
task requiring a button press to indicate detection of a 
stimulus—a study by Chang et al. (200186) demon-
strated that individuals with HIV activated a more elab-
orate neural network in the control task (see ref. 33).

Because the cache of neural resources that may be 
dedicated to process any given task is finite, if critical 
support networks come “online” at lower task load that serve 
as a control for higher task load (e.g., 2-back − 1-back), 

Fig. 8.3 (a) Is a schematic of the modified digit symbol modal-
ities test paradigm for examining speeded visual processing and 
(b) are the averaged results in eight individuals sustaining mod-
erate and severe TBI. By using RT as a regressor to predict 
change in the BOLD response, the goal is to separate those parts 

of the neural network involved in basic stimulus processing 
(e.g., visual perception) (top), from those that are more closely 
tied to “decision making” (bottom). Source: reprinted with per-
mission from Frank G. Hillary, Department of Psychology, Penn 
State, University Park, PA



1138 Methodological Considerations for Using Bold fMRI in the Clinical Neurosciences

these neural resources will be effectively eliminated 
while creating contrast images. This effect was 
observed in work by Sweet et al77 who noted that indi-
viduals with MS failed to demonstrate continued 
increase in PFC involvement as task demand increased 
(e.g., 2-back vs. 3-back) and that it was assignable to 
early recruitment of the same PFC resources at lower 
task loads that might be essentially eliminated via cog-
nitive subtraction at higher task loads (e.g., 
3-back − 2-back). Similar effects, if not similar inter-
pretations, have been observed in TBI.53,54 Thus, the 
use of “on/off” block designs and demanding control 
tasks may: (1) create spurious between-group inequali-
ties in activation or (2) hide those differences that do 
exist. As noted above, this problem is ameliorated by 
guaranteeing that the clinical sample can easily tolerate 
and perform well on the control task.

Influence of Mood/Affect  
on Data Interpretation

In clinical populations, mood and affect often account 
for differences in cognitive functioning compared to 
healthy populations. Perhaps not surprisingly then, 
affect may also contribute to alterations in cerebral 
blood flow. Mood disorders such as major depressive 
disorder and bipolar disorder have been linked to struc-
tural abnormalities in the prefrontal cortex, cingulate, 
temporal lobe, reduced gray matter in the left anterior 
cingulate, and reductions in hippocampal volume.16 
These areas of abnormal structure formation have also 
been linked to alterations in cerebral blood flow and 
glucose metabolism; for example, Drevets et al16 found 
that initially, metabolic activity appeared to be reduced 
in the anterior cingulate, however, when the deficits in 
structural volume were controlled for, the metabolic 
activity turned out to be increased during phases of 
depression and reduced during phases where patients 
were medicated. This increase in metabolic activity 
during depressive phases of pathology has also been 
observed in the amygdala, anterior cingulate, and the 
ventromedial prefrontal cortex.16 Abnormal hemody-
namic response patterns were also observed in the 
amygdala when emotional stimuli were presented to 
patients with depression.16 Taken together, this litera-
ture indicates that altered mood has consequences for 
brain, imaging and examiners should consider the 
influence of mood/affect on the data.

Controlling for influence of affect on data interpre-
tation is an important obstacle in fMRI studies of cog-
nitive deficit, in particular given the potential 
relationship between poor performance and emotional 
changes (e.g., increased anxiety with each incorrect 
response). Investigators hoping to determine the degree 
of anxiousness should assess “state” anxiety before 
and after scanning; emphasis should also be given, so 
that participants understand task demands and the 
importance of best effort instead of the expectation of 
perfect performance.

Conclusions

Functional magnetic resonance imaging provides a 
unique opportunity to observe the neural networks 
associated with cognitive, motor, and sensory deficit. 
Early work using fMRI in the clinical neurosciences 
has established its utility and advanced its methods; 
yet, there are inherent limitations to fMRI that must be 
considered in clinical imaging studies. Both the nature 
of the scanning process and the pathology present in 
clinical populations contribute to methodological dif-
ficulty in the acquisition, processing, and interpreta-
tion of imaging data. An understanding of these 
limitations and careful implementation of novel meth-
ods for controlling unwanted error will help to advance 
the use of fMRI methods for understanding of brain 
function in neurological and medical disorders.
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Overview

Functional neuroimaging methods have provided 
 cognitive neuroscientists with a way of studying brain 
activity associated with cognitive and behavioral pro-
cesses that underlie addiction to nicotine and tobacco, 
and there has been a trend of markedly increasing 
numbers of functional neuroimaging studies of nico-
tine dependence, using multiple imaging approaches, 
over the last 15 years.1,2

This chapter is intended to provide an introduction 
to investigators interested in utilizing the wide array of 
neuroimaging approaches and behavioral paradigms 
available for assessment of neurobiological mecha-
nisms associated with nicotine and tobacco use. As the 
chapter is an overview, it barely touches the surface of 
the rich biobehavioral data available from this rapidly 
growing corpus of literature.

Following a brief primer on the neurobiology of nico-
tine addiction in Sect. 2, each of the major functional 
neuroimaging approaches utilized in nicotine dependence 
research is discussed in Sect. 3, and illustrations of the 
applications of neuroimaging approaches in nicotine 
dependence research are described in Sect. 4. As will 
become evident, there are many types and subtypes of 
functional neuroimaging modalities utilized in nicotine 
and tobacco research. However, the most dominant func-

tional neuroimaging approach  utilized to date has been 
functional magnetic resonance imaging (fMRI) in terms 
of the number of published studies (see Table 9.2). Even 
so, many other neuroimaging modalities have been 
applied in nicotine dependence research, and depending 
on the hypotheses being explored, each method has dis-
tinct advantages or disadvantages for investigators explor-
ing the neurobiology of nicotine dependence.

Neurobiology of Nicotine Dependence

The development and maintenance of nicotine depen-
dence is complex and involves multiple brain regions 
and neurotransmitter systems. Approximately 85–90% 
of the nicotine absorbed by smoking is metabolized by 
the liver, while 10–15% is excreted as cotinine in the 
urine.3 Approximately 80% of nicotine is metabolized 
into the major metabolite cotinine with CYP2A6 medi-
ating 85–100% of this reaction.3 The mesocorticolim-
bic dopamine system is a primary brain region of 
interest in the study of pharmacodynamic effects of 
drugs of abuse, in general,4 and nicotine specifically.5 
The mesocorticolimbic system consists of cell bodies 
in the midbrain which project to the amygdala, nucleus 
accumbens, and prefrontal cortex. Nicotine binds to 
nicotinic acetylcholine receptors (nAChRs) in the 
ventral tegmental area, stimulating burst firing of dop-
amine in the nucleus accumbens and a complex cascade 
of events involving multiple neurotransmitter systems, 
also including alterations in other catecholamine path-
ways including serotonin and norepinephrine, as well 
as opioid, GABA, and glutamate pathways.6 With 
repetitive exposure to nicotine (and other constituents 
of tobacco smoke), neuroadaptive changes take place 
that are theorized to result in escalating incentive 
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 sensitization to tobacco and long-term alteration of 
brain reward systems.7–9

Functional Neuroimaging Approaches

The range of neuroimaging approaches applied to 
 nicotine dependence research is wide, and incorporates 
fMRI and structural MRI, positron emission tomogra-
phy (PET), single-photon emission computed tomog-
raphy (SPECT), magnetoencephalography (MEG), 
and magnetic resonance spectroscopy (MRS), and a 
growing number of studies are incorporating genotype 
as a predictive independent variable whereby neuroim-
aging data serve as highly specific neurobiological 
measures, or, in some cases, phenotypes for genetic 
association studies.

Functional Magnetic Resonance Imaging

FMRI has become a widely used technology for neuro-
physiological nicotine dependence studies because of 
its high spatial and temporal resolution, relative to 
some (i.e., PET and single-photon emission tomogra-
phy), but not all of the other functional neuroimaging 
methods, its noninvasiveness and lack of radioactive 
tracers, and its ability to be used for repeated measures. 
Moreover, the use of MRI for research is extremely 
versatile, permitting examination of blood-oxygen-
level-dependent-signal (BOLD) response, regional 
cerebral blood flow (rCBF), arterial spin labeling 
(ASL) perfusion, diffusion tensor imaging (DTI), and 
interregional connectivity. Other approaches contribute 
different types of data that may be complementary to 
fMRI, and each approach has unique advantages and 
disadvantages based on the research questions posed as 
discussed below. Each of these MRI approaches per-
mits assessment of very different functional domains.

Positron Emission Tomography

PET involves the use of intravenously administered 
radioactive ligands labeled with short-lived positron-
emitting isotopes of carbon, oxygen,  nitrogen, or 

 fluorine attached to molecules. When ligands are 
administered systemically they cross the blood–brain 
barrier and bind to specific molecular targets such as 
neurotransmitter receptors or transporters. The ligands 
emit positrons, which collide with electrons and 
release gamma rays. Serial blood sampling of arterial 
concentrations of the ligand and the detection of 
gamma rays indicate the location of the receptor tar-
gets. When combined with the established pharma-
cokinetic properties of each ligand, investigators can 
estimate the binding potential (BP) of receptors, and 
affinity for specific endogenous ligands using estab-
lished mathematical models. The BP is directly pro-
portional to the availability of ligand binding sites and 
thus provides an estimation of the concentration or 
density of the receptor of interest in specified brain 
ROIs.

Thus, PET provides the ability to trace the binding 
and distribution of specific ligands such as nicotine 
(e.g., [11C]-labelled nicotine). PET is therefore useful 
for the examination of quantity and distribution of 
specific molecular targets with direct relevance to 
nicotine dependence such as the DA D

2
 receptor 

([11C]raclopride)10 and others. Table 9.1 provides 
examples of radioactive ligands used in PET and sin-
gle-photon emission tomography studies (described 
below), specific to particular receptor subtypes, which 
are being used increasingly in studies of nicotine 
dependence.

As many of the ligands are competitive antagonists 
of receptors of interest, PET also provides information 
on endogenous neurotransmitter release in response to 
pharmacological challenges. Combined with fMRI 
and other imaging techniques described below, PET 
functional imaging can therefore provide a rich array 
of data in vivo once only available in invasive animal 
studies.

Single-Photon Emission Computed 
Tomography

Similar to PET, SPECT utilizes radioactive isotopes 
but with much longer half-lives than those used in PET. 
The longer half-life of isotopes limits the temporal 
resolution of SPECT and, as such, SPECT has not 
been used extensively in nicotine dependence research 
in recent years.
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Electroencephalography,  
Event-Related Potentials,  
and Magnetoencephalography

Electroencephalography (EEG) measures the differ-
ence in emitted voltage between a site located on the 
scalp and a reference site where no EEG activity is 
expected. EEG waveforms are thought to represent the 
summed postsynaptic activity of cortical pyramidal 
cells.11 EEG activity in the frequency of different 
waveforms has been associated with functional out-
comes such as working memory and with emotional 
traits and states and, as such, can be useful in nicotine 
addiction research.

Event-related potentials (ERP) are useful in provid-
ing information on cortical responses to discrete stim-
uli and differ from EEG in the high temporal resolution 
of responses to stimuli (within ms). The spatial resolu-
tion of EEG and ERP is relatively low when compared 
to fMRI. However, spatial resolution is proportional to 
the number of electrodes and has improved with the 
development of high-density electrode arrays. A prom-
ising feature of EEG and ERP is that they can be used 
with fMRI and PET and could therefore complement 
these methods by providing additional information on 
large distributions of neurons. EEG and ERP modali-
ties are not necessarily considered neuroimaging pro-
cedures but are discussed here because these approaches 

do provide functional data localized to specific brain 
regions and have been excellent complements to neu-
roimaging approaches such as MEG.

MEG, similar to EEG and ERP, measures changes 
in electrical activity in the brain, but unlike EEG and 
ERP, MEG also measures changes in magnetic fields 
generated by such activity. MEG has better spatial 
resolution than EEG or ERP but has not been used 
extensively in nicotine dependence research.

Magnetic Resonance Spectroscopy

Although used less frequently, MRS can also be used 
to study biochemistry of the brain, including measure-
ments of concentrations of some key neurotransmitters 
such as GABA and glutamate.

Imaging Genomics

“Imaging genomics” is a type of genetic association 
study but differs from conventional association studies 
by defining phenotypes as discrete, physiological 
responses to behavioral tasks, environmental, or phar-
macological stimuli. Such phenotypes, more biologi-
cally proximal to the gene product, are  considered 

Table 9.1 Radioligands commonly used in nicotine dependence research

Ligand Molecular target Permits evaluation of

[11C]SCH-23390 D1 receptors D1 receptor occupancy
[11C]raclopride D2 receptors D2 receptor occupancy
[99mTx]TRODAT-1[123I]b-CIT Dopamine transporter Dopamine transporter availability
[11C]WAY-100635 5-HT

1A
5-HT

1A
 receptor occupancy

[18F]altanserin 5-HT
2A

5-HT
2A

 receptor occupancy
[11C]McN-5652[123I]b-CIT Serotonin transporter Serotonin transporter availability
[11C]nicotine2-[18F]-A-85380
5-[123I]-iodo-A-85380 ([123I]5-IA)

Nicotinic acetylcholine Nicotinic acetylcholine receptor distribution

[11C]clorgyline MAO-A MAO-A activity
[11C]L-deprynyl-D2 MAO-B MAO-B activity
[18F]DOPA All DA receptors Dopamine activity
[11C]carfentanil m-opioid receptors m-opioid receptor occupancy
[15O]H

2
O Nonspecific Global and regional cerebral blood flow

[18F]-fluorodeoxyglucose (FDG) Nonspecific Glucose metabolism

The table lists radioligands used in positron emission tomography studies with relevance to nicotine dependence
SCH-23390 = ((R)-(+)-7-chloro-8-hydroxy-3-methyl-1-phenyl-2,3,4,5-tetrahydro-1H-3-benzazepine hydrochloride); TRODAT-1 = 
Tc99m Tropane; McN-5652 = Pyrrolo[2,1-a]isoquinoline, 1,2,3,5,6,10b-hexahydro-6-[4-(methylthio)phenyl]-, (6S,10bR)-, (2R,3R)-
2,3-di-(O-4-methylphenyloxy)butanedioate; FDG = 2-fluoro-2-deoxy-d-glucose
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more reliable, high-level phenotypes – or so-called 
“endophenotypes”. As such, candidate genes ideal for 
imaging genomic studies are those with well-charac-
terized functional effects as demonstrated in vitro and/
or in vivo. At the time of this writing, to our knowl-
edge, there are only four published imaging genomic 
studies specifically focused on nicotine dependence;12–15 
however, there are manifold more imaging genomic 
studies in the literature with relevance to nicotine 
dependence (e.g., examining genetic influences on stri-
atal D2 receptor binding),16 and the field of imaging 
genomics for nicotine dependence and smoking cessa-
tion research is expected to grow rapidly in coming 
years. For an excellent review, see Ray et al., 2008.2

Advantages and Disadvantages 
of Different Neuroimaging Approaches 
for Nicotine Dependence Research

FMRI and PET/SPECT each have advantages and dis-
advantages depending on the research questions posed. 
If one is examining activation patterns responding to 
specific stimuli, fMRI is clearly advantageous com-
pared with PET and SPECT because of its (fMRI) 
higher spatial and temporal resolution. The noninvasive 
nature of fMRI also permits investigators to maximize 
statistical power with the employment of multiple mea-
sures to evaluate the effect of specific stimuli on neural 
activation. Furthermore, fMRI permits greater flexibil-
ity and versatility in experimental design than in vivo 
molecular imaging approaches. For example, PET 
requires block designs and repeated-measures studies 
are difficult given the health risks associated with repet-
itive exposure to radioactive ligands. PET, SPECT, and 
MRS have advantages in terms of ability to provide 
functional data on specific neurochemical substrates. 
The major disadvantages of PET and SPECT are the 
radiation exposure and invasiveness involved, limiting 
the number of scans a subject may have, the cost, the 
need to prepare appropriate radioligands, and the lower 
spatial and temporal resolution.17,18 As previously men-
tioned, ERP has very high temporal resolution and thus 
may have advantages over MRI for measurement of 
responses to stimuli in the millisecond range. MRS and 
fMRI have obvious advantages in providing statistical 
activation maps overlaid upon high-resolution structural 
brain images and the ability to conveniently acquire 

additional types of images during the same session – 
such as clinical scans. However, MRS has a distinct dis-
advantage by not necessarily providing whole-brain 
coverage using currently available methods.

Functional Neuroimaging Studies 
of Nicotine Dependence

The range of neuroimaging approaches utilized in 
 nicotine dependence research is broad, with utilization 
of nearly all imaging modalities, stimuli cue exposure 
and cognitive/affective task paradigms, and dependent 
variables (e.g., regional blood flow (cerebral perfusion), 
BOLD, receptor binding, brain structure and connectiv-
ity). Therefore, the discussion of specific neuroimaging 
studies of nicotine dependence in Sect. 4 is organized 
by experimental manipulation typologies. At the time 
of this writing, at least 58 functional neuroimaging 
studies of nicotine dependence in humans using radio-
logical (e.g., magnetic resonance, PET, SPECT) meth-
ods have been published and/or presented over the last 
15 years, and this number includes neither radiological 
studies relevant to but not involving nicotine or nicotine 
dependence tasks using radioligands for receptors 
within neurological pathways implicated in nicotine 
dependence (Table 9.1) or assessments nor studies 
using nonradiological neuroimaging (e.g., ERP, EEG). 
Of the 58 studies reviewed and described in Table 9.2, 
there were 10 studies examining smoking or emotional 
cue exposure, attention, or affect without contrasts 
between abstinence, smoking satiation, or nicotine 
administration contrasts, 15 studies examining effects 
of nicotine on cue reactivity or task performance con-
trasts, and/or receptor binding, 26 studies examining 
abstinence effects on cue reactivity or task  performance, 
cue reactivity or task performance  contrasts, and seven 
studies using task-free approaches.

Cue Exposure Effects and Cognitive, 
Affective, or Working Memory Tasks

Cue exposure paradigms frequently used in neuroim-
aging studies of nicotine dependence include smoking 
cue reactivity (often comparing smoking-related to 
nonsmoking images), or presentation of images such 
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as faces,19 or a range of scenes intended to provoke spe-
cific emotional response (i.e., International Affective 
Picture Series, IAPS) to assess interpretation of the 
emotional valence of the cues and the emotional and 
behavioral response of the participants. Working mem-
ory tasks, such as the N-back discussed below, are use-
ful in examining abstinence-induced or nicotine-induced 
effects on behavioral performance and neural activation. 
Indeed, as the behavioral phenomenon of tobacco crav-
ing is complex and encompasses interdependent hedo-
nic, affective, and cognitive processes, smoking-related 
cues, emotional cues, and cognitive/working memory 
tasks can be used in concert to better understand the 
neural pathways involved in nicotine dependence.

Cue reactivity paradigms: Smoking-related cues expo-
sure paradigms have been widely studied using fMRI and 
PET, with and without examination of abstinence effects, 
or nicotine effects in non-abstinent smokers. Visual, olfac-
tory, and other sensory cues associated with smoking reli-
ably evoke cigarette craving and are associated with 
smoking cessation relapse – a process known as “cue reac-
tivity”.20–23 The introduction of functional neuroimaging 
approaches to cue reactivity research has made it possible 
to better elucidate the neurocircuitry of nicotine and tobacco 
reward and correlate behavioral measures with brain struc-
ture and function by providing a more direct window into 
neural activity than what was previously possible with 
electromyelographic and electroencephalographic meth-
ods and cognitive testing – which is also the case for exami-
nation of affective, attention, and working memory studies 
of nicotine dependence.

A germinal cue reactivity fMRI study by Due and 
colleagues, of 12 smokers and 6 never-smokers, exam-
ined the effect of smoking-related pictorial cues on 
fMRI BOLD signal activation in reward and visual spa-
tial pathways.24 Smokers who were abstinent overnight 
were exposed to a pseudorandom, event-related sequence 
of smoking images, neutral nonsmoking images, and 
rare target images. In smokers, the fMRI signal was 
greater after exposure to smoking-related images than 
after exposure to neutral images in seven regions of 
interest (ROI) right posterior amygdala, posterior hip-
pocampus, ventral tegmental area, and medial thalamus 
(mesolimbic reward circuit), as well as in bilateral pre-
frontal and parietal cortex and right fusiform gyrus 
(visual spatial attention centers). The authors concluded 
that mesolimbic and extrastriate visual brain regions 
work in concert to process reward signaling to visual 
smoking-related stimuli that are more salient to smokers 
than nonsmoking related stimuli. No significant activa-

tion was seen in non-smokers. Within the ROI studied, 
there was greater activation following target images 
than neutral images in smokers. Subsequent to the study 
by Due and colleagues, there have been at least 17 addi-
tional smoking cue reactivity published fMRI stud-
ies12,14,15,24–37 – of which, eight studies have examined 
abstinence effects14,26,29,31–33,37,38 (Sect. 4.3).

FMRI studies using similar paradigms to and images 
from the International Smoking Image Series39 have gener-
ated robust results for activation reward pathway brain 
regions (particularly the ventral striatum and orbitofrontal 
cortex),27 visuospatial attention, and visuospatial and/or 
extrastriate/ventral visual processing regions (anterior cin-
gulate gyrus, cuneus, fusiform gyrus, inferior temporal 
gyrus, parietal, & parahippocampal gyrus).24,27,31 Many of 
the ROIs demonstrating activation in fMRI studies of 
smoking cues have been correlated with severity of tobacco 
craving or severity of nicotine dependence.24,26,31,35 In gen-
eral, non-smokers (often including ex-smokers and/or 
never-smokers) demonstrate either no significant activation 
with smoking cue exposure (vs. neutral cues) or signifi-
cantly less activation when compared to smokers.24,27

A recent study conducted in our lab by Sweet and col-
leagues involved 15 dependent smokers using a smoking 
cue exposure paradigm.36 Consistent with our pilot work, 
smoking cues elicited increased activity (t > ±4.63, p < .05, 
corrected) in visual cortices and left inferior frontal gyrus 
(IFG), and deactivation in the bilateral cuneus. Replication 
of the findings of other groups observing ventral striatum 
(inclusive of nucleus accumbens/NA) activation in asso-
ciation with smoking-related cue exposure was suggested 
in the present study. The left NA exhibited significantly 
(t = 2.336, p = .035) greater activity and the left insula 
tended to exhibit less activity (t = −2.029, p = .062) during 
the smoking cues. Activity in the left NA (r = .572, 
p = .026) and left insula exhibited relationships with ciga-
rettes/day (r = .611, p = .016). There was a trend for this in 
the right insula (r = .495, p = .060). The left NA also 
exhibited a positive relationship with FTND (r = .550, 
p = .034). Figure 9.1 below illustrates the activation pat-
tern observed in these smokers associated with smoking 
cue presentation. These data suggest, consistent with 
other cue reactivity findings by our group, a lateralization 
of neural activation such that in right-handed smokers, 
and correlation between indicants of nicotine dependence 
or craving severity and NA activation.12,26–28,31

Cognitive/working memory/affective processing para-
digms: It is well established that nicotine withdrawal is 
associated with cognitive impairment, both in terms of 
working memory and attention deficits. Thus, working 
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memory tasks such as the N-back and attention tasks pro-
vide a means for correlating abstinence-induced or nico-
tine-induced effects on cognitive function, and most studies 
employing these paradigms utilize abstinence-satiation or 
baseline-nicotine delivery repeated-measures designs 
(Sects. 4.2 and 4.3). However, there may only be two pub-
lished studies have utilized working memory and attention 
paradigms without the additional pharmacodynamic evalu-
ation of abstinence or nicotine administration.40,41

For example, in an fMRI study, Jacobsen and col-
leagues compared 33 adolescent smokers and non-smok-
ers with history of prenatal nicotine exposure to 30 
adolescent smokers and non-smoker without  history of 
prenatal nicotine exposure utilizing auditory and visual 
selective and divided attention tasks.42 Combined prena-
tal and adolescent nicotine exposure was associated with 
reductions in visual and auditory attention in females that 
were greatest in female smokers with prenatal exposure 
(combined exposure) relative to female smokers and 

non-smokers without prenatal exposure, but in males, 
there were marked deficits in auditory attention which 
suggested a greater vulnerability to neurological insult 
during development with combined exposure. Brain 
regions activated in association with simple vs. selective 
attention tasks included Brodman Areas (BA) 41/42 
(anterior & posterior transverse  temporal lobe area, 
respectively), inferior temporal gyrus, and lingual gyrus.

In an fMRI study by Finnerty and colleagues, nine 
abstinent smokers were presented with neutral, nega-
tively, and positively valent images from the IAPS 
 during FMRI.40 While participants were in an absti-
nence/withdrawal state, there was not an abstinence/
satiation contrast. The paradigm elicited changes in 
brain activity in 14 regions associated with visual pro-
cessing, attention, and emotion. These regions were fur-
ther examined for specific effects of negative emotion 
and relationships between this response and smoking 
severity as measured by cigarettes smoked per day. Two 

Fig. 9.1 Response to the cue reactivity paradigm, effects of 
cues, and relationship to the severity of nicotine dependence.36 
Statistical map of voxelwise analyses within six task-related 
regions of interest (ROIs) and six cue-related ROIs. T-scores for 

blood-oxygene-dependent-contrast are color-coded according to 
ROI and hemisphere, as indicated in first column of table. Data 
presented at the 37th Annual Meeting of the International 
Neuropsychological Society
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of these regions demonstrated a significant positive cor-
relation between the response to negative emotional 
stimuli and smoking severity. These included regions 
comprising a large cortical frontoparietal attentional 
network (r = .73, p < .05), including subcortical nuclei 
(r = .68, p < .05; caudate and thalamus). Findings sug-
gest that in smokers experiencing withdrawal, greater 
smoking severity is associated with a greater brain 
response to negatively valenced stimuli. The largest 
region of increased activity was located in left frontopa-
rietal regions previously associated with attention. These 
observations may reflect enhanced attention to negative 
stimuli in smokers experiencing withdrawal.

Cue exposure and cognitive/working memory studies 
using other modalities such as arterial spin labeling 
fMRI,12,28 or for example, [18F]-fluorodeoxyglucose PET, 
have demonstrated similar activation patterns.25,43 Whether 
the cues are pictorial photographs, video, or virtual envi-
ronments, brain regions associated with reward process-
ing, visuospatial and auditory attention, and working 
memory have been associated with cue reactivity and 
cognitive and affective task-related performance.2

Nicotine and/or Tobacco Effects

While most of the published functional neuroimaging 
studies of nicotine dependence incorporate nicotine 
delivery in some form (e.g., intravenously adminis-
tered nicotine, ad libitum smoking, nicotine patch), it 
is important to make the distinction between studies 
examining abstinence effects (i.e., participants gener-
ally abstinent for 10 h or more and likely to be experi-
encing nicotine withdrawal symptoms) with effects of 
nicotine and/or tobacco smoking. Thus, studies exam-
ining abstinence effects are discussed separately.

Intravenous nicotine infusion: Very few of these 
studies administered nicotine via a controlled, intrave-
nous (i.v.) route, and most, but not all, of such work 
has not utilized cue reactivity or cognitive /working 
memory or affective processing tasks.33,44–47

For example, Stein and colleagues47 conducted a 
study of 16 active cigarette smokers using fMRI to iden-
tify sites of action of nicotine. Nicotine was adminis-
tered in three, successive, i.v. dosages (0.75, 1.50, 
2.25 mg/70 kg) following i.v. saline injection in sepa-
rate, 20-min trials. Echo planar imaging (EPI) scans of 
the whole brain (volumes) were obtained every 6 s. 

Dose-dependent increases in activation were observed 
in the nucleus accumbens, amygdala, cingulate, and 
frontal lobes. Dose-dependent relationships were also 
seen for several behavioral parameters including “drug 
liking”, “rush”, and “high”. Of note, the Stein study did 
not include nonpharmacological stimuli (e.g., smoking-
related visual cues, cognitive tasks, etc.). The same 
group followed up with a pharmacokinetic fMRI study 
of ten smokers administered an i.v. infusion of 1.5 mg 
nicotine in a saline vehicle using a waveform analysis 
protocol method.44 Significant differences in activated 
voxels were demonstrated (contrasting pre/postnicotine 
infusion) in the cingulate cortex, insular cortex, angular 
gyrus, cuneus, putamen, hypothalamus, and amygdala.

We are aware of only two task-related nicotine infu-
sion studies of nicotine dependence. In an fMRI study 
by Kumari and colleagues examining nicotine effects 
on N-back performance, nicotine infusion produced an 
increased BOLD response in anterior cingulate gyrus, 
superior frontal gyrus, and parietal cortex.46 However, 
in a study of nicotine effects on photic stimulation by 
Jacobsen and colleagues, there was no effect of nicotine 
on photic-stimulation BOLD contrast in whole-brain 
voxelwise analyses.45 It is not clear why nicotine would 
be expected to affect photic stimulation in a task-free 
paradigm. The latter study by Jacobsen and colleagues 
may suggest that nicotine effects are task-specific and, 
although not systematically evaluated, tasks that assess 
cognitive, emotional, and hedonic neural processes 
would, if this notion holds, be more sensitive to detec-
tion of nicotine effects on fMRI BOLD.

Noninvasive nicotine and/or tobacco administra-
tion: Noninvasive nicotine administration studies have 
utilized a wider array of behavioral and nonbehavioral 
(resting) paradigms.

At least two studies, using radioligands for dop-
amine D2 receptors have been published by Brody and 
colleagues48 and Takahashi and colleagues.49 Both 
studies finding that smoking decreases D2 receptor 
binding potential (BP), which indicates increased 
endogenous dopamine release.

Other studies have examined fMRI BOLD contract 
in association with attention cues,50–56 or in relation to 
N-back performance on nicotine replacement therapies 
using examining cerebral perfusion with in a H

2
15O PET 

study by Ernst and colleagues,57 demonstrating nicotine 
effects increased regional cerebral perfusion in the ante-
rior cingulate gyrus, prefrontal cortex and BA 44 (infe-
rior temporal gyrus); and interregional connectivity in 
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an fMRI study by Jacobsen and colleagues58 demon-
strating nicotine effects on connectivity of anterior 
cingulate gyrus to thalamus and thalamus to cortex, with 
the most marked effects in schizophrenic smokers.

Abstinence Effects on Task Performance

Neuroimaging studies on nicotine abstinence effects on 
task performance compose the largest subgroup of 
published studies discussed in this chapter and vary 
widely with regard to behavioral paradigms employed.

Cue reactivity paradigms: Studies of abstinence-
induced effects on cue reactivity in smokers have dem-
onstrated robust results with regard to activation of 
ROIs but some mixed results with regard to abstinence 
effects on correlations with behavioral measures such 
as tobacco craving. For example, McClernon and col-
leagues, using a within-subjects comparison of over-
night abstinence to smoking satiation, reported greater 
cue reactivity associated with greater activation in the 
satiated state than the abstinent state in superior frontal 
gyrus, ventral anterior cingulate gyrus and the ventral 
striatum.31 McClernon and colleagues did observe cor-
relations between effects of abstinence on BOLD sig-
nal and craving in the middle frontal gyri.31 David and 
colleagues demonstrated a significantly greater ventral 
striatum activation in the satiated vs. abstinent state in a 
study of female smokers, and there was a significant 
correlation between BOLD signal in the ventral stria-
tum and tobacco craving in the abstinent prescan state, 
but there was no correlation observed in the ventral 
striatum in the study by McClernon and colleagues. 
Other studies by McClernon and other investigators 
have demonstrated greater activation in some, but not 
all visuospatial ROIs in the abstinent state compared to 
the satiated state.32,33,59 Depending on the ROI, study 
design, and characteristics of the participants, some dif-
ferences in activation patterns and behavioral correla-
tion findings would be expected between studies. Each 
of these studies used different presentation  formats 
(block vs. event-related) and differed in sample size 
and gender mix, differences which could explain some 
of the differences in findings.33 This observation raises 
the issue of whether or not more efforts should be made 
in the field of nicotine dependence neuroimaging 
research to establish standardized cue exposure and 
other paradigms, which would lend itself to generaliz-

able findings, demonstration of replication, and also 
potentially to meta-analytic techniques. Without some 
degree of methodological harmonization, nonreplica-
tion of findings can be uninterpretable with regard to 
whether and which findings are spurious and which 
findings represent valid observations.

Cognitive/working memory/affective processing para-
digms: In addition to studies of abstinence-effects on cue 
reactivity, there are a growing number of studies that have 
examined effects on working memory and other cogni-
tive functions. In general, nicotine abstinence in depen-
dent smokers results in impaired cognitive task 
performance using multiple paradigms. For example, in 
an fMRI study by Xu and colleagues, eight smokers were 
administered the N-back during a repeated-measures 
abstinence/satiation protocol.60 Task-related activation 
was observed in the dorsolateral prefrontal cortex 
(DLFPC) and a significant interaction between task load 
(1-back, 2-back, & 3-back) and abstinence (abstinence, 
satiation) such that task-related activity was relatively low 
in the lower load (i.e., 1-back) condition during satiety 
and diminished with higher loads, but the opposite phe-
nomenon was observed in the abstinence condition 
whereby task-related activity increased in this brain 
region at higher loads (i.e., 2-back & 3-back). These 
results are generally consistent with other fMRI studies of 
abstinence effects on N-back-related brain activation not 
only in DLPFC but other brain regions implicated in 
working memory and visuospatial attention (e.g., hip-
pocampus & parahippocampal gyrus, inferior parietal 
and superior temporal gyri).41,61,62

In addition to abstinence-effect studies using the 
N-back, Jacobsen and colleagues have examined 
abstinence effects on task-related activation using 
visuospatial encoding63 using fMRI; and Rose and 
colleagues59 have examined abstinence-effects on 
task-related continuous performance using FDG PET 
(regional glucose metabolism). In the study by 
Jacobsen and colleagues, task-related activation was 
observed in the hippocampus and parahippocampal 
gyrus as well as medial temporal lobe. In the PET 
study by Rose and colleagues, demonstrated that 
 task-induced neural activation increased in the ven-
tral striatum, orbitofrontal cortex and pons when 
switching from denicotinized cigarettes to regular 
smoking. In the case of both of these studies, working 
memory task-related neural activation was enhanced 
in reward and visuospatial brain regions with nicotine 
compared to non-nicotine abstinence states.
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Task-Free Approaches

In addition to fMRI studies examining reactivity to a 
behavioral task or pharmacological challenge, struc-
tural MRI for measurement of gray and white matter 
volumes, DTI, ASL, and connectivity analysis are 
informative approaches to examining specific neuro-
biological hypotheses.

For example, there have been at least three pub-
lished MRI volumetric studies, by Brody and col-
leagues, Gallinat and colleagues, and Tregellas and 
colleagues that compared regional gray matter volumes 
between current smokers and ex-smokers and/or never-
smokers,64–66 with replication across studies for the 
observation that current smokers demonstrate dimin-
ished gray matter volumes in anterior brain reward 
regions including the anterior cingulate gyrus, DLPFC, 
and orbitofrontal cortex. In addition, there are only two 
published structural, and DTI studies of white matter 
volume and function, by Jacobsen and colleagues, and 
Paul and colleagues, and each study addressed very 
different clinical questions and examined different 
brain regions.67,68 Finally, Gallinat and colleagues have 
used MRS to examine differences between smokers 
and non-smokers in N-acetylaspartate, choline, cre-
atine, and glutamate levels.69,70 These studies demon-
strated differences between smokers and non-smokers 
only for N-acetylaspartate, for which there was reduced 
concentration in one region only (left hippocampus) in 
smokers compared to non-smokers. No differences 
were observed between smokers and non-smokers for 
regional choline, creatine, or glutamate levels.

Other task-free approaches have been used in nico-
tine-administration studies, particularly using PET to 
examine effects of nicotine replacement or infusion on 
receptor binding, which are discussed briefly above 
(Sects. 3.2 and 3.3) and described in Table 9.1.

Imaging Genomic Studies

Although only a small number of genetic neuroimag-
ing studies have been conducted, two of the most 
promising findings come from studies using cue reac-
tivity studies. McClernon and colleagues,14 for example, 
found that smokers with a long version of the variable 
number of tandem repeats (VNTR) polymorphism in 

exon III of the dopamine D4 receptor (DRD4) gene 
exhibited greater cue reactivity in the right superior 
frontal gyrus and right insula compared to individuals 
who were homozygous for the short version. Similarly, 
Franklin and colleagues12 found that smokers with a 
9-repeat versions of a VNTR polymorphism in the 
dopamine transporter gene SLC6A3 exhibited aug-
mented reactions to tobacco cues in the ventral stria-
tum and orbitofrontal cortex, among multiple regions. 
Although these are only two studies, these findings 
indicate the promise of an imaging genetics approach 
to unraveling the variability in the motivational ante-
cedents of smoking. Establishing these polymorphisms 
as robust predictors of tobacco cue reactivity and clari-
fying the role of differential reactivity to other aspects 
of smoking motivation will be high priorities in future 
studies.

Summary and Implications for 
Advancing the State of the Science 
of Nicotine Dependence Treatment

This chapter provides an introduction and overview into 
the rapidly growing field of functional neuroimaging for 
nicotine dependence research. It is evident that there has 
been wide variation in the specific behavioral para-
digms, behavioral measures, study designs, and imaging 
approaches used in nicotine and tobacco studies. While 
this may be one of the strengths of functional neuroim-
aging in terms of the versatility of neuroimaging for 
addressing a range of neurobiological questions, it may 
also be a weakness in terms of the ability to demonstrate 
external validity of findings and to demonstrate replica-
ble observations for cue reactivity, cognitive/working 
memory, attention, and many other types of behavioral 
tasks. Despite this wide variation in approaches and 
study designs, emerging trends have provided investiga-
tors with many consistent observations mapping brain 
regions of interest in humans, which until recently had 
only been demonstrated in animal studies. As the field 
advances, the use of imaging genomics and a new line 
of research, using functional neuroimaging in treatment 
studies, promises to contribute to important advances in 
the science of nicotine and tobacco treatment. 
Identification of genomic loci associated with nicotine 
dependence and smoking cessation drug efficacy points 
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to specific brain regions and neurotransmitter pathways 
as logical targets for the development and testing of 
novel compounds and drug development. In addition, 
the treatment of diseases other than nicotine depen-
dence, such as Parkinson’s disease and Alzheimer’s dis-
ease, may likewise be informed by the enhanced 
understanding of nicotine’s effects on cholinergic func-
tion, movement disorders, and dementia. Challenges to 
the field will include more concerted efforts to harmo-
nize  paradigms across studies and process data in ways 
amenable to systematic review and meta-analysis, and 
finally to the translation of these preclinical findings to 
more efficacious treatments at the clinical bedside.
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The primary addictive substance in tobacco is nicotine,1 
although other chemicals also contribute to the rein-
forcing properties of tobacco smoke.2–12 Nicotine shares 
the reinforcing and dopamine-stimulating properties 
with other psychostimulants.13 Nicotine exerts its effect 
on all humans; however, the abuse potential of tobacco 
smoking is probably exacerbated in individuals with 
depression, during high stress, and in people exhibiting 
negative emotions.14 It is therefore of great interest to 
understand the neurobiological and behavioral effects 
of nicotine in healthy people and individuals with mood 
and anxiety disorders, all of which occur to be associ-
ated with high rates of nicotine dependence. Molecular 
imaging using single-photon emission computed 
tomography (SPECT) and positron emission tomogra-
phy (PET) is currently the most powerful tool to better 
understand the relationship between nicotine addiction, 
mood, stress, and cognition; however, we have to 
acknowledge that this research is still in its infancy.

The Nicotinic Acetylcholine Receptors

Nicotine, the main addictive chemical in tobacco 
smoke, exerts its effects by binding to, activating, and 
desensitizing the nicotinic acetylcholine receptors 
(nAChRs) in the central nervous system and autonomic 

ganglia.15 All nAChRs are desensitized by nicotine. 
Neuronal nAChRs belong to a receptor family of ligand 
gated ion channel receptors16 composed of a combina-
tion of a and non-a subunits. There are at least eight 
neuronal a subunits (a2–a917) and at least three non-a 
subunits (b2–b4) that are 40–55% homologous to 
nAChR subunits found at the neuromuscular junction 
(reviewed in ref.18). Twelve genes for subunits associ-
ated with neuronal nAChRs have been identified in the 
mammalian genome, including a2–a7, a9, a10, 
b2–b4,19,20. nAChRs comprised of a7 and a9 are func-
tional as monomeric receptors, characterized by low 
affinity for nicotinic agonists and high affinity for 
a-bungarotoxin. All other a subunits (i.e., 2–6) need 
coexpression of a and b pairs and are distinguished by 
high affinity for nicotinic agonists and low affinity for 
a-bungarotoxin.20,21 These subunits can be divided into 
subfamilies based on sequence homology and phylog-
eny,22,23 as well as on their pharmacological and physi-
ological properties. a4 and b2, combined with a5, a6, 
or b3, would comprise one family with widespread 
expression in the brain and high affinity for nicotine; 
a3 and b4, along with a5 and other third subunits, 
comprise a second family responsible for direct gan-
glionic neurotransmission with a more limited expres-
sion in brain and a somewhat lower sensitivity to 
nicotine; the a7 subunit, which is able to form active 
homopentamers in vitro, comprises a third family of 
nAChRs with wide brain expression, a high permeabil-
ity to calcium, and a low affinity for nicotine in vitro, 
although high affinity a7-like responses have been 
seen in slices.24 Animals that lack the b2 subunit of the 
nAChR (b2* nAChRs) have normal expression and 
function of receptors containing the b4 subunit (b4* 
nAChRs) and the homopentameric receptors of the a7 
class (a7* nAChRs24). Similarly, the other lines of 
mutant mice isolate individual nAChR families that 
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can then be targeted with more specific antagonists. 
Thus, these three nAChR subunit families appear to be 
relatively independent in their expression in brain.

Anatomical Localization

NAChRs are most prevalent in the thalamus, followed 
by the substantia nigra, striatum, hippocampus, ento-
rhinal cortex, with the lowest densities in the cerebel-
lar, parietal, and frontal cortices.21,25–27 Regional 
differences in nAChR subunit combinations are likely 
determined by the relative ratio or type of subunits 
expressed by that region. The most common subunits 
expressed in human brain are a4, a7, and b2. In vitro 
immunological studies have demonstrated that a4 is 
highest in cortical areas, a7 is highest in lateral and 
medial geniculate, and the b2 is most dense in the stri-
atum. The regional expression of a7 differs between 
rodents and humans and illustrates the likelihood of 
species differences in nAChR expression and the 
importance of studies in living humans. a4b2 and 
a3b2 are the most common nAChR subtype in the stri-
atal reward areas that are relevant to the neurobiology 
of addiction disorders.

In Vivo Imaging of the nAChR

Nicotinic agonist binding is higher in the gyrus rectus, 
thalamus, hippocampus, midbrain,28,29 striatum, ento-
rhinal, prefrontal, and temporal cortices, and cerebel-
lum in postmortem brain from human smokers.30,31 
This increase in high-affinity nAChR is dose-depen-
dent, based on the number of cigarettes smoked at 
death, and was reversible with binding levels returning 
to control values in subjects who had quit smoking for 
at least 2 months prior to death.29 The upregulation is 
directly due to the regulatory effects of nicotine since 
chronic nicotine treatment in mice32–37 and rats38–42 
results in a dose-dependent increase in high-affinity 
nicotinic agonist binding to b2-nAChR. After chronic 
nicotine administration to male baboons and male rhe-
sus macaques using SPECT and [123I]5-IA,43,44 it was 
noted that nicotinic agonist binding to b2-nAChR was 
decreased at 1–2 days abstinence from nicotine and 
increased only after 7 days of abstinence. Since  urinary 

cotinine levels were still very high at 1–2 days of absti-
nence, it is likely that the lower number of receptors at 
1–2 days of abstinence reflects the interference of 
residual nicotine that was blocking radiotracer binding 
and not a true reflection of b2-nAChR number.

Until recently, it was impossible to image b2 nAChR 
in humans. First attempts with [11C]-nicotine and 
 radiolabeled derivatives of epibatidine failed in vivo 
because of high nonspecific uptake, fast washout from 
brain, and neurotoxicity.45 Recently [123I]5-I-A-85380 
([123I]5-IA46) and 2-[18F]fluoro-A-85380 have been 
labeled for SPECT and PET imaging, respectively.46,47 
5-IA has high affinity (KD = 11 pM) for nAChR. In 
brain, the greatest uptake is thalamic, with moderate to 
low levels in the striatum, hippocampus, and cortex.46,48 
[123I]5-IA uptake in vivo is displaced by the agonists 
(–)-nicotine and cytisine, but not by noncompetitive 
antagonists mecamylamine, bupropion, cotinine, or 
the muscarinic antagonist (–)-scopolamine,49,50  showing 
that [123I]5-IA binds to the nicotine binding site on b2 
nAChR. The selectivity of [123I] 5-IA for b2-nAChR 
was confirmed autoradiographically in wild-type (+/+) 
mice, but not in mice lacking the nAChR b2 subunit 
(–/–).50

Staley et al recently examined nicotinic agonist 
binding to b2-nAChR in living smokers using [123I]5-IA 
SPECT.51 All smokers were asked to abstain from 
smoking for 4–9 days prior to b2-nAChR. A 26–36% 
increase was noted throughout the cerebral cortical 
mantle, including the parietal, frontal, occipital, ante-
rior cingulate, temporal, and cerebellar cortices, and 
striatum (26.9%), with less notable elevation in the 
thalamus (8.7%). A recent study by Brody et al52 found 
that after smoking one puff, three puffs, one cigarette, 
or to satiety, the nAChRs occupied 33, 75, 88, and 
95%, respectively, 3.1 h after smoking the cigarette, 
and they proposed that the occupancy would be even 
greater sooner postchallenge. The latest study by 
Staley et al53 (see Fig. 10.1) examined changes in b2-
nAChR availability during acute and prolonged absti-
nence from tobacco smoking. They found significantly 
higher b2-nAChR availability in smokers at 1 week of 
abstinence in the cortex, striatum, and cerebellum 
compared with the age-matched nonsmokers. The 
higher b2-nAChR availability persisted up to 1 month, 
and normalized to nonsmoker levels by 6–12 weeks of 
abstinence from tobacco smoking, which is consistent 
with the prolonged craving, withdrawal, and risk for 
relapse typical for cigarette addiction.53
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In Vivo Imaging of Monoamine Oxidase

Over 4,000 chemicals are contained in tobacco smoke, 
most of which have not been identified. Harman and 
norharman are centrally active, well-established mono-
amine oxidase (MAO) inhibitors54 present in cigarettes. 
MAO-A and MAO-B are decreased by 28 and 40% 
respectively in brain55–57 and platelets58–60 of smokers. 
A recent study using a selective radioligand of MAO-A 
isoenzyme ([11C]befloxatone) found that the binding 
potential in smokers, as compared to nonsmokers, was 
reduced by as much as 60% in cortical areas and around 
40% in the caudate and thalamus.61 These numbers are 
close to the expected effect on cerebral MAO-A levels 
obtained by the MAO inhibitors tranylcypromine55 and 
moclobemide.62 Smoking-associated MAO-A inhibi-
tion could have a mood-modulating effect in smokers, 
which counteracts the elevated cerebral MAO-A den-
sity found in untreated depressed patients.63 This sup-
ports the theory that tobacco smoking is a 
“self-medication”64,65 and could partly explain the high 
comorbidity between smoking and depression.66 Prior 
to smoking cessation, smoking behavior is negatively 
correlated with platelet MAO activity, which normal-
izes by 4 weeks of smoking cessation.67 Thus, MAO 
inhibition likely plays an important role in smoking 
cessation. Plasma norharman levels are negatively cor-
related with severity of craving in low dependence 
smokers.68 While the cognitive effects of harman and 
norharman have not yet been directly studied, there are 

numerous studies on other MAO-A (moclobemide) 
and MAO-B (l-deprenyl) inhibitors that demonstrate 
cognitive effects in animals and humans.69–77 MAO-A 
also plays a crucial role in the catabolism of amine 
neurotransmitters, such as dopamine, norepinephrine, 
and serotonin, and could therefore contribute to the 
addictive properties of tobacco smoking, in addition to 
mood, stress, and cognition in several different ways.

Nicotine Dependence and Major 
Depressive Disorder

Nicotine dependence is the most frequent comorbid 
lifetime disorder and the second most frequent current 
comorbid disorder among patients with major depres-
sive disorder (MDD).66 A lifetime history of MDD is a 
significant predictor of smoking onset78–81 and failure 
to quit smoking.82–86 MDD has also been shown to sig-
nificantly contribute to the severity of nicotine depen-
dence in adolescents.78 Other research has shown that 
as depressive symptoms increase, smoking rates 
increase, and quit rates decrease.83,87 A history of nico-
tine dependence increases the risk of first incidence of 
MDD.79–81,88,89 Age of onset of smoking was found to 
be predictive of MDD, with the younger the age of 
nicotine use increasing the risk of eventual MDD.81 
Prenatal exposure increases risk of MDD, ADHD, 
substance-use disorders.90 Patients with the  melancholic 

Fig. 10.1 Illustrates sagittal and tranasxial views of parametric 
images (VT/fP) of a representative nonsmoker (NS) compared to 
an age- and sex-matched smoker (SM) over the course of absti-
nence from cigarette smoking at 1 day, 8 days, 27 days, and 57 
days. The subject was scanned with [123I]5-IA-85380 and SPECT 
brain imaging. Note the increased b2*-nicotinic acetylcholine 

receptor availability at 8 days of abstinence marking tobacco 
smoking-induced upregulation of the receptor, which declines 
over the course of abstinence. At 1 day of abstinence, nicotine is 
still present in the brain interfering with radiotracer binding, thus 
it is critical to wait ~1 week for nicotine to clear from brain prior 
to imaging this receptor site in tobacco smokers
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depressive subtype have been shown to have higher 
rates of nicotine dependence compared with patients 
with undifferentiated depression.91 Nicotine depriva-
tion studies have shown reexposure to nicotine to 
reduce negative affect92–94 and increase positive 
affect,95,96 though these effects may be attributable to 
reversing the withdrawal. Nicotine has been shown to 
worsen induced negative mood in people with current 
or past history of MDD as well as in controls, to 
increase the effect of positive mood induction in dis-
pelling negative mood induction in people with a past 
and current history of MDD, and to enhance induced 
positive mood induction in MDD.97 Previous studies 
have also shown an increase in withdrawal and depres-
sive symptoms during smoking cessation in people 
with a history of depression.86,98–100

The relationship between bipolar disorder and nico-
tine dependence is bidirectional as the odds ratios for 
nicotine dependence is estimated to be 3.9 and 3.5 for 
bipolar I and II disorders, respectively, in comparison 
with the general population.88 Epidemiologic data from 
2000 indicated that the lifetime prevalence of daily 
smoking among adults with bipolar disorder (BP) was 
82.5%, more than twice as high compared to that of 
adults with no mental illness (39.1%), and higher than 
that of adults with lifetime major depression (59%).101 
Interestingly, Hughes et al (1986) reported that seven 
of ten patients experiencing a current episode of mania 
were smokers.102In a population-based study examin-
ing the prevalence of smoking for adults with psychiat-
ric disorders (N = 4,411), the current and lifetime 
prevalence of smoking was higher for persons with 
bipolar disorder, 60.6 and 81.8%, respectively, than 
persons with other psychiatric illnesses or persons with 
no psychiatric illness.103 Finally, Morris et al found that 
50.7% of 14,759 bipolar patients receiving treatment in 
community mental health centers were smokers.104

Nicotine administration normalizes sensory  deficits, 
which are seen in both schizophrenia and bipolar 
 disorder, suggesting that the high incidence of 
tobacco use in these patients may be an attempt of self-
medication.64,65 Consistent with this hypothesis, clini-
cally significant symptoms of mania and depression 
have been reported following smoking cessation in some 
individuals.105–107 In a recent study, smoking has been 
found to be associated with worse treatment outcomes 
in mania which emphasize the strong relationship 
between nicotinic receptor modulation and mood 
 control.108 Conflicting evidence regarding the relation-

ship between nicotine and mood control might be 
explained by considering nicotine’s complex neurophar-
macology and the distribution of nicotinic receptors in 
neural circuits regulating responses to stress, the circa-
dian rhythm, and behavioral reinforcement.

nAChRs Are Important Modulators  
of Serotonin

It seems likely that nAChRs play a primarily neuro-
modulatory role in the CNS rather than mediating 
direct synaptic transmission. A large proportion of 
nicotine binding sites are found on nerve terminals 
rather than in the postsynaptic membrane.109 
Accordingly, nicotine is known to modulate release of 
acetylcholine, dopamine, GABA, glutamate, norepi-
nephrine, and serotonin from presynaptic terminals in 
several brain areas.110–112 nAChRs on the cell bodies of 
neurons play a large role in calcium mobilization in 
the cell,113 and this may be part of the mechanism 
underlying the increase in transmitter release caused 
by  nicotine. Nicotinic antagonists can stimulate the 
serotonergic system,114,115 although antagonists can 
also block the ability of nicotine to stimulate serotonin 
release,114,116 suggesting that a balance of nicotinic 
activation and inhibition is important for regulation of 
the serotonin system. It is possible that the ability of 
mecamylamine to increase serotonin release is due to 
blockade of nAChRs on GABA terminals, as has been 
seen previously in the ventral tegmental area.117 Thus, 
one potential mechanism underlying the antidepres-
sant-like effects of nicotinic antagonists could be 
stimulation of transient serotonin release in selected 
brain areas such as the hippocampus and/or frontal 
cortex.

Cholinergic Hypothesis of Depression

A growing body of evidence suggests that the cholin-
ergic system may be a potential target for the 
 development of novel antidepressant compounds. 
Cholinergic hyperactivity has long been postulated to 
play a role in the pathophysiology of depression.118,119 
Stimulation of cholinergic systems with agents such 
as the cholinesterase inhibitor physostigmine can 
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induce depression-like symptoms in individuals with 
affective disorders, as well as in normal subjects.120,121 
These findings are supported by animal studies dem-
onstrating that the Flinders Sensitive Line of rats, 
selectively bred for increased sensitivity to cholin-
ergic agents, show behavior that resembles symptoms 
of depression in humans.122 Furthermore, inescapable 
footshock and swim stress, which are used to induce 
“depressive-like” states in rodents, can both induce a 
supersensitivity of the cholinergic system.119,123 
Scopolamine, an antimuscarinic agent, showed rapid 
and robust antidepressant responses in depressed 
patients who predominantly had poor prognoses.124 
Genetic studies also support a role for the acetylcho-
linergic system in the pathophysiology of depression. 
It has been shown that some polymorphisms of the 
muscarinic receptor gene are associated with an ele-
vated incidence of depression.125,126 In another recent 
study, the distribution of the two-base-pair deletion of 
the partially duplicated a7 nAChR genotype and 
alleles suggested a modest difference between depres-
sive patients and control.127 Together, these studies 
suggest that excessive activation of cholinergic sys-
tems may contribute to the pathophysiology of 
depression.

The Cholinergic System as a Therapeutic 
Target in Depression

As described above, there is growing evidence to sug-
gest that the cholinergic system may be a potential tar-
get for the development of novel molecular approaches 
to the treatment of depression. Early studies found that 
antimuscarinic agents produce antidepressant-like 
effects. However, these findings were considered 
“false-positives” as there was a belief that these agents 
did not have an inherent antidepressant effect.128 
Moreover, rats bred selectively for increased sensitiv-
ity of muscarinic receptors showed putative behavioral 
analogs of depression, such as lethargy, reductions in 
self-stimulation, and increased behavioral despair, in 
the forced swim test (FST) in response to cholinomi-
metic drugs.122,129 Recently, it has been shown that 
antagonism of central, but not peripheral, nAChRs has 
an antidepressant-like effect in mice in the tail suspen-
sion test and FST.130 Both the b2 and a7-nAChR sub-
units are necessary for the antidepressant-like effect of 

mecamylamine because mice lacking these subunits 
are insensitive to the effects of mecamylamine in the 
FST. Anticholinesterase inhibitors are drugs that 
inhibit the catabolism of acetylcholine,131 increasing 
both the level and duration of action of acetylcholine. 
An increase of acetylcholinergic activity has been 
shown to be depressogenic, and physostigmine (an 
anticholinesterase inhibitor) exacerbated depressive 
symptoms in depressed patients with MDD and 
induced depressive symptoms in currently manic 
patients with bipolar disorder.118,120,121,132,133 Further evi-
dence comes from studies that show that neuroendo-
crine and pupillary responses to cholinomimetics119,134 
and polysomnographic responses to muscarinic recep-
tor agonists135 are exaggerated in depressed patients. 
An interesting side note is the issue of antidepressant 
induced side effects and specifically anticholinergic 
side effects. It has long been known that tricyclic anti-
depressant (TCA) agents exert potent antimuscarinic 
actions,136,137 but these effects are thought to produce 
adverse effects without contributing to therapeutic 
efficacy.138

Classical Antidepressants Are nAChR 
Antagonists

If depression is associated with a hyperactive cholin-
ergic system, then inhibition of cholinergic receptors 
might be expected to be antidepressant. Although it is 
clear that modulation of serotonergic and/or nora-
drenergic function is important for antidepressant 
efficacy, studies at the cellular, physiological, and 
behavioral levels have shown that a wide range of 
antidepressants also act as nAChR antagonists at clin-
ically relevant doses. In cellular studies, TCAs, mono-
amine oxidase inhibitors, selective serototonin 
reuptake inhibitors (SSRIs), and atypical antidepres-
sants have been shown to inhibit the function of 
nAChRs.139–142 In physiological studies, TCAs, SSRIs, 
and bupropion inhibited  nicotine-induced norepineph-
rine (NE) release from  hippocampal and striatal 
slices.143,144 In behavioral studies, bupropion inhibited 
the analgesic, motor, hypothermic, and convulsive 
effects of nicotine,145 and the SSRI citalopram blocked 
the anxiolytic effects of chronic nicotine in the elevated 
plus maze.146 Together, these studies provide strong 
evidence that different classes of antidepressants 
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can inhibit nAChRs. Furthermore, both nicotine and 
mecamylamine  potentiate the antidepressant-like 
effect of the TCA  imipramine and the SSRI citalo-
pram in the tail suspension test in mice,147 providing 
evidence that nAChRs and antidepressants interact to 
affect behavior. Thus, nicotinic antagonism may be 
another important component for antidepressant 
efficacy.

Mood Stabilizers for Bipolar Disorder 
and the Cholinergic System

As described above, there is growing evidence to sug-
gest that the cholinergic system may be a potential tar-
get for the development of novel molecular approaches 
to the treatment of depression. The anergic–anhedonic 
syndrome following a cholinergic agonist was found to 
be dose-dependent,148 suggesting that the percent 
change (and perhaps the speed of change) in intrasyn-
aptic acetylcholinergic concentration is critical. 
Administration of mood stabilizers such as repeated 
lithium treatment, divalproex, and atypical antipsy-
chotic drugs (e.g., olanzapine, quetiapine, risperidone, 
aripiprazole) were reported to increase acetylcholin-
ergic efflux in rat hippocampus and medial prefrontal 
cortex. The neuroendocrine and pupillary responses to 
cholinergic activity are increased in depressed sub-
jects,119 whereas manic subjects are hyporesponsive to 
cholinergic agents with respect to pupillary responses,149 
and improvement in mania with lithium and valproate 
is associated with normalization of pupillary 
responses,150,151 consistent with the hypotheses that 
depression is associated with cholinergic overreactiv-
ity, whereas mania is associated with a hypocholin-
ergic state.

Reduction in Acetylcholine 
Concentration Has Antidepressant  
Effect

Animal studies have also shown that chronic nicotine 
administration can elicit antidepressant-like effects in 
rats both in the learned helplessness152 and the forced 
swim153,154 paradigms. Furthermore, the nicotinic partial 

agonist cytisine results in antidepressant-like effects 
in several behavioral paradigms in mice.15 Because 
nicotine is a nicotinic receptor agonist, it may seem 
paradoxical that nicotine administration is antidepres-
sant. If nicotine can relieve depressive symptoms, it 
might seem counterintuitive that physostigmine, 
which increases acetylcholine concentration, increases 
depressive symptoms. Further, several classes of nico-
tinic agonists have antidepressant actions in both 
human studies and animal models,155,156 but several 
nicotinic antagonists have also shown to have potent 
antidepressant effects.155,157 These data can be recon-
ciled if the ability of nicotine to desensitize nAChRs 
is primarily responsible for its ability to alleviate 
depressive symptoms. Thus, nicotine and other 
 nicotinic agonists and partial agonists may be antide-
pressant as they limit the ability of endogenous 
 acetylcholine to signal through nAChRs. Similarly, 
nicotinic antagonists would exert the same effect on 
depressive symptoms by decreasing cholinergic tone 
on nAChRs. Data in human subjects support the idea 
that blockade rather than activation of nAChRs results 
in antidepressant-like effects. For example, the non-
competitive, nonselective nAChR antagonist mecam-
ylamine as well as the nicotine patch, a mode of 
nicotine delivery biased toward desensitization of 
nAChRs, decrease symptoms of depression in 
depressed nonsmoking patients and patients with 
Tourette’s syndrome.158–160 Mecamylamine and the 
competitive nicotinic antagonist DhbE also have anti-
depressant-like properties in mice.15,130 A number of 
studies have shown that chronic administration of 
nicotinic agonists (including nicotine through regular 
smoking or as delivered through the nicotine patch) 
can desensitize rather than activate nAChRs,161 lead-
ing to functional antagonism.162 Such an effect would 
be expected to be antidepressant 153,154. Indeed, this 
hypothesis suggests that the increased depressive 
symptoms observed in some patients following acute 
cessation from smoking might be explained by the 
fact that the clearance of nicotine following smoking 
cessation coupled with persistent nAChR upregula-
tion51 results in increased ability of ACh to activate 
these upregulated nAChRs. Increased depressive 
symptoms following smoking cessation, in addition to 
other withdrawal symptoms, further consolidate the 
addiction and suggest that the high prevalence of 
tobacco use in MDD patients may be an attempt of 
self-medication.
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Nicotine Dependence and Posttraumatic 
Stress Disorder

Post-traumatic Stress Disorder (PTSD) symptom 
severity, including depression, is positively correlated 
with increased smoking, and smokers report an 
increased urge of smoking in response to trauma. It 
can be suspected that this high rate of comorbidity 
between PTSD and smoking163 is partially explained 
by the symptomatology of PTSD which includes anxi-
ety, depression, cognitive deficits – all linked to dys-
functional brain acetylcholinergic systems and possible 
influence by nicotine, which binds to nAChRs (which 
are found in the thalamus, and less so in the striatum, 
hippocampus, and cortex). This raises the possibility 
that in a subpopulation of PTSD patients, nicotine may 
be exerting anxiolytic and antidepressant effects. 
Additionally, nicotinic agonists improve performance 
on tests of working memory, spatial and fear-associated 
learning, and noncompetitive nAChR antagonists such 
as mecamylamine impair working memory function in 
rodents and nonhuman primates.164–180 Interestingly, 
unlike most other agonists, postmortem studies have 
shown that nicotine exposure appears to cause an 
upregulation of agonist binding to the receptor which 
may be related to the inactivation of receptor function 
which occurs with prolonged exposure. Thus, its anti-
anxiety/ antidepressant action may be attributable to 
its paradoxical ability to reduce cholinergic activity. 
As an example, nicotine treatment diminishes symp-
toms in a learned helplessness152 animal model and 
improves performance on a FST153,154 measure in FSL 
rats, an animal model for depression selectively bred 
for cholinergic sensitivity.

Role of Nicotinic Acetylcholinergic 
System in Cognition and Behavior  
in PTSD

Nicotinic cholinergic systems are involved with 
 several aspects of cognitive function including atten-
tion,  learning, and memory. Nicotinic agonists 
improve  performance on tests of working memory, 
spatial and fear-associated learning, and noncompeti-
tive nAChR antagonists, such as mecamylamine, impair 
working memory function in rodents and nonhuman 

primates.164–180 Nicotine also acts upon nAChRs to 
release GABA, among other neurotransmitters, which 
is involved in control of mood. Lower GABA levels 
are seen in individuals with certain anxiety and 
depressive disorders.181,182 It can therefore be assumed 
that the higher the number of nAChRs occupied, the 
more GABA and other neurotransmitters may be 
released, and the lower chances for mood and behav-
ioral disorders. This can also be seen in the high prev-
alence of smoking in mental illness, especially 
schizophrenia and bipolar disorders. Abstinence from 
smoking has been shown to relate to enhanced num-
ber of psychotic symptoms as well as attentional and 
executive difficulties in subjects with schizophre-
nia.183 Animal studies have shown that exposure to 
immobilization stress alters the levels of brain nAChR 
expression.184 However, immobilization stress may 
not constitute a relevant model for PTSD in humans. 
PTSD patients typically show an enhanced inhibition 
of the hypothalamo-pituitary-adrenal (HPA) axis, 
which has been reliably reproduced by a single-pro-
longed stress (SPS) model in rats.185 nAChR expres-
sion has not yet been studied in this model, but 
self-administration of nicotine in rats has been shown 
to modulate the sensitization of the HPA axis to 
stressors.186

Brain and Cognition

Some cognitive processes have been localized to spe-
cific areas in the brain (e.g., receptive language in 
Brodmann’s areas 44 and 45), whereas others, such as 
vocabulary, are located throughout the brain. Highest 
density of nAChRs is in the thalamus, followed by the 
striatum, hippocampus, and the cortex. The thalamus 
plays an important role in overall cognitive abilities 
and has recently been implicated in semantic memory 
(e.g., in an fMRI study, Assaf et al187 found more brain 
activation in the left thalamus during the processing of 
correct recall versus no recall trials). Most recent 
knowledge on striatal involvement in cognition comes 
from better understanding of Parkinson’s disease and 
shows that it plays an important role in cognitive 
 flexibility (ability to switch between tasks188). The 
 hippocampus has been implicated in amnestic disor-
ders and commonly associated with declarative mem-
ory. Studies of damage localized to the brain stem 
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reveal surprising association with markedly impaired 
executive functioning, attention, and some memory 
processes.189 In terms of the cortical regions, it is well 
established that the frontal lobes are associated with 
executive abilities, attention/concentration, among 
other processes; the temporal cortex is important in 
receptive and expressive language; the parietal lobes 
are involved in visuospatial abilities, the occipital cor-
tex is deemed the “visual” cortex, and the cerebellum 
is involved in motor abilities and some forms of learn-
ing. The anterior cingulate is involved in many top-
down and bottom-up processes, including learning and 
problem solving,190 as well as in emotional processes. 
All of the described brain areas contain at least a detect-
able number of nAChRs, and future research should 
look at these regions of interest and compare the recep-
tor occupancy with the results from cognitive task.

b
2
-nAChR Availability in PTSD

To assess b
2
-nAChR availability in PTSD, ten patients 

with PTSD (seven female, mean ± SD age = 41.8 ± 13.0 
years) and ten age- and gender-matched healthy con-
trols (seven female, mean ± SD age = 39.4 ± 14.5 years) 
were imaged using [123I]5-IA SPECT Imaging.191 
Multivariate ANOVA considering all primary regions 
of interest showed a significant difference in [123I]5-IA 
binding between controls and PTSD patients (F = 4.29, 
p = 0.038). Between-group differences were most pro-
nounced in the mesiotemporal cortex where PTSD 
patients relative to controls showed significantly higher 
[123I]5-IA binding (F = 6.20, p = 0.030, see Fig. 10.2). 
A nonsignificant trend was detected toward higher 
[123I]5-IA binding when comparing the total group of 
PTSD patients (including four PTSD patients and three 
healthy control subjects with smoking history) versus 
controls (F = 2.91, p = 0.057). In PTSD patients, 
[123I]5-IA binding did not correlate with CAPS-D 
scores or HDRS scores in any region of interest. 
[123I]5-IA binding in PTSD patients was independent 
of a diagnosis of current or lifetime Major Depression 
or diagnosis of past alcohol abuse. This is the first 
study to support an involvement of b2-nAChRs in 
PTSD, showing a significant difference between PTSD 
patients and controls in [123I]5-IA binding with most 
prominence in never-smoking individuals.

The study by Czermak et al191 found a difference in 
b2-nAChR availability between never-smoking healthy 
controls and never-smoking patients with PTSD. This 
difference was prominent in the mesiotemporal cortex, 
which includes two regions that have been consistently 
implicated in the neurocircuitry of PTSD: the amygdala 
und hippocampus.192 Both regions have been shown to 
play a critical role in memory and may be involved in 
memory deficits shown by PTSD patients.193Decreases 
in hippocampal volume in PTSD patients have been 
shown to be inversely associated with verbal memory 
deficits,192 and infusion of a4b2 nAChR antagonists in 
the amygdala and hippocampus both produced work-
ing memory impairments in rats.194 The mesiotemporal 
cortex is anatomically and functionally closely 
 connected to the thalamus, which also has been impli-
cated in PTSD.195 nAChRs modulate the vividness of 
dreams196 and play an important role in learning and 
memory.197 This raise the possibility that b2-nAChRs 
contribute to reexperiencing symptoms in PTSD by 
modulating the sensory input to the cortex and by 
modulating cortical neuroplasticity associated with 
learning and stress response. Furthermore, studies of 
Golf War veterans showed that these individuals 
exhibit deficits in working memory, sustained atten-
tion, initial learning (e.g., verbal), and retroactive 
interference. Some of these domains are serviced by 
the frontal lobes, which contain some nAChRs. 
Thalamus, which contains the largest amount of 
 nicotinic receptors, also plays an important role in 
memory.
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Fig. 10.2 Never-smoking PTSD patients compared to never-
smoking healthy controls showed significant higher [123I]5-IA 
binding in the mesiotemporal cortex (ANOVA: F = 6.21, 
p = 0.030; MANOVA: F = 4.29, p = 0.038). Shown are mean and 
standard deviation of regional [123I]5-IA binding, as determined 
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PTSD is associated with cognitive dysfunction, 
including memory impairment. Hippocampus (moder-
ate levels of nAChRs) plays an important role in mem-
ory – especially in process of converting short-term 
memory into long-term stores, and the thalamus (high 
levels of nAChRs) has been implicated in semantic 
memory. Hippocampal volume decrease in PTSD has 
been detected by MRI scans, and decreased activation is 
detected by PET. Therefore, it is evident that areas con-
taining nicotinic receptors are highly involved in cogni-
tive processes, and their role in experiences and deficits 
associated with PTSD needs to be better understood.

Conclusion

There is an emerging body of evidence derived from 
imaging studies on nAChR and tobacco smoking, 
which provide data to better understand the clinical 
course of smoking in relation to mood, stress, and cog-
nition. Tobacco smokers were found to have higher 
b2-nAChR availability at 1 week of abstinence before 
it returned to nonsmoker levels at 6–12 weeks of absti-
nence,53,198 signifying the prolonged symptoms of crav-
ing and withdrawal observed in tobacco smokers. 
Exploring the cerebral MAO-A in vivo in smokers, 
Fowler et al55 and Leroy et al61 reported a widespread 
reduction of MAO-A activity clinically relevant to 
understand the high prevalence of smoking in MDD 
and PTSD patients. Never-smoking PTSD patients had 
higher b

2
-nAChR binding in the mesiotemporal cortex 

when compared to never-smoking healthy controls.191 
Apart from documenting an involvement of b

2
-nAChR 

in PTSD, this could have implications for future stud-
ies on tobacco smoking and cognition as the mesiotem-
poral cortex includes the amygdala and hippocampus,192 
both regions known to play a crucial role in memory 
and emotional regulation. Therefore, this receptor sub-
type may be directly involved in the neurobiology of 
mood and anxiety disorders or could be a modulator of 
other neurobiological systems which are involved in 
its etiology. Further studies should aim to further clar-
ify the potential role of b

2
-nAChRs in the comorbidity 

of smoking, MDD, and PTSD, as this represents 
important clinical problems. The findings discussed 
here also raise the possibility that the b

2
-nAChR may 

be an interesting candidate for drug development.
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Introduction

Neuroimaging provides a dynamic window on the 
effects of psychoactive substances on the structure 
and function of human brain. As a field, neuroimaging 
of substance abuse is broad and includes investigation 
of processes involved in chronic drug effects and 
addiction such as craving, compulsive drug seeking, 
and compulsive drug use; initial drug effects that 
include sedative, stimulant, cognitive, and behavioral 
effects; and potential between-person factors relevant 
to substance use and misuse such as gender, family 
history, age, and other factors. Given this scope, this 
chapter has been restricted to three main topical areas: 
(1) overarching research questions in neuroimaging of 
substance use and misuse, (2) methodological issues 
typically encountered in the field, and (3) between-
person factors that may confer a vulnerability to, or 
protection from, the development and maintenance of 
substance use and misuse. Many substances have 
been studied using neuroimaging methods, including 
alcohol, nicotine, opiates, cannabinoids, cocaine, and 
amphetamine. The present chapter focuses on the clas-
sic psychostimulants cocaine and amphetamine which 
serve as archetypal drugs of abuse because of their 
impact on dopamine, which is processed by the brain 
as highly salient and which motivates the approach 
and acquisition of the drug.105

Public Health Impact

Substance use and misuse carries enormous personal 
and societal costs, with monetary costs estimated at over 
half a trillion dollars annually in the United States due to 
medical-related, crime-related, and productivity-related 
losses related to illicit and licit drug use.67,74,104 This fig-
ure, while compelling, does not take into account the 
human costs of substance abuse and addiction, which 
are virtually inestimable and include family, employ-
ment and educational problems, domestic violence, and 
child abuse.67 Substance use and misuse thus represents 
a significant public health problem. Neuroimaging can 
provide information about the neural mechanisms 
involved in the sequelae of drug addiction, where and 
how brain systems of potentially vulnerable individuals 
are sensitive to drugs of abuse, and functional evidence 
that can be used to guide the development of high-
impact prevention and treatment efforts.

Methodological Issues

Methodological issues in addiction transcend specific 
imaging techniques, and involve issues of study design 
and interpretation, research ethics, sample heterogene-
ity, and sample size. Study design and interpretation: 
Neuroimaging studies typically compare separate 
groups of participants, such as individuals with and 
without drug dependence. Fewer studies follow the 
same participants over time to determine time-depen-
dent changes in brain structure or function. Reliance 
on cross-sectional designs can make determination of 
causality difficult. Prospective designs and longitudi-
nal approaches help delineate whether  differences 
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between groups exist due to preexisting  factors or 
as a consequence of drug exposure. Research ethics: 
Neuroimaging of acute and chronic drug effects need 
to be attuned to whether participants are seeking treat-
ment for their substance use; for ethical reasons, any 
substance or cue related to a substance should not be 
administered to an individual currently seeking treat-
ment for his/her substance use. Certificates of confi-
dentiality are often required to protect participant 
confidentiality with regard to drug status and security 
of participant identity.  Sample heterogeneity: Substance 
use and misuse can involve a wide range of drugs, con-
sumption patterns, and history of prior drug exposure, 
and there is inherent heterogeneity in most study sam-
ples. To address this issue, researchers can prospec-
tively collect data to quantify potential sources of 
variation in their sample, to distinguish the between-
subject and within-subject factors that may impact out-
comes under study. Sample size: Use of large sample 
sizes increases statistical power, which reduces but 
does not eliminate the impact of heterogeneity within 
and between samples.

Overarching Research Questions  
of Interest

Pressing research questions in this area include the 
immediate impact of psychoactive drugs on function in 
addiction-relevant circuits; the chronic impact of drugs 
on the structure and function of the human brain; and 
the neural mechanisms involved in craving, with-
drawal, and relapse to drugs of abuse. Each of these 
questions has spawned a large literature, which is 
reviewed in brief below.

Acute Drug Effects

Substantive issue: Substances that produce dependence 
and abuse typically cause a reversible, time-bound 
state of intoxication after initial drug consumption. 
When this state is accompanied by significant mal-
adaptive behavioral or psychological changes, as well 
as by clinically relevant negative impact on the indi-
vidual’s behavioral, social, or occupational functioning, 

substance intoxication can reach the status of a diag-
nosable (though reversible) Axis I condition.3 
Neuroimaging of acute drug effects provides informa-
tion about the specific neural systems activated by 
drugs during periods of intoxication. This information 
assists in understanding the brain mechanisms that 
mediate the subjective and behavioral impact of drugs 
immediately after drug consumption.

Empirical approaches: Populations and study drugs: 
Neuroimaging of acute drug effects has been con-
ducted to date for a fairly wide range of drugs, which 
include but are not limited to alcohol, nicotine, cocaine, 
amphetamine, and MDMA (ecstacy). Methods: Neuro-
imaging of acute drug effects can be accomplished 
using positron emission tomography (PET) and func-
tional magnetic resonance imaging (fMRI) methods. 
PET when used with the specific D

2
 dopamine radioli-

gand [11C]raclopride provides evidence of a drug’s 
acute impact on dopamine, due to competitive dis-
placement of the radioligand from D

2
 receptors after 

drug-induced dopamine release. PET data can be cor-
related with other outcomes, such as participant rat-
ings of subjective effects experienced after drug 
administration (e.g., elation, rush, drug liking, drug 
wanting), to determine the association between drug-
induced DA release and the subjective or behavioral 
impact of the drug.105 fMRI is used during the peak 
period of drug effects and compared to placebo 
responses either within or between subjects, during 
performance of a cognitive or behavioral task, to assess 
the acute impact of the drug on functiones in emo-
tional, cognitive, and attentional circuits.

Findings: Amphetamine. PET data indicate that amphet-
amine causes increased dopamine release in incentive 
motivational circuits, the magnitude of which is posi-
tively associated with subjects’ reports of drug-induced 
euphoria.26 Existing fMRI data suggest that amphet-
amine may amplify ongoing brain activation. d-amphet-
amine increased fMRI signal strength in right prefrontal 
regions during working memory tasks65 and increased 
the number of activated voxels in primary auditory and 
sensorimotor cortices during auditory vigilance tasks 
and motor tasks, respectively.103 In PET studies, 
d-amphetamine specifically increases task-dependent 
regional cerebral blood flow64 and increases the glucose 
metabolism observed during  performance of continu-
ous attention tasks.28 While it is widely appreciated that 
performing a motor task, auditory vigilance task, or 
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working memory task increases the neural activity in 
brain regions that mediate these activities, it is less well 
known that in each case amphetamine causes further 
increases in the activity in each region. These data indi-
cate that across techniques, d-amphetamine appears 
capable of acting as a general amplifier of brain activa-
tion, modulating activity depending on ongoing stimu-
lus and task demands. Methamphetamine (METH): 
There have been two fMRI studies of the acute impact 
of METH consumption on brain processing. These 
include work by Kleinschmidt and colleagues50, who 
demonstrated in seven healthy young volunteers that i.v. 
METH (15 mg) produced BOLD signal increases in 
subcortical gray, cerebellum, and frontotemporal 
regions compared to predrug and placebo conditions, 
and Völlm and colleagues110 who demonstrated in seven 
psychostimulant-naïve volunteers that i.v. METH 
(0.15 mg/kg dose i.v.) activated medial orbitrofrontal 
cortex, rostral ACC, and ventral striatum, with ratings 
of “mind-racing” correlating with activation in the last 
two regions. These studies relied on the time course of 
the drug effect50 and button-press ratings of subjective 
effects110 to delineate the effects of METH on brain 
function.

Overall findings: Imaging using PET methods indicates 
that drugs of abuse achieve their subjective rewarding 
effects through the speed at which they increase dop-
amine in limbic regions such as nucleus accumbens.26,105 
Drugs that produce a rapid but short-acting effect on 
brain dopamine have high potential for abuse due to the 
association between rapid DA increases and positive 
subjective impact of the drug and the association 
between rapid drug clearance and readministration of 
the drug (for discussion, see ref. 105).

Chronic Drug Effects

Substantive issue: One of the challenges of understand-
ing substance abuse is the fact that while many indi-
viduals may use psychoactive drugs, not all users go 
on to develop addiction. The repeated use of drugs cre-
ates the opportunity for neural systems activated by 
temporary exposure to the substance to undergo sub-
stantial structural and functional remodeling. 
Neuroimaging can provide insight as to the nature and 
chronicity of the structural impact of psychoactive 

drugs, when consumed repeatedly over long periods of 
time. This provides important information about the 
substrates altered in addiction which may assist in the 
development of novel therapeutics for addiction.

Empirical approaches: Populations and study drugs: 
The impact of chronic drug exposure is well studied 
and typically investigates effects in active or abstinent 
substance abusers, compared to healthy controls. 
Methods: The impact of chronic drug use can be inves-
tigated using a wide variety of methods, including 
PET, structural MRI, and MR spectroscopy, which 
provide information about receptor and transporter 
densities, gray and white matter volumes, and metabo-
lite concentrations, respectively (see ref. 37 for 
review).

Findings: Cocaine: Chronic cocaine use has been 
associated with volumetric and structural changes in 
human brain. Cocaine abusers display reduced gray 
matter in frontal cortex, despite abstinence from cocaine 
for the prior 3-week period.63 Cocaine-dependent sam-
ples also display enlarged basal ganglia compared to 
healthy controls47, which may relate to psychoses asso-
ciated with psychostimulant abuse.37 PET studies indi-
cate multiple changes in dopamine targets, including 
reduction in D

2
 dopamine receptor density in striatum 

in detoxified cocaine abusers,106,109 which may relate to 
reductions in salience of nondrug compared to drug 
stimuli in cocaine abusers, and reduced interest in, and 
involvement with, natural (nondrug) sources of reward 
in the environment.105 Methamphetamine: METH use 
and misuse has significant impact on brain structure. 
There are regional changes in interhemispheric white 
matter tracts,69 reduced frontal white-matter integrity,19 
and gray-matter deficits in hippocampus, cingulate, 
limbic, and paralimbic cortices101 in abstinent METH 
abusers which may reflect neurotoxicity and neuroin-
flammation involving activated microglial proceses.16,89 
Chronic methamphetamine abusers also display 
enlarged striatum (caudate, globus pallidus, and puta-
men16,17) during the first 4 months of abstinence which 
may be due to neuroinflammation, a direct trophic 
effect of dopamine or a side effect of high occupancy 
of D1-receptors in this region with chronic drug-
induced DA (for review, see ref. 16). PET studies 
indicate  reductions in dopamine transporter, serotonin 
transporter, vesicular monoamine transporter, and D

2
 

receptor densities in striatum in methamphetamine 
abusers16 which tend to be associated with amount 
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and duration of methamphetamine use and may 
reflect neuroadaptive changes during drug exposure 
and abstinence.16

Craving

Substantive issue: Stimuli (cues) in the environment 
previously associated with drug use are able to trigger 
motivational circuits and elicit a high motivation to 
use these drugs. The craving state that results contrib-
utes to both the continuation of drug use and relapse. 
Neuroimaging of craving is important because craving 
has been found to predict posttreatment substance use 
outcomes for smoking92,93 and cocaine dependence78 
and is thus an important  target for intervention. 
Analysis of situations in which  substance-dependent 
patients relapse finds that many involve craving,62,80 
and cocaine-dependent patients who use more urge-
specific coping skills after treatment have less cocaine 
relapse.79 Developing additional ways by which sub-
stance-dependent patients can reduce their craving 
urges is an important target for treatment research. 
Neuroimaging techniques  provide a noninvasive 
method for understanding the neurobiological basis 
of craving states and their potential alleviation in 
humans.

Empirical approaches: Populations and study drugs: 
Drug-cue-related craving states have been most widely 
studied with fMRI for two drugs, cocaine and alcohol. 
For ethical reasons, study participants are most often 
current users who are not seeking treatment for their 
substance use. Individuals are studied during a period 
of abstinence from their drug of choice. Methods: In 
order to permit neuroimaging during craving, study 
participants are presented with drug cues through 
visual, auditory, or sensory modalities (e.g., pictures, 
scripts read aloud, scents, or holding a cigarette) in a 
blocked- or event-related design while lying prone 
within an MR scanner. Craving ratings are assessed by 
key-press on an MRI compatible keypad.

Specific findings: For cocaine, cue-related activity 
has been most widely documented in the anterior 
 cingulate.38 This activity temporally precedes113 and 
positively correlates with the self-reported craving 
for cocaine (e.g., r’s > 0.860). Neural correlates of 
cocaine-cue-induced craving are not restricted to this 

region and involve a wide network of emotional, 
reward-related, and attentional circuits activated by 
these stimuli in cocaine users (e.g., left dorsolateral 
prefrontal cortex60; nucleus accumbens, parahippocam-
pal gyrus, lateral prefrontal cortex, amygdala12; right 
inferior parietal, caudate/lateral dorsal nucleus38). These 
fMRI findings are similar to findings with PET, which 
indicate increased metabolic activity in dorsolateral 
prefrontal cortex, amygdala, medial temporal cortex, 
anterior cingulate, cerebellum, and insula during cue-
induced cocaine craving.18,45,111

Overall findings: Exposure to drug cues is associated 
with increased activity in a number of common brain 
regions in adult addicts, which include the anterior 
 cingulate, nucleus accumbens, dorsolateral prefrontal 
cortex, and amygdala. Craving occurs within the 
 context of chronic reductions in dopamine activity and 
changes in structural components of dopamine sys-
tems, including reduced dopamine D

2
 receptor density 

in the striatum and orbitofrontal cortex.105 These reduc-
tions are thought to relate to a state of anhedonia, or 
inability to experience pleasure, against which drug-
cue stimuli achieve relative salience and attentional 
and motivational capture (for discussion, see ref. 105).

Withdrawal

Substantive issue: Withdrawal is the development of a 
substance-specific syndrome after the  cessation of or 
reduction in substance use, particularly when individ-
ual has used the drug heavily or over a long period of 
time.3 Specific symptoms experienced during with-
drawal vary and are typically the opposite of symp-
toms experienced during acute drug intoxication.3 For 
psychostimulants, withdrawal begins from 12 h to 4 
days after initial cessation of use and involves symp-
toms of anhedonia, depressed mood, increased appe-
tite, increased sleep, fatigue, concentration problems, 
mental confusion, suicidality, drug craving, irritability, 
and restlessness, with symptoms of anhedonia lasting 
2–12 weeks during protracted abstinence (for review, 
see refs. 5,21,39). Neuroimaging during withdrawal is 
important because the negative emotional effects and 
lack of motivational drive coincide with  initial efforts 
at detoxification or reduction in use, making the first 
week of abstinence from psychostimulants a period in 
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which individuals are at heightened risk for craving, 
relapse, and treatment failure. Insights provided by 
neuroimaging during the first week of abstinence may 
help inform the development of behavioral, psycho-
logical, or pharmacologic interventions to assist quit 
attempts during this difficult period.59

Empirical approaches: Populations and study drugs: 
Withdrawal has been relatively well studied for alco-
hol, nicotine, and cocaine. Populations: Study partici-
pants are typically individuals seeking treatment, who 
are enrolled in a neuroimaging study early in their 
treatment period, or who are not treatment-seeking 
but who are willing to abstain from drug consumption 
as a part of a research study. Methods: Individuals are 
studied during a period of drug abstinence, such as 4–7 
days abstinence from methamphetamine59 and 1–4 
weeks’ abstinence from cocaine.108 Neuroimaging meth-
ods deployed to investigate acute effects of withdrawal 
on brain function include PET using [18F]fluorodeoxyg-
lucose to investigate cerebral glucose metabolism and 
self-ratings of depression and anxiety,59 and length of 
abstinence (1 week vs. 2–4 weeks108).

Findings: The first week of abstinence from cocaine 
has been found to be associated with higher levels of 
overall brain metabolism and higher metabolism in 
basal ganglia and orbital frontal cortex compared to 
controls,108 an effect that decreases with length of 
abstinence when studied cross-sectionally (1 week vs. 
2–4 weeks108). During the first 7 days of abstinence 
from methamphetamine, ratings of depression corre-
late with elevated glucose metabolism in amygdala 
and perigenual anterior cingulate gyrus, and state anxi-
ety ratings during this period are correlated with low 
glucose metabolism in the left insula.59 These data 
indicate that alterations in amygdala and insula func-
tion are related to negative mood during early 
abstinence.59

Relapse

Substantive issue: While treatment has many long-
term successes, many patients relapse repeatedly on 
their path toward abstinence. Addiction has been 
described as a chronically relapsing condition that is 
highly treatment resistant.91 While relapse is a persistent 
feature of addiction, it has also been construed as 

contributing to learning processes and the path to 
long-term recovery (102; for discussion, see ref. 53). 
Objective measures from a national sample indicate 
that approximately 33% of individuals treated for 
cocaine dependence remain abstinent 5 years after 
treatment.36 It is essential to develop improved meth-
ods to decrease relapse and increase the number of 
patients who develop lasting abstinence. Neuroimaging 
methods are beginning to identify prospective predic-
tors of relapse, which may, in the future, lead to meth-
ods with specificity and sensitivity to identify markers 
of recovery and vulnerability on a single-subject basis 
(for discussion, see ref. 75).

Empirical approaches: Populations and study drugs: 
Prediction of relapse is most powerfully achieved 
using longitudinal studies of individuals with current 
addiction. Several prospective studies of relapse have 
been conducted using neuroimaging techniques. These 
studies have focused on participants with methamphet-
amine dependence71 or cocaine dependence,51,97 who 
are treatment-seeking for their substance use,71,97 absti-
nent at fMRI assessment (3–4 weeks abstinence71, 
2-week inpatient detoxification51, 2–4 week inpatient 
treatment96,97), and followed-up 10 weeks, 90 days, and 
1 year after neuroimaging assessment for indications 
of relapse (10 weeks51, 90 days96, 370 days71).

Methods: Methods used to assess predictors of relapse 
include fMRI assessments during decision-making, 
exposure to drug cues, and emotional stress, with the 
aim of identifying differences between relapsers and 
nonrelapsers in future follow-up. Specific paradigms 
include investigation of fMRI responses during perfor-
mance of a two-choice prediction task in methamphet-
amine-dependent subjects, to test decision-making 
processing and its relationship to relapse 1 year later71; 
fMRI responses during viewing of video images of 
cocaine smoking in cocaine-dependent subjects, to test 
brain responses to drug cues and relapse 10 weeks 
later51; and fMRI responses during exposure to subject-
specific scripts of stressful vs. nonstressful life events, 
to test the association between stress reactivity and 
relapse 90 days later.96,97

Findings: fMRI protocols focusing on decision-making, 
drug-cue processing, and emotional distress have 
 identified a number of predictors of relapse. For 
instance, decision-making on the two-choice prediction 
task typically activates prefrontal cortex, striatum, 
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 posterior parietal, and anterior insula70; in METH-
dependent men who later relapsed (n = 18), reduced or 
reversed activation patterns were observed in right insula, 
right middle temporal gyrus, and right posterior cingu-
late during performance of the task compared to partici-
pants who did not relapse during follow-up (n = 2271; for 
discussion, see ref. 75). These results suggest reduced 
activation in decision-making circuits in individuals who 
later relapse, particularly in regions that are involved in 
assessing potential negative outcomes (e.g., insula71,75). 
In response to the cocaine cue fMRI paradigm, individu-
als who later relapsed displayed increased activation in 
left posterior cingulate, sensory, and motor areas com-
pared to those who did not relapse over the 10-week 
follow-up period.51 The fMRI associations were more 
strongly predictive of relapse than were participants’ 
self-reports of craving to the cocaine-cue stimuli used in 
the fMRI scan protocol,51 demonstrating the power of 
the neuroimaging approach. In response to the emotional 
stress fMRI paradigm, greater stress-induced signal 
change in medial prefrontal cortex (Brodmann areas 9 
and 10) was associated with shorter time to relapse dur-
ing the initial 90-day follow-up.97 These data collectively 
indicate that activation in decision-making circuits, cue-
processing, and stress-response circuits can predict later 
relapse in individuals with psychostimulant addiction 
who have undergone treatment and are attempting to 
maintain long-term abstinence. Much additional work 
must be done, however, before these methods have diag-
nostic utility for predicting relapse on either a group- or 
case-by-case basis (for an excellent discussion of this 
issue, see ref. 75).

Between-Person Factors

Substantive issue: It is estimated that 20.1 million 
Americans aged 12 years and older – 8% of the popula-
tion – have used illicit drugs in the past month. Of these, 
1.9 million Americans – 0.7% of the population – have 
used cocaine in the past month, and 6.2 million 
Americans – 2.5% of the population – have used pre-
scription-type psychotherapeutic drugs for nonmedical 
purposes in the past month.86 Despite these numbers, 
only a minority of individuals who consume a drug go 
on to develop problems of drug dependence and 
 addiction.105 Because of the disconnect between the 
numbers of individuals consuming illicit drugs and those 

who go on to develop problems of drug dependence, 
identifying specific factors that pose an increased risk or 
protection from addiction will assist in preventing and 
intervening in the course of this chronic brain disease.

There is now considerable evidence that healthy indi-
viduals vary in their neurochemical and psychological 
responses to the same dose of a psychostimulant drug. 
For instance, interindividual variability exists in 
d-amphetamine’s effects on subjective activation and 
positive mood,11,26,31,94 and on anxiety and cortisol 
released by this drug.22,48,68,84,85,94 Because of this vari-
ability, individual differences factors are likely to be 
very important for understanding and preventing drug 
addiction. Specific between-subject factors of poten-
tially high impact include gender, family history, prior 
use, age, and temperament. These are described in turn 
below.

Gender: While there are greater numbers of male than 
female drug abusers in the human population, animal 
and human evidence indicates that females transition to 
addiction more quickly after initial drug and alcohol 
exposure (for review, see ref. 30). In women, drinking 
problems often develop later but display a “telescoping” 
or accelerated course in which females progress quickly 
from onset of drinking to later stages of alcoholism.54 
This more rapid transition from initial drug use to depen-
dence may involve females’ more pronounced sensitiza-
tion after repeated exposure to stimulant drugs compared 
to males.99,121 For patients who develop alcoholism rela-
tively early (i.e., before the age of 25), greater propor-
tions of female than male patients go on to develop 
severe alcohol problems (for review, see ref. 54). This 
finding is consistent with greater acquisition of stimu-
lant self-administration, escalation of use, and priming-
induced relapse (reinstatement) in females compared to 
males in animal studies (for review, see refs. 30,82). 
Differences in sensitivity to stimulant drugs have also 
been observed across the menstrual cycle in humans.116 
Gender differences are thus an important factor to consider 
in the neuroimaging of drug effects and transitions to 
consider in in drug abuse.

Family and personal history: A family history of alco-
holism and substance abuse is one of the strongest pre-
dictors of substance abuse risk in healthy populations 
and deserves significant attention as a between-sub-
jects factor. Prior use: Because regular consumption is 
required for dependence to occur, investigation of prior 
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use of addictive agents, in individuals without current 
dependence, provides insight regarding sequelae lead-
ing to addiction.

Age: Distinct age-related responses and developmental 
differences in drug use indicate that adolescence may 
constitute a critical period of vulnerability for addic-
tion. The prefrontal cortex, amygdala, nucleus accum-
bens, and anterior cingulate and orbital-frontal cortices 
undergo significant refinement and maturation during 
adolescence, which include changes in gray and white 
matter volume that reflect age-dependent processes of 
synaptic pruning, cell death, and myelination (for 
review, see ref. 95). An increased risk for addiction in 
adolescence is thought to relate to several mechanisms, 
including but not limited to early life stress and stress 
during adolescence, which impacts regions involved 
in addiction (hippocampus, nucleus accumbens, pre-
frontal cortex, see ref. 4).

Temperament/personality: Emotional and behavioral 
responses to stimulants relate to normal personality traits 
in healthy volunteers. These include measures of sensa-
tion seeking which have been found to be positively 
associated with d-amphetamine effects on subjective 
stimulation, arousal, and elevated mood.20,46,87 Because 
sensation seeking measures individuals’ responses to 
external rewards as well as their tendency to fearlessly 
approach potentially harmful situations, this phenotype 
can be measured as two separable components, extraver-
sion and fearlessness100, which are involved in stimulant 
drug effects on mood and behavior (see refs. 115,117,118). 
These between-subject difference factors – gender, fam-
ily history, prior use, age, and temperament – can be 
studied using multiple imaging modalities, including 
PET and structural and functional MRI.

Empirical approaches: Populations and study drugs: 
Investigation of individual differences can be done 
using either between-subjects or between-groups 
designs, in which the study sample is separated on one 
or more factors of interest (e.g., gender; family his-
tory). This can be done prospectively, as two separate 
groups, or post hoc, as factors in the data analysis. 
Between-person factors that can be operationalized as 
continuous variables (for instance, age, prior use, tem-
perament/personality) can be either studied using a 
two-group design (with cutoff values separating the 
groups) or treated analytically as regressors, the latter 
of which increases statistical power.

Methods: Between-person factors in addictive processes 
have been studied using the entire range of neuroimaging 
methods available, including fMRI, MRI, PET, SPECT, 
and MRS.

Findings: Gender. Neuroimaging studies have identi-
fied gender differences in acute dopamine released by 
drugs of abuse in humans and in functional brain 
responses to the drug cues and stress cues that can pre-
cipitate relapse, with a different pattern of risk factors 
emerging for males and females. For instance, PET 
studies using [11C] raclopride indicate greater dopamine 
release in ventral striatum after amphetamine, and 
greater self-reports of positive subjective effects of the 
drug, in male participants compared to female partici-
pants.66 Studies using 1H-MRS indicate decreases in 
frontal NAA concentrations in abstinent male, but not 
female, cocaine users, suggesting neuronal injury in 
men due to long-standing cocaine use (for review, see 
ref. 61). Cocaine-dependent males have been found to 
display greater fMRI activation than cocaine-dependent 
females in paralimbic regions (left uncus, right claus-
trum, Brodmann’s area 20) in response to drug cues 
compared to stress cues.57 The above findings suggest 
that males are more sensitive to drug-induced dopamine 
release and drug cues than females, and suggest a neu-
roprotective effect of estrogen on long-term impact of 
stimulant drugs on brain structure (for discussion, see 
ref. 66). In contrast, cocaine-dependent females have 
been found to display greater fMRI activation in frontal 
and limbic regions in response to stress imagery than 
do cocaine-dependent males, in regions such as ante-
rior cingulate and insula which are involved in craving 
and relapse.58 These data suggest the existence of 
different neural vulnerabilities to stress- and drug 
cue-related relapse in women and men.

Findings: Family history. Studies investigating fMRI 
responses in family history positive individuals have 
identified reduced amygdala responses to fear faces 
(mean age of 23.5 years41), decreased frontal responses 
during response inhibition tasks (ages 12–1488), and 
decreased anterior insula responses to loss of monetary 
reward8 in adolescents and young adults whose fami-
lies contain alcoholics, compared to age-matched con-
trols who do not have a family history of alcoholism. 
These data implicate frontal and limbic circuit involve-
ment in the genetic vulnerability to alcoholism and 
substance abuse. Youth with a family history of 
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 alcoholism have not been found to differ from controls 
on other outcomes, such as striatal response to mone-
tary reward, in the same tasks.8 This pattern of findings 
suggests that the reduced response to rewards, regularly 
observed in stimulant dependence, is likely a conse-
quence rather than a cause of drug dependence and that 
the genetic vulnerability to substance abuse may spe-
cifically involve variation in negative affective and 
behavioral inhibition processes. Structural MRI and 
neurocognitive tests indicate a positive relationship 
between white matter volume, cognitive performance, 
and information processing speed in females without a 
family history of substance abuse.95 This relationship 
has not been demonstrated in adolescents who have a 
family history of substance abuse.95 These data suggest 
that structural brain maturational processes may confer 
some protection from substance abuse. Potential candi-
dates include development-related increases in myeli-
nation, which may be causally related to maturational 
changes in cognition in girls without a family history of 
substance abuse,95 which could be a protective factor in 
these low-risk individuals.

Findings: Prior use. Contributions of prior use can be 
difficult to disentangle in individuals with ongoing 
substance use problems. Contributions of this life his-
tory factor are most readily evaluated in individuals 
who have previously used a given substance, but are 
not currently dependent. When investigated in such 
individuals, it has been found that moderate to heavy 
drinkers display decreased amygdala activation during 
risk taking on the stop signal task,119 and elevated acti-
vation in mesocorticolimbic regions (prefrontal cortex, 
striatum, ventral tegmental area) in response to alcohol 
taste cues35 compared to lighter drinkers. These find-
ings indicate that past alcohol use is associated with 
altered function in circuits relevant to emotion and 
behavioral control. In MRS investigations, subjects 
with high prior levels of alcohol consumption have 
been found to display increased choline signal in fron-
tal white matter.27 This indicates an increase in mem-
brane turnover in individuals with high prior alcohol 
consumption, with possible implication for health of 
myelin sheaths in this area.27 The above findings indi-
cate that prior drug and alcohol use history is associ-
ated with functional and structural differences in brain 
regions involved in addiction. Current use is associated 
with striatal responses to drug-related cues, which is 
most likely due to cue-related conditioning processes.

Findings: Age. Investigations with [123I]IBZM SPECT 
indicate that the positive subjective effects of amphet-
amine (i.e., happiness, energy) are positively corre-
lated with the magnitude of dopamine released by the 
drug and are negatively correlated with subjects’ age, 
such that younger participants report a stronger subjec-
tive impact of the drug.1 In a pilot fMRI study of 
d-amphetamine using a behavioral risk task, men under 
age 21 showed increased intensity of activation in 
response to high rewards in anterior cingulate and 
insula and showed greater volumes recruited under 
amphetamine in anterior cingulate compared to older 
subjects. These data suggest that young men could be 
relatively sensitive to amphetamine and high-risk, 
high-value rewards compared to older individuals who 
experience the same stimuli.114 Young age appears to 
confer increased subjective drug effects upon initial 
use1 and may confer increased activational responses 
to environmental reward and the drug itself.114 There 
are documented age-related differences in chronic 
drug impact on brain structure, such that individuals 
with cocaine dependence display age-related declines 
in gray matter volume in temporal cortex that are not 
observed in control subjects.6 Age appears to be a 
potentially potent between-subjects factor mediating 
the short- and long-term impact of psychostimulants 
on brain structure and function.

Findings: Temperament/personality. Normal personal-
ity traits have been found to relate to between-subject 
differences in a number of neuroimaging outcomes. 
These include dopamine response to alcohol, dopamine 
response to amphetamine, and sensitization of dop-
amine response to amphetamine, assessed by [11C] 
raclopride/PET methods9,10,55,76; glucose metabolism in 
orbital frontal cortex, assessed by FDG/PET43; and 
ventral striatal responses to incentive cues, assessed by 
fMRI.8,52 While alcohol and stimulant drugs cause rises 
in dopamine in the ventral striatum which correlate 
with the subjective impact of the drug,26,55 there are 
between-subject differences in the magnitude of this 
effect. Individuals who have higher trait scores on 
measures of novelty seeking display greater magnitude 
of change in [11C] raclopride binding in ventral stria-
tum after consumption of alcohol (n = 6 males9), and 
after consumption of d-amphetamine (r = 0.79, n = 8 
males55). High scores on trait novelty seeking also 
relate to the magnitude of a long-term sensitization in 
DA response to psychostimulants, when stimulants are 
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administered to healthy volunteers on three separate 
test days scheduled 2–3 days apart, with follow-up up 
to 1 year later (n = 10 males10). There is additional evi-
dence that these effects differ by gender. Correlations 
between trait sensation seeking and ventral striatal 
dopamine release, as identified by [18F]fallypride PET 
scans, were found to be positive in men (r = 0.8, n = 7) 
but not women (r = −0.7, n = 6; see ref. 76), underscoring 
the importance of investigating gender differences. For 
individuals without substance dependence, these find-
ings indicate that personality traits related to novelty 
seeking are important in modulating the acute responses 
to stimulant drugs, and the drug-related escalation of 
brain responses after repeated drug exposure, particu-
larly in young adult males. Replication and extension 
of these findings using larger sample sizes and atten-
tion to potential gender differences are important next 
steps in this area.

In individuals with stimulant dependence, the person-
ality measure of trait fearlessness [low MPQ Harm 
Avoidance (HA)] has been found to relate to metabo-
lism in orbitalfrontal gyrus. Methamphametamine-
dependent individuals with high scores on trait fear 
(HA) had higher relative orbitofrontal gyrus metabo-
lism at rest than those with low scores on this trait 
[r = +0.57, n = 14 (11 women)43]. This finding indicates 
a role of orbitofrontal gyrus in the failure to avoid 
physically dangerous situations and inhibit drug con-
sumption in psychostimulant dependence,43 and a role 
of trait fearlessness in modulating functional brain out-
comes after the onset of drug dependence.

Overarching Models of Substance 
Use and Misuse

Neuroimaging findings such as those described above 
have been incorporated into several overarching mod-
els of substance use, dependence and addiction. These 
include the “Impaired Response Inhibition and Salience 
Attribution” model (I-RISA model44), which posits a 
special role for frontal dysregulation in altered drug 
reinforcement, craving, bingeing, and withdrawal, 
which are theorized to involve the nucleus accumbens, 
amygdala, and anterior cingulate and thalamo-orbital 
frontal cortex; the “incentive sensitization” model,77 
which proposes drug-induced increase in cue-elicited 

motor approach of drug involves drug-induced changes 
in nucleus accumbens and prefrontal cortex; the “nega-
tive reinforcement/reward allostasis” model (see ref. 2), 
which proposes that repeated drug use produces 
increased drug motivation, tolerance, and consumption 
through an accumulation of negative reinforcement-
antagonized function in midbrain dopamine reward cir-
cuits, amygdala, and lateral hypothalamus2; behavioral 
economic models33, which posit a special role for per-
sonality traits of impulsivity or present-centeredness in 
facilitating low risk: high benefit payoff judgments that 
encourage drug intake; and the “two factor dopamine 
model,”56 which proposes that repeated use of psycho-
stimulant drugs leads to systematic perturbation of DA 
transmission based on the presence (sensitization and 
increased DA transmission) and absence (decreased 
DA transmission) of drug-paired cues.56 These models 
are not mutually exclusive, but describe overlapping 
processes involved in the acquisition and continuation 
of drug use despite negative consequences.

Summary: Regions involved in the various aspects and 
stages of addiction include areas involved in motiva-
tion, reward processing, decision-making, and behav-
ioral control. These include the orbitofrontal cortex, 
located above the sinus which is involved in stimulus 
evaluation and valence; the nucleus accumbens, located 
in the ventral base of the human forebrain, which is a 
key structure for reward and incentive motivation; the 
amygdala, which responds to the intensity of reward-
ing and aversive stimuli and links motivationally rele-
vant events with neutral stimuli; and the anterior 
cingulate, which has a high concentration of dopamin-
ergic receptors and is interconnected with multiple 
regions involved in behavioral inhibition and emo-
tional processing (e.g., OFC, amygdala7).

Unanswered Questions and Future 
Directions: Identifying Vulnerability 
and Protective Factors

As described above, there is a growing literature that 
indicates that there are individual differences in the 
direction and magnitude of stimulant effects on mood 
and behavior. The origin of these individual differ-
ences is not well understood but appears to involve 
several distinct risk factors – the personality trait of 
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extraversion, the  personality trait of fearlessness 
(which constitutes a separate trait), and maleness. 
These are summarized in the VENTURE model of 
risk, which is outlined in Fig. 11.1.

To date, many investigations of personality differ-
ences in stimulant drug effects have used measures of 
sensation seeking in the assessment of potential risk 
traits, for instance, TPQ novelty seeking, SSS-V sensa-
tion seeking, and EPQ-Psychoticism. These measures 
have been found to be positively associated with 
d-amphetamine effects on number of outcomes, includ-
ing subjective stimulation,46 arousal,20 and elevated 
mood.87 Sensation seeking measures individuals’ 
responses to external rewards as well as their tendency to 
fearlessly approach potentially harmful situa-
tions13,42,122,123, which can be psychometrically separated 
into multiple separable components, such as the stable 
tendencies toward extraversion and fearlessness.100,118 
When dissociated, these two traits appear to be sepa-
rately relevant to amphetamine effects on mood and 
behavior. For instance, the personality trait of fearless-
ness, measured by participants’ MPQ Harm Avoidance 
(HA), has been found to predict the magnitude of 
 subjective  activation responses to d-amphetamine,118 
while related scales such as thrill and adventure seeking 
(TAS) and interpersonal aggressiveness (MPQ 
Aggression) predict the timing and magnitude of  cortisol 
rise responses to d-amphetamine.115 Thus, individuals 

who are predispositionally fearless (bold individuals) 
appear to experience larger subjective activational and 
larger and faster neuroendocrine responses to the same 
dose of a stimulant than do individuals who are predis-
positionally timid. These between-person differences 
suggest that high trait fearlessness could be a risk factor 
for drug abuse by decreasing the negative emotional pro-
cessing of punishers in fearless individuals after drug 
consumption which would increase the risk of continued 
drug use despite negative consequences (Fig. 11.1). 
There is additional evidence that a separate trait, trait 
extraversion, modulates the acute behavioral effects of 
stimulant drugs. Amphetamine impacts behavioral 
impulsivity on a computerized gambling task [Balloon 
Analogue Risk Task (BART)], and there are individual 
differences in the magnitude and direction of this effect, 
such that drug-induced increases in risk behavior have 
been observed in males with high trait extraversion, 
whereas drug-induced decreases in risk behavior have 
been observed in males with low scores on this trait. This 
produces a correlation (r = +0.6) between drug-induced 
risk behavior and extraversion in males (for discussion, 
see ref. 117). The personality trait of extraversion, thus, 
appears to modulate both the direction and magnitude of 
behavioral impulsivity after stimulant drug consump-
tion. This could constitute a specific risk factor for con-
tinued drug use, a risk factor that is outlined in the left 
portion of the VENTURE model (Fig. 11.1).

Fig. 11.1. Between-person 
differences in the vulnerability 
to amphetamine effects 
(VENTURE model), in 
relation to other theoretical 
models of addiction.  
Abbreviations: RA = reward 
allostasis (ref. 2); I-S = 
incentive sensitization (ref. 
77); I-RISA = impaired 
response inhibition and 
salience attribution (ref. 44); 
NR = negative reinforcement 
(ref. 2) ; BE = behavioral 
economic (e.g., ref 33) 
models.  AMP = amphetamine, 
a prototypic psychostimulant
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The clarification of the neural basis of specific sources 
of individual differences in stimulant drug effects on 
brain, emotion, and behavior, using empirically derived 
personality measures with an orthogonal or quasi-orthog-
onal factor structure (such as those described above) is 
an emerging area of research. Future research in this area 
will assist in the delineation of the specific vulnerability 
and protective factors in individuals who have exposure 
to drugs, but who are not yet drug dependent.

Developing Effective Treatment  
Options

Addiction to psychostimulants follows a chronically 
relapsing course, for which there is currently no phar-
macological treatment.90 Available treatment options 
for psychostimulant dependence are currently limited 
to psychosocial interventions; of which community 
reinforcement, voucher reinforcement, and motiva-
tional interviewing programs appear to be most effec-
tive.90 Other programs, such as detoxification, cue 
exposure, and 12-step programs, appear to be rela-
tively less effective against stimulant dependence.90

Future pharmacological treatments with potential 
utility against psychostimulant addiction include the 
dopamine agonist bupropion, the mixed monoamine 
agonist/antagonist mirtazapine, GABA receptor ago-
nists baclofen and topiramate,81 disulfiram, which 
inhibits dopamine-b-hydroxylase to reduce synthesis 
of NE98,112, lofexidine, an a-2 receptor antagonist, and 
atomoxetine, which blocks norepinephrine transporter 
(see ref. 98). Other potential therapeutics include 
modafinil, a selective a-1 receptor agonist with stimu-
lant-like properties,91 and novel dopamine/serotonin 
releasers such as PAL-28783 which are potential “ago-
nist therapy” for psychostimulant addiction.83,91

Existing neuroimaging findings have suggested 
some novel targets for future treatment options, in light 
of the acute and chronic impacts of addictive drugs.105 
These include treatment options targeted at (1) reducing 
the reward associated with the drug while increasing the 
reward associated with nondrug stimuli in the individu-
al’s environment, to remediate the heightened incentive 
salience of the drug and its cues; (2) reducing learned 
(conditioned) behaviors associated with the drug, to 
reduce the drive to obtain and consume the drug; and (3) 
improving frontal functions of inhibitory control and 

executive function, to remediate drug-related deficits in 
these regions and improve volitional control over behav-
ior.105,107 These new ideas should help guide future treat-
ment development for psychostimulant addiction, which 
remains, at present, highly resistant to treatment.

Novel Applications of Real-Time  
fMRI for Substance Abuse Research  
and Treatment

Real-time fMRI is a nascent technology with potential 
long-term applications for substance abuse. To date, 
most real-time fMRI studies have focused on cortical 
regions, such as somatomotor cortex,24 auditory cor-
tex,120 insular cortex,14 medial frontal cortex,72 and 
anterior cingulate cortex (ACC24,25). Fewer real-time 
fMRI investigations focus on subject-driven modula-
tion of signal in subcortical structures, such as 
amygdala73 or nucleus accumbens.15

Several real-time studies have focused on regions 
with known involvement in addiction. For instance, 
deCharms and colleagues have developed procedures 
for real-time imaging and feedback of BOLD fMRI 
signal to participants based on activity in anterior cin-
gulate; using a 60-s visualization paradigm, and feed-
back of BOLD signal through a brain–computer 
interface of scrolling timeseries fMRI signal and a 
real-time fire intensity graphic.23,25 The majority of 
real-time fMRI protocols have involved healthy sub-
jects who are typically between 18 and 45 years of age 
(e.g., range of 20–45 years with a mean age of 30.4 
years34, range of 18–37 years with a mean age of 23.5 
years25, range of 25–40 years29, range of 20–35 years40). 
A minority of studies have used clinical populations 
such as brain tumor patients intraoperatively,32 epilep-
tic patients,34,49 or chronic pain patients.23,25

Because addiction can be construed as a disorder 
involving the supranormal stimulation of reward cir-
cuits which results in altered learning in those circuits, 
real-time fMRI methods could have utility for the treat-
ment of addiction, by producing patient-initiated modu-
lation of reward responses to either drug-related or 
nondrug stimuli. The extremely high public health cost 
of addiction, combined with our current lack of effica-
cious treatments, suggests that real-time fMRI could 
have a place in our future therapeutic arsenal against 
this refractory brain disease.
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As commonly defined, eating disorders are persistent 
abnormalities of eating behavior that affect physical 
or mental health. Traditionally, eating disorders identify 
psychiatric conditions characterized by compulsive  eating 
or extreme avoidance of eating, epitomized by bulimia 
nervosa (BN) and anorexia nervosa (AN), respectively. 
Another rather well-characterized eating disorder is 
binge eating disorder (BED), which can lead to weight 
gain, obesity, and related comorbidities, but it is not 
 specific to any metabolic condition or  disease. Although 
not included among eating disorders, we  submit that 
“garden variety” (i.e., nonspecific) chronic overeating 
that leads to weight gain and  obesity meets the basic 
 criterion for eating disorders. Overeaters challenge the 
homeostasis of energy balance by  ingesting food in 
excess of their needs and clearly develop a pathological 
condition, overweight–obesity, that undermines their 
physical health, meeting our common definition of an 
eating disorder. In this  chapter, therefore, we will take a 
comprehensive approach and illustrate the neuroimaging 
evidence accrued on nonspecific overeating, BED, buli-
mia nervosa, and anorexia nervosa.

Overeating

Overeating – that is, eating in excess of energy needs – 
is a behavioral outcome of various conditions that span 
several chapters of psychiatric and metabolic pathol-
ogy. Despite this diversity of causes and triggers, the 
result of overeating sustained over time is weight gain 

and eventual obesity, unless overeating is counteracted 
by practices (e.g., purging) or conditions (malabsorp-
tion due to medical conditions or consequent to surgi-
cal interventions) that limit the intestinal absorption of 
nutrients. As such, overeating is the elective target of 
behavioral and biological studies aimed at identifying, 
on a different scale, the characteristics, phenotypes, 
and genotypes of weight gain and obesity.

Investigations of the biology of weight gain and 
obesity have targeted the central nervous system (CNS), 
based on decades of research in animal models of 
 obesity.1 With the same purpose, overeating has become 
the subject of intense investigation by neuroimaging 
scientists interested in discovering neural substrates of 
the propensity to weight gain and obesity.

The neuroimaging investigation of nonspecific 
overeating has mainly focused on overweight and 
obese individuals. This experimental choice is based 
on the observation that excessive energy intake is a 
common phenotype of overweight–obesity. However, 
linking overeating to actual weight gain has proved 
exceptionally difficult, most likely because it is 
inherently  challenging to measure energy intake in 
free-living individuals.2 In the last decade, functional 
neuroimaging has been instrumental in identifying 
neurofunctional differences between obese and normal-
weight individuals in their response to food-related 
stimuli.

Functional neuroimaging offers the possibility of 
exploring the whole brain at once without a priori 
region-specific hypotheses, making this technology an 
appealing choice to probe differences in brain function 
between overeaters and normal eaters, and obese and 
normal-weight individuals. This option has opened a 
window for appreciating the complexity of the neural 
substrates of overeating in humans beyond the regions 
and circuits evidenced by research in animal models. 
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In fact, a number of brain regions involved in cognitive 
and emotional processing have been reported to be 
activated in response to food-related stimuli,  supporting 
the notion that eating behavior in humans is an idio-
syncratic behavior, driven not only by the need to 
 compensate for acute and chronic energy imbalances, 
but also by emotional, cultural, and cognitive factors 
that often override energy homeostasis in the initiation 
and termination of an eating episode.

Sensory Cues

Sight, smell, taste, and “mouth feel” are the funda-
mental means of appreciating food and, as such, are 
screeners, gatekeepers, and primary reinforcers of 
 eating choices. At the same time, the anticipation of a 
forthcoming meal is conducive to physiological and 
psychological phenomena (i.e., cephalic phase response 
and expectation of reward) that prepare the organism 
for ingesting food. In addition, for a number of techni-
cal and logistic reasons, sensory stimulation is experi-
mentally suitable for functional neuroimaging.

Thus, it is no surprise that the first report of neuro-
functional differences between obese and normal-
weight individuals by Karhunen et al focused on the 
brain’s response to visual stimulation by pictures of 
food vs. control images (pictures of a landscape), using 
single photon emission computed tomography (SPECT) 
to measure changes in regional cerebral blood flow 
(rCBF) as a proxy for local neural activity.3 This study 
found that obese women responded to visual stimula-
tion by pictures of food with increased neural activity 
in the right parietal and temporal cortices, but it 
observed no changes in normal-weight women. The 
investigators also reported that changes in neural 
 activity in the parietal cortex were associated with 
increased feelings of hunger, as elicited by viewing 
food pictures.3

More refined experimental designs and settings have 
used functional magnetic resonance imaging (fMRI) to 
assess brain responses by measuring blood oxygen 
level-dependent (BOLD) contrasts. This method has 
evaluated differential responses to visual stimulation 
by pictures of high-calorie food, low-calorie food, and 
nonfood stimuli in obese and normal-weight women. 
In nonhungry nor satiated (after at least 1.5 h of fast-
ing) obese compared with normal-weight women, 

the dorsal striatum showed a greater response to 
 pictures of high-calorie food than to neutral stimuli.4 
The dorsal striatum is a region of special interest 
because it is rich in dopamine D2 receptors (DRD2), 
which are involved in reward processing. These recep-
tors were reported to be abnormally scarce in morbidly 
obese individuals compared with controls in a positron 
emission tomography (PET) study using a specific 
radioligand (11C-raclopride) for DRD2.5 Furthermore, 
a direct relationship between body mass index (BMI), 
over a 20–45 kg/m2 range, and brain activation in 
response to high-calorie food pictures was described in 
women in several regions involved in the control of 
energy intake, including the dorsal striatum, anterior 
insula, posterior cingulate, and lateral orbitofrontal 
cortex (OFC).4

In slightly different experimental conditions, a study 
of moderately hungry women (8–9 h fast, after skipping 
lunch) has recently reported a greater activation in 
response to high-calorie food pictures vs. neutral stim-
uli in a series of cortical and subcortical regions of 
interest, including the OFC, medial prefrontal cortex, 
insula, anterior cingulate cortex, amygdala, nucleus 
accumbens, ventral pallidum, caudate, putamen, and 
hippocampus. A widespread greater response in obese 
compared with normal-weight women was also observed 
in response to high-calorie vs. low-calorie food  pictures, 
except for the putamen.6

The oral sensory experience of food, encompassing 
taste, smell, and mouth feel, has also been investigated 
in obese individuals. Using PET and 15O-water to 
 measure changes in rCBF, Del Parigi et al assessed the 
brain response to oral administration of 2 ml of a liquid 
meal after a 36-h fast, shortly before consuming the 
same meal to satiation.7 Compared with lean individu-
als, obese subjects exhibited greater increases in neural 
activity in the middle-dorsal insula and midbrain, and 
greater decreases in the posterior cingulate and the 
temporal and orbitofrontal cortices. Furthermore, body 
fat percentage, glycemia, and disinhibition (i.e., the 
susceptibility of eating behavior to emotional factors 
and sensory cues) were independent correlates of the 
neural response in the middle-dorsal insular cortex,7 an 
area implicated in many sensorial and appetitive func-
tions, including craving for food8 and oral appreciation 
of food texture.9 The sensory experience of food, again 
stimulated by 2 ml of a liquid meal, has also been 
reported to elicit a middle insular response in formerly 
obese individuals,10 who had achieved and maintained 
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normal body weight through diet and physical exercise 
despite a past history of severe obesity. In these pheno-
typically lean individuals, who have a history of per-
sistent dieting to fight their propensity to regain weight, 
an obese-like response points to the possible existence 
of neural risk factors for weight gain, pending valida-
tion in longitudinal studies.

Consumption of Food

Although the brain response to food sensory cues has 
provided a fertile field for investigating the central 
regulation of energy intake, the actual consumption of 
food is what defines human eating behavior, repre-
senting the outcome of various motivational, cogni-
tive, and metabolic factors. The frequency and caloric 
content of meals are the two quantitative factors that 
determine the magnitude of energy intake. In particu-
lar, the caloric content of a meal is the natural target of 
dietary interventions for weight loss, while manipula-
tions of meal volume and macronutrient composition 
are often used instrumentally to elicit satiety in 
response to a smaller energy intake. Despite this com-
pelling evidence for meal consumption as the key 
behavioral phenomenon of interest, investigations of 
the brain response to ingesting a meal have been much 
less frequent than investigations of the response to 
food sensory cues. This bias hinges on the fact that 
consumption of food presents several experimental 
challenges in a functional neuroimaging setting.

PET studies using 15O-water to measure changes in 
rCBF have made a substantial contribution to our 
understanding of the differences between obese and 
normal-weight individuals and their relevance to the 
pathophysiology of obesity. One study reported the 
brain response to consuming a satiating liquid meal 
(supplying 50% of resting energy expenditure) after a 
36-h fast in obese, normal weight, and formerly obese 
individuals. Consuming a meal was found to elicit 
 differential responses in obese and normal-weight 
individuals in cortical and subcortical regions, includ-
ing the OFC, hypothalamus, insula, hippocampus, and 
prefrontal cortex, which is recognized as the pivotal 
area for top-down control of behavioral responses.2,11–13

These responses were also generally consistent in 
men and women, with the exception of the hypothal-
amus,14 and were confirmed as areas involved in 

 controlling eating behavior in a study of brain 
response to ingesting a solution of 75 g of glucose, 
which reported analogous differences between obese 
and normal-weight individuals.15 Similar results were 
reported by a study of brain response to the consump-
tion of a preferred food (chocolate).16 Del Parigi et al 
also observed that formerly obese individuals had an 
obese-like response in the posterior hippocampus, 
which is involved in complex functions such as learn-
ing, memory, craving for food, and enteroception. As 
discussed before, these results raise the possibility 
that the posterior hippocampus may exhibit a func-
tional marker of risk for weight gain.2

Taken together, the evidence collected in the inves-
tigation of the brain response to the consumption of a 
meal and its obesity-related abnormalities, while also 
encompassing regions of interest suggested by robust 
evidence from animal models of obesity, such as the 
hypothalamus, has clearly pointed to brain regions 
involved in emotional and cognitive processing which 
are natural correlates of the hedonic and cognitive 
dimensions of human eating behavior. As a reflection 
of its whole brain at once recording capability, func-
tional neuroimaging has opened new avenues for 
investigating the central control of eating behavior and 
has drawn the attention to such brain regions as the 
dorsal prefrontal cortex (DPFC), which has undergone 
the greatest phylogenetic development in humans and 
is central to the cognitive control of human behaviors.

In fact, a group of successful dieters, characterized 
by a higher level of cognitive control over eating behav-
ior than nondieters, showed a greater activation in the 
DPFC in response to consuming a satiating  liquid meal.17 
This increase in activity was directly proportional to the 
degree of dietary restraint that they exhibited.17 In addi-
tion, the response in the DPFC was inversely correlated 
with the response in the OFC, a multimodal associative 
area where sensory and  visceral inputs elicited by food 
ingestion converge and are decoded for reward value.17 
This interplay between DPFC and OFC is of special 
interest, given that these frontal regions are reciprocally 
interconnected. Furthermore, the emergence of meta-
bolic and sensorial information related to food ingestion 
(bottom-up processing) to the cognitive level is thought 
to take place in the OFC, raising the possibility that in 
response to meal ingestion, an inhibitory feedback cir-
cuit links the DPFC and the OFC in successful dieters, 
which could be instrumental in maintaining their 
restrained eating behavior.
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Notably, prefrontal activity measured by18 
F-fluorodeoxyglucose (FDG, a marker of local brain 
metabolic activity) was also found to be directly 
 correlated in morbidly obese subjects with striatal 
DRD2 receptor availability, as measured by11 
C-raclopride. This correlation suggests that prefrontal 
projections of striatal dopaminergic pathways may 
modulate the control of food intake.18 On the other 
hand, greater prefrontal activation in response to food 
pictures was also observed using BOLD-fMRI in 
women with AN compared with women with BN, 
 possibly confirming an inhibitory role of this brain 
region on the drive to eat.19

Binge Eating Disorder

BED is defined by recurrent episodes of eating large 
amounts of food, with a sense of lack of control over 
eating and without the inappropriate compensatory 
behaviors that characterize BN.20 It was given a provi-
sional eating disorder diagnosis in the Diagnostic and 
Statistic Manual, Version IV,20 and there have been 
calls for its inclusion in subsequent versions.21

A handful of functional neuroimaging studies in 
individuals with BED have been published. Increases in 
neural activity in the left frontal and prefrontal regions 
were reported by Karhunen et al in obese binge eaters 
in response to a food cue by using SPECT and Tc-99m-
HMPAO.3 Similar relative increases in left brain  activity 
are also present in BN, where a loss of normal right/left 
asymmetry in brain activity has been reported.22–25 
Furthermore, patients with fronto-temporal dementia 
who engage in compulsive binge eating demonstrate 
atrophy of the right ventral insula, OFC, and striatum,26 
all of which are involved in regulating taste perception 
and food intake. In particular, reduced OFC activity is 
associated with higher volumes of food intake despite 
satiation.27 Thus, findings from diverse studies connect 
binge eating episodes to a loss or relative reduction in 
function in prefrontal and orbitofrontal cortical regions 
of the right brain.

This loss of function may reflect underlying altera-
tion of neurotransmitter activity, although no data on 
cortical regions are available for individuals with BED. 
Nevertheless, midbrain serotonin activity may be 
reduced in obese binge eaters compared with obese 
controls,28 while treatment with psychotherapy and 
fluoxetine (a selective serotonin-reuptake inhibitor 

also effective in treatment of symptoms in BN) leads 
to improvements in symptoms that correlate with 
improvements in 5-HT transporter binding.29 Thus, 
preliminary evidence suggests that BED may have 
 distinguishing neurobiological abnormalities similar 
to those observed in nonspecific overeating and BN.

Bulimia Nervosa

BN is defined by recurrent episodes of binge eating 
(on average, at least twice a week for 3 months) 
 followed by inappropriate compensatory behaviors 
such as purging, fasting, or excessive physical exer-
cise. The episodes occur in response to exaggerated 
concerns about weight and body appearance.20 The 
lifetime prevalence rate for BN in the general popu-
lation is about 1%,30 but among younger women it is 
substantially higher, with 4.5% of women aged 
18–24 years meeting diagnostic criteria for BN.31 
Without treatment, BN usually has a chronic course.32 
Both behavioral therapies33 and pharmacologic treat-
ment with antidepressant drugs34 are effective in 
reducing symptoms, but relapse is common, given 
the absence of  specific therapies targeting neurobio-
logical defects.

Structural and Global Functional Deficits

Structural and functional abnormalities of the brain in 
BN have been investigated by neuroimaging. Enlarged 
ventricles and widening of cortical sulci were docu-
mented by computed tomography scans in approxi-
mately 40% of normal-weight patients with BN,35 and 
reduced cerebral/cranial ratios have also been docu-
mented.36 However, after long-term recovery, women 
with a history of BN showed no evidence of persistent 
brain abnormalities.37 Thus, while a small proportion of 
people who are acutely ill with BN show neuroimaging 
signs consistent with cerebral atrophy, these changes 
appear to resolve with recovery. Because they are also 
present in normal-weight bulimic subjects, these changes 
may be neural correlates of disturbed endocrine or met-
abolic factors rather than to loss of body adiposity.35

Global brain function is also abnormal during the 
acute phase of BN. Using FDG and PET, women with 



18312 Eating Disorders

BN were found to have globally and regionally 
reduced glucose metabolism compared with con-
trols,38 but other studies found no differences.22,39,40 In 
addition,  normal brain glucose metabolism is charac-
terized by an asymmetry with right greater than left 
brain activity, a feature which is absent in women with 
BN.22–25 Nevertheless, after long-term (at least 1 year) 
recovery from BN, brain function assessed by mea-
suring rCBF did not differ between controls and 
recovered women.41 Thus, changes in brain structure 
and function are associated with symptomatic BN. 
These abnormalities appear to resolve following treat-
ment and represent neither a predisposing trait nor 
long-lasting sequelae of the  disorder. As noted above, 
a relative reduction in right-sided brain activity has 
been observed in obese persons with BED,3 suggest-
ing that these findings may be  specific to binge eating 
behaviors.

Abnormal Processing of Food Reward  
and Taste

One hypothesis regarding both BN and nonspecific 
overeating is that neural signaling or neurotransmitter 
function is reduced in cortical and reward processing 
brain regions. Much of this research has focused on the 
role of serotonin, an approach that is further supported 
by the relief of bulimic symptoms associated with 
selective serotonin-reuptake inhibitors treatment. More 
importantly, it is possible to measure synaptic sero-
tonin transporter binding by using specific radioligands 
and PET, thus assessing more directly the role of sero-
tonin transmission in neuropsychiatric disorders such 
as BN.42 For this purpose,18 F-altanserin has been used 
to quantify serotonin 2A receptors (5-HT2A) and 
 carbonyl-11 C 100635 (11C-WAY100635) to quantify 
serotonin 1A receptors (5-HT1A).43 In fact, increased 
5-HT1A receptor binding in cortical regions, including 
the prefrontal and cingulate cortex, has been docu-
mented using 11C-WAY100635.44 As these findings 
point to brain regions involved in cognitive control 
of behavior, the authors speculate that an abnormal 
serotonin tone in these regions might be a correlate of 
impaired impulse control in women with BN who are 
actively binge eating. Abnormalities in cingulate 
 cortex activity may be persistent, as reduced activity 
was found in the right anterior cingulate cortex and left 

cuneus in recovered bulimic women in response to a 
glucose solution on the tongue. This finding supports 
the hypothesis that an impaired response to rewarding 
gustatory stimulation, possibly related to an abnormal 
serotonergic tone, may play a role in BN.45

Other brain regions implicated by studies of the 
serotonergic system include the hypothalamus, thala-
mus,46 and medial OFC.47 Taken together, this cumula-
tive evidence suggests that functional impairment in 
serotonin transmission is present at multiple levels of 
receptor and synaptic function48 and that it affects brain 
regions involved in the regulation of food intake, execu-
tive control of behavior, and reward processing, although 
findings are not fully consistent across studies.49 It is 
tempting to believe that BN is associated with varying 
degrees of abnormalities in the serotonergic system, 
similar to the ones found in binge eating individuals,28 
but direct comparisons have not yet been made.

In addition, a PET study using11 C-carfentanil50 
reported that the mu-opioid system, which is involved 
in processing hedonic information about food, is 
altered in bulimic women, who showed decreased 
receptor binding in the insular cortex, a region involved 
in many functions, including taste51 and enteroceptive 
cue processing.52 However, this study could not resolve 
whether the downregulation of mu-opioid receptors 
was a consequence of pathological eating or a marker 
of susceptibility.50 Longitudinal studies are warranted 
to address this question.

Abnormal Body Image Perception  
and Response to Food Cues

In a study comparing brain responses to food vs. 
 nonfood visual stimuli, patients with BN were distin-
guished from controls by their response to food 
photographs, as shown by greater activation in the left 
ventromedial prefrontal cortex, left occipital cortex, 
and cerebellum, and smaller activation in the anterior 
and lateral regions of the prefrontal cortex.19 The 
smaller prefrontal activation could signify reduced 
ability to control a behavioral response, either to 
visual food cues or to food intake itself,19 but specific 
studies are warranted to test these hypotheses. 
Perception of body shape in BN has also been studied 
using BOLD-fMRI. Data suggest that patients with 
eating disorders have less activity in occipito-temporal 
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and parietal regions known to be involved in the 
 recognition of animate forms.53 The findings in women 
with BN were intermediate to those in women with 
AN and healthy controls, suggesting that the abnor-
mal brain response to body shape in BN is less extreme 
than that in AN.53

Considerations for Future Work

These results suggest several promising avenues for 
future research, including studies of brain response to 
food cues and/or food consumption, neurotransmitter 
function, and the use of neuroimaging to monitor 
response to treatment. Further studies of BN may also 
benefit from comparisons with other groups that exhibit 
binge eating behavior, in order to resolve specific 
 correlates of impaired impulse control. Studies of BN 
patients are more feasible than those of AN patients, 
because it is easier to control for potential confounding 
by body weight by choosing weight-matched controls. 
On the other hand, factors such as recent restriction of 
food intake vs. bingeing and purging behavior also 
need to be accounted for as they could potentially 
introduce additional variability into the results, even in 
recovered patients.54

Anorexia Nervosa

The clinical criteria for a diagnosis of AN include: (1) 
refusal to maintain body weight at or above a minimal 
normal weight for age and height; (2) intense fear of 
gaining weight or becoming fat, even though under-
weight; (3) disturbance in the way in which one’s body 
weight or shape is experienced; (4) in postmenarchal 
females, amenorrhea.20 The mortality rate for AN is 
the highest of any psychiatric disorder, with about 15% 
of patients dying as a result of complications of the 
disease.55 Acute intensive treatment aims at maintain-
ing body weight within a medically safe range. Beyond 
acute management, however, therapeutic options 
remain limited. Pharmacological trials have been dis-
appointing, and no standardized approach has been 
established for postintensive treatment.34 Evidence for 
the efficacy of behavioral interventions is sparse, but 
some data indicate that cognitive-behavioral therapy 

may reduce relapse in adults and that family therapy 
may be helpful in adolescents.56

Structural Abnormalities

Neuroimaging studies have documented striking struc-
tural abnormalities in the brain during AN.57–61 
Computed tomography studies were among the first to 
report a pathological enlargement of ventricles and/or 
sulci consistent with cerebral atrophy during parox-
ysms of the disease.62–67 Because these changes were 
reported to be reversible upon body weight recov-
ery,61,65,68–75 the term “pseudoatrophy” was suggested 
as a more descriptive definition.76 Nutritional deficien-
cies consequent to insufficient food intake have been 
proposed to cause the condition.73 Pseudoatrophy has 
also been confirmed by MRI in adults71,72,77 and adoles-
cents.73,78,79 Cerebral matter loss appears to occur dif-
fusely in the brain, in both gray and white matter.75,79

As noted above, several studies documented at least 
partial reversibility of this condition after weight 
recovery, but other evidence indicates that normaliza-
tion in some brain regions may be incomplete.71,72,80 
For example, after weight recovery, AN patients have 
been reported to have persistently reduced volume in 
the hippocampus–amygdala,81 anterior cingulate,82 and 
total gray matter.80 Even after at least 1 year of normal-
ized body weight, AN patients showed reduced gray 
matter volume, suggesting that the effects on the brain 
are long-lasting.83 In summary, while brain atrophy 
and increased ventricular volume substantially improve 
with weight regain, it is possible that specific brain 
matter losses persist after recovery. Predisposing or 
contributing factors to such deficits are not defined, but 
possibilities include a persistently altered metabolic 
state, severe structural damage, or unknown  preexisting 
factors. Longitudinal studies are warranted to shed 
light on the natural history of these brain matter losses 
in the context of the disease course.

Despite the imaging evidence for marked brain 
abnormalities, pseudoatrophy has not been associated 
with changes in cognitive performance,71 nor were 
 hippocampal reductions correlated with hippocampal-
dependent memory function.84 On the contrary, a 
shrunken anterior cingulate was, in fact, associated 
with lower performance intelligence quotient (IQ) in 
another study.85



18512 Eating Disorders

In conclusion, abnormalities in brain structure have 
been consistently documented in patients with AN. 
These changes are compatible with cerebral atrophy, are 
associated with extreme weight loss and very low BMI,86 
and are thought to be consequent to starvation.87 It has 
been estimated that pseudoatrophy is present in 26–75% 
of AN patients.59 While many studies have documented 
partial or complete resolution with weight regain, others 
suggest that a global deficit may persist long after weight 
normalization. Some structural defects have been asso-
ciated with cognitive impairment. Because patients with 
AN present striking structural abnormalities, functional 
neuroimaging studies performed during the acute phase 
of the disorder should not apply normal anatomical 
parameters, whether in morphology or in hemodynam-
ics, to functional mapping.

Deficits in Global and Regional Brain 
Function

Consistent with the structural changes discussed above, 
deficits in global and regional brain function are found 
during acute AN. Underweight young women with 
AN have significantly lower global cerebral glucose 
metabolism by FDG-PET.88,89 Findings of similarities 
between women with AN and women with depression 
have led to suppositions that the observed differences 
may be related to weight loss, nutritional deficiency, 
and/or depressed mood.90 Global deficits in brain func-
tion appear to resolve with weight regain89,91 and after 
long-term recovery.92

Abnormalities in function across cortical regions 
have been consistently identified. While a relative 
hypermetabolism has been demonstrated in the infe-
rior frontal cortex40,89 and in limbic regions, including 
the thalamus and amygdala–hippocampus complex,93 
most studies reported hypofunction. Affected regions 
include the posterior and anterior cingulate corti-
ces,93–96 prefrontal cortex,93,94 middle temporal gyrus,94 
superior temporal gyrus,94 superior frontal cortex,88,89 
parietal lobe,88–90,96 occipital lobes,96 and insula.96 
Anterior cingulate hypoperfusion may be specific to 
restrictor-type AN.97

However, one would expect increased activity in 
regions involved in executive control of behavior as a 
neural correlate of the cognitive control over eating 
exercised by anorexic women. One possible explanation 

is that malnutrition and metabolic disturbances result 
in combinations of global and regional functional defi-
cits that may mask increases in brain activity associ-
ated with rigid control over eating. These global and 
regional abnormalities during acute AN improve with 
refeeding in most cortical regions, including the pari-
etal and occipital lobes, insula,96 and cingulate cortex.95 
However, according to other reports, some of these 
brain regions may not recover, including the ante-
rior cingulate,96 temporoparietal, and OFC regions.98 
In addition, provision of testosterone significantly 
increases regional cerebral glucose metabolism in the 
posterior cingulate cortex.94 On the whole, it appears 
that reduced activity during acute AN reflects the 
physiologic state of starvation and is not a causal fac-
tor leading to the presentation of disordered eating.

These functional deficits have been linked to cogni-
tive impairment. In AN patients, impaired cognitive 
function is associated with reduced cerebral metabo-
lism in the prefrontal cortex.99 Cerebral hypoperfusion 
in the temporal lobe has also been implicated in 
impaired visual-spatial ability, impaired complex visual 
memory, and enhanced information processing.100

In sum, regional and global brain metabolism and 
perfusion abnormalities have been identified in AN, 
with potential implications for cognitive function 
 during the acute illness. These abnormalities have not 
been conclusively linked to the pathophysiology of the 
disorder, and may, in fact, mask causal or correlative 
neuroimaging findings.

Serotonin and Dopamine Transmission

Theories regarding a role for serotonin transmission in 
the etiology of eating disorders are based on serotonin’s 
documented role in mood and compulsivity disorders, 
as well as on evidence of low cerebrospinal fluid sero-
tonin during acute AN that rebounds to elevated levels 
after recovery.101,102

As in some studies of BN,47 reduced 5-HT2A bind-
ing in the parietal, frontal, and occipital lobes has been 
shown in women with AN.103 Not all studies concur,104 
however, perhaps because of differences in serotonergic 
tone between the subtypes (bulimic vs. restricting) of 
AN.105 Changes in serotonergic tone may be persistent. 
For example, in women recovered for more than 1 year, 
the presence of reduced 5-HT2A receptor binding 
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 compared with controls supports theories that excess 
serotonin transmission may contribute to the develop-
ment of the disorder and may be detected even after 
recovery.106 The amygdala, hippocampus, and cingulate 
cortex have been implicated.106,107

During the acute phase of AN, 5-HT1A receptor 
activity appears to be elevated in regions including the 
prefrontal cortex and lateral OFC, temporal lobe, pari-
etal cortex, and dorsal raphe nuclei, as measured by 
PET.104 After recovery, 5-HT1A receptor binding 
increased in women with prior binge eating/purging-
type AN but not in women recovered from restricting-
type AN.108 Again, these findings emphasize the need 
for precise categorization of AN subtypes in order to 
reach firm conclusions regarding the interpretation of 
neuroimaging findings. A study of the serotonin trans-
porter (5-HTT) also found that subtypes of AN were 
distinguished after recovery by differences in 5-HTT 
binding patterns in the dorsal raphe nucleus and antero-
ventral striatum.54 These results suggest that reduced 
serotonergic activity in fronto-temporal regions in both 
lean and recovered AN patients may be correlates of 
the typical personality profile of eating disorder 
patients in terms of perfectionism and compulsivity.109

These data point to dysregulation in serotonergic 
pathways in cortical and limbic centers in AN that may 
contribute to traits of anxiety, perfectionism, and 
 compulsivity.48 The persistence of abnormalities after 
recovery suggests that altered serotonin transmission 
may be either a characteristic of eating disorders or a 
risk factor predisposing to their development.110 
Relative imbalances of 5-HT1A vs. 5-HT2A activity 
could also contribute to the rigid behavioral control 
exhibited in AN.104 Yet despite a growing body of 
 evidence for altered serotonin transmission in AN and 
after recovery from AN, causal interpretations must be 
made with caution, given the lack of prospective data 
or evidence that manipulations of serotonin activity 
can alter the course of the illness.111

As known, dopamine signaling plays a major role in 
regulating normal eating behavior,112 but neuroimaging 
data on its role in eating disorders are scarce. An abnor-
mality in the dopaminergic system in the ventral 
 striatum (either decreased intrasynaptic dopamine avail-
ability or increased density of D2/D3 receptors) was 
documented by a study using PET and 11C-raclopride 
to compare a group of formerly AN patients with 
 controls.113 Abnormalities in neurotransmitter systems 
implicated in eating behavior, including serotonin, dop-
amine, and histamine,114 clearly represent a promising 

field of research into the pathophysiology of AN and 
may yield new targets for drug development.115

Disturbed Relationships to Food

AN is characterized by an abnormal relationship with 
food intake, and investigations into the neural corre-
lates of this relationship have generated interesting but 
sometimes inconsistent results. In an fMRI study 
assessing brain response to visual food cues, AN 
patients showed less activation than controls in the 
inferior parietal lobe while satiated116 and in the right 
visual occipital cortex while fasting,116 suggesting a 
reduced salience of food cues regardless of the state of 
energy balance. Increased response to visual food cues 
in the lingual gyrus and left medial prefrontal cortex 
also have been reported.19,117 Findings of greater acti-
vation in response to visual food cues in medial 
 prefrontal cortical regions may reflect rigid control of 
food intake and, along with anterior cingulate activa-
tion, have been found to persist after recovery.117 In 
contrast, greater responses to visual food stimuli in the 
lateral and apical prefrontal cortices are associated 
with recovery, while reduced responses characterize 
individuals with persistent symptoms.117

Women who recovered from restricting-type AN 
exhibited a reduced response to a sucrose and water 
solution in the insular cortex and striatum,118 regions 
involved in central processing of taste and food reward. 
However, in patients with active AN, viewing pictures 
of high-calorie beverages was associated with an 
increased response in the insula, as well as in the  anterior 
cingulate gyrus and amygdala–hippocampal region.119 
In the context of the more extensive structural and func-
tional deficits observed in AN, differences in central 
processing of food stimuli might reflect an altered inter-
play between different brain regions and pathways.120 
Such changes may be especially pronounced in the 
management of potentially conflicting information, 
where the anterior cingulate is thought to play a funda-
mental role in the cognitive control of hunger.

Abnormal Body Image Perception

fMRI investigations have used a variety of experimen-
tal designs to identify a neural basis for the distorted 
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body image and self-perception found in patients with 
AN. The left middle frontal gyrus and right posterior 
cingulate gyrus neural activities were correlated with 
reported body dissatisfaction in one study,121 whereas 
activity in the right medial prefrontal cortex was asso-
ciated with the degree of aversion produced by body 
figure drawings in another study.53 Studies using self-
images to trigger brain responses reported less activity 
in attentional and perceptual regions (including the 
cuneus, lingual gyrus, medial frontal gyrus, and insula) 
in AN patients than in controls,122 possibly as a corre-
late of altered self-perceptions.

In response to visual stimulation by distorted self-
images, an increased activation in AN patients compared 
with controls has been reported in the right amygdala, 
right fusiform gyrus, and brainstem,123 as well as in the 
inferior parietal lobule.124 The amygdala and parahip-
pocampal gyrus were also stimulated by reading unpleas-
ant words concerning body image.125 Taken together, 
these findings may indicate potential fearful or aversive 
responses to body image cues,  particularly in the case of 
the amygdalar response. However, conclusions are lim-
ited by the wide array of experimental approaches and 
the variability of results across studies, while the funda-
mental question of whether perceptual abnormalities in 
assessing body shape precede or follow the onset of the 
disorder remains open.

Conclusions and Considerations  
for Future Work

The acute underweight phase of AN is associated with 
structural changes in the brain that are evocative of cere-
bral atrophy. These changes generally reverse with weight 
regain. Parallel functional changes also occur, potentially 
affecting cognitive processing. Although these functional 
abnormalities appear to resolve with weight regain, they 
may limit the ability of some neuroimaging techniques to 
examine differences in brain function between acutely ill 
anorexic patients and controls.

One promising area, both for neuroimaging research 
and for potential pharmacological targets, is the role 
of neurotransmitters in AN, including serotonin and 
dopamine. Hypothesis-testing studies should now 
 proceed with focused experimental designs aimed at 
defining the role of several regions of interest in the 
pathophysiology of the disorder and the manifestation 

of specific symptoms. Such regions include the anterior 
cingulate cortex, striatum, and amygdala. Finally, lon-
gitudinal studies are needed to discern the neurological 
bases of AN, and of other eating disorders, starting 
with high-risk groups that may show signatures of 
functional aberrations before the onset of the disorder.
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Introduction

An estimated one-third of American adults are obese1, 
and the proportion of obese adults has been shown to 
increase with age through midlife 2. Obesity  throughout 
the lifespan is associated with greater cardiovascular 
risk2,3 and increased mortality,3,4 as well as negative psy-
chosocial sequelae5 and psychiatric comorbidity6,7, 
including a variety of maladaptive eating/dieting  patterns 
(e.g., binge eating, emotional eating, weight cycling).8,9

Growing evidence also suggests that cognitive 
impairment is common in both younger and older obese 
adults.7,10–14 Obesity has been associated with increased 
risk for Alzheimer’s and vascular dementia,15–18 even 
independent of cardiovascular risk factors and other 
medical comorbidities.19,20 While the neuropathological 
mechanisms for these cognitive changes are not yet 
fully understood, elevated body mass and adiposity 
have been linked to alterations in brain structure, func-
tion, and chemistry prior to the onset of dementia.

Recent advances in neuroimaging allow for identifi-
cation and analysis of these morphological and func-
tional brain changes in obese individuals, demonstrated 
by a growing body of literature that employs diverse 
methods, including computerized tomography, magnetic 
resonance, and spectroscopic imaging techniques, to 
examine global and regional abnormalities. The goals of 
this chapter are to summarize neuroimaging findings of 
morphological and functional brain alterations in obesity, 

to identify possible limitations of the existing literature, 
and to highlight directions for continued research.

Morphological Brain Alterations

Evidence for structural brain alterations in obesity 
have been demonstrated using a variety of imaging 
modalities.

Computed Tomography

Morphological changes in gray and white matter, 
including global and regional atrophy, have been 
widely examined using Computed Tomography (CT). 
For example, Gustafson and colleagues21,22 followed 
body mass index (BMI) and obesity-related health 
problems in 290 women for up to 24 years. Using CT, 
they demonstrated that increased BMI throughout 
midlife was independently associated with latelife 
brain alterations, including greater temporal atrophy21 
and white matter lesions.22

Longitudinal research also suggests that some regional 
abnormalities may improve following bariatric surgery. 
Using CT scans, Berginer and colleagues23 found larger 
cortical sulci and a trend toward smaller ventricles in 
obese bariatric surgery candidates when compared to 
nonobese control subjects. Interestingly, analyses showed 
postsurgical increases in cerebral spinal fluid spaces, par-
ticularly the frontal interhemispheric fissure. The authors 
compare these findings to the brain involution found in 
anorexia nervosa and malnutrition and attribute possible, 
and potentially reversible, postoperative fluid shifts to 
nutritional deprivation coinciding with rapid weight loss.
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Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) has been employed 
in similar studies to produce more detailed images of 
brain tissue than possible with CT. Volumetric analyses 
are widely used to relate alterations in brain volume to 
increased adiposity and body mass across the lifespan, 
and voxel-based morphometry (VBM) is increasingly 
employed to measure associations between body weight 
and regional brain alterations.24–29

For instance, Gunstad and colleagues24 used MRI to 
examine brain volume and BMI in a sample of 201 
men and women across the lifespan (age range 17–79) 
free from medical and psychiatric disorders. Results 
indicated that otherwise healthy obese individuals had 
significantly smaller whole brain volumes and total 
gray matter volumes than healthy nonobese individu-
als, even after controlling for age. While they found no 
significant differences in total white matter volume or 
regional gray matter volumes, trends towards smaller 
parietal and temporal region volumes in obese indi-
viduals were reported.24

Similarly, Taki and colleagues26 used MRI and 
volumetric analysis to demonstrate an inverse associ-
ation between BMI and global gray matter ratio in a 
large sample of Japanese men (average age 45 years) 
after adjusting for relevant clinical and demographic 
variables, although no significant correlations 
occurred in female participants. Using VBM, the 
authors found both negative and positive associations 
between BMI and regional gray matter volume in 
men, including negative associations with midbrain 
and bilateral temporal, frontal, and anterior cerebellar 
area volume, and positive associations with volume 
of the bilateral thalami, caudate head, posterior cere-
bellar, and additional frontal and temporal areas. 
These results suggest a range of regional alterations 
in obesity, with an overall decrease in global gray 
matter volume.26

Ward and colleagues27 demonstrated an association 
between BMI and reduced global brain volume in a 
sample of 114 middle-aged adults. In older adults, 
Jagust and colleagues examined the relationship 
between central adiposity, measured by waist–hip 
ratio, and hippocampal volume and white matter 
hyperintensities (WMH) on MRI. They found evidence 
for an inverse association between waist–hip ratio and 
hippocampal volume and a positive association 
between waist–hip ratio and WMH, after adjusting for 

elevated body mass and other relevant clinical variables, 
in their sample of 112 Latino men and women.

Pannacciulli and colleagues25 applied VBM to exam-
ine regional gray and white matter densities in 24 obese 
and 36 lean younger adults. Significant differences 
included reduced gray matter density in several prefron-
tal, cerebellar, and basal regions, as well as in several 
regions implicated in taste processing, in obese individu-
als. Greater gray matter density was also found in  several, 
primarily occipital, regions in obese individuals.

While several studies highlighted above reported 
independent positive associations between obesity and 
white matter lesions in older adults,22,28 Pannacciuli and 
colleagues25 found that white matter density was greater 
in the putamen of obese versus lean individuals, although 
no other differences in white matter density emerged. 
Haltia and collegues29 also reported greater white matter 
volume in several basal brain regions of obese versus 
lean individuals, which was reduced following postdiet-
ing weight loss.29 The exact reason for these inconsistent 
findings is unknown and requires further investigation.

Diffusion-Weighted Imaging

Diffusion techniques provide information about brain 
alterations by examining local movement of water 
molecules. Alkan and colleagues30 employed Diffusion-
Weighted Imaging (DWI) in a sample of 81 obese 
younger adults and 29 nonobese counterparts. The 
obese group showed alterations in fluid distribution in 
several brain regions involved in hunger and satiety, 
including the hypothalamus, hippocampal gyrus, 
amygdala, insula, cerebellum, and midbrain.30

Positron Emission Tomography and 
Magnetic Resonance Spectroscopy

Resting state Magnetic Resonance Spectroscopy 
(MRS) and Positron Emission Tomography (PET) data 
can be used to provide evidence for alterations of 
regional cerebral metabolism and markers of neuronal 
and glial integrity. Gazdzinski and colleagues31 
employed MRS to demonstrate reduced concentrations 
of N-acetylaspartate in frontal gray matter and frontal, 
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parietal, and temporal white matter of obese individuals. 
Reduced concentrations of choline-containing metab-
olite were also demonstrated in the frontal white 
matter of the same obese individuals.31 The authors 
interpret these metabolic alterations as indications of 
cell loss and membrane breakdown, respectively, in 
the associated brain regions.31

PET research has demonstrated an inverse association 
between BMI and resting metabolism in prefrontal 
regions which was also positively associated with perfor-
mance on tests of memory and executive function.32 PET 
also revealed higher resting metabolic activity in brain 
regions involved in oral sensation in obese subjects.33

Summary of Morphological Brain 
Alterations in Obesity

Multiple neuroimaging modalities have been employed 
to explore morphological brain alterations involved in 
the cognitive impairment and increased risk for demen-
tia found in obese adults. Cross-sectional and longitu-
dinal research indicates a variety of structural alterations 
related to elevated body mass and adiposity in men and 
women across the lifespan. Prominent findings include 
reduced global brain volume, regional alterations of 
predominately frontal and temporal brain areas, and 
increased occurrence of WMH.21,22,24–28 These struc-
tural findings are consistent with cognitive findings of 
impairments in executive function, memory, working 
memory, and psychomotor speed in obese individu-
als.7,10–14,16–19 Though additional work is needed, these 
structural abnormalities on neuroimaging may also 
provide insight into the elevated dementia risk in obese 
older adults. Further support for neuropathological 
changes in obesity prior to dementia onset comes from 
autopsy studies, which demonstrate positive associa-
tions between adiposity and markers of AD, including 
the expression of tau and amyloid precursor proteins34 
as well as the accumulation of amyloid-b peptide, even 
in healthy individuals.35 Additional structural findings 
provide evidence for obesity-related fluid alterations, 
white matter expansion, and increased resting metabo-
lism in several brain regions that may be implicated in 
 eating processes.25,29,30,33 In summary, various types of 
neuroimaging have been employed to explore a range 
of structural brain alterations associated with weight 
gain and obesity. Further understanding of the role of 

brain alterations in pathological eating processes can 
be explored using functional imaging techniques, 
which are reviewed in the following section.

Functional Brain Alterations

After early fMRI studies demonstrated that the neu-
ral activity following food ingestion could be visu-
alized,36 researchers began mapping the complicated 
neural aspects of eating behavior. A complete review 
of this rapidly advancing field is beyond the scope 
of this chapter, but several studies with implications 
for understanding functional neuroimaging in obese 
 individuals are briefly presented.

Functional Imaging of Eating Behavior

Studies using functional neuroimaging to examine eat-
ing behavior typically employ variations on several 
research paradigms. A common approach asks study 
participants to view images of food that have been 
 categorized into low- and high-calorie foods, with 
greater neural activation typically found for the more 
desirable, high-calorie foods. More recent studies have 
involved manipulation of actual food intake during 
scanning. These innovative studies employ sophisti-
cated delivery systems to introduce small quantities 
of liquid substances into participants’ mouths in a 
 standardized manner (e.g., standardized quantity of 
substance, timing of administration). A third common 
approach involves scanning individuals after a period 
of fasting and then immediately following ingestion 
of food.

This body of research suggests that neural activa-
tion to presentation of food cues and/or food ingestion 
is influenced by a number of factors, including:

Time elapsed since last meal/food ingestion•	 37,38

Trait reward sensitivity•	 39

Degree of hunger/satiety, including length of •	
fasting40,41

Nature of taste stimulus (e.g., sweet vs. other tastes)•	 40

Cravings for specific foods (i.e., chocolate)•	 42

Evidence for the neural pattern of satiety sensations •	
from gastric distention43 2008)
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Research in this area has begun to reveal the  complex 
pattern of neural processes involved in eating behavior 
and find that even minor changes can produce large 
effects. Consistent with this, it is perhaps not  surprising 
that persons with eating disorders exhibit altered pat-
terns of neural activation in brain regions important for 
eating behaviors. The few studies in this area have 
demonstrated that individuals with anorexia nervosa, 
bulimia nervosa, and binge eating disorder differ from 
controls in numerous ways.44–47 Similarly, persons with 
Prader–Willi syndrome, a genetic  disorder at chromo-
some 15 that produces hyperphagia, exhibit abnormal 
activation patterns on functional neuroimaging.48–51

Just as studies have begun to examine the associa-
tion between altered neural patterns in response to 
food and eating pathology, researchers have started to 
identify compelling interactions between circulating 
biomarkers important for appetite/satiety and findings 
on neuroimaging. For example, persons with a genetic-
resistance to leptin viewed food pictures during fMRI 
before and following leptin replacement.52 Leptin 
replacement reduced reported hunger and altered 
 neural response to food cues, including greater activa-
tion in frontal gyri, cingulate gyrus, and midbrain. 
These brain regions have considerable importance for 
behavioral control and thus may contribute to the 
improved eating behavior in these individuals above 
and beyond that expected by circulating leptin levels. 
Other studies in leptin-deficit persons show similar 
effects.53 Similarly, a recent study has revealed that 
levels of a biomarker linked to satiety (glucagons-like 
peptide-1) correlated with activation in multiple brain 
regions important for eating behavior, including the 
dorsolateral prefrontal cortex and hypothalamus.54

Taken in sum, neuroimaging studies in both healthy 
and patient samples have begun to clarify many aspects 
of eating and food-related processing by the brain. 
Such findings lay the groundwork for a better under-
standing of neural activity in obese individuals.

Functional Imaging in Obesity

Functional imaging studies in obese individuals have 
typically been patterned after the food cue/ingestion 
studies introduced above and compare the neural 
response of obese individuals to lean controls. For 
example, a recent study revealed a greater neural 
response to pictures of high-calorie foods in obese 

women relative to normal-weight controls.55 These 
 differences emerged in a number of regions linked to 
emotion and eating/feeding behavior, including the 
orbitofrontal cortex, amygdale, nucleus accumbens, 
insula, and anterior cingulate. Perhaps more interest-
ingly, obese individuals showed greater neural activa-
tion in these brain regions to pictures of high-calorie 
foods (e.g., desserts, pancakes with syrup, ribs) than 
low-calorie foods (e.g., vegetables, fish). In another 
study using visually presented food cues, obese persons 
with binge-eating behavior showed greater activation in 
the premotor cortex to depictions of desserts and high 
fat salty snacks56 Patterns of activation did not differ in 
obese persons without binge-eating tendencies or in 
lean binge-eaters, suggesting a possible interaction 
between excess weight and eating pathology.

In an elegantly designed study, DelParigi and 
 colleagues57 examined regional cerebral blood flow 
(rCBF) changes in obese and lean participants to a small 
amount (i.e. 2 ml) of a liquid meal after a 36-h fast. 
Obese individuals differed from lean participants in 
multiple brain regions, including the midbrain, middle-
dorsal insular cortex, temporal cortex, and  cingulate 
cortex. Interestingly, the intensity of insular response 
was proportional to body composition, with greater obe-
sity being associated with greater activation. The authors 
note that this pattern of activation indicates that obese 
individuals show differences in sensory, associative, and 
paralimbic areas relative to lean controls.

In addition to examining response to visual food cues 
or actual food ingestion, a recent study has explored pos-
sible differences in the anticipation of food intake in 
obese and lean adolescent girls.58 Obese participants 
showed greater activation in regions important for gusta-
tory and somatosensory functions when anticipating 
chocolate milkshake rather than a saliva-like control sub-
stance. Obese individuals also showed medium effect 
sized differences from controls when tasting the milk-
shake, including increased activation in regions important 
for food reward such as the cingulate gyrus, Rolandic 
operculum, and posterior insula. Greater activation pat-
terns in some regions  corresponded with BMI during both 
anticipation (e.g., temporal operculum) and consumma-
tory conditions (e.g., insula/frontoparietal operculum). 
This study also revealed a large, inverse association 
between BMI and activation in the caudate nucleus during 
food consumption. The authors interpret this finding as 
potential further support for reduced dopamine receptor 
availability or a complex pattern of hypo-/hyperfrontality 
in the food response of obese individuals.
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Other studies have also found evidence for an 
important role of dopamine availability in obese 
 individuals. Regional brain glucose metabolism was 
measured in a sample of healthy adults at rest and 
 during completion of a numerical computations 
task.59 Higher BMI was associated with lower metab-
olism in frontal brain regions on imaging and reduced 
performance on standard neuropsychological tests. 
These findings again implicate the possibility of 
dopamine dysregulation in obese individuals, per-
haps accounting for the observed difficulties in exec-
utive function and eating/feeding behavior. Further 
 evidence for the role of dopamine receptors in the 
dysregulation of  prefrontal activity in obese individ-
uals also comes from that research team.60 PET imag-
ing revealed that obese individuals had lower striatal 
D2 receptor availability, which correlated with 
 measures of metabolism in multiple frontal and 
somatosensory regions. The authors discuss the 
interesting possibility that the reduced activation in 
frontal brain regions may be a cause (rather than an 
effect) of obesity. Impulsive behavior or reduced 
self-monitoring could easily lead to weight gain and 
eventual excess weight. Prospective studies are much 
needed to examine this possibility.

In addition to this growing collection of studies 
delineating differences in neural activation between 
obese individuals and their lean-weight counterparts, 
researchers have also begun to determine possible 
mechanisms for these differences. Using a single-blind 
crossover design, obese individuals were scanned after 
10% loss of initial body weight with either injected 
 leptin or placebo.61 Neural activation to visual depic-
tions of food and nonfood cues was compared across 
time points. A complicated pattern of increased and 
decreased activation emerged following weight loss, 
including a number of frontal and limbic regions. 
Interestingly, leptin replacement reversed many of these 
changes in the sample, implicating  leptin in a broad 
range of cognitive abilities, including emotion regula-
tion, higher order cognitive abilities like executive 
functioning, in addition to eating/feeding behaviors.

Limitations of Current Research

Although studies to date have provided important 
information regarding both structural and functional 
brain correlates of body parameters, improvements 

in research design will likely clarify the nature and 
meaning of these findings, as well as further elucidate 
mechanisms for observed alterations. For example, 
prospective studies in the neuroimaging of obesity are 
much needed. As described above, obesity is associ-
ated with risk for Alzheimer’s disease and cognitive 
decline.7,10–14,16–19 Such studies suggest that obesity 
 produces adverse brain changes that are best docu-
mented by prospective studies. Similarly, there is the 
exciting possibility that substantial weight loss may 
alter neural response to food cues/ingestion. Using PET 
imaging, DelParigi and colleagues57 examined response 
to a liquid meal in Normal weight, Obese, and Postobese 
(i.e., normal weight persons who were formerly obese) 
individuals. As in past studies, obese individuals dif-
fered from Normal weight persons. However, Postobese 
individuals showed mixed  patterns. Although activa-
tion  patterns were generally similar to normal weight 
individuals, postobese  participants showed continued 
abnormal activation in several regions, including the 
cingulate, insula, and hippocampus. This study and 
others using similar samples (e.g., Le et al.62,63) identify 
several important hypotheses for continued work, 
including: (1) neural response to food may change 
 following weight loss, (2) a sustained period of obesity 
may produce permanent dysregulation in response to 
food cues or food ingestion, and (3) specific patterns of 
neural activation may predispose individuals to eventu-
ally become obese.

In addition to answering these and other important 
questions, prospective studies can determine the 
 possible impact of comorbid conditions on the observed 
findings. For example, obese individuals are at elevated 
risk for hypertension.64 However, even subtle changes 
in blood pressure can produce changes in the BOLD 
signal used for fMRI studies.65 Prospective studies will 
clarify the actual differences in neural activation 
between obese and normal weight individuals.

Future Directions

Neuroimaging studies in obese participants holds great 
promise for better understanding feeding behavior, eat-
ing pathology, and neurocognitive decline. Advanced 
neuroimaging techniques will help clarify mechanisms 
for pathology and the possible obesity by aging interac-
tion. For example, researchers interested in the cognitive 
impact of obesity are strongly encouraged to employ 
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diffusion tensor imaging (DTI) to determine the integrity 
of white matter pathways in this population. Reduced 
functional connectivity as measured by DTI is associ-
ated with the cognitive deficits commonly found in 
obese individuals (e.g., executive dysfunction) and may 
provide key insight into these processes.10,66

Similarly, mechanistic studies are much needed to 
better understand the association between obesity and 
neural activity and the possibility of common path-
ways for vulnerability. One such example is the asso-
ciation among obesity, neural activity, and leptin. As 
noted above,52,53 leptin appears to moderate the neural 
response to food cues. Recent work also demonstrates 
that leptin is independently associated with cognitive 
test performance and the volume of gray matter 
regions.67,68 A better understanding of this complex 
interaction may advance understanding of a wide range 
of phenomena.

A final area for future study involves a better under-
standing of the impact of obesity in older adults. The 
prevalence of obesity and proportion of older adults 
are both increasing, highlighting a need to better under-
stand the effects of obesity on the aging brain. In addi-
tion to further work clarifying the mechanisms by 
which obesity appears to accelerate cognitive aging, 
novel uses of neuroimaging may reveal new connec-
tions. For example, older adults often exhibit a period 
of appetite and/or weight loss prior to diagnosis of 
dementia.69,70 A recent study has found that appetite loss 
in persons with Alzheimer’s disease is associated with 
altered perfusion on SPECT in frontal and temporal 
regions.71 Determining whether functional abnormali-
ties to food cues/ingestion can be found in persons with 
mild cognitive impairment may help identify those 
persons most likely to convert.

Summary and Conclusion

Recent advances in neuroimaging have allowed for the 
development of a growing literature regarding morpho-
logical and functional brain alterations in obesity. 
Structural neuroimaging has proved useful in clarifying 
the nature and mechanisms for cognitive impairment 
and increased risk of dementia in this population. 
Likewise, functional neuroimaging has identified impor-
tant differences in food-related neural activation in 
obese versus lean individuals that may clarify mecha-
nisms for maladaptive eating behavior and weight gain. 

Although much work is still needed, neuroimaging has 
proven to be an invaluable tool for examining the com-
plex relationships between structure, function, and 
chemistry of the human brain and eating behavior and 
overweight – information that may ultimately aid the 
development of preventative and treatment strategies 
and reduce the individual and societal impact of obesity 
and associated cognitive and functional decline.
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Metabolic Dysfunction: from Obesity 
to Insulin Resistance to Insulin 
Dependence

Within the last 20 years, the worldwide prevalence of 
obesity in industrialized nations has reached epidemic 
proportions. Nowhere is this more evident than in the 
USA. According to the Centers for Disease Control, in 
1991, there were only four states with adult obesity 
prevalence rates above 15%. By 2007, however, there 
was only one state with less than 20% and 30 states had 
prevalence rates higher than 25%.12 The health conse-
quences of obesity are many, and nearly all individuals 
with sustained obesity will develop metabolic dysfunc-
tion. In fact, the spectrum of health conditions that com-
prises metabolic dysfunction is most often etiologically 
linked to obesity and includes disruptions in the body’s 
response to and production of insulin and resulting 
damage from hyperglycemia and hypoglycemia, hyper-
tension, systemic inflammatory processes, and dyslipi-
demia – among others.37 These metabolic abnormalities 
tend to cluster together in the obese individual, and 
are often referred to as metabolic syndrome.25 With a 
current prevalence of approximately 40% among indi-
viduals over 50 years of age,28 the costs associated with 
metabolic syndrome are significant. Analyses of 
Medicare expenditures indicate that individuals with 
metabolic syndrome incur 20–40% more health care 
costs over a 10-year period, representing a significant 
drain on the public health system in the USA.18

Metabolic syndrome is considered to be a “predia-
betic” state associated with the development of type 2 
diabetes as well as more significant cardiovascular 
and cerebrovascular disease.1 When metabolic dys-
function becomes more severe, decreasing insulin 
sensitivity and decreasing insulin generation cause 
serum glucose levels to elevate even further, eventu-
ally reaching threshold for a diagnosis of type 2 dia-
betes, which has been criticized as an evolving and 
somewhat arbitrary cutoff.85 Several studies have 
found that type 2 diabetes is related to cognitive 
impairment and structural brain abnormalities,32 and 
some have speculated on an association with demen-
tia.8 At less extreme levels of metabolic dysfunction, 
there is accumulating evidence that the cluster of risk 
factors that comprise the metabolic syndrome may be 
related to subtle cognitive deficits and macroscopic 
brain insult.42,57,99,100

The role of metabolic dysfunction in neuropsy-
chology and neuroimaging is extraordinarily com-
plex, and until recently has been studied part and 
parcel with little regard for the highly correlated com-
ponents of metabolic disorder that typically “travel 
together.” As such, this chapter will outline the major 
findings in neurocognitive and neuroimaging studies 
of metabolic dysfunction, with a concentration on dis-
orders of abnormal insulin functioning followed by 
concise coverage of hypertension and the emerging 
literature on obesity. It is important to note that while 
this chapter attempts to provide a comprehensive out-
line of these issues, it should not be considered an 
exhaustive resource due to the vast scope of the litera-
ture. Further, etiological determinants of human brain 
abnormalities in metabolic disorders represent a rela-
tively undeveloped area of clinical research and are 
based largely on theoretical assumptions derived from 
nonhuman research.
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Insulin Resistance

For several years, it was widely assumed that the brain 
was an insulin insensitive organ, based on the percep-
tion that insulin was simply too large a molecule to 
effectively transport across the blood–brain barrier.81 
Several lines of evidence suggest that this notion is 
erroneous, although insulin does not appear to have as 
prominent a role in regulating glucose uptake in the 
brain as it does in peripheral tissues.82 However, 
chronic disruptions in systemic insulin levels, often 
seen in individuals with insulin resistance, can have 
multiple deleterious effects on brain functioning. 
Insulin resistance can be described as a pathological 
condition in which muscle, liver, and adipose tissue 
become resistant to normal circulating levels of insu-
lin, resulting in an increase in insulin secretion and 
elevated serum glucose concentration.76 Insulin resis-
tance is an early phenomenon in the course of develop-
ing type 2 diabetes.83 The precise causative pathway of 
insulin resistance is only partially understood, how-
ever, there are clearly inheritable contributions and the 
role of obesity appears to be of significance.

In direct association with insulin resistance, serum 
glucose levels become more variable and generally 
increase in peripheral tissues and in the central ner-
vous system. Even subtle dysregulation of glucose can 
have profound effects on brain functioning, perhaps 
because the human brain constitutes only 2% of body 
mass, but uses 25% of the body’s available glucose.60 
Terms such as impaired glucose tolerance, hyperglyce-
mia, and glucose dysregulation have subtle distinc-
tions, but typically are referring to disruptions in 
glucose utilization that are intricately tied to insulin 
functioning and can be considered part of the larger 
syndrome of insulin resistance. For purposes of clarity, 
the term insulin resistance will be used as much as pos-
sible throughout this chapter.

Insulin Resistance and Cognitive 
Functioning

The effects of chronic and acute insulin resistance on 
cognitive functioning have been well documented in 
adults across the lifespan. Several studies in healthy 
young adults have shown direct relationships between 

insulin resistance and cognitive functioning. For example 
Awad and colleagues,5 administered glucose tolerance 
tests to undergraduate students and divided them into 
better and poorer glucoregulatory groups on the basis 
of glucose challenge tests. The subjects were tested on 
various measures of declarative verbal memory includ-
ing list learning tests and paragraph recall from the 
Wechsler Memory Scale Third Edition (WMS-III97). 
Subjects with poorer glucoregulatory control per-
formed more poorly than subjects with better gluco-
regulatory control across all measures, regardless of 
condition (placebo solution versus glucose solution). 
These results suggest that the relationship between 
insulin resistance and cognitive functioning cannot be 
accounted for solely by aging or other metabolic dys-
function associated with advanced age.

Insulin resistance can impact cognition in adults in 
mid-life as well. Using data from the NHANES III 
study, Pavlik, Hyman, and Doody72 analyzed cognitive 
and metabolic variables in 3,270 subjects who ranged in 
age from 30 to 59 years. After controlling for age, gen-
der, education, and poverty/income ratio, poorer cogni-
tive performance was seen in subjects with hyperglycemia 
on measures of processing speed and memory. Similarly, 
middle-aged subjects with carefully diagnosed type 2 
diabetes have lower scores on tests of memory, abstract 
reasoning, and verbal fluency.54 Cognitive impairments 
associated with insulin resistance appear to increase 
with age, even among individuals without type 2 diabe-
tes. Studies of healthy, nondiabetic, middle-aged, and 
elderly participants have found that after controlling for 
differences in levels of education, older subjects with 
poorer glucoregulation as determined by oral glucose 
tolerance tests, had worse performance on tests of 
working memory, immediate and delayed verbal mem-
ory, and executive functioning.65 Similarly, in a larger 
study of middle-aged and elderly subjects with meta-
bolic syndrome, insulin resistance explained more vari-
ance in performance on a comprehensive battery of 
declarative memory than other metabolic syndrome 
components even after controlling for a strictly defined 
diagnosis of type 2 diabetes.42 Collectively, these stud-
ies establish that cognitive impairments are readily 
detectable in nondiabetic and type 2 diabetic popula-
tions with insulin resistance, which suggests that cogni-
tive functions may become impaired prior to the level of 
glucoregulatory dysfunction seen in type 2 diabetes. 
Studies that evaluate cognitive functioning in diabetic 
individuals before and after successful treatment show 
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that some of the cognitive deficits observed in type 2 
diabetes may be directly attributed to the impact of 
insulin resistance and are attenuated by improvement of 
glucose control.64 However, emerging evidence sug-
gests that cognitive deficits associated with insulin 
resistance may become irreversible in subjects with 
moderate-to-severe type 2 diabetes and continue to 
increase with advancing age.36

In sum, it appears that there is a relationship between 
insulin resistance and cognitive functioning and that 
this relationship can be seen throughout the lifespan. 
The most commonly observed cognitive deficits asso-
ciated with insulin resistance are verbal memory defi-
cits, followed by processing speed deficits, and 
executive functioning deficits. Visuospatial abilities, 
attention and concentration, and language and verbal 
functioning are largely preserved.5

Neuropathology and Neuroimaging  
in Insulin Resistance

There is compelling evidence that insulin resistance 
and resultant hyperglycemia have direct and indirect 
relationships with structural changes throughout the 
brain, including gray matter and white matter. The hip-
pocampus is most consistently linked to insulin resis-
tance, and the frontal lobes appear to have some 
associations as well. Glucose is metabolized at differ-
ent rates throughout the cerebrum, and certain areas, 
including the hippocampal formation, exhibit differen-
tial utilization depending upon age.5 McNay et al63 
compared extracellular glucose levels in the hippocam-
pus of rats and performance on a simple or complex 
maze-learning task. Completion of the complex maze 
resulted in a 32% decrease in extracellular glucose lev-
els, and the simple maze resulted in an 11% reduction 
in extracellular glucose. Exogenous administration of 
glucose resulted in improved overall performance on 
the complex maze with no reduction in extracellular 
glucose, indicating that an increase in proximally avail-
able glucose contributed to improved performance. In 
subsequent studies using the same paradigm, it was 
observed that decreased extracellular glucose levels in 
the hippocampus were much more pronounced in aged 
rats than in younger rats,62 suggesting that glucose sup-
ply fluctuates in relation to neuronal demand and that 
variable glucose levels associated with normal aging 

and insulin resistance may have more impact on brain 
areas with higher glucose demand.

Declarative memory has well-established links with 
the medial temporal lobe including the hippocampal 
areas, and structural MRI studies have found direct 
associations between hippocampal volumes, perfor-
mance on declarative memory tests, and glucose regula-
tion. For example, nondiabetic middle-aged and older 
adults with poorer glucose regulation tend to have 
smaller hippocampal volumes and worse memory per-
formance on paragraph learning and recall when com-
pared with age and education-matched controls with 
normal glucose regulation.16 In this sample, memory 
performance and glucose regulation were not associated 
with overall brain volume reductions, or specific reduc-
tions in other brain regions including proximal temporal 
lobe structures such as the parahippocampal gyrus and 
the superior temporal gyrus. This suggests that the 
memory deficits observed in individuals with insulin 
resistance and resultant glucose dysregulation appear to 
be associated specifically with hippocampal function. 
Convit et al16 speculate that activation-induced attenua-
tion in hippocampal glucose levels may lead to a state of 
functional hypoglycemia, which may limit hippocampal 
encoding. Convit15 subsequently proposed a theoretical 
mechanism by which this process may occur. Since glu-
cose cannot penetrate the blood–brain barrier, its trans-
port must be actively facilitated by glucose transporters 
of the GLUT family, specifically the GLUT1 glucose 
transporter located in the endothelial cells of blood ves-
sels.35 Convit proposed that in order to compensate for 
acute reductions in cellular glucose levels that occur 
during activation of the hippocampus, capillary dilation 
must be increased so that more GLUT1 transporters are 
in contact with the blood, a process known as capillary 
recruitment.29 Dysfunction in capillary recruitment is 
associated with insulin resistance and type 2 diabetes, 
and therefore a breakdown in the ability to compensate 
for acute drops in hippocampal glucose following hip-
pocampal activation may lead to a functional hypogly-
cemic state and contribute to the cognitive deficits that 
have been associated with diabetes and insulin resis-
tance. It is likely that this functional hypoglycemia is 
not limited to hippocampal activation and may be more 
widespread. However, the hippocampus has been shown 
to be differentially sensitive to damage from hypoglyce-
mia.14,61 Over time, a syndrome of chronic functional 
hypoglycemia may lead to hippocampal damage and 
volume loss.
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Brownlee11 has proposed an additional model for 
damage to hippocampal neurons that focuses on the 
role of hyperglycemia in type 2 diabetes rather than 
hypoglycemia at lower levels of insulin resistance. 
Brownlee proposes that microvascular endothelial 
cells are damaged by hyperglycemia in individuals 
with diabetes, which impairs transport of glucose 
across the blood–brain barrier. In addition, the metabo-
lism of excess glucose in individuals with hyperglyce-
mia may produce superoxides that damage hippocampal 
neurons directly. This model is somewhat limited by 
the lack of a mechanism for understanding hippocam-
pal damage at lower levels of insulin resistance. 
Hyperglycemia itself may pose a direct threat to gen-
eral brain integrity. Emerging evidence from neurobio-
logical studies in rodents, primates, and humans have 
focused on the role of advanced glycation end products 
(AGEs). AGEs are sugar-derived toxic substances that 
form at a slow but constant rate in the normal body. In 
hyperglycemic individuals, as in diabetes, their forma-
tion is markedly accelerated because of the increased 
availability of glucose.74 AGEs cause damage by alter-
ing proteins, which can interfere with cell structure 
and function throughout the body and brain. AGEs 
also negatively interact with a variety of cell receptors, 
causing endocytosis and oxidative and inflammatory 
states, which directly cause damage to the brain.24

Aside from its role in the regulation of glucose 
uptake, insulin may have unique contributions to brain 
dysfunction. In rodent models of insulin resistance, 
insulin signaling pathways are impaired throughout 
the cerebral cortex and in particular the hippocampus, 
where insulin-binding sites are concentrated.21,66 These 
lines of evidence suggest that insulin and insulin recep-
tors may be involved in learning and memory consoli-
dation.102 This has not been thoroughly examined 
outside of the rodent literature, although it suggests 
that some declarative memory deficits seen in individ-
uals with insulin resistance may be related to impaired 
insulin receptor signaling in the hippocampus. Insulin 
also appears to be intricately tied to vascular function. 
Contraction and dilation of blood vessels is correlated 
with circulating insulin levels.92 Insulin regulates nitric 
oxide production in vascular endothelial cells, which 
at normal levels of insulin is thought to help regulate 
metabolic and hemodynamic homeostasis. In patho-
logic states, however, these insulin signaling pathways 
become disrupted by hyperglycemia and inflamma-
tion, resulting in endothelial dysfunction.67 Accordingly, 

it has been well documented that endothelial function 
is impaired in peripheral tissues of individuals with 
insulin resistance, even at the early stages of disease 
onset.45,89,92,101 Evidence that cerebral vasculature emu-
lates findings from studies in peripheral vasculature in 
humans is not yet confirmed, however, the parallels 
between peripheral and cerebral blood vessels sug-
gests that insulin resistance may cause abnormalities 
of the cerebral microvasculature.34 To that end, middle-
aged adults with insulin resistance exhibit reduced 
arteriolar-to-venular ratio, an index of retinal vessel 
health.88

In addition to endothelial dysfunction, insulin resis-
tance is associated with increased cerebral vascular 
reactivity and decreased cerebral blood flow.69,98 
Vascular reactivity plays a critical role in the regula-
tion of cerebral blood flow and during periods of high 
glucose demand (i.e. during taxing cognitive tasks), 
increased cerebral vascular reactivity may lead to 
decreased glucose availability. Accordingly, decreases 
in cerebral blood flow have been imaged at the level of 
the hippocampus in individuals with type 2 diabetes 
and were correlated with reduced performance on 
declarative memory tests sensitive to hippocampal 
function.98 These findings appear to complement the 
model of Convit15 discussed above. In each case, insu-
lin resistance contributes to a state of functional hypo-
glycemia, but via different processes.

The literature on insulin resistance and type 2 dia-
betes often makes reference to an increased risk of 
Alzheimer’s disease in this population. Indeed, some 
large-scale epidemiological population studies have 
found an increased risk for AD among individuals with 
type 2 diabetes.59,71 However, these studies have to be 
interpreted carefully when inferring causal relation-
ships. A systematic review of these large-scale studies 
found that the incidence of “any dementia”, including 
vascular dementia and AD was higher in individuals 
with diabetes than among those without diabetes.8 
Also, detailed data on glycemic control, insulin levels, 
and antidiabetic medication use are largely unreported 
in these studies. Ronnemma et al78 followed a large 
sample for over 30 years and found a relative risk of 
1.3 for developing AD among those with insulin resis-
tance at mid-life. While this is a statistically significant 
finding, a relative risk of 1.3 for developing AD is 
rather small and seems especially weak in comparison 
to studies where low education (after adjustments for 
age and gender) conferred a relative risk of 4.0.70 There 



20514 Neuropsychology and Neuroimaging in Metabolic Dysfunction

are some possible physiological links between insulin 
resistance and the regulation of beta-amyloid pep-
tide,17,96 one of the markers of AD. It is possible that 
there is an etiological link between diabetes and AD in 
humans, however, aside from epidemiological studies, 
there is currently very little supportive evidence. 
Perhaps the most compelling argument against the link 
can be found in autopsy neuropathology studies. A 
study of 233 older Catholic clergy in the Religious 
Orders Study found that diabetes was related to cere-
bral infarction, but was not related to global AD pathol-
ogy score, or to specific measures of neuritic plaques, 
diffuse plaques or tangles, or to amyloid burden.4 Other 
autopsy studies found no difference in the amount of 
AD pathology in patients with diabetes44,73, and another 
study found that persons with diabetes actually had 
fewer neuritic plaques and neurofibrillary tangles com-
pared with persons without diabetes.6,7

Neuroimaging in Diabetes

Collectively, imaging findings from diabetes popula-
tions reinforce the vulnerability theories of the medial 
temporal regions and susceptibility for subcortical 
ischemic vascular abnormalities. For example, in older 
males with longstanding type 2 diabetes, odds ratios for 
hippocampal atrophy and subcortical infarction are two 
to three times that of age-matched controls 
(Fig. 14.1).50,51,91 Several studies using ordinal rating 
scales of white matter lesions (WMLs) detected on 
structural MRI have found associations between diabe-
tes and WMLs (e.g.20,58), although these results appear 
to be less consistent. In addition, metaanalyses show 
that lacunar infarcts are more common in diabetic pop-
ulations.91 As mentioned above, several studies have 
found a direct link between diabetes and medial tempo-
ral lobe atrophy using structural MRI.9,32,43 There is 
clearly a more general pattern of cerebral atrophy in 
diabetic populations, and results from studies using 
automated volumetric techniques on structural MRI 
have found smaller overall gray matter volumes and 
smaller gray matter volumes in prefrontal regions in 
subjects with insulin resistance and type 2 diabetes.42,53 
There are a few magnetic resonance spectroscopy 
(MRS) studies that have examined cerebral metabolism 
in diabetes. MRS is typically used to detect neuro-
chemical interactions that are correlated with cognitive 

processes. The most widely used methods are 1H-MRS 
and 31P-MRS, which detect absolute concentrations or 
ratios of compounds that contain hydrogen and phos-
phorus. Studies have shown that N-acetyl aspartate 
(NAA), which is associated with neuronal viability, 
reliably correlates with cognitive functioning in normal 
subjects.79 In studies of diabetes, results have been 
somewhat hetergeneous, but most have found decreased 
NAA ratios and increased myo-inositol-to-creatine 
ratios, suggesting decreased viability of neurons.47,52 
SPECT and PET studies in diabetes have generally 
found decreased cerebral blood flow in diabetic popu-
lations, particularly in patients with longstanding dia-
betes and multiple hypoglycemic episodes.68,91 
Interestingly, induced hyperglycemia in otherwise 
healthy older subjects without diabetes has been found 
to alter cerebral blood flow patterns as measured by 
FDG-PET. During periods of mild hyperglycemia, 
FDG uptake was decreased in gray matter across nearly 
all regions, mainly in the frontal and temporal lobes, 
and the posterior regions of the cingulate cortex.48

In summary, there are several possible mechanisms 
through which the brain can sustain damage via insulin 
resistance and diabetes. Generalized damage from 
hyperglycemia can occur due to increased oxidative 
and inflammatory states, and via AGEs interference in 
protein synthesis. Hyperglycemia can impair capillary 
recruitment leading to decreased glucose transport 
across the blood–brain barrier, leaving less glucose 
available during periods of high demand. Disrupted 
insulin signaling is associated with endothelial dys-
function and may contribute directly to brain dysfunc-
tion by impairing glucose uptake, especially in brain 
areas with high concentrations of insulin receptors and 
high glucose demand. Accordingly, the hippocampus 
has a disproportionate concentration of insulin recep-
tors and high glucose demand and is highly sensitive to 
damage from complications of insulin resistance. 
Decreased vascular reactivity related to disrupted insu-
lin signaling may lead to decreased cerebral blood 
flow, further attenuating glucose availability during 
periods of high glucose demand, and exacerbating a 
syndrome of functional hypoglycemia and resultant 
tissue damage in sensitive brain areas such as the hip-
pocampus. Neuroimaging studies in insulin resistance 
and diabetes reinforce the structural vulnerability the-
ories of the hippocampal regions and also suggest that 
brain activity may be altered in key areas related to 
cognitive performance.
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Hypertension and Cognitive Functioning

Similar to studies of insulin resistance and cognition, 
there is a substantial literature on the impact of hyper-
tension on cognition. Early studies of hypertension 
found gross impairments in cognition among subjects 
with hypertension, yet were flawed by poor experimen-
tal control, limited sample sizes, and the inclusion of 
subjects with extreme cases of hypertension as well as 
subjects with hypertension-related complications. By 
the 1960s and 1970s, researchers were beginning to bet-
ter understand the effect of aging on cognition and 
designed studies examining hypertension and cognition 
with better methodology. From approximately 1970–
1990, a number of large-scale population-based pro-
spective studies brought forth even more convincing 
evidence of an association between hypertension and 
cognition, but mostly relied upon global measures of 
cognition and did not include measures sensitive to 

 specific patterns of cognitive decline. In addition, these 
studies tended to evaluate only elderly subjects and were 
inconsistent in applying adjustments for potentially 
confounding variables such as antihypertensive medica-
tion use, ethnicity, depression, and other factors present 
in metabolic syndrome such as impaired glucose toler-
ance glucose tolerance, obesity, and dyslipidemia.94 
More recent investigations have used more stringently 
controlled designs that adjusted for several confounding 
variables, but results have been inconsistent depending 
upon the population and the cognitive measures used. 
Overall, results suggest a link between hypertension and 
reduced cognitive abilities across the lifespan.

Data from the original Framingham Study26 indicate 
that after controlling for age, gender, occupation, anti-
hypertensive medication usage, alcohol consumption, 
and smoking status, chronic hypertension was associ-
ated with poor overall memory performance, as indi-
cated by an education adjusted composite score derived 

Fig. 14.1 Axial slices at the level of the ventricles for a control 
(a–c) and a diabetic (d–f) subject. The three columns represent 
the FLAIR image (a and d), the WMHs segmentation (b and e), 

and the overlay of the segmentation on the FLAIR image  
(c and f), respectively. From Novak et al.69 Reprinted with per-
mission from The American Diabetes Association
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from several tests of learning and memory. Similarly, 
Cerhan et al13 using data from the Atherosclerosis Risk 
in Communities Study examined the effect of several 
atherosclerosis risk factors including hypertension on 
cognition in 14,000 middle-aged adults. Among 3,700 
participants with hypertension (58% female), there 
were small but significant differences from controls on 
measures of verbal memory, processing speed, and ver-
bal fluency. It should be noted, however, that these were 
extremely small effects, mostly on the order of 10–20% 
of one standard deviation.

More recent studies have made progress in the appli-
cation of more stringently controlled experimental 
designs. In several studies of elderly subjects, the asso-
ciations between hypertension and cognitive perfor-
mance have been confounded by changes in blood 
pressure associated with the onset of dementia and the 
inclusion of subjects on antihypertensive medications 
and with end-organ damage such as stroke. Harrington 
et al41 designed a study that attempted to circumvent 
these methodological issues. A computerized cognitive 
assessment was administered to 107 untreated hyper-
tensives and 116 normotensives, both of which were 
free from dementia or end-organ damage. The cogni-
tive assessment was based on existing neuropsycho-
logical tests of memory and attention. Results revealed 
that the hypertensives were slower on reaction time 
tests, had lower scores on recall and recognition mem-
ory, and made more accuracy errors across all mea-
sures. Using data from the Swedish study of Men born 
in 1914, a prospective study of cardiovascular disease, 

Andre-Petersson et al86 found that subjects with hyper-
tension, after controlling for cardiovascular risk fac-
tors, antihypertensive medication use, depression, and 
stroke history, scored significantly lower on tests of 
psychomotor speed and visuospatial ability. However, 
when the hypertensives were divided by severity levels, 
the results were limited to the highest levels of hyper-
tension (systolic >179 mmHg or diastolic > 110 mmHg). 
Interestingly, the lowest levels of hypertension were 
associated with slightly better performance on cogni-
tive tasks than normotensives. In addition, this study is 
unique in that all participants were of extremely similar 
age, education, and ethnicity. Overall, the findings from 
this study indicate an inverse relationship between 
blood pressure and cognitive abilities in elderly males. 
In a recent study by Kuo et al,56 70 elderly subjects had 
resting blood pressure readings on three different occa-
sions before completing the Trail Making Test part B 

(Trails B),77 a verbal fluency test, and the Logical 
Memory I&II and Visual Reproduction I&II tests from 
the WMS-III.97 After controlling for differences in eth-
nicity, gender, age, education, alcohol use, medication 
use, and BMI, there was a significant association 
between levels of blood pressure and cognitive impair-
ment risk. Each 10 mmHg increase in systolic blood 
pressure was associated with a 2.31-fold increase in 
risk for impairment in overall Trails B completion time 
and total number of sequencing errors. The authors 
conclude that increases in blood pressure increase risk 
of frontal-executive impairments in otherwise healthy 
elders. Interestingly, van Boxtel et al90 conducted a very 
similar study on a similar population and found no 
clear associations between blood pressure and cogni-
tive functioning regardless of age.

The role of age in studies of cognition and blood 
pressure has received considerable attention as a poten-
tial confounder that must be controlled for in data analy-
ses; however, the literature on hypertension and cognition 
in younger adults is limited. Elias et al22 attempted to 
elucidate the impact of hypertension on cognition by 
comparing two age groups in a well-controlled longitu-
dinal study of 529 community-dwelling adults. The first 
group ranged in age from 18 to 46 and the second group 
ranged in age from 47 to 83. All subjects were tested on 
two to four occasions approximately 4 years apart using 
selected subtests from the original Wechsler intelligence 
scale. A significant main effect of blood pressure was 
found on the Picture Completion, Block Design, and 
Object Assembly subtests, regardless of age. The authors 
concluded that hypertension negatively impacted upon 
cognition at all age levels. However, age of hypertension 
onset and other metabolic syndrome components were 
not included in the analysis and a large number of sub-
jects were lost to follow up, especially in the younger 
age group.

Neuroimaging and Hypertension

There is a growing literature on the impact of hyperten-
sion in mid-life and late-life cognitive decline and associ-
ated reductions in brain integrity. Swan et al87 investigated 
this association using the original data from the National 
Heart, Lung, and Blood Institute Twin Study for the mid-
life time points and data from follow-up studies that 
included MRI for the late-life time points. Data from 
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structural MRI and a comprehensive battery of cogni-
tive tests were analyzed. Subjects with high mid-life 
blood pressure experienced a greater decline in cogni-
tive performance and had larger white matter hyperin-
tensity (WMHI) volumes and greater overall brain 
atrophy at follow up than did those with lower mid-life 
blood pressure. Swan et al87 conclude that the long-
term impact of hypertension on decline in late-life 
cognitive functioning is likely to be mediated by struc-
tural damage to the brain.

Further studies of the relationship between mid-life 
blood pressure and structural brain changes in late-life 
have exhibited intriguing results. In an MRI study of 
513 subjects whose blood pressure was routinely moni-
tored over an approximately 20-year period, den Heijer 
et al43 found associations between blood pressure levels 
over time and overall brain tissue volume. Both high 
(³ 90 mmHg) and low (£ 65 mmHg) diastolic blood 
pressure were positively associated with degree of corti-
cal atrophy. Similarly, DeCarli et al19 found associations 
between mid-life blood pressure and late-life brain tis-
sue volume in 414 men involved in the NHLBI Twin 
Study. In addition, blood pressure was directly related 
to WMHI volumes. The authors conclude that mid-life 
blood pressure is significantly associated with later-life 
brain and WMHI volumes, which may be a subclinical 
expression of cerebrovascular disease.

Cross-sectional analyses of brain integrity and hyper-
tension have also revealed structural brain abnormali-
ties. Sierra et al84 used ambulatory blood pressure 
measurements, where blood pressure is repeatedly mon-
itored over a 24 h period, in 66 middle-aged untreated 
hypertensives that were otherwise healthy. MRI scans 
revealed the presence of subtle WMLs in 40.9% of sub-
jects. Subjects with WMLs had significantly higher 
ambulatory blood pressure than subjects without WMLs, 
after controlling for age. Similarly, Goldstein et al33 
investigated ambulatory blood pressure values and brain 
volumes in healthy elderly. A highly significant associa-
tion was found between increases in blood pressure and 
reductions in overall brain volume. These studies con-
firm the results from previous, less stringent studies 
where the presence of WMLs has been reported to be 
associated with hypertension.30

There is some evidence that the frontal lobes may be 
differentially sensitive to damage from hypertension. 
Raz et al75 compared 40 medication-controlled hyper-
tensive subjects with 40 well-matched control subjects 
on measures of perseveration, working memory, fluid 

reasoning, and vocabulary knowledge. In addition, 
brain volumes and WMHI were measured via MRI. 
Relative to controls, hypertensive subjects had smaller 
prefrontal cortex and underlying white matter volumes 
as well as an overall increase in frontal lobe WMHI. 
Hypertensive subjects made significantly more perse-
verative errors on the Wisconsin Card Sorting Test. The 
authors conclude that prefrontal lobe damage and exec-
utive function are associated with hypertension, and 
this effect was evident despite antihypertensive medi-
cation use. However, this study did not account for 
other cardiovascular risk factors, which Gold et al31 
have found to have significant associations with frontal 
lobe integrity in studies of hypertension.

Gold et al31 evaluated executive functioning, gluco-
corticoid feedback, and brain volumes in 27 hyperten-
sive subjects and 27 well-matched control subjects. 
After adjusting for differences in age, gender, and 
BMI, hypertensives performed significantly worse 
than controls on the Stoop test and the Tower of 
London.80 Moreover, hypertensives exhibited a trend 
toward smaller frontal lobe volumes, but impaired glu-
cocorticoid feedback was significantly associated with 
frontal lobe atrophy. The authors conclude that 
impaired glucocorticoid feedback may partly account 
for the prefrontal volume reductions present in patients 
with hypertension.

In sum, elevation in blood pressure has adverse 
impacts on cognitive functioning and increases the 
likelihood of the development of structural brain 
abnormalities. Results from several studies of hyper-
tension and cognition reveal that in general, hyperten-
sives are found to perform more poorly on tests of 
processing speed, memory, and attention and less con-
sistently on tests of mental flexibility and abstract rea-
soning. In addition, hypertension has been shown to 
increase the likelihood of structural brain abnormali-
ties including overall brain tissue loss, white matter 
hyperintensities, and frontal lobe abnormalities.

Neuropsychology of Obesity

Despite the substantial increase in the prevalence of 
obesity in the USA and throughout the world, there is 
an extremely modest literature that directly examines 
the neurocognitive manifestations of obesity. In addi-
tion to obesity’s direct impact on cognition, there is an 
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emerging literature on the relationship between early 
and mid-life obesity and the development of dementia 
in later-life. However, studies of obesity and cognition 
in general have been subject to criticism for several rea-
sons. The majority of studies have inconsistently con-
trolled for confounding variables such as psychiatric 
comorbidity and other cardiovascular risk factors such 
as metabolic dysfunction. Studies investigating cogni-
tion and obesity have relied on global measures of cog-
nition, and relatively few have used more sensitive 
cognitive measures. Of the population-based studies, 
only a few have included women and these had dra-
matically conflicting results. In addition, obesity has 
typically been measured using BMI, which can over-
look the importance of the distribution of adipose tis-
sue throughout the body and its relationship to cognitive 
functioning. Of the few existing studies directly exam-
ining cognition in obese subjects using sensitive mea-
sures of cognitive functioning, currently only one has 
attempted to distinguish between central obesity as 
measured by waist circumference and generalized 
obesity as measured by BMI.

In a population-based study of 467 South Korean 
elders, Jeong et al46 found an association between 
lower mental status scores and increases in BMI. When 
different measures of obesity were applied, including 
ethnicity-corrected waist circumference values, sub-
jects with waist circumference and BMI values in the 
obese range had the lowest mental status scores. This 
association was observed after adjusting for age, edu-
cation, alcohol use, smoking status, marital status, and 
other metabolic syndrome components.

A population-based study of 504 elderly Swedish 
males investigated the relationship between several 
vascular risk factors and cognitive functioning.49 This 
study utilized the MMSE and several standard neurop-
sychological measures adapted for a Swedish popula-
tion. After controlling for age, education, stroke history, 
smoking status, and other components of metabolic 
syndrome, subjects with higher BMI performed more 
poorly on the digit span and the Trail Making Test B.77 
The authors concluded that obesity was related to 
decreased performance on tests of attention and execu-
tive functioning. However, the sample used for this 
study was exceptionally unhealthy and had very low 
levels of education. Approximately 30% of subjects 
had poorly controlled hypertension, and approximately 
20% of subjects had verified cardiovascular disease. 
Only 44% had 5 or more years of education.

Elias et al23 examined the independent effects of 
obesity and hypertension on cognitive functioning in 
subjects enrolled in the Framingham Heart Study. 
Using a prospective design, 1,423 White community-
dwelling subjects (61% female) were administered 
selected subtests from the WAIS, the WMS, and cus-
tomized language tests including verbal fluency. After 
adjusting for differences in age, education, occupation, 
alcohol use, smoking, cholesterol levels, and diabetes, 
results were different for men and women. Significant 
effects of hypertension and obesity were observed in 
men only on tests of mental status and tests of learning 
and memory. Obesity and hypertension were associ-
ated with lower cognitive functioning in middle-aged 
and elderly men, and the effects of obesity and hyper-
tension were interdependent, wherein the presence of 
both risk factors resulted in lower levels of cognitive 
functioning and the presence of only one or the other 
was not significant. The authors conclude that obesity 
alone, or hypertension alone, could not account for the 
reductions in cognitive performance observed. 
Therefore, obesity and hypertension may share com-
mon mechanisms by which they affect cognition in 
males.

In contrast, Kuo et al55 investigated the impact of 
obesity on cognition in 2,684 community-dwelling 
elderly (76% female, 26% African American) under-
going several different types of lifestyle interventions. 
Measures included the MMSE, two list learning tasks, 
a paragraph recall task, verbal reasoning tasks, a con-
tinuous performance measure, and digit-symbol cod-
ing. After controlling for intervention groupings, age, 
race, sex, education levels, and metabolic syndrome 
components including hypertension, overweight sub-
jects had better overall cognitive performance in terms 
of verbal reasoning and processing speed. However, 
this study may have been flawed by sampling errors, 
including low mean scores on mental status examina-
tions, and self-report of overall health status.

There has been some interest in the relationship 
between obesity and attention-deficit/hyperactivity 
disorder (ADHD). Altfas2 investigated the prevalence 
of ADHD among 215 bariatric patients and found an 
overall sample prevalence of 27.4%, with substantial 
increases in ADHD prevalence in more extreme cases 
of obesity. However, patients were diagnosed with 
ADHD based on self-report and were not tested on 
established measures of attention. In addition, the sam-
ple was composed of over 91% females and several 
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potential confounding factors including metabolic 
syndrome components were not accounted for. In a 
more well-balanced design using structured interviews 
and objective testing, Fleming et al27 found that over-
weight and obese women had substantial increases in 
ADHD prevalence, yet this study did not account for 
potential metabolic confounders.

Waldstein and Katzel93 conducted the only study to 
date that has directly examined central obesity and 
cognitive functioning using sensitive neuropsychologi-
cal measures. In this study, 90 healthy white middle-
aged and older adults (37% female) underwent 
comprehensive neuropsychological testing. Results 
indicated that after adjustment for age, education, gen-
der, and other components of metabolic syndrome, 
significant interactions between waist circumference 
and blood pressure accounted for a significant amount 
of variance on the Grooved Pegboard Test and the 
Stroop interference score. The authors conclude that 
independent of other confounding variables, the com-
bination of greater waist circumference and higher 
blood pressure was associated with reduced perfor-
mance on tests of psychomotor speed and executive 
functioning. Similar to Elias et al,23 there was a cumu-
lative effect of obesity and blood pressure – neither 
obesity alone nor blood pressure alone was associated 
with reductions in cognitive functioning.

Obesity and Brain Function

Gustafson et al40 investigated the relationship between 
BMI, blood pressure, and the presence of WMLs as 
measured by computerized tomography (CT) scans in 
a representative sample of 27 subjects. Subjects with 
increased BMI at ages 70, 75, and 79 were more likely 
to exhibit WMLs at 85 and 88 years of age, regardless 
of other cardiovascular factors including hypertension. 
In a third study using subjects from this same popula-
tion, Gustafson et al39 measured atrophy of the tempo-
ral, frontal, occipital, and parietal lobes based on CT 
scans collected in 1992. Increases in BMI were signifi-
cantly associated with temporal lobe atrophy such that 
a one point increase in BMI increased the risk of tem-
poral lobe atrophy by 13–16% of the base rate risk. 
These studies were limited by several factors, includ-
ing possibly imprecise volumetric measurements 
obtained via CT scans and by not incorporating multiple 

measures of obesity including skinfold thickness and 
waist circumference.

At least two recent MRI studies have shown asso-
ciations between obesity and total brain volumes. 
Ward et al95 assessed the relationship between BMI 
and brain volumes in a sample of 114 white middle-
aged adults (62% female). After controlling for other 
potentially confounding cardiovascular risk factors, a 
significant interaction was found between age and 
BMI, where increases in age and BMI predicted reduc-
tions in normalized brain volumes. This study is 
unique in that it examined the impact of BMI and 
brain volumes in an otherwise healthy middle-aged 
sample. Gunstad et al38 used automated anatomical 
labeling and voxel-based morphometry to assess total 
brain volume and total gray matter volume in obese, 
overweight, and normal control subjects of a wide 
range of ages (17–79 years). The most obese individu-
als were found to have smaller whole brain and gray 
matter volumes, after correction for demographic 
differences.

The use of FMRI in neuropsychological studies of 
obesity is in a state of relative infancy. Based on find-
ings from Gunstad et al,38 Cohen (2009, personal com-
munication) conducted a pilot FMRI study of 12 obese 
and 12 nonobese healthy adults comparing their FMRI 
response on the n-back task. Obese participants showed 
abnormal FMRI response with reduced signal inten-
sity in ROIs on the 2-back (p<0.01), but increased 
response (volume of activated voxels) on the 1-back in 
areas outside the primary ROIs, suggesting compensa-
tory brain response due to effortful task demands. 
Another study found that FMRI response during 
declarative memory tasks was greater in the posterior 
cingulate cortex and in regions of the frontal and tem-
poral lobes among overweight and hypertensive 
elderly, indicating an abnormal response to cognitive 
processes in cognitively intact older adults with 
increased vascular risk.10

In sum, there is emerging evidence indicating that 
obesity may directly and negatively impact cognitive 
abilities; however, it is not clear whether the relationship 
between obesity and cognitive functioning can exist inde-
pendent of hypertension. The most stringently controlled 
studies using the most comprehensive and sensitive mea-
sures of cognition have consistently found that obesity 
and hypertension appear to cluster together to produce 
a small, but cumulative effect on cognition mainly on 
tests of psychomotor speed and executive functioning. 
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Neuroimaging studies of neuropsychological functioning 
in obesity are few in number, but appear to support some 
relationship between obesity, hypertension, and decreased 
overall brain volumes and increased brain response to 
cognitive challenge relative to control subjects.

Conclusion

Imaging methodology will certainly continue to 
improve and should have the much needed impact of 
increasing our sensitivity to detect subtle changes in 
the brains of individuals with metabolic dysfunction 
across the lifespan. One cannot stress enough the 
importance of using the most sensitive techniques 
available when imaging metabolic disorders, espe-
cially in middle-aged or younger samples where accu-
mulating evidence of structural and functional changes 
are still emerging and need to be distinguished reliably 
from normal aging or disease processes intricately tied 
to aging.
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Cardiovascular disease (CVD) remains the leading 
cause of death in this country, underlying over 700,000 
deaths per year.1 CVD prevalence increases dramati-
cally with advanced age, hence significant CVD is 
present in over 70% of people 75 years of age or older, 
and is the leading cause of mortality and morbidity in 
Western society. 84.7% of people who die of CVD are 
65 years of age or older1,2 With improved survival from 
acute cardiac events, older adults are often faced with 
the prospect of living with chronic heart disease, 
including severe CVD. Besides its obvious effects on 
physical wellbeing, CVD causes significant psycho-
logical, social, and economic hardship3–8 and contrib-
utes to depression and psychiatric problems.4–6,9–16

Severe CVD, such as heart failure (HF), also predis-
poses people to cerebrovascular disease, which eventu-
ally may lead to cognitive dysfunction.17–24 Though 
brain dysfunction is most likely to occur among people 
with severe CVD, many people with milder forms of 
CVD experience cognitive impairments,25–27 though 
these have historically received less attention than 
CVD-associated psychosocial problems. There is com-
pelling evidence that cognitive functioning is an impor-
tant determinant of health status, quality of life (QOL), 
and ultimately, functional ability.10,28–30 These effects 
limit the ability of the elderly to age successfully. We 
have previously shown that even subtle cognitive prob-
lems among CVD patients affect their QOL, their abil-
ity to benefit from treatment (e.g., cardiac rehabilitation), 
and may also be a harbinger of more serious problems.28 
Resulting cerebrovascular disease may eventually lead 

to functional impairments and even vascular dementia 
(VaD).20,31–35 This scenario provides a compelling 
 reason to study the neurobehavioral mechanisms under-
lying the development of brain vascular cognitive 
impairment (VCI) secondary to CVD in the elderly.

The relationship between CVD and brain dysfunc-
tion is not yet fully understood. While CVD and cere-
brovascular disease share common pathophysiology 
and comorbidity,31,36–43 the cause of CVD-associated 
cerebrovascular changes and brain dysfunction is often 
difficult to disentangle, except in cases where acute 
cardioembolic stroke has occurred,44–47 though there is 
considerable evidence that such changes can develop 
when there is chronic cerebral hypoperfusion and/or 
microvascular disease associated with CVD. Yet, rela-
tively large gaps exist in knowledge regarding the 
longitudinal course of the progression from systemic 
vascular risk factors to the clinical disorder of VCI and 
dementia among certain people as they reach advanced. 
CVD is a major health problem among the elderly.

Questions regarding that needed to be resolved include: 
(1) Which systemic vascular disturbances associated with 
CVD exert the greatest affect on the brain and cognitive 
function in the absence of comorbid stroke? (2) How do 
CVD-associated cognitive problems progress to VCI? (3) 
To what extent do systemic vascular disturbances affect 
cerebral perfusion and brain dysfunction? (4) How do car-
diac function and systemic hemodynamic function 
(endothelial function, atherosclerotic burden, etc.) interact 
to affect cerebral perfusion and brain dysfunction in CVD 
patients? (5) To what extent is the brain disturbances sec-
ondary to CVD linked to hypoperfusion versus cerebral 
metabolic abnormalities occurring in association with the 
underlying vascular disease? and (6) Is multimodal neu-
roimaging conducted in conjunction with neurocognitive 
examination of patients with CVD useful in establishing 
the basis for brain dysfunction and prognosis?
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Rationale for Neuroimaging in CVD

Research directed at the neuroimaging of CVD and 
efforts to develop these methods for clinical use are 
driven largely by the fact that neuroimaging has the 
potential to provide power biomarkers of the cerebral 
neuronal, vascular, and metabolic disturbances occur-
ring secondary to CVD. Neuroimaging has revolution-
ized brain science, enabling investigators to examine 
brain–behavior relationships, as well as abnormalities in 
anatomic microstructure, physiology, and metabolism. 
Magnetic resonance imaging (MRI) methods are pow-
erful as they are noninvasive with high temporal and 
spatial resolution, enabling detection of subtle brain 
abnormalities and brain changes over time. Functional 
magnetic resonance imaging (FMRI) enables measure-
ment of physiological activation across a priori brain 
regions of interest (ROIs) on specific cognitive, emo-
tional, or other behavioral tasks that challenge specific 
functional brain systems,48–52 while other MR-based 
methods such as MRS and ASL provide measures of 
metabolic and physiological disturbance. To date, hun-
dreds of MR-based studies have been conducted show-
ing abnormalities of brain structure and function in 
patients with AD, MCI, cerebrovascular disease, and 
systemic disorders, such as CVD and diabetes.

The current chapter was written with two primary 
goals in mind: (1) To briefly summarize current clini-
cal and research evidence on the effects of CVD on the 
brain and on neurocognitive function as derived from 
studies employing neuroimaging methods; (2) To illus-
trate how these methods help to resolve particular 
questions that are not easily accomplished through 
standard clinical approaches. With these goals in mind, 
it would be useful to first examine some of our reasons 
for initiating studies of the neuropsychological effects 
of CVD over a decade ago, and why neuroimaging 
methods were introduced into these efforts.

Vascular Influences on 
Neurodegenerative Brain Disease

Our focus on CVD-associated brain dysfunction was an 
outgrowth of earlier research on the pathophysiology of 
neurodegenerative brain disease, such as AD. In the late 
1980s, there was a growing sense that Alzheimer’s 

 disease did not account for all of the cases of dementia 
that were seen in memory disorder clinics. While the 
diagnostic entity “Binswanger’s disease” had existed for 
many years and provided an alternative basis for dementia 
secondary to chronic cerebrovascular disease, this dis-
order was not well understood. Dementia secondary to 
multiple cerebral infarctions was an alternative basis for 
dementia, though many patients seemed to develop 
dementia secondary to cerebrovascular disease without 
evidence of multiple large vessel infarctions. This even-
tually led to NIH-led workgroups aimed at achieving 
greater clinical and research consensus on the nature of 
VaD. VaD was subsequently recognized as a clinical 
entity when the Diagnostic Statistical Manual was 
revised (DSM-IV, 1993).

Evidence from Studies of VCI

These led our group and other to conduct studies aimed 
at the cerebrovascular basis of dementia and possible 
precursors of VaD in patients with cerebrovascular and/
or cardiovascular disease.32,53–64 One of the key findings 
from these studies was that counter to our expectations, 
VaD had considerable overlap with AD. Despite com-
pelling evidence that cerebrovascular disease is respon-
sible for the development of dementia in certain patients, 
efforts to differentiate pure cases of VaD from AD have 
proven to be extremely difficult. Our own research sug-
gested that many of the clinical heuristics that were 
thought to distinguish the two types of dementia (e.g., 
stepwise course, patchy cognitive profile, correlation of 
cognitive decline with discrete vascular events) did not 
consistently differentiate VaD patients in large between-
group comparison studies. Furthermore, while it was 
generally thought that patients with a VaD had a differ-
ent cognitive profile than AD patients, our results sug-
gested that the groups were more similar than different 
in their cognitive presentation. Complicating the issue 
even more, we found that white matter hyperintensities 
(WMH) on MRI, considered to be an indicator of cere-
bral microvascular disease underlying VaD, were strongly 
associated with reduced speed of processing and prob-
lems on attention and executive control tasks, but were 
not significantly correlated with dementia severity or 
global cognitive function.32,65 It was clear that story 
underlying the development of VaD was much more 
complicated than we originally anticipated.
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One of our primary conclusions from this initial 
research was that by the time patients with suspected 
VaD were demented their cognitive dysfunction was 
quite global and no longer showed the specificity that 
would be predicted based on knowledge of the brain 
systems affected by microvascular disease. Either the 
more selective areas of cognitive impairment seen among 
patients who were not fully demented were converging 
into more global brain disturbance as the disease pro-
gressed, or neuronal degeneration of the type seen in 
Alzheimer’s disease was occurring either as a result of 
the cerebrovascular disturbance or in addition to it. A 
solution to this quandary seemed to require that longitu-
dinal studies focus on patients at earlier stages of cere-
brovascular disease severity to examine how more 
severe brain disturbance develops among patients who 
have not experienced large cerebral infarctions. For this 
reason, we began a series of studies aimed at patients 
with CVD who had not experienced clinical stroke to 
examine what factors contributed to the development of 
VCI. To accomplish this goal, we also realized that it 
would be important to examine the relationship between 
disturbances occurring at the cardiac and systemic vas-
cular level and changes occurring in the brain. This 
chapter reviews efforts to use structural and functional 
brain imaging methods in conjunction with clinical 
methods for cardiac and systemic vascular assessment 
to address these clinical neuroscience questions.

Pathophysiological Considerations

An important question implicit to our research in this 
area was how CVD affects progressive cognitive decline 
and brain abnormalities in the elderly. Accordingly, it is 
useful to briefly review what is known about the patho-
genesis of neurodegenerative brain disease and the 
potential role of vascular disease. The cognitive and 
functional deterioration associated with of AD is known 
to involve progressive neuronal and synaptic loss66–68 
linked to neuritic plaques containing b-amyloid (Ab)69–73 
and neurofibrillary tangles containing phosphorylated 
tau within neurons.74–81 Beyond these characteristics, a 
large research literature suggests that the pathophysiol-
ogy of AD is extremely complex, influenced by multiple 
genetic and environmental factors.82,83 Ab69–73 and its pre-
cursor protein84–86 occur in senile plaques,84 around blood 
vessels,87 and some forms cross the BBB. Deposition of 
amyloid occurs in the walls of the cerebral vasculature 

resulting in cerebral amyloid angiopathy (CAA)88 in both 
cognitively normal elderly and people with AD. While 
capillary deposits of Ab have been long observed, their 
influence is not well understood.89,90 Recent studies sug-
gest that they may play an important role in AD,89–91 with 
some types of CAA identified based on whether Ab 
deposits were found in cortical capillaries.89–91 The APOE4 
allele was found four times more common in CAA cases 
in which amyloid was detectable in capillaries,91 and 
capillary Ab deposition correlates with AD neuropa-
thology,89,90 suggesting that APOE, microvascular and 
AD pathogenesis are linked.

Microvascular Disease in AD

Microvascular disease is a common autopsy finding in 
the brains of elderly patients, and significant microvascu-
lar pathology including reduced vascular density, atrophic 
and coiling vessels, glomerular loop formations, and vas-
cular Ab deposits has been described in AD.92–94 Aging 
animals and humans have also been found to exhibit more 
subtle alterations of arteriolar and capillary morphology. 
Such alterations are characterized by changes in connec-
tive tissue and smooth muscle,95 thickening of the base-
ment membrane,96,97 thinning and loss of the endothelial 
cells,98 an increase in endothelial pinocytotic vesicles,99 
loss of endothelial mitochondria,100 and an increase in 
pericytes.101,102 The laminar and regional distribution of 
these microvascular alterations typically correlates with 
the presence of neuropathological lesions (neurofibrillary 
tangles and Ab deposits) suggesting a role for microvas-
cular damage in AD pathology.94,103,104 Various elements 
of the vascular basement membrane have all been found 
within senile plaques.95,105–111 As we will discuss subse-
quently, evidence of microvascular disease in AD is also 
supported by epidemiological data and neuroimaging 
findings of subcortical and WMH. Numerous neuroimag-
ing studies have shown decreased cerebral blood flow 
(CBF) to brain areas known to be affected in AD112–114 
and also CBF abnormalities in AD itself.115–117 Structural 
imaging studies have also shown an increase in small ves-
sel disease in AD.118–122

Contribution of Blood–Brain Barrier Dysfunction

Neurogenic regions close to cerebrospinal fluid (CSF), 
dentate gyrus, and subventricular zone support 
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 cognition but are vulnerable to oxidative/inflamma-
tory damage, common late in life. Healthy synapses 
rely on regular vascular perfusion, sound microvascu-
lar function, and continuous bulk flow of interstitial 
fluid/CSF. Aging is accompanied by lower blood flow, 
breakdown of the blood–brain (BBB) and CSF barri-
ers, and dwindling CSF circulation. Normal barrier 
interfaces in the CNS are depicted in Fig. 15.1. Sporadic 
AD is exacerbated by the failure of homeostatic trans-
port interfaces in brain capillaries and choroid plexus 
epithelium. Preservation of cognition depends on sta-
ble brain fluid homeostasis. Given the presumed role 
of Ab accumulation or clearance in AD pathogenesis, 
BBB disturbances may account for an association 
between vascular disease and AD. Clinical studies 
using the CSF/serum protein ratios have pointed to 
BBB disturbances in AD, with Ab entering the brain 
passively via a leaky BBB,84,123 and by active transport 
across the BBB.124–133 The receptor for advanced gly-
cation endproducts (RAGE) transports Ab from the 
systemic circulation across the blood–brain barrier,125 
and it is transported out of the brain by low-density 
lipoprotein126 and P-glycoprotein (P-gp).132,133 Various 
neurotoxic responses occur during Ab binding; non-
enzymatic glycoxidation, proinflammatory cytokine-
like mediators, and the DNA-binding protein, 
amphoterin.134 Interactions between RAGE and glyca-
tion endproducts cause a major inflammatory response, 
and vascular injury, most notably in diabetes mellitus 
and renal failure.106 RAGE expression is “upregu-
lated” as Ab concentrations increase,106,107 and is found 
in AD brains in neurons, astrocytes, microglia, but 
most notably around Ab plaques and neurofibrillary 
tangles. When Ab binds to RAGE in extremely small 

concentrations, a cellular cascade occurs causing 
release of inflammatory cytokines.106 RAGE is 
expressed in both endothelial and smooth muscle cells 
of blood vessels,107 and Ab in interaction with RAGE 
with suppresses CBF,125 which can increase ischemia 
and cytotoxic damage in AD. Low-density lipopro-
tein receptors, involved in cholesterol and ApoE 
metabolism,135 are also expressed in the endothelium 
of the cerebral microvasculature.126 Taken as a whole, 
strong relationships exist among BBB, microvascular 
dysfunction, lipoprotein metabolism, proinflamma-
tory responses, and neuropathology, providing a com-
pelling rationale for this line of research.

Glucose- insulin metabolic and blood–brain-bar-
rier disturbances in neurodegenerative disease are 
particularly interesting when examining the inter-
face between vascular and neurodegenerative dis-
ease. Insulin and insulin-like growth factor 
expression impairments occur in AD and affect neu-
ral signaling mechanisms.136–139 Reduced glucose 
utilization and deficient energy metabolism occur 
early in the course of disease, and suggest a role for 
impaired insulin signaling in the pathogenesis of 
AD.140,141 These abnormalities are associated with 
reduced levels of insulin receptor substrate (IRS) 
mRNA, tau mRNA, IRS-associated phosphati-
dylinositol 3-kinase, and phospho-Akt (activated), 
and increased glycogen synthase kinase-3beta 
activity and amyloid precursor protein mRNA 
expression. The strikingly reduced CNS expression 
of genes encoding insulin, IGF-I, and IGF-II, and 
insulin and IGF receptors, suggests that AD may 
represent a neuroendocrine factor that resembles, 
yet is distinct from diabetes mellitus. This work is 
complemented by studies focusing intracellular 
accumulations of misfolded proteins with cytotoxicity 
to specialized cell types. These proteins create selec-
tive vulnerability of certain steps within key signaling, 
metabolic cycle control, and homeostatic pathways, 
and may contribute AD pathogenesis through amy-
loid toxicity within three essential homeostatic 
mechanisms: (1) the proteasome degradation 
machinery, (2) the insulin-PI3K/Akt responsive sig-
naling pathway, and (3) mitochondrial function. The 
fact that diabetes, insulin, and lipid metabolism, and 
other related risk factors strongly underlie the deve-
lopment of both CVD and cerebrovascular disease 
provides another link between CVD and brain 
neurodegeneration.

Fig. 15.1 Brain microvessels (BBB), a tight endothelial barrier, 
form interstitial fluid in the brain. Choroid plexus epithelium 
(BCSFB) also screens l0arge plasma solutes and secretes CSF. 
Macromolecules in CSF readily diffuse across the permeable 
ependyma into brain to exert trophic effects on neurons, and 
stem cells in SVZ. Regulated transport at all interfaces is dis-
rupted in aging/disese
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Capillaries and Cerebral Arterioles  
Disruption in AD

We have found that thinning and discontinuities within 
the vascular basement membrane are associated with 
leakage of plasma protein across the BBB in AD.142–144 
Prothrombin was found in capillary walls, neuropil 
around microvessels in severe AD, with endothelial 
leakage of prothrombin greatest among patients with an 
APOE4 allele.144 This work will be extended in future 
studies to lower molecular weight proteins to probe 
brain specimens from patients with prodromal AD. 
Other related ongoing research focuses on studying cor-
tical arteriolar pathology at various Braak stages and 
APOE genotypes.143 This study is revealing marked 
depletion of smooth muscle actin coincident with 
buildup of vascular Ab with a strong association between 
progressively accumulating arteriolar amyloid and aug-
mentations in both wall thickness and lumen width. Our 
working model is that progressing amyloid angiopathy 
harms the contractile apparatus and thus the CBF auto-
regulation.379 This likely devastates downstream capil-
laries.354 Our observations lend further support to the 
idea that microvascular damage has a role, perhaps rela-
tively early, brain neurodegenerative pathology.

CVD-Associated Neurocognitive  
and Brain Dysfunction

There is now considerable evidence that many elderly 
people with CVD experience cognitive problems. 
While young people with minimal coronary artery dis-
ease are unlikely to experience significant cognitive 
problems, the elderly are vulnerable to impairments, 
particularly in the context of severe and chronic CVD. 
There is now a plethora of clinical evidence that many 
people with severe CVD experience cognitive prob-
lems and that various etiological factors affect brain 
function, including hypertension, reduced cardiac out-
put, and heart failure.7,9,12,15,16,23,25–28,36,40,145–177 Probably, 
the largest body of literature has focused on adverse 
neurocognitive outcome associated with cardiotho-
racic surgery, in particular coronary artery bypass 
graph (CABG), and valve replacement surgery.178–184

The most well-established and robust links between 
CVD and brain function occur among patients with heart 
failure.185–190 Severe brain damage is common among 

people who survive cardiac arrest.172,177,191 However, 
milder brain dysfunction also occurs among people with 
chronic severe CVD, who have not experienced com-
plete cessation of CBF. Typically, attention-executive 
functioning and speed of processing are most affected in 
people with CVD,192,193 though as discussed later mem-
ory and other cognitive functions decline as well.

In an effort to better understand the relationship 
between the vascular and metabolic disturbances asso-
ciated with CVD and neurocognitive dysfunction, we 
have conducted several prospective studies different 
cohorts of CVD patients. Our initial studies focused on 
patients enrolled in cardiac rehabilitation (CR) who 
were attempting to modify maladaptive behaviors and 
their lifestyle in an effort to prevent worsening of their 
CVD. The CR patients had weaker cognitive perfor-
mance compared to a healthy control group.28,147 Over 
20% of patients over age 70 had MMSE scores sugges-
tive of possible dementia. CR patients exhibited weaker 
performance on attention/executive and learning indi-
ces (WRMT, Digit Symbol, verbal fluency (COWAT), 
with the COWAT being the best discriminator of CR 
from non-CR participants.193 CR patients showed 
improvements on Trail Making and Digit Symbol 
Coding after completion of CR (Trail (p = 0.02) com-
pared to patients not in CR. Both hypertension and 
impaired ventricular ejection fraction (EF) were asso-
ciated with cognitive impairments in CR patients.28,147 
These findings suggested that some CVD patients 
without evidence of overt functional decline were still 
experiencing cognitive difficulties, perhaps due to sub-
tle cerebrovascular pathology.

Studies by our group and others provide compelling 
evidence that poor functional outcome among elderly 
CVD patients is partly attributable to cognitive prob-
lems.13–27 Accordingly, we examined the relationship 
between baseline cognitive performance and health 
satisfaction/QOL pre- and post-CR.28 Prior to CR 
patients had poor overall rating on both physical (PCS) 
and mental health (MCS) indices of the SF-36, a mea-
sure of health status, compared people without CVD. 
Cognitive performance was strongly associated with 
both baseline health status and change. Patients with 
greater cognitive impairment (Digit Symbol, Verbal 
Fluency, Similarities, and RMT) showed less improve-
ment from CR. There are various reasons that brain 
dysfunction and cognitive problems would affect QOL 
in people with CVD.194–212 In modern society, intact 
cognition is increasingly important for mastery of 
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 various instrumental activities of daily living.213–221 
Cognitive ability also proves to be an important deter-
minant of self-esteem related to mastery in one’s envi-
ronment, and ultimately emotional experience.222–224 
Furthermore, cognitive impairment is directly linked 
to overall health status, as brain disturbances often 
reflect broader physical problems. Neurocognitive 
dysfunction also limits ability for effective self-
care,28,222–224 interfering with people’s ability to learn 
and modify behavior and lifestyle.

The results from this initial CR study motivated 
larger prospective longitudinal studies of CVD-
associated brain dysfunction that have provided much 
of the neurocognitive and neuroimaging data that serve 
as the basis for our discussion in this chapter. In the 
first of these longitudinal studies, we followed 186 
people with chronic CVD (mean age = 69.2 ± 7.6 years) 
for 36-months. Baseline analyses of data from the 
R01-AG179751 cohort have indicated mild deficits of 
psychomotor and information processing speed and 
efficiency (e.g., Grooved Pegboard, Digit Symbol 
Coding), and recall and learning efficiency.192,193 The 
need for additional studies of systemic vascular influ-
ences on brain function was reinforced.

In a subsequent study, we focused of the effects of 
reduced systemic perfusion associated with heart fail-
ure.225 People with heart failure performed worse than 
people with mild CVD and no heart failure on mea-
sures of executive functioning and psychomotor speed. 
Lower ejection fraction was associated with weaker 
global cognition, performance on measures of execu-
tive functioning, immediate memory, and to a lesser 
extent delayed memory, suggesting that reduced sys-
temic perfusion is associated with cognitive deficits 
with severe CVD and failing heart function. As a fol-
low-up to our investigation of heart failure, we exam-
ined the effects of ventricular stimulation aimed at 
increasing systemic perfusion.226 Patients with heart 
failure exhibited improvements in quality of life and 
also cognitive function that were associated with 
improvements in cardiac function. These findings sug-
gest that systemic perfusion is important to insure 
functional capacity and that enhancing perfusion 
improves functioning, illustrating the potential value 
of focusing on preserving and improving cardiac func-
tion in the elderly. To clarify the causal nature of the 
suggested mechanism, studies simultaneously examin-
ing cardiac function, cerebral perfusion, and cognition 
are necessary.

Cognitive Change Over Time in CVD

We examined the degree to which people with severe 
CVD from this same cohort experienced cognitive 
decline over 36-months. CVD patients exhibited sig-
nificant declines across cognitive domains, including 
overall cognitive function.227 As shown in the figure, 
participants tended to improve between 12-months and 
36-months of baseline, though this was attributable to 
improvements among some heart failure patients due 
to ventricular stimulation therapy (Fig. 15.2).

Vascular and Metabolic Contributions

A number of specific vascular and metabolic risk  factors 
are known to be associated with the development of 
brain dysfunction and cognitive impairment among 
people without identified CVD, including 
 dislipidemia228–243 and hypertension,244–252 with increas-
ing prevalence with age occurring in greater than 85% 
of elderly CVD patients. Evidence of reduced cognitive 
function in community samples of people with chronic 
HTN has been described in a number of past studies of 
people without actual large vessel stroke.253–255

HTN prevalence increases among people over the 
age of 70 results occurring in greater than 85% of 
elderly CVD patients. Chronic HTN induces small ves-
sel stiffening due to progressive replacement of media 

Fig. 15.2 Neurocognitive decline over 36 months among 
patients with chronic CVD227. Significant worsening of perfor-
mance was evident particularly with respect to learning and 
memory, visuospatial, and overall cognitive functioning
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by collagen (hyalinization) and altered permeability to 
circulating proteins and fibrinoid changes,40,146,153,159,256,257 
which makes it an important systemic vascular factor. 
Spikes in systolic pressure and blood pressure variabil-
ity can contribute to hypoperfusion, fluid exudation, 
and increased water content in subcortical regions, as 
seen as hyperintensities on T-2 weighted MRI. HTN 
causes cerebral microvascular damage and hypoperfu-
sion and reflects cerebrovascular dysregulation.258,259 
As it is also among vascular factors associated with 
diminished neurocognitive performance in the elderly, 
HTN remains an important predictor of age-associated 
functional outcome in CVD.15,145–148,151,154–158

Diabetes/Insulin resistance,148,260–284 which increases 
stroke risk,148,260–270 and contributes to endothelial dys-
function, impaired vessel distensibility, and hemody-
namic dysregulation,271–284 and may affect cognition 
due to direct metabolic effects on neuronal func-
tion,281,285–307 as well as contribute to neurodegenera-
tive disease.281,283,284,286,287,294,308–314 Obesity. Obesity 
increases risk of CVD and stroke.315–317 Studies have 
linked obesity with reduced cognitive performance, 
even among people without other significant comor-
bidity.318–326 These risk factors often coexist in certain 
people and in combination constitute “metabolic syn-
drome”, which involves nonalcohol-related fatty liver. 
Approximately 25% of adults meets the clinical crite-
ria for metabolic syndrome,327–329 including about 44% 
of people over 55 years of age.329 It has been strongly 
implicated as underlying the development of diabetes 
mellitus, heart disease, and stroke. There is growing 
consensus that metabolic syndrome is a major public 
health issue, reflected by the WHO and AHA (http://
www.americanheart.org) and NHLBI (http://www.
nhlbi.nih.gov) classification.329–333 People with vascu-
lar-metabolic risk factors experience subtle cerebro-
vascular abnormalities that affect neurocognitive 
functioning even when there has been no history of 
prior stroke.334–337 Neuroimaging approaches to the 
study of metabolic syndrome are reviewed elsewhere 
in the book (see Chap. 14).

Cerebral Hypoperfusion as a Basis  
for CVD-Associated Brain Dysfunction

The brain requires a constant supply of blood to 
 sustain neural function with rapid cellular glucose 

metabolism changes to <10% within a minute of 
 cessation, resulting in a cascade of metabolic events 
(e.g., entry of extracellular water, calcium and sodium 
into neurons).338–340 Loss of hemodynamic autoregula-
tion, ion channel failure and impaired neuronal 
response occur within seconds. Chronic cerebral 
hypoperfusion eventually affects brain functioning, 
particularly as people reach advanced age.16,160,189,341–359 
Maintaining normal cerebrovascular function requires 
relatively intact systemic hemodynamic function.360 
There is mounting evidence that metabolic factors 
including hyperlipidemia and insulin resistance con-
tribute to endothelial dysfunction, atherosclerotic 
burden, and hemodynamic dysregulation, resulting in 
decreased regional CBF (rCBF) as people age.288,361–

373 This in turn causes cumulative subacute brain 
abnormalities, including microvascular disturbance 
resulting in brain lesions, even in the absence of acute 
stroke.288,372,374,375 Cerebral hypoperfusion has been 
identified as an etiological factor in VaD,341 though it 
remains not fully understood. Microvascular changes 
due to chronic hypoperfusion tend to go undetected, 
making this an important area of study among people 
“at risk”. The ability to compensate for changes in 
CBF is a critical determinant of whether brain dys-
function occurs.360 Cardiac disease was once thought 
to have little bearing on brain function because of 
cerebral hemodynamic autoregulation and the effi-
ciency of collateral circulation.376–378 This is largely 
true for young relative healthy adults, though with 
advanced age and the co-occurrence of systemic 
vascular disease, these autoregulatory processes break-
down, and the brain cannot compensate for hypoper-
fusion. Cerebral vessels lose their hemodynamic 
reactivity and autoregulation ability as endothelial 
function breaks down360 due to aging and vascular 
disease.14,37,379–384 Flow-mediated brachial artery 
response has been studied extensively as a measure of 
systemic endothelial and hemodynamic function.385–389 
Impaired systemic response has been found to relate 
to cerebrovascular dysfunction,390,391 stroke risk and 
microvascular disease.392–404 It has been shown by our 
group to be associated with cognitive function and 
WMH on MRI.405,406 Vascular thickening and stiffen-
ing, results in a loss of distensibility (i.e., vessel elas-
ticity), which reduces baroreceptor response and 
hemodynamic autoregulation, as vessels lose adapt-
ability to change in blood pressure, flow and oxygen 
supply.399,407–410

http://www.americanheart.org
http://www.americanheart.org
http://www.nhlbi.nih.gov
http://www.nhlbi.nih.gov
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Systemic Vascular Contributions

The effects of impaired cardiac output on brain 
 function are not ubiquitous. Some patients with heart 
failure continue to function well despite reduced 
 cardiac function, while others have major cognitive 
problems. This seems to depend on whether cerebral 
hypoperfusion results from reduced cardiac output in 
a particular patient, which in turn depends on the 
ability of the cerebrovascular system to compensate 
for perfusion changes.360 Cardiac disease was once 
thought to have little bearing on brain function 
because of cerebral hemodynamic autoregulation and 
the efficiency of collateral circulation.376–378 This is 
largely true for young relative healthy adults, though 
with advanced age and the co-occurrence of systemic 
vascular disease, these autoregulatory processes 
breakdown, and the brain cannot compensate for 
hypoperfusion.

Cardiac Output

Cerebral perfusion ultimately depends on the heart’s 
pumping capacity much cardiac output and.411–417 Left 
ventricular Ejection Fraction (EF) is the most widely 
used clinical measure of pumping efficiency, with EF 
<40% being clinically significant.2,418–421 Cardiac out-
put can also be measured and reflects the actual vol-
ume of blood expelled by the heart.419,422 The 
Framingham Study data shows dramatic increases in 
heart failure in the elderly. Whereas only 1–2 new 
heart failure cases per 1,000 occur in adults under age 
54 years, 13–14 cases per 100 occur among those 
75–84 years, with a fourfold to sixfold increase in 
those over 85 years.412–416,423 This has enormous impli-
cations, contributing to morbidity and mortality in the 
elderly. Exercise intolerance is compounded by the 
natural muscle atrophy (sarcopenia) and weakening 
with normal aging, resulting in a vicious cycle of infir-
mity exacerbating a cascade of deconditioning as mea-
sured by functional indices such as VO2 peak and 
6 min walk distance and eventual mortality. Reduced 
EF and cardiac output both relate to cognitive impair-
ment.160,162 Our preliminary data points to the impor-
tance of reduced cardiac output in CVD-associated 
cognitive impairment, but additional research is needed 
to better understand this effect.

Cerebral Hemodynamic Autoregulatory Failure

The adverse effects reduced cardiac output do not 
occur in isolation in most CVD patients. Furthermore, 
not all people with heart failure experience cerebrovas-
cular disturbance. Chronically reduced cardiac output 
is likely to have its greatest impact when in occurs in 
the context of impaired cerebral hemodynamic func-
tion. Impaired vascular reactivity and cerebral hemo-
dynamic dysregulation has been related to 
cerebrovascular dysfunction.390,391 Two factors appear 
to be particularly important in this regard: (1) endothe-
lial function and (2) atherosclerotic burden. As 
endothelial function becomes impaired, cerebral ves-
sels lose their ability to react to hemodynamic 
changes.360 The biochemical bases of these effects are 
quite complex and beyond the scope of the current dis-
cussion. However, the critical issue is that many of the 
factors that contribute to CVD and HF also contribute 
to systemic endothelial dysfunction. Atherosclerotic 
burden appears to be very important in this regard, 
affecting both characteristics of vascular smooth mus-
cle and also contributing to reduced luminal diameter.

Vascular Burden

Atherosclerosis causes narrowing of coronary, sys-
temic, and cerebral blood vessels, including the cere-
bral arteries, leading to thrombosis and occlusion of 
large vessels, and structural changes of penetrating 
arteries and arterioles that branch from these large ves-
sels (arteriosclerosis).392–404 Atheromatous deposits in 
the subintima may affect the small vessels, with lipohy-
alinosis when both arterial and arteriolar processes 
occur in arteriosclerosis, with altered membrane per-
meability. A vicious cycle develops in the elderly, as 
hypertension caused in part by increased peripheral 
resistance causes damage to the arterial walls with an 
increase in quantities of collagen and a decrease in 
elastin, which in turn leads to vessel hypertrophy, with 
associated thickening and stiffening. Vascular stiffen-
ing contributes to altered baroreceptor response and 
impaired autoregulation in the elderly, making the 
cerebral vasculature less able to adapt to changes in 
blood pressure, blood flow, and oxygen supply.399,407–410 
Subcortical structures, such as the basal ganglia and 
deep subcortical and periventricular white matter, are 
very vulnerable to the effects of arteriolosclerosis due 
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to poor collateral blood supply, whereas the subcortical  
U fibers, the corpus callosum, and cortical structures 
are usually spared. Small vessel narrowing can cause 
chronic hypoperfusion leading to demyelination, glio-
sis, and softening of the white matter. Advancing age, 
chronic hypertension, past cerebral ischemic events, 
and diabetes mellitus are major risk factors for these 
changes, which ultimately cause hypoperfusion and 
probably contribute to cognitive changes. Accordingly, 
in our studies of CVD effects on brain function, we 
have typically measured carotid intimal thickness and 
stiffness to provide indices of the degree of vascular 
burden associated with atherosclerosis and systemic 
vascular disease.399,409,410

Endothelial Disturbance

Vascular endothelial function become impaired with 
aging and CVD.14,37,379–384 The ability of the endothelium 
to react to hemodynamic changes and reduced cardiac 
output is essential to the maintenance of CBF and brain 
functions.37,383,384 Such reactivity is dependent of the 
integrity of autoregulatory mechanisms. Hemodynamic 
dysregulation increases with age417,424–428 and with it the 
ability to compensate for perfusion variability. Cerebral 
vasoreactivity is difficult to directly measure in clinical 
situations, in large part because anatomic (e.g., skull) 
and physiological constraints. Flow-mediated brachial 
artery response has been studied extensively as measure 
of endothelial responsivity.385–389 It is robust and rela-
tively easy to measure reliably. It will be used in this 
project as a proxy of cerebrovascular vessel reactivity, 
and impairment of autoregulation (Fig. 15.3).

Systemic Vascular Measurement

Given these considerations, there are compelling  reasons 
for assessing the degree of systemic vascular impairment 
when trying to determine the likelihood of associated 
brain dysfunction. We have focused our investigations 
on four vascular measures: (1) Cardiac output, (2) Blood 
pressure, (3) Vascular burden, and (4) Endothelial func-
tion when examining the systemic vascular precursors 
of cerebrovascular disease in CVD patients. Fortunately, 
reliable and valid noninvasive methods exist for assess-
ing each of these factors, including (a) cardiac output for 
assessing heart function/perfusion, (b) Flow-mediated 

brachial artery reactivity (BAR) for measuring endothe-
lial and smooth muscle functioning, (c) Carotid intima 
media thickness (IMT) and stiffness for assessing 
vascular atherosclerotic burden and also endothelial 
damage, and (d) blood pressure variability, which pro-
vides a measure of systolic and diastolic tone. An illus-
tration of the method for IMT measurement is shown in 
the adjacent figure. These approaches are interest to our 
discussion of neuroimaging as they illustrate parallel 
methods for measuring systemic function that can be 
used to examine relationships of systemic and cerebro-
vascular abnormalities. They are not direct measures of 
cerebral perfusion or hemodynamic state, but rather 
serve as potential proxy measures. In the case of IMT, 
carotid ultrasound is used to characterize differences in 
the structural characteristics of the artery and to differ-
entiate the intima media. Thickening of this vessel 
membrane is linked to atherosclerotic load and a break-
down of endothelial function, which in turn points to 
greater risk of hemodynamic failure. Our research has 
focused on examining the relationship between these 
measures of systemic vascular dysfunction and func-
tional and structural brain imaging indices that provide 
more direct measures of evolving cerebrovascular dis-
ease, such as cerebral perfusion as measured by arterial 
spin labeling (ASL) with MRI and early structural brain 
changes, including WMH on FLAIR MRI imaging and 
diffusion tensor imaging (DTI), which are discussed 
later (Fig. 15.4).

Fig. 15.3 Digitized carotid ultrasound of the type used to measure 
the thickness of the carotid intima media. (IMT). This method 
enables multiple measurements to be recorded from a small section 
of the carotid artery and is able to produce extremely reliable IMT 
measures
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Systemic Vascular and Neurocognitive Function

As part of R01-AG179751 we examined how four 
systemic vascular indices at baseline relate to  baseline 
cognitive functioning and also change in  functioning 
over 36 months. These results have been published in 
a series of papers published over the past 6 
years.59,193,318,319,405,429–439 Findings have been ubiqui-
tous as each of the individual indices has been found 
to be significantly associated with both cognitive 
function and the structural MRI measure of WMH 
(Significant effects bolded in above table). Cardiac 
output (CO) related strongly to attention performance 
(CPT, Go-No-Go) and also other executive func-
tions.440 Carotid IMT related to attention/executive 
measures (particularly processing speed) and 
WMH.441 Systolic variability proved to be a positive 
indicator with greater variability associated with 
stronger cognitive performance,442 an effect that we 
believe reflects healthy endothelial function and vas-
oreactivity in people with greater variability. IMT 
emerged as the strongest correlates of cognitive per-
formance. Vascular function indices also were associ-
ated with WMH volume when examined 
simultaneously in hierarchical regression analysis. 
These two factors were retained in regression analy-
ses suggesting that both systemic vascular function 

(Factor 2) and cardiac function (Factor 1) are associ-
ated with cognitive performance. Patients with both 
factors elevated had the most baseline cognitive 
impairments and WMH.

We also examined the relationship of baseline vas-
cular function to change in cognitive function for 
patients with IMT and cardiac output data who 
 completed the 36-month assessment (n = 125). An 
executive function index (Composite Z-score) was 
 created, and change scores were generated by subtract-
ing the index at baseline from the index at 36-months. 
We found a striking relationship between baseline vas-
cular function and executive performance change over 
36-months (R = 0.63, p < 0.001).

Cytokines and Inflammatory Processes431,435,436,443

The relationship between cognitive function and spe-
cific inflammatory and neuronal markers were studied 
in our CVD cohort from R01-AG179751. Both 
C-reactive protein (CRP) and homocysteine were sig-
nificantly correlated with cognitive performance across 
multiple measures (r > 0.40). CRP was consistently 
retained as the stronger predictor of the attention- 
executive-psychomotor (R2 = 0.56, p < 0.001), visual-
spatial (R2 = 0.62, p < 0.001), and memory (R2 = 0.42, 
p < 0.01) performance (composite indices). Patients in 
the highest and lowest 25th percentile of CRP levels 
(Low, 0.4 ± 0.1; High, 4.6 ± 1.2) were compared, and 
elevated CRP was associated with weaker cognitive 
performance. We next examined the relationship 
between CRP, WMH and DTI-FA in 12 participants 
who completed a pilot DTI study. Higher levels of 
CRP were strongly associated with WMH volume 
(r = 0.45) and reduced FA (r = 0.52). We found that 
brain natriuretic peptide (BNP), brain-derived neuro-
topic factor (BDNF), and SELP are also associated 
with cognitive status as well. To obtain preliminary 
data for the  proposed study, we examined whether 
plasma levels of the three cytokines differed among 
people with CVD+ MCI. Though not powered to detect 
small effects, the study suggested that people with 
CVD+ MCI had elevated mean levels of CRP (p = 0.09), 
BDNF (p = 0.10), and TNF-a (p = 0.11), with all of 
these differences in the expected direction and 
approaching significance. Notably, both CRP (r = 0.65) 
and BDNF (r = 0.58) were significantly associated with 
DLPFC signal intensity (p < 0.05), indicating a robust 
effect in this small  sample, providing strong for 

Task IMT

(mm)

Systolic

Variance

BAR

(D)

CO

(l/min)

Diastolic

Variance

Executive Index -0.34*** 0.19* 0.19* 0.13# 0.07

COWAT -0.20* -0.06 0.28** -0.19** -0.06

Digit Span -0.26*** -0.04 0.21* 0.04 0.05

GPB 0.23** 0.10 -0.12 0.0 6 0.09

Cancellation 0.33*** 0.15* -0.18* -0.15* 0.02

Stroop Test -0.29** -0.16* 0.25** -0.09 0.06

Coding -0.31*** -0.12# 0.17* -0.12# -0.09

Trails A 0.14# 0.14* 0.04 0.07 0.07

Trails B 0.32*** 0.16* 0.06 0.10 -0.03

Language Index 0.08 0.03 0.08 0.02 0.01

Memory Index 0.10 0.11 0.05 0.10 0.07

Total WMH -0.63** 0.22 -0.22 0.01 -0.15

WMH/WBV -0.49** 0.28# .26* 0.01 -0.14

WBV 0.26 -0.29* -0.35** -0.32* -0.23#

Fig. 15.4 Relationships between systemic vascular measures, 
neurocognitive, and MRI white matter hypertenstities (WMH) 
as found by Cohen et al.   Strong associations between
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support for the proposed study hypotheses. Such find-
ings motivate further  prospective studies of the role of 
proinflammatory  processes in vascular pathophysiol-
ogy and brain dysfunction.

Summary and Conceptual Model

Several possible mechanisms may account for the CVD 
effects on abnormal brain aging that we and other 
researchers have previously observed.192,193,225,226,405,406,431,4

37,442–458 Given that these Changes in cerebral hemody-
namic homeostasis can occur secondary to perturbations 
in cardiac function,459–461 despite autoregulatory mecha-
nisms which normally preserve CBF during systemic 
hypoperfusion.462,463 As depicted in the adjacent flow 
chart, we hypothesize that systemic vascular factors, 
including reduced cardiac output, increased atheroscle-
rotic burden and endothelial dysfunction interact to alter 
hemodynamic of the brain, creating a direct pathway of 
injury between CVD and maladaptive brain aging. These 
cerebral hemodynamic effects are exacerbated by sev-
eral complex systemic metabolic mechanisms associated 
with both CVD and abnormal brain aging, including 
inflammation,464–467 and abnormal insulin and glucose 
metabolism,468 with these factors impacting brain func-
tion in its own right, by causing neurotoxicity and neu-
ronal damage, in addition to affecting cerebral 
hemodynamic function.469–473 These systemic factors 

probably mediate associations between CVD, maladap-
tive, brain aging, and cognitive decline. Furthermore, 
these risk factors are strongly associated with systemic 
vascular dysfunction. In the aging brain, metabolic and 
vascular disease may interact to affect BBB function474 
and other associated neuropathological processes that 
contribute to the  development of VCI. The neuroimaging 
approaches discussed in the remainder of this chapter are 
methods for dissociating  the neuropathological processes 
contributing to  CVD-associated brain dysfunction that 
may provide biomarkers of neurodegenerative brain dis-
ease (Fig. 15.5).

Neuroimaging CVD-Associated Brain 
Dysfunction

A number of neuroimaging methods now exist that can 
be used for the study and assessment of CVD-
associated brain dysfunction. Current neuroimaging 
approaches are largely based on radiological, magnetic 
resonance (MR), ultrasound, and electrophysiological 
techniques. Our focus in this chapter is largely on 
MR-based techniques, though there is some discussion 
of radiological methods for assessing CBF and also 
ultrasound methods for measuring emboli in the context 
of coronary surgery. Radiological techniques, include 
CT, single photon emission computed tomography 

Fig. 15.5 Mechanisms of CVD-associated brain dysfunction. 
The pathophysiological mechanisms by which chronic CVD 
affects the brain and neurocognitive functioning are depicted. 
The resulting cerebral metabolic and hemodynamic disturbances 

are measurable by neuroimaging methods such as magnetic 
resonance spectroscopy and arterial spin labeling, while the 
effects of CVD on brain function and structure can also be 
assessed by FMRI and morphometric-lesion analysis methods
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(SPECT), and positron emission tomography (PET). 
MR methods include: noninvasive structural imaging 
methods (e.g., T1, T2, FLAIR), diffusion-weighted 
imaging (DWI), perfusion-weighted imaging (PWI), 
functional imaging (FMRI), and magnetic resonance 
spectroscopy (MRS). Most of these methods are dis-
cussed in Part 1 of the book.

Each of these neuroimaging approaches has value and 
certain advantages over others. For example, EEG and 
related electrophysiological methods provide  measures 
of the brain’s electrical activity and has  excellent tempo-
ral resolution, while ultrasound methods are useful 
because they are relatively easy to perform and non-inva-
sive. However, each of these methods tends to yield only 
a single type of information and some limitations with 
respect to what can be learned from them. Radiological 
measures are very useful and powerful in a number in a 
number of respects. For example, PET provides a gold-
standard for measuring cerebral perfusion. However, the 
use of these methods are somewhat constrained by cost, 
feasibility, other logistical, as well as the fact that radia-
tion can be harmful with repeated exposure. Our research 
has largely employed MRI methods for the studies of 
VCI, CVD, and AD. The rationale for the use of MRI is 
that most techniques are noninvasive and very feasible to 
obtain, and extremely powerful in terms of the informa-
tion that is yielded. MRI lends itself well to multimodal 
imaging, such that in a single scanning session it is pos-
sible to obtain structural anatomic data, information about 
cerebral perfusion and tissue diffusion, metabolic indices, 
and functional measures. The ability to obtain both func-
tional and structural data that has high spatial and tempo-
ral resolution makes these approaches very compelling. 
The fact that coregistration of functional and other physi-
ological measures with structural anatomic atlases also 
facilitates interpretation of MR-based results. Some of 
our findings from investigations employing MRI meth-
ods, as well as radiological and ultrasound, provide 
examples of methodological approaches to neuroimaging 
in CVD in the discussion that follows.

Current Routine Clinical Neuroimaging  
in CVD

In acute care settings, the imaging approaches that are 
routinely employed for assessing possible CVD-
associated brain dysfunction tend to be driven by current 

Stroke center protocols.475,476 When a cardioembolic 
stroke is suspected, cranial CT is usually obtained to 
determine the need for intervention, such as anti-
thrombolytic therapy. This typically occurs in the 
emergency room or in the context of cardiothoracic 
surgery if there is some sign of an embolic event. The 
most routine procedure involves non-invasive CT for 
purposes of detecting evidence of infarction, though 
increasingly diffusion CT is also performed. These CT 
methods are discussed in Chap. 18 in greater detail and 
will not be reviewed here. However, it is important to 
note that most of the CT based methods used in the 
first line of acute stroke evaluation can be performed 
using MRI also, typically with greater spatial resolu-
tion and sensitivity. The primary reason that MRI is 
not used as the initial imaging method for detecting 
acute stroke in stroke center protocols is that it is not 
universally available and cannot be used for patients 
with metal implants. Nonetheless, for research pur-
poses, MRI is generally more powerful.

Structural Brain Abnormalities in CVD

The most basic clinical question for outpatients with 
CVD is whether there is evidence of infarction indica-
tive of embolic stroke or other cerebrovascular event. 
If there is no evidence of an acute stroke or in people 
where a stroke is known to have occurred at some time 
in the past (greater than 2 weeks ago), evidence of 
cerebral infarction can generally be obtained through 
analysis of standard T1, T2 and FLAIR images. 
During the subacute period (2 days to 2 weeks), low 
signal on T1 (hypointensity) and high signal on 
T2-weighted and FLAIR images (hyperintensity) is 
evident, indicating infarction, that follows the vascu-
lar distribution. Revascularization and blood–brain 
barrier breakdown may cause parenchymal enhance-
ment with contrast agents. After several weeks, the 
infarction is still evident on T1, T2, and FLAIR, but 
there is also tissue loss with large infarctions. However, 
mass effects disappear and enhancement of the paren-
chyma fades.

In addition to the infarction in cortical areas sup-
plied by the vascular distribution, white matter damage 
is also typically evident. This presents on MRI as 
hyperintensities along white matter tracks. There may 
evidence of loss of white matter, observed as reduced 
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white matter volume. In cases, where a large vessel 
stroke has occurred secondary to CVD (e.g., middle 
cerebral artery), functional impairments are often dra-
matic and the cerebral infarction is the dominant find-
ing. However, many CVD patients do not experience 
large vessel infarction yet show evidence of cerebro-
vascular disturbance and brain dysfunction. The basis 
of this disturbance is not well understood, and is in fact 
the focus of much of our research, as well as this chap-
ter. However, two general mechanisms are likely to 
play a role: (1) chronic cerebral hypoperfusion and 
(2) microvascular infarctions. The second of these 
mechanisms has received the most research attention, 
as described below.

White Matter Damage Secondary  
to Microvascular Disease

Among people with chronic CVD, cerebral microvas-
cular disease is often present even there is no other evi-
dence of prior stroke or clinical evident cerebrovascular 
disease.406,477 In fact, WMH on MRI have been associ-
ated with hypertension and other vascular risk fac-
tors.478–482 WMH volume tends to increase with age, 
though this may in part reflect greater vascular disease 
in the elderly.430

Our initial work focused on white matter abnormal-
ities in VaD, using T1 and FLAIR imaging to measure 
WMH volume. The rationale for these studies was that 

VaD is thought in occur as a function of microvascular 
disease among people without large vessel infarc-
tion.483,484 Strong associations were found between 
WMH volume and cognitive functioning, specifically 
with psychomotor and information processing speed, 
executive functioning and learning efficiency.32,53,406,485 
Similar findings were observed among patients with 
milder VCI, with WMH associated with impairments 
on symbol digit coding, Stroop, Grooved Pegboard, 
and CVLT learning performance. However, among 
patients with VaD, cortical volume was actually much 
more strongly associated with memory, overall 
 cognitive impairment, and dementia severity (DRS) 
than was white matter volume, raising the possibility 
that white matter damage is not the only factor driving 
cognitive impairments. Given these findings, we 
shifted focus to on earlier stages of vascular disease, to 
better understand the basis for cognitive decline and 
these brain abnormalities (Fig. 15.6).

Our findings in the CVD cohort paralleled those 
from VCI. WMH volume was associated with psycho-
motor and information processing speed, executive 
functioning, and learning efficiency.192,456 The figure 
(left) shows the method of quantification of WMH 
from three regions (periventricular, subcortical, and 
deep white matter (i.e., corona radiata/cortical white 
matter). All three regions were associated with perfor-
mance on attention and psychomotor measures, but not 
on other cognitive domains. This finding suggests that 
WMH may not be the only neuroimaging indicator of 
the CVD-associated cognitive disturbance.

Fig. 15.6 White matter hyperintensities (WMH) as often observed on MRI using a FLAIR protocol. Areas of significant periven-
tricular and deep subcortical WMH have been manually traced
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Vascular Function and WMH

In studies that parallel those described earlier on the 
relationship between systemic vascular function and 
cognitive impairment in CVD, we also examined 
whether vascular function to WMH volume. Regression 
analyses have revealed highly significant associations 
between the four systemic vascular indices and WMH. 
Carotid IMT was most strongly associated with WMH 
(p < 0.01), suggesting the influence of atherosclerotic 
burden and reduced vascular distensibility (i.e., inelas-
ticity of vessels) on the development microvascular-
associated brain changes.

Altered Functional Brain Response  
in CVD (FMRI)

A major focus of our current research is change in func-
tional brain response among people with CVD and other 
neurological disorders. We have over 15 FMRI publica-
tions stemming from these efforts to date. We plan to 
use mean signal intensity data from two FMRI tasks as 
primary dependent measures of function change: 2-back 
and continuous visual memory test (CVMT). The 2-back 
is a widely used FMRI working memory paradigm. The 
CVMT is an excellent paradigm for examining memory 
encoding and recognition. Findings of relevance to the 
current proposal are outlined below (Fig. 15.7).

Identification of 2-Back-Related Networks  
and ROIs

We have conducted several FMRI studies of attentional/
executive networks that demonstrate our capability to 

examine the BOLD response to the cognitive challenges 
that we have proposed.162,163,177–187 These have enabled us 
to identify relevant brain ROIs for this study. In a series 
of experiments using the n-Back paradigm we have iden-
tified an attentional/executive network, including bilat-
eral dorsolateral prefrontal cortex (DLPFC), posterior 
parietal cortices (PPC), and supplementary motor area 
(SMA), that is reliably associated with the task across a 
wide variety of samples, including older adults,162,163,180,181 
cigarette smokers,187 and Multiple Sclerosis (MS),177,178 
Alzheimer’s Disease (AD), and CVD180–182 (Groups 
ordered this way in figure). These results demonstrate 
our ability to obtain consistent, reliable, and valid data 
from different clinical populations. Among healthy 
adults and CVD patients, altered response of frontal and 
parietal regions, and the SMA are associated with suc-
cessful performance of other tasks requiring high atten-
tional demands and cognitive processing speed.

Aging, CVD, and BOLD

We have examined age effects on the BOLD response to 
cognitive challenges.162,163,180 Adults (age >55) had 
greater activity (signal intensity) in expected regions dur-
ing the least difficult n-Back level (i.e., 1-Back) com-
pared to younger adults (mean age 28). Brain recruitment 
(volume) in these ROIs was inversely related to age, with 
increased activation on the least difficult 1-Back condi-
tion, and an inverse relationship between BOLD signal 
intensity and age. These results indicated that age × brain 
activation effects were more complex than simply under-
activation or compensatory overactivation.

We next examined age effects among 15 CVD 
patients with MCI patients (based on clinical history) 
The patterns of activation observed on the 2-back were 
similar to that observed in healthy controls, though 

Fig. 15.7 Cortical activation to a 2-back FMRI task of the type 
used to show abnormalities in functional brain response during 
verbal working memory among patients CVD, and its relation-
ship to systemic vascular disturbances. Activation is evident 

across brain ROIs typically involved in working memory 
including the inferior parietal cortex, dorsolateral prefrontal 
cortex, and supplementary motor area
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people with CVD and MCI exhibited reduced task-
associated activity in expected ROIs (DLPFC and 
PPC) and lower test scores.31 This preliminary study 
suggested that less brain activity was associated with 
worse performance among older people with severe 
CVD who were experiencing MCI. No compensatory 
activity was observed.

BOLD Response Alterations in CVD

In order to examine potential impact of vascular health 
upon brain function during the 2-Back task, we 
 compared CVD patients in good vascular health 
(n = 10) to those in poor vascular health (n = 9) defined 
by CO > 0.495.181 Those with mild cardiac disease 

exhibited greater activity in previously observed task-
related ROIs (DLPFC, SMA, and PPC bilaterally) and 
significantly better task performance. A smaller sub-
sample (n = 8) also performed the SS task. Moderate to 
severe CVD patients exhibited less DLPFC and PPC 
activation than healthy control participants (p < 0.05). 
CVD patients also had significant activity in unex-
pected areas (medial and inferior frontal cortices). 
These results support our hypotheses that vascular 
health will be positively related to BOLD signal (in 
expected ROIs) and cognitive performance, and that 
severe CVD patients will exhibit large alterations in 
BOLD FMRI signal. These initial findings are promis-
ing, but more studies are needed to examine these and 
links between systemic perfusion, cerebral hypoperfu-
sion, and impaired functional brain response (Figs. 15.8 ).

Fig. 15.8 Cortical regions (middle frontal gyrus) showing significant associations with systemic vascular disturbance (IMT) 
among patients with CVD
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Functional Brain Response is Influenced by 
Systemic Vascular Factors

In a recent series of studies conducted with partici-
pants from our two CVD cohorts (RO1-AG179751; 
HL084178), we examined the relationship of specific 
systemic vascular indices to functional response on the 
2-back. The results were quite striking. Both cardiac 
output and IMT (a measure of atherosclerotic burden 
and vascular thickening) were found to be associated 
with the intensity of activation within the working 
memory network. IMT was most strongly associated 
with the intensity of activation in the middle frontal 
gyrus (r = −0.71, p < 0.05), with greater vessel 
 thickening (i.e., greater atherosclerotic burden) tied to 
reduced response on the 2-back compared to the 0-back 
task.449 Cardiac output was found to be associated with 
 activation in three brain regions (Insula, SMA, 
DLPFC; p < 0.01). As hypothesized, reduced cardiac 
output was associated with reduced BOLD response 
(Fig. 15.9).404

Functional imaging of Risk for Vascular Disease

In search of an early marker that may identify indi-
viduals predisposed to developing cognitive difficul-
ties, we employed FMRI to test for differences in 
hemodynamic response to a working memory chal-
lenge based on family history of hypertension (HTN).486 

Healthy adults (ages 18–40 years) were assessed on 
the 2-back paradigm, with half having a positive fam-
ily HTN, but without HTN themselves. People with 
HTN family history had reduced 2-Back-related acti-
vation in the right inferior parietal lobule and temporal 
gyrus, and more posterior cingulate deactivation. The 
results indicate that family history of HTN is associ-
ated with subtle changes in brain response to working 
memory in otherwise healthy adults, suggesting a pos-
sible phenotypic effect.

We subsequently piloted FMRI response on the 
2-back with several other “at-risk” cohorts, obese, 
metabolic syndrome, and diabetic adults. Eight adults 
with metabolic syndrome (ATP-III criteria), and risk 
factors including insulin resistance, hyperlipidemia, 
obesity, and HTN were compared to eight age-matched 
healthy controls on the systemic vascular, ASL, FMRI, 
cytokine, and cognitive measures proposed for the cur-
rent project. The metabolic syndrome group exhibited 
increased mean signal intensity and volume of activa-
tion cortex in the DLPFC and SMA, suggesting inef-
ficiencies in their brain response.

Temporal Dynamics of Cortical Recruitment 
During Working Memory

Our 2-back studies have increasingly focused on dif-
ferences in the volume of brain activation over time. 
Young healthy adults show increases in activation 

Fig. 15.9 Graphs showing differences in BOLD response on 
the 2-back task between people with a family history of hyper-
tension (FH+) and people without such history (FS-). Significant 
differences in mean signal intensity were evident in the inferior 

temporal, inferior parietal and posterior cingulate regions. 
People in the FH+ group did not yet have problems with hyper-
tension, so these differences in brain response presumably reflect 
genetic predisposition
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over 30 s of working memory performance, most 
notably in the frontal cortex.487 Increases in activated 
cortex over time suggested that recruitment was occur-
ring, and was associated with sustained working 
memory demands. This conclusion was supported by 
the fact that 2-back performance declined over the 
30 s periods. We are exploring similar analytic meth-
ods to examine cortical recruitment over time among 
people with CVD, with initial results suggesting dra-
matic increases in activation over time on the 2-back 
task, suggesting that recruitment on the 2-back task 
may be an useful measure of working memory 
inefficiency.

Diffusion Imaging in CVD

Standard structural MRI methods involving T1, T2, 
and FLAIR scanning are useful for detecting fully 
developed infarctions and other morphometric abnor-
malities, including atrophy. They less useful for charac-
terizing the degree of physiological disturbance and 
tissue damage in brain regions that are not fully 
infracted. Furthermore, while FLAIR is useful for 
measuring WMH volume, it is not highly sensitive 
to microstructural abnormalities in white matter. 
Diffusion-weighted methods including DWI and DTI 
provide metrics of tissue experiencing ischemia (DWI 
and white matter integrity and injury DTI,488  augmenting 
the information obtained from FLAIR.489–491 As dis-
cussed in Chap. 18, DWI is now widely used in the 
assessment of acute stroke.492–495 Furthermore, diffusion 
imaging and information obtained by comparing the 
 diffusion and perfusion imaging mismatch have also 
shown areas of abnormality among patients with white 

matter disturbance secondary to microvascular dis-
ease496–499 and also lacunar infarctions.499 DWI abnor-
malities have been found among people with chronic 
hypertension.497,500–510 Delayed diffusion abnormalities 
have also been shown in the hippocampus and white 
matter secondary to anoxia,511 suggesting that this 
method can be used for detecting physiological changes 
in neuronal function caused by other factors in addition 
to infarction. In the context of CVD, DWI has been 
shown to be sensitive to abnormal brain development in 
newborns with congenital heart  disease.512 Most studies 
of DWI in patients with CVD have focused on detect-
ing cerebral ischemic events during cardiothoracic sur-
gery.513–519 At this point in time, DWI tends not to be a 
routine used for assessing chronic cerebrovascular 
effects of CVD in an outpatient context (Fig. 15.10).

Diffusion Tensor Imaging

This imaging method derived from DWI in which 
 diffusivity is measured in a large number of different 
spatial directions, providing unique data regarding 
alterations in white matter integrity. For the most part, 
at this point in time DTI is primarily used clinically by 
some neurosurgeons for visualizing white matter tracts 
when performing cranial surgery. However, methods 
have been developed and are being validated for 
 quantifying the information on white matter tracts that 
DTI provides.520–527 The figures below depict DTI meth-
ods that provide visualization of DTI from a single 
study patient showing The processing steps involved in 
producing fiber bundles based on DTI acquisition are 
shown. A dense initial pathset representing all regions 
of linear anisotropy is presented in the first image. 

Fig. 15.10 White matter tractography derived from diffusion tensor imaging (DTI) analyses. The three images depict different 
stages in the derivation of the white matter tracts. The colors show the directionality of specific fiber tracts
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The center image shows paths after culling ambiguous 
path and noise. The final image shows paths from center 
after clustering. Through inverse modeling of the under-
lying DWI data, we will identify individual fiber bundles. 
These bundles enable determination of metrics (e.g., 
cross-sectional area, average FA, Trace, Stream Tube 
number and length) for particular white matter ROIs 
(e.g. corpus callosum and frontal gray matter (yellow) as 
shown in the image to the left. These metrics derived 
from DTI analyses provide evidence of altered white 
matter in these ROIs. Small white matter lesions can also 
be detected through visual analysis of DTI tractography. 
See Chap. 4 for detailed discussion on DTI (Fig. 15.11).

Currently DTI is largely a research tool. It has been 
used for characterizing abnormalities of the structural 
integrity of white matter pathways in various neuro-
logical brain conditions, including AD, MCI, HIV, and 
normal aging.528–531 In the context of cerebrovascular 
disease, alterations in white matter pathways have 
been demonstrated.531–538 To date, there are few DTI 
studies of CVD.

We piloted DTI for use in CVD, studying 16 CVD 
patients from the R01-AG17975 cohort (HF = 8; 
no-HF = 8). DTI scalar parameters including fractional 
anisotropy (FA) and apparent diffusivity coefficient (ADC) 

were measured from the corpus callosum and anterior 
limb of the internal capsule. . People with severe CVD and 
HF patients had reduced white matter coherence (FA) in 
the internal capsule compared to those with mild CVD 
at the 36-month assessment, associated with attention-
executive performance, validating our earlier WMH find-
ings, and supporting a link between white matter damage 
in CVD and cognitive dysfunction. However, when we 
examined both WMH and the DTI metric together, WMH 
volume was retained as the best predictor of cognitive 
performance (R2 = 0.62, p < 0.05). Based on this finding, 
the overlap between WMH on FLAIR and DTI, and the 
greater ease of WMH analysis, we decided to collect only 
FLAIR for WMH in the current study.

Cerebral Perfusion

There are a number of ways that CBF and cerebral 
hypoperfusion can be assessed. For example, we 
 previously used SPECT to study cerebral perfusion 
abnormalities in dementia.58,539 In the first, Ott et al.437 
dissociated WMH from SPECT perfusion in AD. 
Patients were excluded based on clinical history of 

Fig. 15.11 DTI image of the type used to characterize white 
matter disturbance in our studies of HIV, CVD, and other 
brain disorders. A left superior frontal white matter ROI for 
purposes of deriving FA, MD and other scalar metrics that 

reflect degree of white matter integrity and coherence, or con-
versely the extent of damages is shown: A) Axial image 
showing FA in this ROI; B) 3-dimensional rendering of the 
same ROI
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stroke (see adjacent figure). While both indices related 
to different aspect of cognitive function, SPECT CBF 
levels were not correlated with WMH (Fig. 15.12).

In a second study, Cohen et al. quantified SPECT 
and WMH from FLAIR in 26 VaD patients (NINDS 
criteria).58,539 In contrast with our findings from AD 
patients, WMH significantly correlated with frontal 
perfusion on SPECT. Interestingly, frontal lobe perfu-
sion did not correlate with performance on measures 
of executive function, even though global and frontal 
perfusion, were both associated with other cognitive 
functions. These results suggested that a functional 
“disconnection” between the frontal lobes and subcor-
tical structures does not fully account for the global 
cognitive impairment in VaD, and that a complex rela-
tionship seems to exist between cerebral perfusion and 
cognitive dysfunction, apart from the effects of WMH 
damage. This was quite remarkable given that enor-
mous effort was made to rule out AD. These results 
pointed to the possibility that VaD and AD were highly 
interrelated, and that studies of the vascular contribu-
tions to AD development are needed.

A number of studies have employed PET or SPECT 
imaging to examine cerebral perfusion abnormalities 
associated with factors related to CVD.112,353,509,540–547 In 
one recent study, longitudinal change in rCBF was com-
pared between people with chronic hypertension and 
healthy controls using PET.548 The hypertension group 
had greater rCBF decreases in prefrontal, anterior cin-
gulate, and occipital areas over time, suggesting the sus-
ceptibility of these brain areas to hypertension-related 
dysfunction as they aged. The HTN group also showed 
worsening of brain response in motor areas, the tempo-
ral cortex and hippocampus compared to controls. Pulse 
pressure, mean arterial pressure, and systolic and dia-
stolic pressure were all associated with longitudinal 
rCBF changes, while increased duration of hyperten-
sion was associated with decreased rCBF in prefrontal 
and anterior cingulate areas. These results illustrate the 
effects of hypertension on cerebral perfusion and resting 
brain function in the elderly over time.

PET and SPECT imaging have also been used to 
demonstrate diminished rCBF in patients with heart 
failure.357,549 Review of the limited number of studies 

Fig. 15.12 Neuroimaging of a patient with AD. (A) The 
structural MRI images obtained with FLAIR sequences shows 
moderate periventricular WMH volume. (B) SPECT obtained 
from this same person shows global perfusion abnormalities, 

particularly notable in temporal and parietal regions. The 
intensity of SPECT activation across cortical ROIs does not 
correlate with the extent of WMH that is evident. This type of 
dissociation is characteristic of patients with AD
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that have been conducted suggests that patients with 
chronic heart failure exhibit cerebral hypoperfusion 
that is similar to that observed in AD.357 However, pro-
spective longitudinal study of changes in perfusion 
over time using these methods has not been conducted. 
Several studies have used these methods in conjunc-
tion with cardiac surgery.355,544,550–556 These studies have 
generally shown some reduction in cerebral perfusion 
post-cardiac surgery, though that extent of hypoperfu-
sion is modifiable by various neuroprotective interven-
tions during surgery. For example, one study used 
SPECT to show that neurocognitive impairments 
among some patients were associated with rCBF 
reductions post-surgically.552 Both short-term (68%) 
and long-term (55%) decreases in rCBF were evident. 
However, cerebral perfusion and adverse functional 
outcome could be improved by preventive coronary 
revascularization of beating heart.

Transcranial Doppler Imaging

CBF abnormalities can also be detected by Transcranial 
Doppler imaging with ultrasound.513,557,558 Given the 
ease of conducting ultrasound measurement, this 
method is often used to monitor cerebral hemodynamic 
function during cardiac surgery.355,559–564 In addition to 
showing blood flow variations, fusion, Transcranial 
Doppler imaging can also be used to identify emboli 
passing through the carotid or other arteries during 
surgery that have potential to cause cerebral infarc-
tion.565–567 Two microemboli detected on imaging dur-
ing CABG appear on ultrasound as shown by the 
arrows in the adjacent figure. However, neurocognitive 
outcome following cardiac surgery is not necessarily 
related to the quantity of emboli observed. We previ-
ously found that while mild reductions in neurocogni-
tive function occurred in the period following both 
CABG and valve replacement surgery, these deficits 
were not strongly associated with intraoperative micro-
emboli count,181 suggesting that deficits were linked to 
hypoxia or other factors during surgery, a finding con-
sistent with previous PET results.550

The most common methods for assessing regional 
cerebral perfusion abnormalities in clinical settings, 
particularly when stroke is suspected involve PWI with 
either CT or MRI. PWI is typically conducted along 
with angiography to provide visualization of cerebral 
vessels that may be dissected or occluded. The perfu-

sion-weighted image is obtained by injecting a con-
trast agent that enables measurement of blood flow. In 
the context of stroke, a focal region of diminished CBF 
can be visualized and its area quantified, providing 
information on the extent of altered perfusion second-
ary to the ischemic event. Furthermore, contrasting the 
mismatch between the perfusion- and diffusion-
weighted images provide information on how much of 
the ischemic region can be salvageable.568–570 These 
methods are discussed in detail in Chap. 18.

While a relatively large literature on the use 
MR-based cerebral perfusion methods for stroke exist, 
relatively few studies have used these methods to study 
CVD, or associated risk factors, though a few have 
focused on the effects of chronic hypertension, carotid 
atherosclerosis, and cardiac surgery.568,571–575 For exam-
ple, one study found that hypertension during 24-h 
ambulatory blood pressure readings among 80 older 
adults was associated with slower gait speed, poorer 
functional outcome, and also reduced cerebral perfu-
sion. A few studies have investigated the use of PWI in 
the context of cardiac surgery519,576 or in experimental 
surgical animal models.571 Several recent studies have 
employed a similar strategy to evaluate perfusion and 
functional brain abnormalities in normal aging, AD, 
and MCI.577,578 In one study of normal aging, risk fac-
tors for stroke were shown to relate to both BOLD and 
rCBF differences relative to young controls.579

There are relatively few PWI studies of cerebral per-
fusion among patients with CVD. As part of an ongo-
ing National Institutes of Health sponsored heart failure 
project, we (Sweet and Cohen) are currently examining 
cerebral perfusion abnormalities associated with severe 
CVD and impaired cardiac output in heart failure. This 
study also aims to bridge the analysis of CBF and func-
tional brain response. This is important given the fact 
that it is difficult to disentangle the effects of changes in 
regional blood flow from impaired neuronal response 
tied to blood oxygen metabolism. This is  particularly 
true when there is a chronic global hypoperfusion, as is 
the case in heart failure. Noninvasive methods of PWI 
have been developed in recent years that do not require 
the administration of a contrast agent. The most widely 
studied method involves ASL and requires that only 
particular MR sequences be employed during scanning. 
While still in its early phases, we are currently simulta-
neously measuring rCBF using ASL and FMRI during 
working memory tasks. We also collect systemic vas-
cular measures, as well as FLAIR to measure WMH. 
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The goal is to determine whether systemic vascular dis-
ease effects  functional brain response as measured by 
BOLD beyond its general effect on cerebral perfusion, 
and to determine whether these effects exist beyond the 
influence of structural brain changes as reflected by 
white matter damage on MRI. The rationale for using 
ASL was fourfold: (1) It could be obtained at the same 
time as the other MR data; (2) Neuroanatomic coregis-
tration would be relatively easy; (3) ASL could be most 
readily analyzed relative to the FMRI data from the 
study; and (4) ASL would provide metrics that could be 
easily analyzed for specific brain ROIs. This project is 
an illustration of how two imaging modalities can be 
simultaneously measured to provide unique informa-
tion about underlying brain disturbances.

Hemodynamic Influences on the BOLD  
Response

Given that functional imaging methods such FMRI 
depend on CBF changes, an important issue is how to 
disentangle hemodynamic from neuronal contributions 
to the BOLD response. Hoge and his colleagues have 
developed methods to examine the relationship of ASL 
and BOLD during the same scanning session to charac-
terize their relationships over time,580–584 including in the 
context of a simple motor paradigm. ASL was carried 
out using PICORE labeling geometry with Q2TIPS satu-
ration. The correlation between BOLD and HbR was 
much stronger than the correlations between BOLD and 
oxyhemoglobin (HbO) or total hemoglobin (HbT). In 
contrast, the ASL measurement was more strongly cor-
related with the NIRS HbO and HbT responses than the 
HbR response. The ASL measured perfusion clearly 
peaks around 2 s earlier than the BOLD response. While 
ASL closely follows NIRS measured HbT and HbO, 
BOLD closely follows HbR. The figures above show the 
temporal lag between the BOLD and ASL response. The 
difference between the baseline (magenta arrow) and 
activated (green arrow) signal levels enabled estimation 
of rCBF change. Hypercapnia challenge has been used 
to improve the accuracy and image quality of pulsed 
ASL, by producing a maximal response with CO

2
. The 

results show that ASL is significantly related to BOLD 
FMRI signal, with coupling between BOLD FMRI sig-
nal and blood perfusion in healthy people and CVD, and 
that hypercapnia applied with our ASL methods increases 
the accuracy of rCBF change measures during global 

periods of global flow increases. Contrasting these imag-
ing measures provides valuable information that enables 
separation of hemodynamic from BOLD abnormalities 
related to impaired neuronal response.

Magnetic Resonance Spectroscopy

This MR-based method is potentially valuable for 
assessing cerebral metabolic abnormalities associated 
with vascular disease, though to date there is a very lim-
ited research literature in CVD. There are a number of 
methods available for MRS (see Chap. 6), though none 
are commonly used in routine clinical care at this point 
in time. The simplest and most studied approach is the 
single voxel proton MRS method, in which individual 
ROIs are prescribed in different brain regions (e.g., 
Frontal gray matter, Frontal white matter, hippocam-
pus), and metabolite concentrations are determined 
based on the spectrographic MR waveform. As shown 
in the figure above, several metabolites are typically 
measured including n-acetyl aspartate (NAA), cho-
line (Cho), creatine (Cr), myoinositol, and glutamine-
glutamate (Glx) levels. Ratios are often created, using Cr 
as a reference metabolite. NAA/Cr is thought to reflect 
neuronal damage. Cho and MI are markers of cerebral 
inflammation, while Glx may reflect excitoxicity and 
other processes associated with GABA metabolism.

MRS has been most widely studied for neurodegen-
erative brain diseases, including AD/MCI,585–587 HIV588–590 
and multiple sclerosis.591–594 The most common finding is 
decreased NAA levels associated with severity of brain 
disease, presumably related to neuronal loss. However, 
increased levels of inflammatory markers (MI, Cho) and 
other metabolic disturbances have also been found. For 
example, among patients with HIV-associated cognitive 
impairments, we have found that Cho and MI ratios were 
increased in frontal gray matter and the basal ganglia, 
while NAA was also reduced in frontal gray and white 
matter compared to controls, and cortical Glx elevations 
were also evident.

Metabolite abnormalities have also been shown in 
both experimental and clinical stroke,595–597 though is 
generally not performed in routine clinical manage-
ment of patients. In one of the earliest studies, reduced 
NAA in the infarct within the first 4 days was related to 
the clinical stroke syndrome, more extensive infarc-
tion, more severely reduced blood supply to the infarct, 
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and the presence of lactate. Lactate was related to large 
infarcts and reduced NAA. Swelling in the infarct was 
not associated with reduced NAA, suggesting disso-
ciation between the evolving infarction (reduced 
NAA levels) and pathophysiological responses to the 
stroke (e.g., inflammation).595 In a more recent study, 
decreased GABA was observed in the brain areas 
following stroke. In another recent study, NAA levels 
measured by MRS corresponded with diffusion abnor-
malities on DWI during the period following acute 
stroke.597 There is also evidence of altered cerebral 
MRS metabolites associated with chronic global isch-
emia and anoxia in experimental rats,598 suggesting 
that effects are not solely attributable to acute infarc-
tion. Interestingly, associations have also been shown 
between MRS abnormalities and migraine aura.599

An intriguing application of MRS is for the study of 
the effects of diabetes, metabolic syndrome, and related 
risk factors to CVD-associated brain dysfunction. 
Several studies have employed MRS to study how 
insulin and glucose metabolic disturbances affect cere-
bral metabolites.600–604 In a recent study, Type 2 diabet-
ics showed an increased level of Cho/Cr in the frontal 
white matter, associated with altered membrane phos-
pholipid metabolism.600 Increased levels of increase in 
Glx levels on MRS in the hippocampus of rodents bred 
to have diabetes, a finding consistent with brain tissue 
content in human diabetics.602 In another recent study, 
a number of MRS abnormalities were observed among 
people with glucose intolerance and diabetes relative 
to controls.603 Frontal cortical Cho/Cr ratios were 
increased in patients with impaired glucose tolerance 
compare to controls. Parietal white matter Cho/Cr 
ratios were also significantly higher in patients with 
impaired glucose tolerance compared to patients 
with diabetes, while frontal cortical MI/Cr ratios were 
increased, and parietal white matter Cho/Cr ratios were 
decreased when compared to controls. Frontal cortical 
NAA/Cr and Cho/Cr ratios and parietal white matter 
Cho/Cr ratio decreases were greatest in diabetic 
patients with poor glycemic control. One very recent 
study examined brain metabolism and CBF in young 
patients with hyperlipidemia. Cho/Cr and NAA/Cr in 
the occipital region of the brain correlated with excess 
percentage of body fat and low levels of high density 
lipoprotein cholesterol. Serum triglyceride levels were 
also positively correlated with the NAA/Cr and Cho/
Cr ratios in the parietal and temporal area.605 These 
types of findings have considerable relevance to CVD, 

as diabetes and hyperlipidemia often comorbid, and 
reflect metabolic disturbances that may exacerbate the 
neuronal impact of hypoperfusion.

MRS has been used to study cerebral metabolite 
disturbances associated with heart failure.606 Proton 
MRS was obtained from localized regions of the 
occipital gray matter and parietal white matter. 
Absolute levels of the metabolites NAA, Cr, Cho, and 
MI were measured. All metabolites were abnormal in 
the cortical gray matter, but only CR was elevated in 
the white matter ROI. Interestingly, after heart trans-
plantation, levels of these metabolites normalized to 
some extent. These findings suggest that cerebral metab-
olite disturbances occur in associated with chronic heart 
failure and presumably cerebral hypoperfusion, and 
raises the possibility that this may contribute to associ-
ated brain dysfunction. Another study examined the 
effects of the drug, MDNA (ecstasy) on cardiac meta-
bolic disturbance, but did not specifically focus on 
cerebral metabolite effects.607 A few studies have 
examined MRS metabolites abnormalities following 
cardiac surgery.169,608–613 MRS has also been used to 
study the effects of apnea and its treatment effects on 
the brain.614 These types of studies point to its value as 
an indicator of impaired cerebral metabolic function in 
patients with chronic system vascular disease, even in 
the absence of infarction.

We are beginning to employ MRS in our experi-
mental studies of CVD and heart failure. The measure-
ment of cerebral metabolite abnormalities would be 
potentially valuable in conjunction with data from other 
neuroimaging modalities, such as FMRI, structural 
imaging, and  diffusion-perfusion imaging. Together, 
these approaches may enable determination of: (1) The 
relative contributions of metabolic disturbance, hemo-
dynamic abnormalities, and structural brain damage to 
CVD-associated cognitive impairments and brain dys-
function associated with CVD; (2) Worsening over 
time; (3) Relationships between indices  of systemic 
vascular function and cognitive impairment and brain 
abnormalities; and (4) Functional brain abnormalities 
(FMRI) associated with systemic vascular disturbance. 
We have also shown that: (1) Systemic vascular prob-
lems may be tied to cerebrovascular and neuronal dis-
turbances; (2) Regional CBF (ASL) and cerebral 
metabolite disturbances are likely linked to these brain 
disturbances; (3) May represent the link between sys-
temic vascular disease and vascular-associated brain 
dysfunction in the elderly; and (4) These  hemodynamic 
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and metabolic factors are also associated with func-
tional brain abnormalities on FMRI. With respect to 
feasibility, we have shown the ability to successfully 
conduct large studies of CVD and MCI and to reliably 
collect and analyze all measure, including the neu-
roimaging indices ASL, FMRI, systemic vascular 
function and the cognitive functions of interest in a 
manner that is very feasible in the context of the cur-
rent study. We have conducted preliminary studies 
comparing people with and without CVD and MCI on 
the planned neuroimaging and vascular measures, with 
preliminary results that provide compelling support for 
our the specific aims and hypotheses.

Conclusions

Neuroimaging provides powerful methods for study-
ing CVD-associated cognitive disturbance and brain 
dysfunction. Some of these methods have future poten-
tial to serve as biomarkers of risk for brain dysfunction 
in people with CVD who are cognitively asymptom-
atic, but showing early evidence of brain effects. These 
methods range from approaches that primarily inform 
about structural brain damage to other like FMRI that 
provide information on the functional responsiveness 
of particular regions of the brain suspected of being 
vulnerable. There are specific methods for measuring 
brain tissue that is ischemic yet not fully infracted 
(DWI), as well as areas with decreased perfusion. 
Furthermore, using MRS it may be possible to identify 
physiologically vulnerable brain areas among people 
who are otherwise asymptomatic with respect to cog-
nitive function. In the future some of these methods 
may prove useful as biomarkers that in the future may 
provide biomarkers for detecting people with CVD 
who are at risk for future brain injury and functional 
decline.
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Introduction

It is now widely accepted that regular exercise behavior 
has numerous health benefits, including enhanced 
weight control,217 and reduced risk of cardiovascular 
disease,191 type 2 diabetes,113 and osteoporosis,205 as 
well as cancers of the breast142 and colon.180 There is 
also growing evidence that exercise may enhance 
mood27,64 and cognitive functioning.47,75

There are at least three general types of research 
questions that require continued pursuit. First, more 
evidence is needed to illustrate the effects of exercise 
on various disease states (e.g., cardiovascular disease, 
diabetes, cancers), including affective (e.g., depres-
sion, anxiety) and cognitive (e.g., dementia) disorders. 
Included in this category are questions regarding the 
optimal dose (i.e., intensity, frequency, duration) and 
mode (e.g., aerobic, resistance training, yoga) of exer-
cise. Second, a better understanding of the mechanisms 
that underlie the effects of exercise on each of these 
health outcomes is needed. As an example, it will be 
important not only to know whether exercise can help 
reduce symptoms of depression or dementia but also 
how this occurs. Third, it is necessary to increase our 
understanding of how to best help people adopt and 
maintain programs of regular exercise that are likely to 
lead to beneficial health outcomes. This is especially 
important given that 60% of the US population does 
not exercise regularly.197

The latter two questions are highly relevant to the 
mission of this book. Thus, with regard to the second 
type of question, we focus on the mechanisms of the 
effects of exercise on cognition and affect, since we 
speculate that these relationships may be more fully 
mediated by brain processes than the effects of exer-
cise on “physical” disease states, such as heart disease, 
cancer, and diabetes, which may involve greater and 
more complex systemic processes. With regard to the 
third question, we focus on the functional brain 
response to acute exercise bouts and the implications 
for successful adoption and adherence to exercise pro-
grams. Both of these areas of research are in their 
infancy, thus much of what we discuss is based on con-
ceptual frameworks and a small, but growing, empiri-
cal literature.

Neural Mechanisms of the Effects  
of Exercise on Cognition

Effects of Exercise on Normal  
Cognitive Functioning

It has long been posited that exercise may enhance 
cognitive capabilities. There is growing evidence of 
improved cognitive functioning in response to exercise 
among nondepressed adults47,75 and children.178 In 
recent years, increasingly more studies in this area 
have included randomized controlled examinations of 
the effects of exercise on cognition, and thus have 
focused on the effects of specific cardiovascular fitness 
programs on cognitive function. Notably, there is great 
variability in the types of physical activity programs 
examined, and questions remain regarding the level of 
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physical engagement that is most effective. Though the 
literature contains mixed results, with some studies 
suggesting that physical fitness may have little to no 
impact on cognitive function,93,131 the evidence sup-
porting the benefits of moderate exercise on cognitive 
function is increasing.

One of the first studies indicating a positive effect of 
aerobic exercise on cognition in older adults was con-
ducted by Spirduso and Clifford181 who reported that 
men who participated regularly in sports activities per-
formed better on cognitive testing compared to a group 
of sedentary peers. Several cross-sectional studies have 
replicated these observations and have reported that 
physically fit older adults demonstrate better perfor-
mances on tasks of perception, cognition, and motor 
function (for review, see ref. 75). In general, results 
from randomized clinical exercise trials, which some 
consider the “gold standard” of research designs, also 
appear to support these initial findings. Such studies 
are important particularly due to the possibility that 
participant self-selection effects could bias results 
from cross-sectional studies. Typically, clinical trials, 
or intervention studies, involve a group of sedentary 
adults who are randomized into one of two groups: 
one that receives the exercise intervention and the 
other group that either participates in a nonaerobic 
exercise program (e.g., stretching) or maintains their 
normal level of activity as part of a waitlist control 
group. Intervention studies thus allow for a more direct 
examination of the effects of aerobic fitness training 
on cognition, without confounding the effects of exer-
cise with participant characteristics (e.g., baseline dif-
ferences in general health, lifestyle choices, etc.), 
which may differ between comparison groups in cross-
sectional studies. Such studies intervention have borne 
mixed findings (see ref. 140); however, interpretation 
of these differences is complicated by the nuances 
that differ between studies. For example, there is little 
consistency between the types of exercise programs 
employed or cognitive tests assessed. Furthermore, 
many intervention studies have been based on a 
small number of participants, which can have a neg-
ative impact on the ability to observe group differ-
ences. Meta-analyses are helpful in overcoming such 
shortcomings in the literature, and results from such 
analyses generally support the idea that aerobic activ-
ity in adults is associated with positive effects on cog-
nition.47,74,75 There is also evidence that executive 
functions (e.g., task switching, working memory, and 

response inhibition) may show a greater benefit over 
other cognitive functions.47,88,114

Relatively few studies investigating the relation 
between physical fitness levels and cognition in chil-
dren and young adults have been conducted. Still, the 
evidence to suggest that aerobic fitness levels and exer-
cise behaviors in school-aged children are positively 
associated with cognitive and academic performance is 
mounting. A recent meta-analysis showed a positive 
relation between physical activity and cognitive perfor-
mance in several domains of functioning, including 
basic intellectual functioning, verbal abilities, and per-
ceptual skills.178 In terms of academic performance, 
physical fitness levels have been shown to correlate 
positively with scores on standardized measures of aca-
demic abilities,38 general academic performance41,42,78,109 
and on-task behaviors in the classroom.133

Like studies in adults, early exercise studies involv-
ing children and adolescents were predominated by 
cross-sectional designs, which are useful in examining 
correlational relationships; however, such studies do not 
permit one to evaluate the causal nature of the relation 
between increases in physical fitness and cognitive func-
tion. Fortunately, over the years, more researchers have 
begun to employ clinical exercise trials to investigate the 
impact of exercise on cognitive processes in children 
and younger adults. In such studies, improvements in 
attention, concentration, and executive functioning skills 
following acute bouts of exercise32 as well as prolonged 
(i.e., multiweek) exercise programs56 have been 
observed. Similarly, children and young adults have also 
been noted to demonstrate improvements in the alloca-
tion of attentional resources in studies measuring the P3 
component of event-related brain potentials (ERP). In 
one such study including preadolescent children, larger 
P3 amplitudes (indicating a facilitation of attentional 
processes) and better performance on a standardized test 
of academic achievement was observed following a 
one-time 20-min exercise session relative to the resting 
session.97 These findings parallel those observed in 
young adults, who also demonstrate larger P3 ampli-
tudes following intense cardiovascular exercise.98

Altogether, the literature suggests that moderate 
levels of physical activity can have positive effects on 
cognitive functioning in adults. In addition, children 
also appear to demonstrate benefits from exercise, as 
improvements in both cognitive and academic func-
tioning are reported. Interestingly, some results indi-
cate that the effects of exercise may be greater in the 
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young. The observed effect size in a meta-analysis of 
studies investigating the cognitive effects of exercise 
in children (ages 4–18) was 0.32,178 whereas the effect 
size reported in a meta-analysis of the influence of 
physical activity on cognition across the lifespan was 
0.25,75 suggesting the possibility of a “critical period” 
or neurodevelopmental window in which exercise may 
have a greater effect on the brain. Additional research is 
needed to better examine the possible differential influ-
ences of exercise on children and adults. Nevertheless, 
maintaining an active lifestyle throughout adulthood 
appears to have long-lasting effects, as studies have 
shown that regular engagement in moderate exercise 
during midlife is associated with reduced risk of demen-
tia later in life.1,169 Such findings highlight the impor-
tance of maintaining physical engagement throughout 
the lifespan, which may benefit cognitive and academic 
function in the young, and may ultimately prevent or 
delay the loss of cognitive function associated with 
aging or neurodegenerative diseases.

Neural Mechanisms and Effects  
of Exercise on Cognitive Functions

In recent years, much advancement has been made in 
the study of the neurologic effects of exercise on the 
central nervous system. As discussed below, the data 
suggest that the influences that exercise exerts on the 
brain are remarkable and quite varied. Exercise-related 
effects are observed on a structural level, a functional 
level, and a neurochemical level, all of which may 
impact neurocognitive function. Importantly, one must 
note that these changes are occurring in a system, and 
as such they are likely to be highly interrelated. For 
example, exercise-related neurochemical changes 
(e.g., increases in neurotrophic factors) likely influ-
ence cellular health, which in turn may impact gray 
matter morphometry and ultimately function.

Some of the effects that exercise has on cognitive 
function may be mediated by alterations in cerebral 
vascularization and the development of new neurons, 
as evidence from animal studies suggests that aerobic 
exercise increases angiogenesis and neurogene-
sis.26,31,112,126,189,202 Although some studies have noted 
that exercise-induced changes in angiogenesis and 
neurogenesis occur throughout the brain,26,112,126,189 
greater attention is turning toward the impact of 

 exercise on cells in the hippocampus, and in the  dentate 
gyrus more specifically,31,116,168,201,202 due in part to the 
importance of this brain region to learning and mem-
ory and the implication of this region in cognitive 
aging. For example, van Praag et al.202 reported that 
exercise resulted in improved vascular architecture in 
the dentate gyrus of young mice that were housed with 
a running wheel compared to sedentary mice. These 
researchers also found that voluntary running in young 
and older mice resulted in the development of signifi-
cantly more new cells in the dentate gyrus compared to 
age-matched control mice. Further, the number of new 
cells in the dentate gyrus of older mice in the running 
group did not differ from that of the younger sedentary 
group, suggesting that exercise might act to reverse 
age-related reductions in neurogenesis. Notably, the 
mice in both the younger and older running groups 
performed better on a task of learning and memory 
than their age-matched controls. Such results imply a 
possible link between exercise-induced improvements 
in hippocampal integrity and increased learning abili-
ties across the lifespan and may help explain the 
reported effects of exercise on memory function.

Findings from a recent magnetic resonance imaging 
(MRI) study suggest that a similar process of exercise-
induced neurogenesis may occur in human hippocampi 
and that these changes may be at least partly respon-
sible for memory improvements. In an investigation of 
middle-aged adults who participated in a 3-week aero-
bic exercise intervention, Pereira et al.157 observed an 
increase in cerebral blood volume in the dentate gyrus, 
while no other subregion of the hippocampus showed 
this effect. Dentate gyrus blood volumes were posi-
tively correlated with improvements in physical fitness 
levels as well as with verbal memory abilities at the 
end of the 3-week program. Based on their finding that 
exercise-induced cerebral blood volume changes in the 
dentate gyrus of mice correlated with neurogenesis in 
this region,157 the authors suggested that the observed 
blood volume changes may be a marker of neurogen-
esis in humans. This is a notion that should be explored 
further given the evidence for generalized increases in 
cerebral blood flow in relation to exercise.166

MRI has also been utilized to examine the effects 
of exercise on brain volume and structure. In studies 
of middle-aged and older adults, aerobic exercise 
and physical fitness levels have been associated with 
greater volumes in cortical regions and in white 
matter tracts. Colcombe et al.45 reported that higher 
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cardiovascular fitness levels in healthy middle-aged 
and older adults were related to greater brain vol-
umes in prefrontal, superior parietal, and temporal 
cortices, as well as increased white matter volumes 
in tracts communicating between the frontal corti-
ces and posterior parietal lobes. These findings are 
notable given the relation of the affected cortical 
regions to tasks of executive functioning (e.g., task 
switching, working memory, and response inhibi-
tion) and higher-order cognitive functions (e.g., 
visuoperception), which decline with age36 and also 
show improvement in response to cardiovascular fit-
ness training.47,114 Moreover, the volume sparing 
effects observed by Colcombe et al.45 occur in those 
brain regions specifically affected by the aging pro-
cess,36,45 suggesting that ongoing aerobic exercise 
may serve to offset structural declines associated 
with aging. With only a few exceptions,159 more 
recent studies46,85 have supported these initial find-
ings, and similar exercise-related effects have also 
been observed in the hippocampi of healthy older 
adults.73 Relatively few studies have investigated vol-
ume changes in younger adults, with newly emerging 
findings suggesting a relation between aerobic fitness 
and right anterior insula volumes.158

Although the study of Colcombe et al.45 reported 
above was somewhat limited in assessing the casual 
nature of the relation between exercise and brain struc-
ture due to its cross-sectional design, a later study con-
ducted by this group indicated a more direct and acute 
effect of exercise on brain volumes. In this more recent 
study, Colcombe et al.46 found that healthy older adults 
who participated in a 6-month aerobic training pro-
gram demonstrated greater volumes in frontal and 
temporal lobe regions following the exercise interven-
tion, as well as greater white matter volumes in the 
anterior corpus callosum, compared to age-matched 
nonaerobic control group.46 While these findings will 
need to be replicated by additional research teams, the 
results are quite striking as they imply that in older 
adults exercise interventions of relatively short dura-
tion may actually increase brain volumes in several 
neural regions sensitive to age-related decline. More 
studies are needed to determine the mechanisms that 
underlie these effects, as well as the stability and func-
tional significance of these effects over time.

Neurophysiological studies have revealed robust 
exercise-related differences in brain function. The most 
well investigated phenomenon has been the influence of 

exercise on the amplitude and latency of the P3 component 
of the ERP, which has been observed in preadolescent 
children,95-97 young adults,98,162 and older adults.94,105 
Generation of the P3 component is thought to involve a 
network of structures in the frontal, temporal, and pari-
etal lobes.160 It has been suggested94 that physical activ-
ity may improve cognitive function by affecting the P3 
amplitude, which has been related to improvements in 
memory and attentional processes, and by decreasing 
P3 latency, which has been associated with increased 
speed of cognitive processing.160 Several researchers 
have posited that alterations in the P3 component might 
reflect an effect of exercise on general arousal states.132,161 
One hypothesis, as suggested by Hillman et al.98 is that 
the observed changes in P3 amplitude and latency may 
result from fundamental changes in baseline electrocor-
tical activity 19,65,66,117,118,121 supported by alterations in 
underlying neurobiology, such as possible increases in 
cerebral vascularization26,112,126 and improved neu-
rotransmitter functioning.39,63

Surprisingly, very few studies have been conducted 
that utilize functional MRI (FMRI) methodologies in 
the assessment of exercise-induced changes in cogni-
tive function. Yet, results from one of the FMRI stud-
ies found in the current literature48 are quite promising. 
Colcombe et al.48 reported that, in older adults who 
completed a 6-month exercise program (i.e., walking), 
cardiovascular fitness training was associated with 
increased performance on a task of attention and inhi-
bition, as well as with increased brain activation in a 
neural network involved in the allocation of spatial 
attention, including the middle and superior frontal 
gyri and superior parietal lobe. This was also associ-
ated with a decrease in activation of the anterior cingu-
late,48 a brain region in which deactivation suggests 
reduced resources were necessary for conflict resolu-
tion.35 Similar activation patterns were observed in a 
complementary cross-sectional analysis of older adults 
of various fitness levels.48 Because FMRI techniques 
measure changes in cerebral blood flow, and exercise 
is known to improve cerebral perfusion in humans,157,166 
one could posit that these findings are simply a marker 
of improved cerebral vascularization. However, as 
Colcombe et al. noted,48 both increases and decreases 
in cerebral blood flow were observed in relation to 
improvements in cardiovascular fitness. This would 
suggest that the reported results do not merely arise 
due to exercise-induced vascular improvements but 
instead reflect changes in cortical function. The authors 
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suggested that their FMRI results indicate that aerobic 
fitness training can lead to improved cognitive and 
neurologic function in older adults. Moreover, their 
results indicate that the positive effects of exercise can 
develop over a relatively short period of time, consis-
tent with previous findings.46 Follow-up studies will be 
helpful in further interpretation and elaboration of 
these findings. In particular, it will be necessary to 
compare FMRI activation patterns of high-fit and low-
fit older adults to those of younger adults, as greater 
brain activation in older adults can sometimes suggest 
reduced efficiency (i.e., compensation strategies or 
dedifferentiation).155

Various neurochemical changes are associated with 
increases in aerobic exercise, including alterations in 
brain-derived neurotrophic factor (BDNF) and neu-
rotransmitter functions, which may underlie exercise-
related functional brain changes and may play a role in 
improved cognitive function. BDNF is a protein asso-
ciated with the growth and survival of new neurons, 
synaptic formation, and synaptic activity.16,219 It is also 
critical to hippocampal function, synaptic plasticity, 
and learning.119 In animal studies, BDNF levels have 
been observed to increase with exercise, particularly in 
the hippocampus.20,50,149,203 In rats, improvements in 
memory and learning abilities have been related to 
increases in hippocampal BDNF levels.203 In humans, 
increased serum concentrations of BDNF are noted 
after acute exercise training, though correlations 
between BDNF serum concentrations and cognitive 
function have yet to be observed.77 In terms of neu-
rotransmitter functions, exercise has been shown to 
impact monoamine neurotransmitter systems,39,63,129,130 
as well as the cholinergic system,79,80 which has long 
been implicated in age-related cognitive decline.17,18 
There is also evidence of an up-regulation of genes 
related to the excitatory glutamatergic system and a 
down-regulation of those related to the inhibitory 
GABAergic system in response to exercise.145 
Interestingly, in rodents, long-term potentiation (LTP), 
a form of long-lasting synaptic plasticity, in the dentate 
gyrus has been shown to increase in response to run-
ning.76,200 It has been suggested that increased expres-
sion of specific glutamate receptor subtypes (NR2B 
and Glu5) and BDNF mRNA in new dentate gyrus 
neurons may underlie the changes in LTP induced by 
exercise.76 Improvements in synaptic function may 
also result from an increase in dendritic spine density 
in the dentate gyrus67,165,187 and entorhinal cortex.187

The majority of research findings suggest that exercise 
is accompanied by numerous changes in the brain, 
including alterations in cytoarchitecture, neuronal pro-
liferation, cerebral vascularization, cerebral blood 
flow, gray and white matter morphometry, neurophysi-
ology, and neurochemistry. The interplay between 
each of these effects has yet to be completely under-
stood, and it is likely that several of these events are 
interconnected. Nevertheless, taken as a whole, the 
current data suggest that exercise results in a more 
plastic and effective brain, which may maintain greater 
functional capability over time.

Effects of Exercise in Treating Cognitive 
and Neurological Pathology

Recent research indicates that exercise may help prevent 
the onset of neurodegenerative disease in healthy indi-
viduals. In addition, there is evidence to suggest that, in 
people with dementia, exercise may help slow the pro-
gression of the disease and reduce symptom severity. In 
particular, the question of whether exercise can be used 
to treat or slow the onset of neurodegenerative diseases, 
such as Alzheimer’s disease, has received increased 
attention in recent years, based in part on findings that 
the hippocampus is specifically affected in Alzheimer’s 
disease,103 combined with reports that exercise promotes 
neuronal growth in the hippocampus.201,202 Several stud-
ies have demonstrated the beneficial effects of exercise 
in animal models of neurodegenerative diseases, includ-
ing a reduction in the neuropathological processes2 and 
cognitive impairments151 associated with Alzheimer’s 
disease, and a delay in symptom onset and memory 
impairment in a model of Huntington’s disease.154 While 
there are some inconsistent findings in the literature,29,216 
in humans, several studies show that regular participa-
tion in exercise during midlife may reduce the risk of 
dementia later in life.1,122,124,169,174 Moreover, individuals 
with a genotype associated with increased risk for devel-
oping Alzheimer’s disease (APOE e4 carriers) may 
receive greater benefit from regular midlife exercise.169 
A recent meta-analysis has indicated that individuals 
with Alzheimer’s disease and other cognitive impair-
ments receive multiple benefits from exercise training, 
such as improved cognitive, physical, and behavioral 
functioning.92 Similar findings are reported for patients 
with Parkinson’s disease who are noted to demonstrate 
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improvements in movement initiation21 and daily 
functioning52 secondary to aerobic exercise training. 
There is also evidence indicating that exercise may slow 
the rate of cognitive decline in individuals with 
Alzheimer’s disease.185 Consistent with this notion, a 
recent structural MRI study indicated that higher levels 
of physical fitness were associated with reduced brain 
atrophy in patients with early Alzheimer’s disease.33 
Findings from a positron emission tomography (PET) 
study involving patients with mild Alzheimer’s demen-
tia indicated that history of exercise, along with other 
daily leisure activities, was negatively correlated with 
cerebral blood flow in the temporal lobe and in tempo-
ral-parietal-occipital association areas, when controlling 
for disease severity.175 That is, greater levels of daily 
activity were associated with greater cerebral blood flow 
deficit. The authors suggested that this association 
reflected a protective effect (i.e., increased cognitive 
reserve), conferred by exercise and leisure activities, 
which allowed patients with greater brain pathology to 
better cope with their neurologic impairments and thus 
present with less severe clinical symptoms.

Data from both animal models of stroke and studies 
of stroke patients provide evidence that exercise may 
have positive effects on poststroke recovery. Findings 
from an experimental model of focal cerebral ischemia 
in rats suggest that engagement in voluntary poststroke 
exercise can lead to improved neuronal survival in the 
dentate gyrus and recovery of spatial memory func-
tion.128 In addition, engagement in regular exercise prior 
to an ischemic event appears to impart a protective 
influence on brain tissue.57 Similar effects are apparent 
in humans, as one study reported that history of pre-
stroke exercise might help reduce stroke severity and 
improve poststroke outcomes.115 Furthermore, studies 
suggest that for individuals who have suffered a stroke, 
participation in poststroke aerobic exercise programs 
may improve functional rehabilitation.164 It is likely that 
neural network reorganization may be partially respon-
sible for exercise-related functional recovery in stroke 
patients. FMRI results indicate that aerobic treadmill 
training in posthemiparetic stroke patients results in 
improved ambulation that is associated with activation 
in both cortical and subcortical structures, reflecting 
possible neural modifications to exercise training.127 
Notably, the adaptations in neural networks associated 
with limb movements (i.e., greater cortico-subcortical 
network activation) were specific to the paretic leg only, 
and were not present in the control group. These findings, 

together with similar reports in the literature72 indicating 
possible reorganization in neural networks associated 
with poststroke exercise training, suggest that exercise 
may trigger changes in neural systems plasticity fol-
lowing stroke, which may have significant functional 
implications for patients.

In summary, most findings to date indicate that exer-
cise may be a useful agent that can be employed to help 
delay the onset of neurodegenerative diseases and to aid 
in the management of cognitive and behavioral difficul-
ties associated with dementia. Considering the relatively 
inactive lifestyles of many dementia patients in long-term 
care,10 at the very least, increased implementation of 
exercise programs would likely have a positive impact on 
patients’ quality of life.11 Yet, research findings suggest a 
more hopeful picture, in that exercise may even improve 
cognitive function in dementia patients. In addition, exer-
cise may be useful in helping patients recover from neu-
rological insults such as stroke and possibly traumatic 
brain injury as well.86,87 Some of the most appealing 
aspects of exercise are its accessibility and affordability, 
which combined with the findings noted above, make 
exercise a very attractive instrument with which we can 
improve public health. We are only just beginning to 
understand the potential of exercise to foster functional 
reorganization of brain networks. Future research will 
likely unearth more focused and effective exercise pro-
grams for treating cognitive and neurological impair-
ments. As such, the use of neuroimaging techniques in 
these pursuits will become increasingly important.

Neural Mechanisms of the Effects  
of Exercise on Affect

Effects of Exercise on Normal  
Affective Functioning

Exercise has been shown to have positive effects on 
normal affective function, and has been suggested to 
be a practical and inexpensive means of defending 
against the development of some mental health 
issues.146 In psychologically healthy individuals, exer-
cise is associated with increases in mood, affect, and 
self-esteem, as well as a higher reported quality of 
life.22,24 These effects are not limited by age, as both 
young and older individuals appear to benefit from the 
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mood-enhancing effects of exercise. Physical activity 
levels have been associated with emotional well-being 
in adolescents184 as well as adults.183

Effects of Exercise in Treating  
Affective Pathology

Major Depressive Disorder

Most of the research on the effects of exercise in treat-
ing affective disorders has focused on major depres-
sive disorder (MDD). MDD is a pervasive, debilitating, 
and costly disorder.108,147,186 Recent 12-month preva-
lence estimates of MDD for US adults are 6.7%,108 
with lifetime prevalence of 16.6%.107 The effects of 
depression are severe, with 2–15% of those diagnosed 
with MDD committing suicide147 and $44 billion in 
lost work time alone.186

Clinical and experimental data obtained over the past 
25 years have provided overwhelming evidence that 
MDD involves a neurobiological disturbance that affects 
specific brain systems, including subcortical regions, 
such as the amygdala, and hippocampus, as well as the 
ventral striatum (including nucleus accumbens) and 
cortical regions, such as the ventromedial prefrontal 
cortex (VMPFC), lateral orbital prefrontal cortex 
(LOPFC), dorsolateral prefrontal cortex (DLPFC), and 
anterior cingulate cortex (ACC).53,134 These regions are 
consistent with three broad areas of dysfunction, includ-
ing emotional, cognitive, and sustained effort.

The hallmark symptoms of MDD include increased 
negative affect and decreased positive affect.5 The 
amygdala is known to play a major role in emotional 
experience.54,60,90,91,176,221 Other limbic structures such 
as the hippocampus and nucleus accumbens have been 
implicated in negative and positive affect, respec-
tively,90,120,188 and have shown abnormalities in patients 
with MDD.49,134,150,173,177,204 Cortical structures, includ-
ing the DLPFC and ACC, are also related to the mani-
festation of positive and negative affect4,34,55,81,125,137,222 
and MDD symptomotology.61,62,135

In addition to emotional dysfunction, another nota-
ble symptom of MDD includes “cognitive slowing” or 
difficulty with concentration.5 Cortical structures often 
associated with cognitive functioning or working 
memory, such as the DLPFC, inferior parietal cortex, 
and posterior cingulate have shown abnormalities in 

patients with MDD.9,59,70,100 Capacity for sustained 
effort is often diminished among depressed people 
who are experiencing negative and vegetative symp-
toms including reduced motivation and fatigue.5 
Cortical areas, such as the DLPFC,7,14,106,123 ACC,4,34,37 
and LOPFC,71,99 have been implicated in motivation 
and ability to sustain effort and attention.

In sum, there is compelling evidence that MDD 
involves disruption of multiple brain regions includ-
ing, limbic, frontal-striatal, and frontal lobe systems.134 
These brain regions are known to have distinct roles in 
emotional, cognitive, and sustained effort processes,43 
which likely account for the variety of psychological 
disturbances associated with MDD. While specific 
brain regions have been implicated in the emotional, 
cognitive, and sustained effort manifestations of MDD, 
it is the interaction among these brain regions135,207 and 
their behavioral manifestations44 that may be most criti-
cal in understanding the mechanisms of MDD. For 
example, functional imaging studies have shown poor 
“communication” between amygdala and ACC in 
depressed patients, potentially resulting in failure of the 
ACC to regulate emotion.6,207 Moreover, neuropsycho-
logical studies have shown an interrelated pattern among 
these three areas of functioning, relating depressed 
mood to poor concentration and inability to sustain 
cognitive effort and attention.44

Exercise as an Alternative Treatment for MDD

Pharmacological intervention is the standard of care 
for MDD 153; however, many patients do not respond 
or obtain only partial relief of symptoms as a result 
of pharmacological treatment.194 Moreover, recent 
research has shown that over 60% of US adults with 
diagnosable MDD did not receive treatment in the past 
12 months.206 This may, in part, reflect the fact that 
existing behavioral and pharmacological treatments 
are costly, often have numerous negative side effects, 
and require medical insurance coverage that many do 
not have.

Exercise is a promising alternative treatment for 
MDD that is less costly than pharmacological or psy-
chological therapy, available to almost everyone, and 
has mostly positive rather than negative side effects.196 
Recent reviews note effects for exercise as a treatment 
for depression similar to that for cognitive therapy and 
antidepressant medication.30,179,182 For example, Dunn 
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et al.64 found that a dose of exercise consistent with 
public health guidelines196 resulted in greater reduction 
of depressive symptoms among mild to moderately 
depressed adults (aged 20–45 years) than a low dose of 
exercise or a contact control condition. Additionally, 
Blumenthal et al.8,27 found no differences between 
treatment with exercise and antidepressant medication 
in clinical outcomes among older adults diagnosed 
with MDD. Moreover, in a recent study, exercise was 
rated as the treatment for depression (including cogni-
tive or behavioral therapy and drug treatment) with the 
highest benefit-to-burden ratio among adults with pre-
vious depressive episodes.156

Effects of Exercise on Neural Structures 
Implicated in MDD

Acutely, exercise causes sympathetic nervous system 
activation and the release of various neurotransmitters 
into the blood stream, as well as increases in vascular 
tone, enhanced vascular function, and increased cere-
bral perfusion.58,143,210,215 Our understanding of the 
effects of physical exertion and exercise on specific 
brain systems is increasing. Most notably, greater acti-
vation of the insular cortex and ACC has been shown 
to occur both immediately following exercise and also 
as a function of overall level of physical activ-
ity.51,152,193,211-214 Additionally, animal studies have 
shown responses to exercise in subcortical regions to 
be similar to responses to antidepressant medica-
tion.25,40,82,83,101,102,157,171,172,223 Thus, many of the brain 
areas shown to have changes in activation in response 
to exercise coincide with those that have been impli-
cated in MDD. Although no studies have yet been con-
ducted that directly examine these brain systems as a 
function of exercise in patients with MDD, the find-
ings among nondepressed humans and animal studies 
indicate that exercise may result in functional brain 
response in depressed humans in many of the same 
brain systems impacted by antidepressant drugs.

While exercise may impact the brain in some ways 
that are consistent with the effects of antidepressant 
medication, it may also elicit response in some brain 
regions that are not as readily influenced by medication. 
As Mayberg’s study136 shows, alterations in frontal and 
ACC response occur later in treatment with selective 
serotonin reuptake inhibitors (SSRIs). This raises the 

possibility that responses in these areas occur as a 
secondary response to earlier limbic and striatal changes 
(i.e., alterations in systems involving emotional experi-
ence and reward). In contrast, there are emerging data 
that exercise may produce direct increases in frontal 
lobe activation.51,152,193,211-214 These results indicate that 
exercise may produce more rapid changes in ACC and 
prefrontal brain regions, which could improve cognitive 
function in depressed patients. Thus, such findings in 
MDD patients suggest a possible mechanism of symp-
tom improvement in which increased activation in pre-
frontal circuits and associated enhanced attention and 
executive control could provide an additional route by 
which depression can be improved. It is clear that more 
studies are needed to further elucidate the impact of 
exercise on brain function in MDD patients as well as in 
individuals with other psychological disorders.

The Role of Neural Processes  
in the Adoption and Maintenance  
of Exercise Programs

Exercise, Affect, and Adherence

Understanding of physical activity mechanisms to aid 
in the design of effective physical activity interven-
tions is a national priority.196 To date, studies attempt-
ing to identify determinants of exercise adherence have 
focused on cognitive,138 social,28 and more recently, 
environmental factors,195 consistent with prevailing 
theoretical models.3,12,110,163,167 These studies have con-
sistently explained a modest percent of the variance in 
exercise behavior.13 As such, further understanding is 
necessary to produce far-reaching, meaningful, and 
sustainable physical activity change. In comparison to 
cognitive, social, and environmental factors, affective 
processes as determinants of adoption and mainte-
nance of exercise behavior have received considerably 
less attention (for notable exceptions see, refs. 111,198). 
A useful model on which we may develop our under-
standing of exercise-related affective changes and their 
relation to exercise adherence is the Hedonic Theory,220 
which posits that behaviors that lead to more positive 
affective responses are more likely to be repeated and 
maintained.
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A significant body of research has examined 
changes from preexercise to postexercise in distinct 
positive affective states, such as positive engagement, 
tranquility, revitalization, and positive well-being, and 
in distinct negative affective states, such as tension, 
depression, anger, fatigue, and psychological distress 
in response to acute bouts of exercise.23,84,139 Studies 
assessing affective responses before and after exercise 
generally support the conclusion that acute bouts of 
exercise improve affective states.218

The above findings appear to create a paradox, as 
Learning Theory192 and Hedonic Theory220 would pre-
dict that behaviors that lead to positive affective states 
and decrease negative affective states would reinforce 
the behavior; yet, rates of regular physical activity 
participation are quite low,15 especially among over-
weight and obese adults.144 Hall et al.89 have pointed 
out that this apparent paradox can be explained by the 
fact that assessments of affect are often administered 
prior to and following, but not during the exercise task 
(for a review see, ref. 69). According to Learning 
Theory, immediate consequences of behavior are more 
predictive of future behavior than delayed conse-
quences.148 The subjective affective response experi-
enced during exercise is more immediate than feelings 
experienced after the exercise has been completed 
which may also include the affective response to com-
pleting exercise.89 Indeed, in a review of studies that 
assessed affective response before, during, and imme-
diately following exercise among previously seden-
tary adults, Ekkekakis68 found that affective response 
to moderate intensity exercise is highly variable (see 
also, ref. 199), while affective response is more uni-
formly positive immediately following exercise. Thus, 
consistent with Hedonic Theory, the interpersonal 
variability shown in affective response during exercise 
may be more important (versus affect experienced 
after exercise) in understanding whether or not people 
will continue to exercise.89

Indeed, research has shown that those who report 
greater enjoyment of physical activity are more likely 
to engage in physical activity170 and more likely to ben-
efit from physical activity promotion interventions.209 
This suggests that affective response to exercise plays 
a role in exercise adherence, and is consistent with 
Hedonic Theory. In support of this idea, data from a 
recently completed physical activity promotion trial 
have indicated that affective response to an acute bout 

of moderate intensity exercise at baseline predicts 
future physical activity behavior.208

Neural Mechanisms of Behavioral  
Change and Exercise Adherence

The above findings suggest that there may be reward 
centers in the brain that may respond to exercise differ-
ently in individuals, and thus may promote or inhibit 
exercise differentially. Although such pathways have 
yet to be studied directly in relation to exercise, this 
hypothesis mirrors similar research into nicotine 
reward centers that may lead to greater chances of nic-
otine addiction and inhibit cessation in some individu-
als. For example, McClernon et al.141 reported that 
genetic variations in the dopamine D4 receptor (DRD4) 
gene were associated with differences in brain 
responses to smoking cues in smokers in withdrawal. 
The authors found that compared to smokers who were 
homozygous for the short DRD4 allele, smokers who 
possessed the long DRD4 allele (DRD4 L) demon-
strated greater activation in the insula and superior 
frontal gyrus (BA 10), regions that have been previ-
ously related to smoking cue reactivity and craving. 
One interpretation of these data, discussed by the 
authors, is that the DRD4 L allele may serve to enhance 
the signaling of potential reward cues; thus increased 
activation in the prefrontal cortex (i.e., in BA 10) of 
DRD4 L carriers might reflect increased attentional 
and cognitive processing of the smoking cues due to 
the heightened perception of their reward. Notably, 
exercise can have a modulating effect on cigarette 
craving and withdrawal symptoms in smokers190 con-
sistent with data indicating that exercise may directly 
influence neural systems involved in motivation and 
affect (as discussed above). Related to this notion, a 
recent FMRI study has revealed common circuits that 
may be implicated in the neural response to acute exer-
cise, as well as smoking maintenance behaviors. Janse 
Van Rensburg et al.104 observed that smokers in with-
drawal who engaged in an acute bout of exercise 
reported reduced cigarette cravings and demonstrated 
modulated brain activation patterns in response to 
smoking cues. Specifically, smokers displayed reduced 
activation in regions of the frontal cortex (incorporat-
ing BA 10) after exercise, which the authors suggested 
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might be associated with the reported reduction in 
craving sensations. This finding, together with that of 
McClernon et al.,141 suggests that exercise can modu-
late the brain’s response to rewarding stimuli (e.g., 
activity levels in BA 10) and that the effectiveness of 
this modulation could vary based on the genotype of 
the individual. However, this area of research is in its 
infancy, and substantially, more research is needed to 
understand the neural underpinnings of the effects of 
exercise on motivation, reward perception, and behav-
ioral change. Such research will improve our under-
standing of exercise’s utility in promoting healthy 
behaviors (e.g., smoking cessation), as well as our 
understanding of individual differences in neurologi-
cal function that underlie exercise adherence.

Conclusions and Future Directions

There is a growing consensus that regular exercise is 
critical to healthy living. Moreover, emerging research 
indicates that exercise may also play a key role in treat-
ing brain-related diseases. However, we have only begun 
to understand why exercise is so critical to cognitive and 
emotional health and through what neural mechanisms 
it operates. Better understanding of such mechanisms 
will allow us to design more effective and broad-based 
treatments involving exercise therapy. For example, such 
research will help us identify optimal intensity, duration, 
frequency, and mode of exercise for treating and pre-
venting neuropsychiatric and neurological disorders. 
Additionally, research into such mechanisms may 
uncover additional diseases for which exercise treatment 
may be beneficial. Finally, it is reasonable to assume that 
understanding the neurological mechanisms of exercise-
related treatments will also aid in the development and 
refinement of nonexercise-related treatments, as key 
neural pathways are discovered that can be manipulated 
through other treatment modalities.

In order for exercise programs – designed for pur-
poses of improving general health, increasing disease 
prevention, and treating specific disorders – to be of 
public health significance, we must also better under-
stand the mechanisms that lead to successful adoption 
and maintenance of regular exercise behavior. To this 
end, individual variability in the neurological response 
to acute exercise behavior must be better understood and 
exploited to help shape sustainable exercise programs 

for each individual. For example, further research is 
needed into the interaction of genetic and environmental 
factors that lead people to experience exercise as either 
pleasurable or aversive.

In summary, gaining a better understanding of the 
brain mechanisms that underlie exercise-induced cog-
nitive and emotional change is critical to improving 
our ability to impact healthy living throughout the 
lifespan. Clearly, studies involving neuroimaging tech-
niques will play a major role in further elucidating the 
brain effects of exercise. As such, it will be important 
to build a greater body of knowledge regarding the 
acute and long-term effects of exercise through inte-
grating various neuroimaging techniques (e.g., struc-
tural, FMRI, PET) with ongoing and developing 
studies. While much is known about the effects of 
exercise on the brain, there is still a substantial amount 
of work to be done. As discussed above, some of the 
research questions that would benefit from further 
investigation include the following: Which types of 
exercise programs benefit individuals the most, and 
further, what role do individual characteristics (e.g., 
genetic profiles, disease states, health factors) play in 
determining the level of benefit observed? What are the 
specific brain regions that demonstrate enhanced 
growth and/or spared degeneration in response to exer-
cise across the lifespan, and what are the biological and 
neurochemical mechanisms that underlie these pro-
cesses? What are the mechanisms through which cog-
nitive and affective processing are enhanced secondary 
to exercise in healthy individuals of various ages, and 
in patients with neurological or neuropsychiatric dis-
orders (e.g., Alzheimer’s disease, MDD, stroke, 
ADHD, schizophrenia, substance abuse)? Are the 
neural pathways involved in this enhancement the 
same for neurologically healthy and unhealthy indi-
viduals? What are the neural processes associated 
with increases in exercise maintenance and exercise 
aversion, and do these processes change over time or 
with intervention? When possible, an emphasis should 
be placed on developing studies that utilize random-
ized clinical trials methodologies to compare these 
findings to those originating from the body of work 
that has relied on cross-sectional designs. Overall, 
such studies will best be completed utilizing a cross-
disciplinary approach. Most important, the findings 
generated from this work will have the potential to 
impact social policy and produce significant 
improvements in public health.
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The past 60 years has witnessed major changes in the 
way that pain is conceptualized and treated. In the 1950s, 
pain was generally conceptualized using a  sensory model 
that maintained that pain is a simple sensory event that 
warned of tissue damage. Treatments for pain were 
biomedical and consisted mainly of attempts to iden-
tify underlying tissue damage and treat it medically or 
surgically. In the 1960s, clinicians and researchers 
expressed growing dissatisfaction with the sensory 
model of pain. In particular, it became increasingly 
clear that the sensory model failed to explain phenom-
ena often seen in patients experiencing chronic pain: 
pain persisting despite multiple medical and surgical 
treatments aimed at correcting underlying tissue dam-
age, reports of pain showing poor correlation with 
underlying evidence of tissue damage, and pain being 
modified by psychosocial factors such as anxiety, 
social support, or expectations. Melzack and Wall’s 
gate control theory was one of the first to maintain that 
pain was complex in that it not only had a sensory 
component, but also affective, cognitive, and behav-
ioral components.1 A key tenet of the gate control the-
ory was that the brain could play a major role in 
modulating nociceptive signals at the spinal cord, 
through descending pathways from brain areas thought 
to be involved in affect, cognition, and behavior. The 
gate control theory also led to renewed interest in 
expanding pain treatments beyond traditional medical 
and surgical approaches to a wide array of interven-
tions that could alter pain by modifying sensation 

(e.g.,  transcutaneous nerve stimulation,  massage), or 
affective (e.g.,  anti- anxiety and antidepressant medi-
cations), cognitive (e.g., cognitive  therapy, distraction 
techniques), and behavioral processes (e.g., exercise, 
graded activation).

The advent and progress of brain imaging have pro-
vided important corroboration of the complexity of pain. 
Early imaging studies, for example, demonstrated that 
delivery of a noxious stimulus to the skin of the body 
activated not only sensory areas of the brain but also a 
wide variety of other brain regions. Findings of these 
imaging studies fit well with the neuromatrix theory of 
pain developed by Melzack.2,3 This theory maintains 
that the experience of pain reflects the coordinated 
interaction of neurons that are widely distributed in the 
brain (e.g., in the thalamus, cortex, and limbic systems, 
which he collectively called the “pain neuromatrix”). 
It posited that in each individual there is a specific 
neural “pain neurosignature” that reflects the repeti-
tive cycling and processing of neural inputs (i.e., 
those responsible for sensory, cognitive-evaluative, 
and motivational-affect inputs) and neural outputs (i.e., 
those brain programs responsible for perception, 
action, and stress regulation). According to the theory, 
it is this repetitive cycling and processing that is respon-
sible for the experience of pain.

The impact of the neuromatrix theory on the field of 
pain research has been substantial. This theory gener-
ated increased interest in the role that brain imaging 
can play in understanding the pain experience. It also 
introduced the terms “pain neuromatrix” and “pain 
neurosignature,” each of which has been adopted by a 
number of brain imaging researchers. The neuromatrix 
theory has also provided a conceptual basis for under-
standing the effects of psychosocial factors and psy-
chosocial interventions on pain.
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Over the past 2 decades, the field of brain imaging 
of pain has grown enormously. Exciting, new findings 
are emerging at a rapid pace and these findings are 
impacting not only pain theory but also research and 
clinical practice. The purpose of this chapter is to pro-
vide a brief review of psychosocial research in this 
field. The chapter is divided into four sections. The 
first section highlights research on the neural corre-
lates of pain. The second section provides a summary 
of studies that have examined the effects of psycho-
logical factors on pain using brain imaging. The third 
section describes psychosocial interventions for pain, 
on which imaging studies have been undertaken. In the 
final section, we consider important future directions 
for research on this topic.

The Neural Correlates of Pain

Exactly how pain emerges from the brain is not clear, 
but much can be gained by better understanding the 
structural and functional anatomy of the specific parts 
of the nervous system that are involved in pain. Broadly 
speaking, there are two approaches to elucidate pain’s 
neural substrate: (1) To identify the neurons in the tis-
sues of the body that are selectively activated in 
response to a (normally) painful stimulus and to follow 
these neurons and their synaptic connections, in vitro, 
all the way to the brain; (2) to measure changes in 
activity of neural structures in vivo, for example, 
through localized fluctuations in blood flow or electric 
activity – these fluctuations are taken as reflections of 
fluctuating activity of brain cells.

Conceptualizing a Structural Anatomy  
of Nociception and Pain

There are several classes of neurons that have their 
peripheral terminals in the tissues of the body. Many 
neurons are specifically suited to respond to particular 
modes of stimulation, for example, light touch or 
changes in temperature. The class of neurons most 
obviously, although by no means exclusively, pertinent 
to the pain system are called nociceptors – “danger 
receptors.” It is critical at the outset to make very clear 
that these neurons are in no way “pain receptors” or 

“pain fibers.” As pointed out earlier, pain is a conscious 
experience that is dependent on the brain, not an exter-
nal stimulus that can be detected, transformed, or 
transmitted by the body. Unfortunately, the dominant 
paradigm of pain fails to make this distinction between 
pain and nociception which leaves our clinical reason-
ing fundamentally flawed, a situation lamented over 
more than 20 years ago: “The labeling of nociceptors 
as pain fibers was not an admirable simplification but 
an unfortunate trivialization” (p. 255).4 The nocicep-
tive system, then, is responsible for alerting one’s brain 
to a dangerous stimulus or situation that is threatening 
the tissues of the body. The first line of defense in this 
protective alerting system is the peripheral nociceptor.

Peripheral nociceptors have their distal ends in the 
tissues of the body. Almost all the tissues of our body 
are innervated by peripheral nociceptors, a notable 
exception being the brain itself, which is why brain 
surgery can be performed on a conscious and unanes-
thetised patient. C fibers, the unmyelinated and thin-
nest peripheral sensory fibers, and A-d fibers, which 
are the thinnest of the myelinated sensory neurons, 
have conventionally become known as nociceptors. 
These neurons run from the tissues to the spinal cord, 
terminating in synaptic connections in laminae I and V 
of the dorsal horn.5 From there, second order or “spi-
nal” nociceptive neurons project to the thalamus via 
the spinothalamic tract. A functional distinction 
emerges at this level, with spinal nociceptive neurons 
from lamina I, being biased in their projections toward 
one part of the thalamus (the ventromedial thalamic 
nucleus), and those from lamina V being biased toward 
another part of the thalamus (the ventrolateral thalamic 
nucleus). This functional distinction is important 
because the medial and lateral thalamus then project to 
what have come to be known as distinct nociceptive 
processing systems within the brain. One system, 
which projects from the medial thalamus, is termed the 
sensory-discriminative system because it incorporates 
parts of the brain known to be involved in representa-
tion of the sensory characteristics of a stimulus, for 
example, its size, location, and duration. The other 
system, which projects from the lateral thalamus, is 
termed the affective-emotional system because it 
incorporates parts of the brain known to be involved in 
the representation of how one feels about a stimulus, 
for example its unpleasantness or horribleness.6 
Conceptually, this neuroanatomical distinction between 
systems is appealing because it makes a clear delinea-
tion between the supposedly factual aspect of pain on 
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the one hand and the supposedly personal aspect on the 
other. The appeal is enhanced by functional imaging 
studies in awake humans that suggest activity in the 
sensory-discriminative system more closely relates to 
pain intensity ratings and activity in the affective-emo-
tional system more closely relates to pain unpleasant-
ness ratings. However, the majority of studies are not 
able to tease apart pain’s intensity and unpleasantness, 
and the complex arborizations within the human brain 
suggest that the notion of separate systems is almost 
certainly simplistic.

The prevailing view then is to conceptualize the 
neural substrate of pain as encompassing brain areas 
from both of these “systems.” However, the most 
invariable finding from pain imaging studies is, in fact, 
the variability in brain activity, between individuals, 
between studies, and even between identical stimuli 
within subjects and within studies. This is not  altogether 
surprising because variability is fundamental to 
 biological systems, and the ability to produce the same 
output in different ways is integral to adaptation and 
learning.7

Consequent to the inherent variability in the cortical 
neural substrate of pain, current notions of what brain 
areas subserve pain are really notions of what brain 
areas are most often activated when an individual is in 
pain. Certainly, some brain areas are active far more 
often than others – the primary and secondary sensory, 
insular, anterior cingulate and prefrontal cortices (see 
below).8 Together with the thalamus, these areas have 
been called the “pain matrix,” but not without criti-
cism. For example, it has been argued that activation of 
these areas may reflect, in part, a “salience network” 
rather than a pain matrix because novel nonnoxious 
input from across modalities results in similar activa-
tion.9 Further, much of the pain matrix can be activated, 
in the absence of noxious input, via hypnosis,10,11 or 
while watching your loved one in pain (i.e., an empa-
thetic response).12

In order to marry the neuroanatomical and theoreti-
cal perspectives on how pain emerges from the human 
brain, it is helpful to gain a basic understanding the 
concept of representation in the human brain. Consider 
a “cortical representation,” with three characteristics – 
(1) it is a physical network of neurons distributed 
across different brain areas, (2) its activation evokes a 
response in one or more bodily systems, or into con-
sciousness, or both, (3) it represents something else – 
for example, a movement, a patch of skin, a belief, an 
immune response, a memory. According to this line of 

thinking, everything within one’s world is in some way 
represented in the human brain, and these representa-
tions are analogous to “neurosignatures”13 or “neuro-
tags.”14 Because the brain is so terrifically complex, 
many neurotags can modulate many others. This 
 modulatory capacity provides a mechanism by which 
anything relevant to the evaluation of threat to body 
tissue can modulate activity of the pain neurotag which 
will modulate the output of that neurotag, namely, 
pain. For example, the belief that one’s back is inher-
ently vulnerable to injury, which is immediately perti-
nent to the apparent safety of one’s back, should 
upregulate the back pain neurotag. Functional imaging 
can elucidate the neuroanatomy of some of these mod-
ulations in two ways: (1) by experimentally manipulat-
ing cognitive factors relevant to the evaluation of threat 
to body  tissues and determining the effect that has on 
brain activity in response to a noxious stimulus 
(although, notably, a noxious stimulus is not critical to 
evoke pain), and (2) by comparing brain activity in 
response to a noxious stimulus across participants 
between whom the cognitive variable of interest is 
variable. The former approach has the advantage of 
implying a causative relationship between the manipu-
lation of variable one (cognitive factor, for example, 
anxiety; see Anxiety and Depression section below) 
and the change in another [functional magnetic reso-
nance imaging (fMRI) signal]. The latter approach has 
the advantage of investigating implicit cognitive states 
rather than transient cognitive manipulations that may 
be less relevant to “the real world.” The disadvantage, 
however, is that one cannot conclude a causative rela-
tionship between the two variables.

Identifying the Functional Anatomy  
of Nociception and Pain

Although there are many methods used to investigate 
brain activity (see ref. 15 for one review focused on 
pain), the bulk of functional imaging studies into pain 
have used electroencephalography (EEG), magnetoen-
cephalography (MEG), fMRI, or positron emission 
tomography (PET). EEG and MEG investigate electri-
cal or magnetic field changes on the surface of the 
skull, which limits their spatial acuity, but they have 
very high temporal acuity (that is, one can interpret 
when the event occurred but may not be sure exactly 
where it occurred). PET and fMRI have excellent 
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 spatial resolution but the delay between the shift in 
activity and the resulting change in blood flow or oxy-
genation is between 6 and 9 s (that is, one can interpret 
where the event occurred but not be sure exactly when 
it occurred, which makes statements about relative 
order of activations very problematic).

PET involves injection of radioactive material (or 
“tracer”) into the blood stream and detection of gamma 
rays emitted by the tracer. The underlying assumption 
is that by imaging the location of the tracer, one gains 
an indirect measure of blood flow. On the principle that 
neural activity requires changes in blood flow, the 
resultant image is thought to reflect activity of brain 
cells.

fMRI involves using a magnetic field to align the 
cells of the body and then another magnetic field to flip 
a proportion of cells. Each type of molecule has a 
 certain speed at which it inverts back to its original 
orientation, or “relaxes,” after it has been flipped. By 
“tuning in” a radiofrequency coil to the relaxation 
speed of the target molecule, it is possible to identify 
fluctuations in the location of the target molecule. By 
tuning the radiofrequency coil to oxygenated hemo-
globin, fMRI can provide an indication of where in the 
brain there is an increase in oxygenated hemoglobin. 
On the basis of synaptic activity being associated with 
an overshoot in oxygenated hemoglobin, the resultant 
image is assumed to reflect synaptic activity. Statistical 
tests are run on each voxel (a volume of known dimen-
sions, for example 3 mm × 3 mm × 3 mm), and the sta-
tistical strength of the comparison is color-coded to 
yield statistical maps, or “blobs.” A limitation of both 
approaches is that it is not possible to determine from 
the images that are obtained whether the supposed 
changes in blood flow or oxygenation reflect excitatory 
or inhibitory activation – an unknown that is of obvi-
ous functional relevance.

Using Experimentally Induced Pain  
to Image the Pain Matrix

Acute experimentally induced pain is most commonly 
associated with activation of the primary and second-
ary somatosensory cortices, the insular cortex, the 
anterior cingulate cortex, the prefrontal cortex, and the 
thalamus.8,15,16 We iterate that this does not imply that 
they hold the representation of pain, nor that their 

removal would eliminate pain (of course, their removal 
would be associated with severe functional and cogni-
tive impairment!), but most studies of pharmacologi-
cally induced analgesia demonstrate reduced activation 
of these areas, which imply a central role in pain pro-
cessing – perhaps a kind of “core network.”17–20

Another key area that is often activated during 
experimentally induced pain is the brainstem – most 
often the periaqueductal gray (PAG) and the nucleus 
cuneiformis.16 These areas, along with the rostroven-
tral medulla, have long been regarded as important in 
descending inhibitory mechanisms21 but recently have 
also been implicated in descending facilitation too,22 
which makes interpretation of imaging results difficult 
particularly if they are not considered in light of 
 psychophysical, behavioral, and clinical data. Notably, 
several other regions are often activated during 
 experimentally induced pain. Cerebellum, basal gan-
glia, hippocampus, amygdala, posterior parietal areas 
are cited in some reviews,15 and primary motor cortex, 
premotor cortex, insular, operculum, orbitofrontal cor-
tex have also been reported.23–25

It is perhaps a little daunting to see the variability in 
results of studies that induce pain in healthy volunteers 
because such studies intentionally eliminate contextual 
factors that are important modulators of pain in the real 
world but are considered confounders in experiments. 
Contextual factors can be powerful yet subtle – for 
example, placing a very cold rod on the back of one 
hand is substantially more painful if one is simultane-
ously shown a red light than if one is simultaneously 
shown a blue light.26 More pertinent perhaps are the 
differences in meaning between pain experienced by 
patients and for which they seek treatment and pain 
transiently induced as part of an experiment. For 
example, in experimentally induced pain, one has been 
informed by scientists who at least seem as though 
they know what they are doing, about the nature of the 
stimulus, and the intensity and quality of the pain it is 
likely to evoke, that there will be no associated tissue 
damage, no lasting effects, and that they are free to 
withdraw from the experiment at any time.

The vast distinction between experimental and clin-
ical pain has led to attempts to image patients with per-
sistent pain while their pain is modulated, via 
provocation or analgesia. Although the core network 
of primary and secondary somatosensory, insular, ante-
rior cingulate, prefrontal cortex, and thalamus is still 
commonly involved, differences have emerged. There 
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are subtle shifts in the common distribution of brain 
areas involved when pain persists. The most consistent 
shifts concern the insula cortex and the prefrontal cor-
tex. For example, in a meta-analysis including studies 
of neuropathic pain, angina pectoris, cluster headache 
and complex regional pain syndrome, insular activa-
tion during provocation of clinical pain occurs rostral 
to that during experimentally induced pain in healthy 
volunteers.27 Those authors proposed that this shift 
might reflect altered emotional processing or height-
ened vigilance to somatic input in people with chronic 
painful disorders. A separate meta-analysis reported 
that prefrontal cortex is more often activated in clinical 
pain studies than in experimental pain studies.8 Many 
studies that modulate cognitive factors demonstrate 
related activation in prefrontal cortices (see Section 
III) which suggests that the increased  activation in 
clinical states might relate to a greater import of cogni-
tive and higher order processes in such patients.

Less subtle and arguably more important differ-
ences relate to the upregulation of the nociceptive and 
pain neurotags and downregulation of antinociceptive 
mechanisms. This means that pain is provoked with 
less threatening inputs – for example, imagined move-
ments alone can evoke pain 28 and visual input that 
implies that a painful limb is being touched can evoke 
pain even though the limb has not in fact been touched, 
a phenomenon known as dysynchiria.29 Nuclei in the 
brainstem have been implicated in this process,30 but 
Hebb’s learning rule31 – neurons that fire together, wire 
together – would predict that persistent activation of 
nociception and pain neurotags in the brain will result 
in them becoming sensitized. Dysfunction of antinoci-
ceptive mechanisms also contributes to enhanced sen-
sitivity of pain neurotags as pain persists. For example, 
dysfunction of opioid32–35 and dopaminergic35–38 anti-
nociceptive pathways have been reported.

A metaphorical illustration of what occurs in the 
brain as pain persists is that of the brain as an orches-
tra. Under normal circumstances, the orchestra plays 
the pain tune appropriately, when tissues of the body 
are, in fact, in danger and need to be protected by a 
concerted behavioral response. However, the more the 
orchestra plays the pain tune, the better it gets at doing 
so, such that the pain tune becomes more and more 
easily activated (see refs. 39 and 14 for further explora-
tion of this idea within a clinical context).

When the pain neurotag is sensitized, so too are the 
modulatory effects of inputs that relate to the apparent 

danger faced by the tissues of the painful body part – 
cognitive, behavioral, and sensory cues become more 
important and their impact on pain increases.

Psychological Factors and Brain  
Imaging of Pain

One of the challenges of documenting the neuronal 
activity of pain is that pain is always impacted by psy-
chological factors.40 For example, a patient with 
advanced cancer is likely to respond to disease-related 
pain with sadness or depression about pain’s persis-
tence and/or anxiety about the meaning of the pain 
(e.g., does it mean my disease is getting worse?). This 
section examines recent work in this area with a 
 particular focus on the psychological factors of pain 
catastrophizing, anxiety and depression, anticipation 
of pain, attention and distraction, and empathy.

Pain Catastrophizing

Pain catastrophizing has been defined as the tendency 
to magnify the threat value of a painful stimulus and 
negatively evaluate one’s own ability to deal with 
pain.41 Over the past 25 years, studies of patients expe-
riencing persistent pain have shown that pain catastro-
phizing is one of most robust predictors of pain, 
psychological distress, and physical disability.42,43 In 
studies of pain-free volunteers, pain catastrophizing 
has also been found to relate to higher pain report in 
response to experimental noxious stimuli.44

To date, there have been two studies that have exam-
ined the neural correlates of pain catastrophizing. The 
first study examined brain activation in patients with 
fibromyalgia, in response to a standardized and noxious 
blunt pressure stimulus, which evokes pain that is simi-
lar to that reported by patients with fibromyalgia.45 
Patients were grouped according to their scores on a 
pain catastrophizing measure. Brain activation was com-
pared between groups, and results controlled for 
depression. A number of interesting findings emerged. 
First, while all patients showed activation of the ipsalat-
eral secondary somatosensory cortex (S2) in response 
the pressure stimuli, the high pain  catastrophizers 
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showed nearly twice as much activation in S2 as low 
catastrophizers. Second, the level of pain catastrophiz-
ing was associated with activation of the cerebellum and 
the medial frontal gyrus, areas reportedly involved in the 
anticipation of pain.46 Third, pain catastrophizing was 
correlated with activation of the premotor cortex and 
lentiform nuclei, areas reported to be involved in behav-
ioral and emotional expression of pain. Finally, high 
pain catastrophizers showed significant increases in acti-
vation of the contralateral anterior portion of the anterior 
cingulated cortex, an area important in the attention and 
emotional processing of pain. Gracely et al concluded 
that catastrophizing is significantly associated with 
increased activity in brain regions related to anticipation 
of pain, attention to pain, emotional aspects of pain, and 
motor control.45

Seminowicz47 investigated the relationship between 
pain catastrophizing and brain activation in 22 healthy 
volunteers who received two levels of noxious median 
nerve stimulation.47 During mild pain, higher pain cat-
astrophizing was related to greater activity in brain 
areas related to attention, affective, and motor aspects 
of pain (i.e., increased activity in the dorsolateral pre-
frontal, insula, rostral anterior cingulate, premotor, and 
parietal cortices). During intense pain, higher pain 
catastrophizing related to less activity in the dorsolat-
eral prefrontal cortex and medial frontal cortex, areas 
believed to be related to descending control of pain. 
The authors interpret their findings to suggest that dur-
ing mild pain, catastrophizers are more likely to engage 
cortical processes related to vigilance and attention to 
pain, and that during intense pain, these individuals 
may less able than low catastrophizers to recruit inhib-
itory or antinociceptive mechanisms.

Anxiety and Depression

Patients who experience persistent pain often report 
more depressive and anxiety symptoms than patients 
who do not experience persistent pain. Anxiety, or dis-
tress, is potentially very problematic because pain can 
lead to distress and distress can lead to pain, which sets 
up a vicious circle of increasing pain and distress.48–51 
Several brain regions have been implicated in anxiety, 
depression and pain.

The neural substrate of the effect of anxiety on pain 
was elegantly investigated by Ploghaus et al, who 

modified cues of impending pain to manipulate pain-
related anxiety in their participants.52 To do this, they 
first presented a visual signal that was always followed 
by a mild thermal nociceptive stimulus, thus making 
that particular cue induce low anxiety. A separate 
visual signal was followed by a mild nociceptive stim-
ulus on most trials, but occasionally it was followed by 
a very intense thermal noxious stimulus, thus making 
that visual cue induce high anxiety. That study showed 
(1) a clear affect of cue (and thus anxiety) on pain 
induced by the mild noxious stimulus, (2) that this 
effect was associated with activation of the entorhinal 
cortex, and (3) that entorhinal cortex activity corre-
lated closely to activity in perigenual cingulated and 
midinsular cortices. Interpretation of such studies is 
not without problems, but it seems reasonable to 
 suggest that entorhinal cortex activity may prime 
 protective neurotags (in this case the neurotag for pain) 
to facilitate their recruitment if the provocative stimu-
lus occurs.

The neural correlate of the relationship between 
anxiety and pain has also been investigated by induc-
ing pain in subjects who report different levels of pain-
related anxiety and fear of pain,53 and the results are 
slightly different. In response to a noxious thermal 
stimulus, higher anxiety sensitivity was related to 
higher pain and also to greater activation of medial 
prefrontal cortex, which is considered important in 
self-focused attention and self-monitoring.53–55 One 
cannot draw a causative link between anxiety sensitiv-
ity and pain on the basis of this study, but that attention 
to pain increases levels of physical and psychological 
disability has been suggested,56 and seems intuitively 
sensible on the basis of the paradigm of pain advocated 
here – that pain depends on the brain’s evaluation of 
danger and the need for action. Brain activation after a 
noxious stimulus was also related to fear of pain. 
Participants completed a questionnaire in which they 
rated how fearful they were of the pain associated with 
reasonably common injuries (e.g., breaking a leg, the 
pulling of a tooth). Data analyses revealed that fear of 
pain (as assessed by questionnaire scores) was related 
to activation in the anterior and posterior cingulate cor-
tices and the ventral lateral frontal cortex. Cingulate 
regions have elsewhere been related to monitoring and 
affective response evaluation,53,57 and ventral lateral 
frontal cortex has been related to the ability to use dis-
traction techniques (e.g., relaxation) and to cope with 
pain.58,59 Again, one cannot make causative links with 
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these data, but they raise the possibility that a causative 
link does exist between fear of pain and pain and that 
the link involves specific brain areas.

Posttraumatic stress disorder (PTSD) is an anxiety 
disorder that may occur in individuals who are exposed 
to traumatic events. Often, the traumatic event (e.g., 
assault, combat, motor-vehicle accidents) also causes 
musculoskeletal injury, and there is some correlational 
evidence to suggest that PTSD and chronic pain may 
exacerbate one another, for example, persistent and 
intense pain is more common in people with PTSD 
than in the general population.60–64 The relationship 
between experimentally induced pain and PTSD was 
investigated by Geuze et al: brain activity in response 
to standardized and participant-determined painful 
thermal stimuli was evaluated in participants with 
PTSD and in healthy controls, with intriguing results: 
(1) there were clear differences in brain activation 
between the groups – the PTSD group had greater acti-
vation of the left hippocampus, right putamen, and 
bilateral insula, less activation of the bilateral ventro-
lateral prefrontal cortex, right precentral gyrus, and the 
right amygdala; (2) the PTSD group reported less pain 
than the control group.65 These results seem surprising 
because epidemiological data would predict increased 
sensitivity to noxious stimuli in the PTSD group, 
whereas these results clearly show the opposite, as 
well as less activation of classic threat-related areas 
(e.g., the amygdala). Perhaps the protective role of 
PTSD intrusions competes with the protective role for 
pain, although the opposite effect has been demon-
strated for thirst – increased pain in response to nox-
ious stimulation (Farrell 2006)134.

Depression and pain also commonly occur together. 
Giesecke et al examined the relationship between 
depressive symptoms and experimentally induced 
pressure pain patients with fibromyalgia.66 Depressive 
symptoms were positively related with tissue pressure-
evoked activation of affective brain areas. Specifically, 
higher levels of depressive symptoms were associated 
with activation of the amygdala and contralateral ante-
rior insula. Furthermore, patients’ ratings of their usual 
pain due to fibromyalgia correlated with activation of 
the contralateral anterior insula, anterior cingulate cor-
tex, and prefrontal cortex. Schweinhardt et al exam-
ined the relationship between depressive symptoms 
and provoked joint pain in patients with rheumatoid 
arthritis (RA).67 They showed activation that correlated 
with depressive symptoms and pain in medial prefron-

tal cortex activity and that medial prefrontal cortex 
mediated an effect of pain evoked by joint squeezing. 
Others have shown strong projections from the medial 
prefrontal cortex to nociceptive modulating nuclei in 
the brain stem (e.g., the PAG),68 which raises the pos-
sibility that depression imparts an effect on pain via 
pronociceptive modulation at the spinal cord. This is 
still somewhat speculative, but there seems to be a 
strong case to suggest that depression upregulates pain 
via a frontal cortex activation. Regardless, the impor-
tance that has been placed on assessing and managing 
depressive symptoms in  people with pain seems vindi-
cated by these imaging data.

Anticipation of Pain

While anticipating pain can certainly serve a purpose – 
to remove oneself from harm’s way – it may also lead 
to increased fear and anxiety, which are themselves 
distressing and increase pain.69 This is particularly 
important when the anticipation of pain is not accurate 
(i.e., one’s anticipation of pain is poorly related to the 
likelihood of pain occurring) or the pain and nocicep-
tive systems are sensitized, in which case the facili-
tatory effect on pain of anticipating pain has a large 
impact. Empirical work has indicated that an individu-
al’s past experience with pain, the memory of that 
pain, and recurrent episodes of pain can heighten 
anticipation of pain.70 Clinically, a very high level of 
anticipation of pain is also problematic because it pro-
motes fear of pain and behavioral avoidance– both of 
which contribute to increased levels of pain, physical 
disability, and psychological disability.71

In an innovative study, Ploghaus et al conditioned 
12 healthy volunteers to expect either a painfully hot 
stimulus or a nonpainful warm stimulus on the basis of 
which of two different colored lights preceded the 
stimulus.46 fMRI does not have the temporal resolution 
to differentiate between brain blood flow changes 
associated with a stimulus or the cue, but the investiga-
tors included catch trials in which the cue was not 
followed with the stimulus. This allowed them to 
compare brain activation between the anticipation of 
pain and the anticipation of warm. They reported that 
the anticipation of pain was associated with activation 
of the anterior medial frontal cortex, insular cortex, 
and cerebellum, all areas associated with affective pain 
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processes. As would be expected, several brain areas 
were activated during both pain and its anticipation, 
including the thalamus, premotor cortex, right anterior 
cingulate cortex, and PAG.

Wise et al72 used a methodological paradigm simi-
lar to that used by Ploghaus and colleagues46 to exam-
ine the selective modulation by midzolam (i.e., a short 
acting anxiety medication) on brain activity associated 
with anticipation of pain and pain. They hypothesized 
that brain activity associated with anticipation of pain 
would be reduced when participants were administered 
midazolam (compared to administration of saline) but 
that the brain activity associated with pain stimulus 
would not change. They found that midazolam admin-
istration did modulate the brain activity associated 
with anticipation of pain. The three brain regions 
(i.e., contralateral anterior insula, anterior cingulate, 
and ipsilateral S2) associated with pain anticipation 
showed decreases in activity when anticipating pain 
under midazolam application, but not under saline 
application. While some trends toward decreased pain-
related brain activity were observed with midazolam 
application, it did not produce a consistent or signifi-
cant effect on pain-related brain activity. Interestingly, 
stimulus intensity ratings for the painful stimulus were 
significantly lower when participants received midazo-
lam versus saline administration. This suggests that 
while midazolam produced some analgesic effect evi-
denced by pain report, it did not significantly alter 
brain  activity related to pain. This study is important 
because it demonstrates that pharmacological agents 
can have a differential neural effect on the anticipation 
of pain and pain. Further, it demonstrates that it is pos-
sible to further examine brain activity in regards to 
anticipation of pain and actual pain using pharmaco-
logical agents. Alternatively, these findings may sug-
gest that anxiety increases pain report via its effect on 
 anticipation of pain.

In another study, Fairhurst et al examined the func-
tional significance of anticipation of pain and the 
involvement of brainstem structures in its underlying 
neurobiological mechanisms.73 Specifically, they stud-
ied responses to pain signaling cues (anticipation 
induced by visual signaling) and the application of 
noxious stimuli in healthy subjects. First, as would be 
expected, these investigators found that pain anticipa-
tion scores were associated with pain ratings, suggest-
ing that anticipating more intense pain leads to more 
intense pain. They reported that the ventral tegmental 

area and the enthorhinal cortex were important in 
imparting this effect. Activity in these areas also related 
positively to insular cortex activation during pain.

Attention and Distraction

Experimental studies have shown that participants who 
are directed to pay close attention to pain stimuli report 
more intense and unpleasant pain than participants 
who are instructed to direct their attention away from 
the pain.74 It is thought that the brain region that modu-
lates attention to pain is the anterior cingulate cortex. 
Some work has suggested that there are distinct regions 
in the anterior cingulate cortex that are active during 
attention to pain and pain.75,76 Bantick et al used fMRI 
to examine attention-induced changes in pain.58 In this 
study, participants were first asked to identify the tem-
perature at which thermal noxious stimuli applied to 
their hand became “strong pain.” Then, participants 
were given a challenging cognitive task that involved 
motor movement of the hand (a modified Stroop task)77 
or a neutral, nonchallenging task. During the cognitive 
tasks, participants were asked to pay attention to the task 
but remain aware that painful thermal stimuli were going 
to be applied and that they would need to rate them. 
Participants in this study rated the same degree of ther-
mal stimuli as less painful while being occupied with a 
challenging cognitive task than when engaging in a 
neutral task. While participants were distracted during 
painful stimuli, they reported lower pain and demon-
strated increased activation in brain regions associated 
with affective parts of the perigenual cingulate and 
orbitofrontal regions. Interestingly, during distraction, 
decreases in brain activity were seen in other areas of 
the pain matrix including the thalamus, insula, hip-
pocampus, and the midcingulate cortex. This study 
provides insight into the neural bases of intervention 
techniques such as pain coping skills training that use 
distraction as a primary strategy to decrease patients’ 
pain. This study was completed in healthy volunteers – 
it remains unknown whether the same results would 
occur in those suffering from clinical pain.

Seminowicz et al78 used a counting Stroop task79 that 
was either neutral or demanding, while pain was 
induced via stimulation of the median nerve. Some par-
ticipants performed better on the cognitive task when 
subjected to painful stimuli, and other participants 
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performed worse when subjected to painful stimuli. 
Interestingly, participants who performed better on the 
cognitive task when they were subjected to painful 
stimuli demonstrated decreased pain-related activity in 
the primary and secondary somatosensory cortices and 
anterior insula cortex. Participants who performed more 
poorly on the cognitive task when subjected to pain did 
not demonstrate this pain-related neuronal activity. The 
results of this study indicate that cognitive engagement 
modulates pain and suggest that the effect probably 
involves the sensory-discrimination component of pain. 
Further, while some individuals may be able to distract 
themselves from pain by increasing their attention to 
other activities, other individuals may not able to dis-
tract themselves from pain and they perform their activ-
ities worse. Of interest, these results may be important 
in understanding individual differences in response to 
distraction. While distraction techniques are a key cop-
ing strategy, for some patients, it may be necessary to 
focus more on other techniques such as altering thoughts 
about pain and its implications.

Empathy

Empathy can be defined as the reactions of one indi-
vidual to the observed experiences of another.80 Several 
fields of research, including neuroscience, posit that 
empathy is necessary for survival.81–83 Empathy is a 
central component in moral reasoning, prosocial behav-
iors, inhibiting aggression toward others, and it is a 
crucial social tie.84 Empathy for others’ pain may 
enable us to understand what it feels like when some-
one else experiences pain and to respond effectively. 
Recent research in brain imaging has begun to eluci-
date the neural substrates for empathy for pain. Some 
studies suggest that empathy for pain triggers affective 
components of the pain matrix, but not sensory com-
ponents.12,85,86 Singer et al assessed brain activity while 
participants experienced painful stimuli and compared 
it to brain activity when they observed a signal indicat-
ing that their loved one was receiving similar painful 
stimuli.12 Investigators found that both affective com-
ponents and sensory components of the pain matrix 
were activated in response to pain stimuli delivered to 
self, while only affective components of the pain 
matrix (anterior insula, anterior cingulate cortex) were 
activated in response a loved one receiving a painful 

stimuli. That work was corroborated by Morrison et al 
who compared brain activation during a pinprick to 
that during video observation of another individual 
(someone the participant did not know) receiving a 
pinprick.86 This study also found that the affective 
components of the pain matrix (anterior cingulate cor-
tex) were activated even when an individual viewed 
painful stimulation in an unknown model. These find-
ings suggest that empathy for pain may be a general 
response to human pain and not limited to loved ones.

These findings have been extended using transcra-
nial magnetic stimulation (TMS) to evaluate the effect 
of observing someone getting a needle stick injury on 
motor cortex excitability.87 Corticospinal excitability 
was reduced but only for the muscle directly  implicated 
in the observed scenario (that is, the effect is ana-
tomically specific).87,88 Interestingly, observers who 
 estimated that the pain experienced by the model was 
more intense showed greater stimulus-induced modu-
lation of motor cortex excitability.87

While empathy appears to be an important human 
attribute, it would be interesting to more fully under-
stand the similarities and differences in brain activation 
for (1) seeing pain in others and (2) anticipating pain in 
oneself. It is possible that similar brain activation pat-
terns seen between one’s own pain and others’ pain is 
actually a reaction to anticipation of pain in oneself or 
serves as a warning to avoid stimulus that evoked oth-
ers’ pain.85 This would suggest that similar neuronal 
activity in response to one’s own and another’s pain is 
not empathy, but a self-protective response.

Effects of Psychological Interventions

Over the past 30 years, numerous research and clinical 
studies have examined the effects of psychological 
interventions on pain. In this section, we review sev-
eral commonly used psychological interventions that 
have been investigated using functional imaging.

Placebo

Placebo analgesia has long intrigued pain clinicians 
and researchers. In particular, there has been keen inter-
est in the mechanisms that underpin placebo analgesia. 
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Over the past 15 years, imaging studies have sought to 
identify the neural correlates and mechanisms of pla-
cebo analgesia. Petrovic et al were among the first to 
use PET to pinpoint areas of the brain related to pla-
cebo analgesia.89 In their study, they collected self-
report ratings of pain and data on regional cerebral 
blood flow from nine healthy volunteers during painful 
heat stimuli and mild warm stimuli while participants 
were receiving either a placebo or fast-acting opioid. 
When receiving placebo, participants evidenced incre-
ased activation in the right anterior cingulated cortex, 
the orbitofrontal cortex, and the anterior insula. During 
both opioid analgesia and placebo analgesia, there was 
a significant correlation between increased activity in 
the rostral ACC (rACC) and activity in areas close to 
the PAG and in the pons. Taken together, these findings 
suggest that placebo effects may involve activation of 
an endogenous opioid pain modulation pathway that 
involve connections between the rACC (a region hav-
ing numerous opioid receptors) and key brainstem 
areas related to opioid analgesia (i.e., the PAG and 
pons). The authors argued that the increased activation 
in the orbitofrontal cortex may indicate that cognitive 
cues (e.g., a warning that a pain stimulus is about to 
occur) play a role in activating this pathway.

In an early report using fMRI methodology, Wager 
et al examined the effects of expectations on placebo 
analgesia.90 During noxious stimulation, they found 
that placebo reduced activation in pain matrix areas 
(the rACC, contralateral insula, and contralateral thal-
amus). There was a significant correlation between the 
amount of pain relief reported and the reductions in 
activation in these brain areas. These findings under-
score the notion that placebo effects have a neural 
basis and are not simply a manifestation of altered 
reporting on behalf of the patient. During anticipation 
of pain, these investigators found that placebo was 
associated with increased activity in the prefrontal 
 cortex. Based on these findings, they suggested that 
the anticipation of pain relief from a placebo might 
trigger neural mechanisms (e.g., release of endogenous 
opioids in the midbrain) that, in turn, inhibit activity in 
pain-processing regions.

Zubieta et al used molecular imaging techniques 
(PET and a mm-opioid tracer) to further test the notion 
that placebo effects might be related to endogenous 
opioid activity.91 In this study, 14 right-handed pain-
free volunteers were studied under two conditions: 
sustained pain versus sustained pain plus placebo. 

The placebo condition produced significant activation 
of the mm-opioid system in the left prefrontal cortex, 
dorsolateral prefrontal cortex, rostral right anterior 
cingulated cortex, right anterior insular cortex, and 
left nucleus accumbens. Correlational analyses 
showed that the magnitude of pain relief reported with 
placebo was correlated with lower ratings of pain. 
These findings lend support to the notion that activa-
tion of the endogenous opioid system may be one key 
mechanism responsible for placebo effects.

In an fMRI study using connectivity analysis, 
Bingel et al examined the hypothesis that, during 
 placebo, the rACC interacts with other brain areas to 
produce endogenous opioid-dependent analgesia.92 
Prior to noxious stimulation, each participant had one 
hand treated with a placebo cream that was described 
as an analgesic, while the other hand was left untreated. 
During the imaging session, participants first were 
given a warning stimulus and then received controlled 
noxious stimulus (laser heat) to the back of both hands. 
Two key findings emerged. First, as in prior studies, 
the investigators found that the placebo manipulation 
produced increases in activation in the rACC confirm-
ing the importance of this area in placebo effects. 
Second, the investigators found that, during placebo, 
there was a significant correlation between activation 
in the rACC and activity in the bilateral amygdala and 
PAG. The authors argued that their findings are consis-
tent with the notion that the rACC activates subcortical 
areas that produce endogenous pain relief.

Price et al criticized prior imaging studies on the 
grounds that the placebo effects reported are relatively 
small and that the reductions in activation levels 
reported were found after stimulus offset, a period 
 during which participants are rating their pain.93 To 
address these limitations, they conducted an fMRI 
study that examined patterns of placebo-related neural 
activation that occurred during rectal stimulation 
(bowel distention), in patients suffering from irritable 
bowel syndrome (IBS). To enhance placebo effects, 
the saline jelly applied to the rectal balloon used for 
bowel distention was described as an agent that power-
fully reduced pain. Results indicated that, in contrast 
to prior imaging studies, the placebo manipulation 
used by Price et al produced large reductions in pain 
report.93 This underscores the clinical significance of 
the placebo manipulation they used. This manipulation 
also decreased activation in areas of the pain matrix – 
anterior cingulate cortex, insula, somatosensory  cortices, 
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and thalamus. Regional connectivity  analysis, whereby 
the pattern of brain  activation over time is correlated to 
that in a particular area (or “seed”), was undertaken on 
brain regions conventionally associated with the cog-
nitive-affective component of pain, and thus most 
likely to be involved in placebo analgesia.94 That anal-
ysis suggested that, when people had received the pla-
cebo cream, activity in the anterior insula cortex was 
negatively correlated with that in the dorsal anterior 
cingulate cortex and supplementary motor area. These 
data suggest that placebo analgesia, when evoked by a 
preemptive intervention (rather than an intervention 
applied in response to pain, which is obviously a more 
common situation clinically), decreases the intensity 
of expected pain, which “preemptively” downregulates 
the pain matrix via a specific interaction between 
the insula, anterior cingulated, and supplementary 
motor areas.

Similar to the pain literature, a consistent aspect of 
the placebo literature is, in fact, the inconsistency of 
response. Scott et al proposed the variability between 
individuals in their tendency to respond to reward 
might relate to the analgesia they experience in 
response to a placebo.95 They targeted an area of the 
brain previously implicated in reward, the nucleus 
accumbens, and found it to be activated in response to 
a placebo. They, then, demonstrated that the anticipa-
tion of a monetary reward activated the nucleus accum-
bens. Finally, they correlated nucleus accumbens 
activity associated with monetary reward to analgesia 
after placebo and demonstrated the former to explain 
28% of the variance in the latter. These data might 
seem consistent with the hypothesis that placebo anal-
gesia is related to reward-based systems in the human 
brain, but it is notable that 72% of the variance in pla-
cebo analgesia was not explained by reward-based 
brain processing, which indicates that other factors 
certainly contribute.

It is relevant, when trying to disentangle the contri-
butions to placebo analgesia and its neural substrate, to 
revisit the conceptualization of pain suggested by the 
neuromatrix theory, which we introduced at the start of 
this chapter. If one accepts that pain emerges from the 
human brain when the “pain neurosignature” is acti-
vated and that any neural representation relevant to the 
evaluation of threat to body tissue can modulate activ-
ity of the pain neurosignature, then placebo analgesia 
can be conceptualized as corroborating evidence of 
this theory. As has been noted elsewhere, the fact that 

placebos can invoke analgesia is not mysterious and 
clinically unhelpful. Rather, it demonstrates that there 
are other aspects of a therapeutic intervention that 
downregulate the brain’s evaluation of danger to body 
tissues and that, obviously, this downregulation must 
have a neural substrate somewhere in the human 
brain.96

Cognitive Behavioral Therapy 

Cognitive behavioral therapy (CBT) utilizes both cog-
nitive and behavioral techniques to address psychoso-
cial issues that are interfering with an individual’s 
functioning. One major goal of CBT is to identify 
 irrational and problematic thinking styles (i.e., cogni-
tions) that maintain distress or discomfort. The other 
major goal of CBT is to identify maladaptive behaviors 
that maintain distress or discomfort and replace them 
with new behaviors that lead to better  functioning.97 
CBT has been applied to a wide range of psychological 
disorders, including anxiety disorders (e.g., panic dis-
order, generalized anxiety disorder, specific phobias) 
and depressive disorders (e.g., major depressive disor-
der, dysthymia).98–102 Several meta-analyses have pro-
vided support for the efficacy of CBT with large effect 
sizes seen for depression, generalized anxiety disorder, 
panic disorder, social phobia, and post traumatic stress 
disorder.103 Investigation into brain activity changes 
following CBT has largely focused on its application 
to anxiety disorders and depression.104–106 Though dif-
ferent regions of the brain are implicated in several 
disorders (e.g., depression, obsessive compulsive dis-
order, panic disorder) activity in the anterior cingulate 
cortex is a common point of interest. CBT has been 
associated with changes in activity in the anterior cin-
gulate cortex, and these changes may be a result of 
adaptive changes in cognitions and behaviors that 
result from CBT.105

Pain coping skills training is an intervention based 
on CBT principles that systematically teaches patients 
with persistent pain to more effectively cope with pain 
and pain-related psychological and physical disability. 
Keefe et al outline three basic components of pain cop-
ing skills training: (1) patients are provided with an 
educational rationale using the gate control theory to 
better understand how their thoughts and behaviors 
influence pain and how they can learn to alter their 
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thoughts and behaviors to manage pain; (2) a therapist 
guides patients in learning cognitive and behavioral 
strategies for pain management such as progressive 
muscle relaxation, brief relaxation methods, goal set-
ting, activity pacing, imagery, and strategies for chang-
ing overly negative thoughts related to pain; and (3) 
patients are encouraged to engage in home practice of 
these skills and to learn how to apply these skills in 
pain-related situations.107 Pain coping skills training is 
efficacious for several painful conditions including 
osteoarthritis, rheumatoid arthritis, cancer pain, and 
chronic low back pain.108–111

Investigation of the neural substrate for the effect 
of CBT or coping skills training on pain is in its 
infancy. Lackner et al compared brain activation 
before and after CBT, in patients with severe IBS.112 
CBT  consisted of ten weekly sessions that focused on 
teaching patients to identify and correct maladaptive 
beliefs and information processing errors. CBT was 
associated with reduced pain, anxiety, and gastrointes-
tinal symptoms. Improvements in these symptoms 
were related to reduced activation of the amygdala and 
the subgenual part of the perigenual anterior cingulate 
cortex, in response to inflation of a rectal balloon dur-
ing imaging. These findings support the notion that 
CBT is associated with changes in brain processesing 
of noxious input and corroborate the significant body 
of work that shows CBT and coping skills training 
to be effective in the management of chronic pain 
disorders.108

Reconceptualizing Pain

A fundamental tenet of CBT for chronic pain is that a 
patient’s pain is not an accurate indication of the true 
threat to the tissues of the body. That hurt does not 
equal harm and that it is OK to move despite pain are 
key messages. The efficacy of an approach based on 
such messages depends, in part, on whether or not the 
patient believes those messages. If the underlying schema 
by which patients makes sense of their pain adheres to 
a structural-pathology model of pain, then those mes-
sages are counterintuitive. Reconceptualization of pain, 
then, becomes a potentially important aspect of pain 
rehabilitation. One approach to reconceptualization of 
pain is to explain the biological processes that under-
pin pain to patients. Intriguingly, most clinicians tend 

to think that patients are not able to understand modern 
pain biology. Notably, they are wrong – patients dem-
onstrate marked increases in knowledge of modern 
pain biology from as little as a single seminar.113 In 
fact, randomized controlled trials demonstrate that 
teaching patients about pain biology (“explaining 
pain” – see ref. 14) results in immediate increases in 
pain threshold during functionally relevant tasks,114 
decreased catastrophizing, decreased conviction that 
hurt equals harm, and incre ased pain-related self-effi-
cacy115 – the very conceptual shifts that are targeted in 
CBT for pain. Furthermore, integrating explaining 
pain within a multimodal CBT-based approach to reha-
bilitation reduces pain and disability in people with 
chronic pain in as little as 4 weeks, resulting in gains 
that are maintained for at least a year.116,117

Psychophysical and self-report data suggest that 
explaining pain reduces pain and disability by recon-
ceptualizing for a patient, the cause and meaning of 
their pain. The neural substrate of such high-order cog-
nitive shifts are difficult to determine, but initial single-
case data suggest explaining pain reduces threat-related 
activation in the human brain, most notably in the 
amygdala and anterior-cingulate cortex.118 Other pre-
liminary work suggests that the analgesic effect of 
explaining pain on pain threshold may be mediated by 
increased activation of the medial prefrontal cortex 
and its antinociceptive projection to midbrain nocicep-
tion modulatory nuclei.119 Such studies lay the ground 
work for further work which should elucidate the 
neuranatomical context of explaining pain. That work 
should suggest better approaches and optimal integra-
tion with other psychological and possibly pharmaco-
logical approaches. Of course, the key findings of such 
studies really relate to their positive effect on pain and 
function, and those outcomes should remain primary 
consideration.

Hypnosis

Hypnosis for the management of pain often includes 
an induction phase and a suggestion phase. During the 
induction phase, patients are led through a sequence of 
calming images or statements (e.g., a peaceful lake, 
“everything is just right”). Then, they are given sug-
gestions of experiencing less pain, less stress, more 
energy, and/or more control.120 Hypnosis has been 
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 utilized in both acute and chronic pain settings to pro-
duce an analgesic effect.121,122 Evidence from controlled 
trials suggests that hypnosis can be helpful for manag-
ing pain-related conditions in patients with sickle-cell 
disease, advanced stage cancer pain, osteoarthritis 
pain, and disability-related pain.123–126

Rainville et al examined how hypnosis impacts 
brain activity in response to a noxious stimulus in 
healthy volunteers, using PET.127 They showed that 
hypnotic suggestion could specifically modulate pain 
unpleasantness and that this was associated with 
 correlated modulation of anterior cingulate activity. 
There was no effect of hypnotic suggestion on activity 
of the primary or secondary somatosensory cortices. A 
 limbic-specific effect corroborates the notion of dis-
tinct neural substrates for the affective and sensory 
components of pain. Derbyshire et al took a different 
approach by comparing brain response to a noxious 
stimulus, brain activation during a suggested painful 
state in the absence of noxious input, and imagined 
pain.11 Brain activity during pain in response to a nox-
ious stimulus and pain via hypnotic suggestion were 
similar – the thalamus, anterior cingulate cortex, midan-
terior insula, and parietal and prefrontal cortices 
showed similar activity in the two conditions. Imagined 
pain did not involve the same degree or pattern of acti-
vation. The former result is important because it both 
highlights that noxious stimulation is not necessary 
for pain and corroborates patient report findings by 
using physiological data not dependent on participant 
report.

An analgesic effect of hypnosis has also been 
reported in people with clinical pain. For example, 
Wik et al examined differences in cerebral blood flow 
during states of hypnosis and resting wakefulness 
patients with fibromyalgia.128 Patients reported less 
pain during hypnosis than at rest. The effect was 
associated with increased activity of orbitofrontal 
cortex, the right thalamus, and the left inferior pari-
etal cortex and decreased activity in the cingulate 
cortex. Derbyshire et al also investigated brain activ-
ity in patients with fibromyalgia, but they modulated 
pain by suggestion with and without hypnotic induc-
tion.129 Both conditions were associated with changes 
in reported pain, but the hypnosis group reported big-
ger changes, as well as a stronger conviction that they 
could control their pain. Regardless of condition, 
changes in pain correlated with activation in the mid-
brain, cerebellum, thalamus, midcingulate, primary 

and secondary sensory, inferior parietal, insula, and 
prefrontal cortices – the bulk of which reflect the con-
ventional “pain matrix,” providing a strong corroboration 
of patient report, but not offering the system-specific 
findings reported in experimental studies. It is difficult 
at this stage to reconcile the variability in the neural 
effects of hypnosis across paradigms and studies. 
Suffice at this stage to highlight that hypnosis, and 
suggestion not under hypnosis, modulate pain in an 
intuitive manner and that this modulation is associated 
with changes in brain areas commonly conceptualized 
as belonging to the pain matrix.

Meditation

Meditation has also been shown to reduce both acute 
pain and persistent pain,130,131 although the mechanism(s) 
by which analgesia occurs is not well understood. 
Possible explanations include distraction, reduced 
noxious input because of a tissue-based effect, or 
reduction of anxiety. Each of these potential mecha-
nisms would suggest discrete neuronanatomy, but 
imaging studies of meditation for pain relief are in 
their infancy. One study hypothesized that participa-
tion in a meditation program would reduce activation 
of the affective components of the pain matrix.132 
Healthy, pain-free participants who had either been 
practicing meditation for several years or who had not 
undergone experimentally induced pain. The partici-
pants who had been practicing meditation demon-
strated 40–50% less activity in the thalamus, prefrontal 
cortex, and anterior cingulate cortex than the other 
group. When the other group was subsequently taught 
meditation techniques and practiced for 5 months, they 
reduced activation of the very same areas.

Issues and Future Research Direction

Brain imaging has clearly made important contribu-
tions to our understanding of pain. It is now apparent 
that pain activates a neural network that typically 
includes the primary and secondary somatosensory, 
insular, anterior cingulate, prefrontal cortex, and thala-
mus. Furthermore, the importance of brainstem nuclei, 
most notably the PAG, has been iterated by brain 
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 imaging studies. A growing literature of brain imaging 
studies suggests that the neural substrates of psycho-
logical factors known to affect experimental and clini-
cal pain (e.g., pain catastrophizing, depression and 
anxiety, anticipation of pain, attention and distraction, 
and empathy) can be identified. Not surprisingly, there 
is already some imaging data that support clinical 
assessment data in suggesting that psychosocial treat-
ment interventions such as placebo, cognitive-behav-
ioral treatment, reconceptualizing pain, hypnosis, and 
meditation can alter pain and therefore activation of 
pain-related neural representations or neurotags in the 
human brain.

It is notable that most pain-related imaging studies 
are robust and well reported. Experimental pain  studies 
minimize variability by using within-subject designs. 
Both experimental and clinical pain studies use the 
best self-report measures, and by utilizing both designs, 
researchers can identify relationships and then inter-
rogate their causal nature. However, imaging studies 
also have the limitations we have highlighted through-
out, for example, spatial or temporal resolution limita-
tions, inability for current approaches to differential 
facilitation of inhibition of the spinal cord, limited gen-
eralizability, artificially homogeneous samples due to 
screening out of potential confounders that are in fact 
common clinical factors (e.g., depression, anxiety).

Brain imaging studies of pain-related processes 
almost always feature an analysis of neural activations 
achieved during exposure to a pain stimulus versus a 
nonpainful stimulus. The pain stimuli used are care-
fully controlled, typically brief, and can be terminated 
at the participant’s request. Investigators need to be 
careful about drawing clinical implications in this situ-
ation. These stimuli differ markedly from clinical situ-
ation where pain can last for hours, days, or months, 
may not be well controlled, may not be avoidable, and/
or the noxious stimulus is seldom precisely known. 
Encouraging trends are the use of more clinically rel-
evant stimuli (e.g., delivering pressure to an arthritic 
joint) in brain imaging studies and the use of clinical 
samples. An important future direction is developing 
better ways to capture the neural processes related to 
how individuals deal with complex, and often persis-
tent, clinical pain phenomena.

One of the most interesting and important uses of 
brain imaging in the pain area is to study the effects of 
psychosocial pain treatments. However, with few  notable 
exceptions112 the psychological interventions studied are 

atypical of what is provided in clinical settings. These 
interventions are delivered by an experimenter, often 
quite brief (e.g., limited to a single session), and place 
few demands on the participant (e.g., a hypnosis manip-
ulation). The fact that these brief interventions have 
been shown to have effects on brain activity is encourag-
ing because in a clinical situation, psychosocial treat-
ments for pain (e.g., CBT) are typically delivered by a 
highly trained psychologist, over a series of sessions, 
and involve extensive in-session and home practice, and 
tailored to the exact requirements of the patient. It is 
possible that these more intensive treatments will have 
larger effect sizes than those observed in prior, more 
experimental studies of psychological interventions. It is 
also possible that clinically based psychological treat-
ments produce a somewhat  different pattern of pain-
related brain activation. Along these lines, an interesting 
direction for future treatment research would be to con-
duct brain imaging studies to directly compare the 
effects of different psychological treatments (e.g., 
 hypnosis versus CBT) for a common persistent pain 
condition (e.g., osteoarthritis). Finally, although persis-
tent pain is often treated with a combination of a psy-
chosocial intervention and medication (e.g., a combined 
behavioral and abortive pharmacological treatment for 
vascular headache133) studies have yet to examine corti-
cal mechanisms related to the effects of such treatment 
combinations.
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Stroke, the third leading cause of death is a medical 
emergency.1 The phrase “Time is Brain” has been 
coined to emphasize the urgency of rapid intervention 
for stroke.2 For each minute, the stroke is untreated, 
more than two million neurons, 14 billion synapses, 
and 12 km (7.5 miles) of myelinated fibers may be 
lost.3 Intravenous tissue plasminogen activator (tPA) is 
the only FDA approved treatment for a nonhemor-
rhagic stroke. Currently, it must be administered within 
3–4.5 h of stroke onset for it to be effective in reducing 
infarction volume and its functional impact.4 Other 
non-FDA treatment approaches have been developed, 
including intraarterial tPA, mechanical removal of the 
embolus, penumbra endovascular system devices that 
suction the embolus through a catheter, anti-platelet 
and anticoagulant medications, and neuroprotective 
agents.5 All of these approaches are time sensitive and 
depend on the initiation of intervention soon after isch-
emic onset. Accordingly, there is an obvious need for a 
reliable and rapid means of detecting and diagnosing 
acute ischemic stroke to offer timely and appropriate 
treatment.

Neuroimaging provides a powerful method for both 
detecting and diagnosing stroke, and measuring and 
monitoring the evolution of the penumbra and infarc-
tion. In the field of clinical neurology, neuroimaging is 
now well established as part of the standard of care for 
patients suspected of having a stroke. In fact, cerebral 
infarction and neoplasm are among the primary 

 conditions that are tested for when routine neuroimag-
ing is conducted. When considering brain approaches 
that may have value in the future in clinical neurosci-
ence and behavioral medicine, it is useful to consider 
how neuroimaging is currently being employed in the 
assessment of stroke, and also current experimental 
methods that are being explored. When combined, 
these methods provide for a sequential approach for 
dissociating various pathophysiological processes 
associated with stroke and the evolution of infarction.

Current neuroimaging methods generally involve 
two primary approaches: computed tomography (CT) 
and magnetic resonance imaging (MRI). For purposes 
of identification of infarctions resulting from stroke 
occurring in the more distant past, CT and MRI can 
typically be conducted in a noninvasive manner to 
obtain structural neuroanatomic data on the size and 
location of lesions. When assessing acute stroke, these 
noninvasive methods are often combined with perfu-
sion imaging methods that in some cases involve the 
administration of contrast agents, such as gadolinium 
for magnetic resonance angiography (MRA), espe-
cially for the neck, and iodinated contrast agents for 
computerized tomography angiogram (CTA). While 
invasive, the intravenous delivery of these agents is 
relatively safe for most patients. Other neuroimaging 
methods are derived using specialized CT or MRI 
scanning sequences that provide for analysis of diffu-
sion and perfusion of fluid in the area of cerebral isch-
emia, including perfusion weighted (PWI) and 
diffusion weighted (DWI) imaging. The multimodal 
neuroimaging approach currently being employed for 
stroke provides a model for what may occur in the 
future for other brain and behavioral disorders.
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Rationale for Stroke Neuroimaging

The standard imaging protocol for Stroke performed 
at most centers includes performing an urgent noncon-
trast (NCCT) head CT, and if negative for a bleed, to 
continue with CT angiography (CTA) of the brain and 
neck to look for a large artery occlusion. CT perfusion 
scans (CTP) are performed for stroke onset beyond 
3 h to look for a salvageable ischemic penumbra, 
which requires intravenous tPA with or without addi-
tional thrombectomy. The CT protocol is standard 
because not all hospitals have access to MRI, though 
increasingly this technology is now available at most 
stroke centers. When MRI is available, perfusion and 
diffusion weighted MRI is also performed, as these 
methods provide increased sensitivity to early effects 
of cerebral ischemia. The general rationale for imag-
ing is to obtain evidence of: (1) localized cerebral 
hypoperfusion (PWI), (2) occlusion and/or dissection 
of specific cerebral vessels (MRA); (3) altered fluid 
diffusion in brain tissue in the affected vascular terri-
tory (DWI), and (4) permanent infarction (T1, T2, 
FLAIR, etc.).

The fact that some brain some brain tissue may be 
recoverable if reperfusion occurs rapidly via one of 
the treatment approaches mentioned earlier makes it 
important to distinguish between the areas of the 
brain that experience physiological alterations (i.e., 
the penumbra), from the areas that have become 
infracted, and are likely to have permanent functional 
impairments.6,7 A penumbra is defined as a shadowy, 
indefinite, or marginal area, such as the partial or 
imperfect shadow outside the complete shadow of an 
opaque body, where the light from the source of illu-
mination is only partly cut off. The fact that this defi-
nition has been applied to the evolution of ischemic 
brain tissue reflects the importance of information 
obtained from neuroimaging in characterizing the 
processes occurring during stroke. In the context of 
stroke, the shadow refers to differences in the charac-
teristics of the abnormal cerebral areas as seen on the 
brain perfusion scans.

Evolution of Cerebral Infarction 
(Fig. 18.9)

When considering the temporal dynamics of the evolu-
tion of cerebral infarction, clinicians in the stroke field 
have found that it is important to distinguish between 
four stages. The first “hyperacute” stage refers to a 
period of generally less than 6 h during which there is 
localized hypoperfusion indicative of cerebral isch-
emia, and physiological disturbance in affected brain 
tissue, but in many cases only limited infarction. This 
is the ideal period for intervention. The next subacute 
period extends from about 6 h to 2 days and is a period 
during which the effects of cerebral ischemia and its 
secondary physiological effects are resulting in infarc-
tion that is more permanent in nature. During the acute 
period that follows, the infarction is for the most part 
fully developed, but some degree of recovery of brain 
tissue may be possible. After 2 weeks, chronic injury 
is usually evident and minimal recovery of infracted 
tissue is likely.

Normal Oxygen and glucose delivery to brain is 
dependent upon a normal cerebral blood flow (CBF), 
which is maintained by a normal cerebral autoregula-
tion. Cerebral ischemia results when brain perfusion 
falls below critical levels causing loss of neuronal 
function electrically and lead to neurological deficits 
that are seen clinically. When the perfusion deficit is 
prolonged, it leads to neuronal and glial death with 
ensuing irreversible cerebral infarction. Normal CBF 
is 50–55 mL/100 g brain tissue/min. Severe perfusion 
defect with a CBF <10 mL/100 g/min leads to infarc-
tion within minutes. Moderate levels of perfusion defi-
cit, CBF 10–20 mL/100 g /min causes neuronal 
electrical failure with loss of function.

These effects may be reversible for a period of 
hours from the onset of the ischemic insult. However, 
a severe perfusion defect causes additional hypoxic/
anoxic cellular injury. The sodium-potassium ATPase 
pump fails, cell membrane gets depolarized, and glu-
tamate is released into the extracellular space. This 
activates the NMDA, AMPA, and kainite receptors 
leading to influx of sodium and calcium into the cells. 
Water follows passively with resultant cytotoxic 
edema. Intracellular calcium accumulation activates 
proteolytic mechanisms with oxygen free radicals 
causing further cell damage. This anoxic depolariza-
tion occurs with severe perfusion deficits only. Thus, 
there could be two thresholds, initially a moderate 

Stroke stage Time course

Hyperacute <6 h
Acute 6–48 h
Subacute 2 days to 2 weeks
Chronic >2 weeks
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perfusion  deficit with CBF less than 10–20 mL/100 g/
min causing electrical failure as seen in the ischemic 
penumbra that could be potentially salvageable.8-10 
Second, a severe perfusion deficit with CBF 
<10 mL/100 g/min that causes anoxic membrane 
depolarization, activating the inevitable cascade 
resulting in lipolysis, cell necrosis, inflammation, and 
eventual apoptosis, cell death.

Pathologically, within the first 6 h, in the hyperacute 
stage, the brain appears normal on gross examination, 
despite irreversible cellular damage at the microscopic 
level. Soon after, within 8–48 h, of the acute stage, 
there is indistinct differentiation between the gray and 
the white matter. In the subacute stage, 2 days to 2 
weeks after the infarction there is swelling and soften-
ing of the brain tissue with evidence of mass effect and 
the boundaries of the infracted territory is more promi-
nent. The chronic period is marked by liquefaction of 
the infarct and development of a CSF-filled cystic 
area or an encephalomalacia. Histologically, after 
6–12 h the infarcted cell cytoplasm becomes eosino-
philic, nucleus shrinks and the nucleolus disappears.11 
Endothelial swelling of the capillaries along with 
vasogenic and cytotoxic edema with some extravasa-
tion of RBCs is seen. Glia along with the neurons shows 
ischemic damage. There is emigration of neutrophils 
between 24 and 48 h, after which macrophages replace 
them. Liquefaction begins after 10 days, and from third 
week onward, cavitation becomes evident.11

Neuroimaging of Stroke

In sections that follow, the use of specific imaging 
methods in the assessment of evolving cerebral infarc-
tion and the type of clinical information that is obtained 
from each method are reviewed. We begin with assess-
ment conducted during the hyperacute stage and pro-
ceed to the assessment of stroke during later stages of 
its evolution.

Noncontrast CT

Currently, Noncontrast CT (NCCT) scan of the head is 
widely available for neuroimaging in acute stroke. 

Hemorrhage can be reliably ruled out and IV tPA could 
be administered if there are no other contraindications. 
In stroke centers, CTA and CTP are routinely per-
formed, which helps in deciding neuro interventional 
procedures including IA tPA with or without throm-
bectomy. MRI diffusion and perfusion imaging is not 
widely available even in designated stroke centers.

In order to quickly rule out an acute hemorrhagic 
event, cranial NCCT is done. Acute hemorrhage is a 
contraindication for tPA, so determining whether this 
is a hemorrhagic stroke is essential. If hemorrhage is 
ruled, then other earlier indicators of cerebral ischemia 
are explored. (Figs. 18.1 and 18.2) Either early signs of 
infarction or a hyperdense MCA or a Basilar artery can 
also be demonstrated. Signs of cerebral infarction, 
hypodensity more than 1/3 of an arterial territory indi-
cate the possibility of a stroke onset >3 h and predict 
increased bleeding risk with thrombolysis and hence 
preclude thrombolytics. A hyperdense MCA sign may 
suggest that the recanalization success with IV tPA is 
low and may push toward treating with IA tPA much 
earlier, even within the 3 h window. The hypodensity 
on a NCCT head indicates an irreversible process of 
cytotoxic edema with failure of the Na+K+ATPase 
pumps, thereby allowing accumulation of Na+ and 
water inside the neurons causing cell death.

Early signs of infarction on a NCCT

Loss of gray-white matter differentiation
Fullness of the sulci
Obliteration of the basal ganglia density
Loss of insular ribbon sign

CT Perfusion Imaging (Figs. 18.3–18.5)

The commonly employed dynamic perfusion CT 
employs an iodinated contrast, which is injected at a 
certain rate.12-15 Two regions of interest (ROIs), one 
involving the unaffected artery – Anterior cerebral 
artery and the other involving the Superior Sagittal 
Sinus for a venous outflow is used to study arterial and 
venous outflow functions. The cerebral parenchymal 
density increases over time with contrast infusion, pla-
teaus and then rises slightly higher than the baseline 
due to recirculation of the contrast. The time density 
curve is used to calculate the cerebral blood flow 
parameters. Peak arterial enhancement CT perfusion is 
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Fig. 18.2 Left Posterior 
Cerebral Artery (PCA) 
infarction on MRI. The image 
on bottom shows the full 
extent of the infarction,  
better visualized than on 
noncontrast CT

Fig. 18.1 Stroke in the anterior division of the left middle 
cerebral artery (MCA) as evident on Computed Tomography 
(CT) and diffusion-weighted (DWI) Magnetic Resonance 
Imaging (MRI) which is seen much better on diffusion MRI 
(b, d) versus CT (a, c). One of the early signs of developing 

infarction is the loss of definition of the gray–white interface in 
the lateral margins of the insula, referred to as an insular rib-
bon sign. This is apparent on CT, but to an even greater extent 
on the MRI images. There is also obliteration of the lenticular 
density
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analyzed pixel by pixel with respect to the inflow and 
outflow characteristics as there is a linear relationship 
between the dye concentration and the signal inten-
sity.16 CBF = CBV/MTT. (CBF – cerebral blood flow; 
CBV – cerebral blood volume; MTT – mean transit 
time). MTT is the time elapsed between the arterial 
inflow and the venous outflow. TTP is the time taken 
by the contrast to achieve maximum enhancement in 
the ROI. CBV is the volume of blood per unit of brain 
tissue.

Severe perfusion deficits with a CBF below 
10 mL/100 g/min may lead to infarction within minutes. 
Moderate levels of ischemia (10–20 mL/100 g/min) 
may be reversible for a period of hours. CT perfusion 
imaging is helpful especially when the exact time of 
stroke onset is unknown,17 as in wake up strokes and 
also dominant MCA territory stroke when the patient 

=
Maximal slope of tissue time density cur

CBF
Peak arterial enhancement

Fig. 18.3 Summary maps perfusion based on CT perfusion 
imaging. The summary maps are color-coded. Green and Red – 
total area of reduced blood flow; Green – reduced blood flow 
with relatively preserved blood volume (Penumbra); Red – 
reduced blood flow with severely reduced volume (likely infarc-
tion). This type of contrast enables delineation of infracted area 
from penumbra that may be recoverable

Fig. 18.4 CT perfusion imaging, including cerebral blood volume (CBV), Cerebral Blood Flow (CBF), mean transit time (MTT), 
and Summary (TTP) maps. CBF = CBV/MTT
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cannot give the exact time of onset because of aphasia. 
CTP helps in decision making for consideration of 
thrombolytics. Previously, tPA could not be offered 
without knowing the exact time of onset.

CT perfusion demonstrates the central infarct core, 
which is irreversible and is surrounded by a penumbra, 
which is salvageable tissue with reperfusion. Without 
timely reperfusion this zone becomes an infarct. CBV 
is severely reduced in the infarct core. Penumbra is 
depicted by increased MTT with moderately reduced 
CBF (>60%) and normal or increased CBV (80–100%) 
secondary to cerebral auto regulatory mechanisms. 
Penumbra is also depicted by increased MTT and 
markedly decreased CBF (>30%) and moderately 
reduced CBV (>60%). The following criteria have 
been suggested for defining the infarct core and  penumbra 

on perfusion CT: cerebral blood volume should be less 
than 2.0 mL/100 g for the infarct core but more than 
2.0 mL/100 g for the penumbra, and the mean transit 
time should be more than 145% of that of the contra 
lateral side for the penumbra.

CT Angiography (Fig. 18.6)

CTA of the circle of Willis and Neck is performed to dem-
onstrate a large vessel occlusion, within the 3-h window and 
also up to 8 h. After the 3-h window, if the occlusion can be 
demonstrated and a CT Perfusion study shows a large mis-
match indicating a large potentially salvageable penumbra, 
further interventional procedures are contemplated. CTA 
also identifies intracranial  aneurysms of >3 mm size. They 

Fig. 18.5 CT imaging showing recovery of brain tissue follow-
ing neurointervention (clot retrieval). CT angiography shows left 
MCA stroke. (Arrow points to vessel that is occluded.) There is a 

local intraarterial thrombolysis in M2 divisions. Subsequent scans 
show follow-up CT results with significant sparing of brain tissue, 
with final infarction size shown in figure on the  bottom right
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can show the stenosis, as well as the adequacy or lack of the 
intracranial collateral circulation. MCA/Basilar artery 
stenosis or occlusions can be easily diagnosed. In the neck, 
extracranially, it reliably demonstrates the carotid stenosis, 
carotid dissections, vertebral artery stenosis and dissections. 
CTA requires administration of an iodinated contrast and 
hence significant renal dysfunction precludes CTA.

MR-Based Methods  
(Figs. 18.2, 18.7–18.14)

The stroke imaging protocol for MRI brain consists of 
obtaining Diffusion weighted images (DWI), Apparent 
diffusion coefficient (ADC) images in addition to the 
routine T1, T2, Gradient refocused echo (GRE) and 
fluid attenuated inversion recovery (FLAIR) images 
with or without proton density (PD) images.

Diffusion Weighted Imaging

The most sensitive method for acute stroke is Diffusion 
Weighted Imaging (DWI). It typically shows a positive 
response as early as a few minutes of an ischemic 
stroke and tends to remain positive for 10–14 days and 
shows up as bright lesion(s) in an acute ischemic stroke. 

ADC sequences in the corresponding areas to the DWI 
lesion are dark in an acute stroke and remain dark up to 
10–14 days. FLAIR shows early stroke changes but is 
negative for at least a few hours of stroke onset. T2 
images can be negative up to 8 h after a stroke. DWI 
positivity, the light bulb sign, usually indicates an irre-
versible cerebral injury, that is, the core of the infarct. 
GRE or the MultiPlanar Gradient sequence (MPGR) 
shows blood products and is as sensitive as a NCCT for 
acute blood, and more sensitive than a CT for old blood 
products. Multiple bleeds of various ages seen in the 
GRE may indicate amyloid angiopathy, where throm-
bolytics can increase the risk of intra cerebral bleeds. 
MRI shows the vascular distribution more clearly and 
is more sensitive for posterior circulation strokes, 
unlike CT where streak artifacts due to the dense bones 
mask the posterior circulation stroke changes. Gyral 
swelling and sulcal obliteration along with gyral pat-
tern enhancement as well as intravascular contrast 
enhancement can be seen. Arterial flow voids can be 
absent. A diagnosis of Large Artery atherosclerosis, 
Small vessel disease –lacunar stroke, and Border zone 
or watershed infarctions can be more easily made out 
with MRI. Subacute cortical infarcts can look isoin-
tense to the surrounding brain tissue, from the second 
to the sixth week of cerebral infarction, a phenomenon 
of MRI fogging, which is also observed with  noncontrast 
head CT. The previously hyperintense/hyperdense 

Fig. 18.6 Occlusion of MCA 
shown on angiography (left). 
Dense infarction left 
 hemisphere MCA territory 
infarction is evident
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Fig. 18.7 Acute L. PCA 
infarct seen only on diffusion 
weighted images

Fig. 18.8 Subacute infarction from stroke several days ago. CT images (a, b) show characteristics of the infarction soon after its onset. MRI 
images (below) conducted several days show  subacute infarction on MRI and impaired diffusion characteristics on MRI based DWI
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lesion will look isointense/isodense. This area enhances 
after intravenous administration of a contrast agent. The 
corresponding ADC lesion also normalizes (pseudo-
normalization) during the subacute stage. Chronic 
infarcts show up as dark on DWI and bright on ADC 
and are associated with volume loss, sulcal  widening 
and ipsilateral ventricle horn dilatation.4

MR imaging abnormalities depend upon abnor-
mal accumulation of water after the onset of brain 
injury.4 Water accumulates intracellularly within 
minutes of stroke onset once there is membrane 
depolarization, water entering passively with influx 
of sodium ions. Additionally, there is alteration of 
the morphology and function of the cerebral vascu-
lature. The integrity of the blood brain barrier 
(BBB) is lost beginning 4–6 h after the insult and 
lasts 4–5 days after the start of the infarction. This 
results in vasogenic edema and mass effect with 
much higher brain tissue water retention and brain 
swelling. This is more intense in areas with some 
residual cerebral blood flow. Gradual resolution of 

the edema and mass effect occurs with resorption of 
water and proteins. With liquefactive necrosis, there 
is further water  accumulation in the chronic stage 
resulting in an encephalomalacia.

Small vessel diseases (lacunar strokes) are 2–20 mm 
in size, seen mainly in the basal ganglia, internal cap-
sule, brain stem, and deep white matter of the cerebral 
hemispheres. The pathology is lipohyalinosis most 
often secondary to hypertension, diabetes, and dyslipi-
demia resulting in obliteration of the deep penetrating 
or perforator arteries.

Advantages of MRI are that it can detect a stroke 
much earlier than a CT scan, multiplanar imaging is 
possible, edema is easily imaged and the posterior 
fossa beam hardening artifacts seen on the CT scan is 
not a concern. The disadvantage of MRI is that it is 
time consuming and difficult to perform in very sick, 
agitated, and ventilated patients. MRI is  contraindicated 
in patients with pacemakers, aneurysm clips, and other 
nonremovable ferromagnetic metallic objects in their 
bodies.

Fig. 18.9 Evolution of infarction over several days as seen across MRI images
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Magnetic Resonance Angiography  
(Figs. 18.12 and 18.13)

MRA of the brain does not require a contrast agent. 
However, MRA of the neck yields better information 
with administration of a contrast agent such as gado-
linium and the sensitivity reaches that of CTA. 
Gadolinium cannot be administered in the presence of 
significant renal dysfunction for fear of nephrogenic 
systemic fibrosis. In those instances, a noncontrast 
MRA can be obtained which depends on flow signal 
characteristics. T1 weighted axial images with fat sup-
pression demonstrates the false lumen with the clot in 
dissections. The degree of stenosis can also be reliably 
measured.

MR Perfusion-Weighted Imaging (Fig. 18.15)

Perfusion Weighted Imaging (PWI) is similar to dynamic 
CT perfusion imaging and needs intravenous injection 
of a bolus of gadolinium (Gd). Dynamic Susceptibility 
MRI images provide quantitative relative and absolute 
measures of perfusion and are used to calculate CBV, 
CBF, and MTT maps. There is increase in the MTT, and 
reduction in CBF and CBV. Delayed MTT means delay 
in cerebral perfusion. A color-coded map is constructed 
as in CT perfusion imaging depicting the area of irre-
versible infarct, core; and the DWI/PWI mismatch, 
which depicts the ischemic penumbra, a potentially sal-
vageable area with reperfusion procedures. Time to 
Peak (TTP) can be quantified and a delayed TTP ≥ 6 s 
has been shown more often to progress into an infarct.

Fig. 18.10 Chronic infarct in anterior cerebral artery (ACA)  territory from stroke that occurred approximately 1.5 years ago. Standard MRI (T1, 
T2, FLAIR, etc.) now show large infarction, where diffusion abnormality has largely cleared, and DWI is relatively normal
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Continuous Arterial Spin Labelling  
Perfusion MRI

This noninvasive technique obviates the need for a 
contrast agent, as the arterial water is electromagneti-
cally labeled proximal to the cerebral flow as a diffuse 
tracer. Images with and without arterial spin labeling 
are compared. Quantitative perfusion maps can be cal-
culated. However, this technique is not widely avail-
able for clinical use.18

Stable Xenon CT

Xe-CT allows measurement of CBF using inhaled 
radioiodine Xenon. It quantifies CBF well, but does 

not depict cytotoxic injury in the posterior fossa 
unlike MRI-DWI images. Good cooperation from the 
patient is necessary. Moreover, some patients are 
 sensitive to the anesthetic properties of xenon and 
experience transient paresthesias and altered senso-
rium. Headaches, nausea, vomiting, and even seizures 
have been reported.19

Positron Emission Tomography

Though PET is the gold standard for CBF measure-
ments, the lack of universal availability, its expense, 
and other logistical considerations makes it unlikely to 
be used in clinical practice in the near future.20

Fig. 18.11 MRI imaging showing multiple embolic infarctions
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Brain Spect W/ Diamox

Demonstration of cerebrovascular reserve is necessary 
before contemplating surgical revascularization pro-
cedures in patients with chronic cerebrovascular 
ischemia. Brain SPECT scan is obtained using 
HMPAO labeled with Technetium m 99. Brain SPECT 
scans pre- and postadministration of Acetazolamide 
(Diamox) a weak carbonic anhydrase inhibitor helps in 
demonstration of the same. The resultant accumulation 
of CO

2
, which is a cerebral arterial vasodilator, should 

increase CBF up to 30% over the baseline. However, if 
the stenotic lesion is severe and progressive, the brain 
cannot compensate any further, and there is limited or 
no increase in CBF, thereby indicating need for such 
procedures.21

Future Directions

Advances in neuroimaging have clearly helped the 
 clinician in diagnosing the various types of stroke reli-
ably, which is essential for timely and appropriate 
management. The ability to demonstrate a salvageable 
ischemic penumbra when the time of stroke onset is 
unknown, as in wake up stroke and in aphasic patients 
who are unable to tell the time of onset has been of 
great help in deciding to offer thrombolytics. The 
future of neuroimaging in acute stroke will depend on 
much quicker and reliable imaging demonstrating the 
early signs of infarction, the intracranial and extracra-
nial vasculature, rule-out of hemorrhage, and quickly 
determining salvageable ischemic penumbra without 
the need to administer IV contrast or MR imaging. 

Fig. 18.12 Dissection of ICA and PCA infarct due to 
 disrupted fetal supply. This could be caused by a tear in the 
intima media of a carotid artery, resulting blood collapsing 

the cerebral vessel. The top images show resulting infarc-
tions on MRI, the bottom images show vessel causing the 
stroke
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The quicker the imaging is performed, the sooner the 
treatment can be instituted. Time is brain and every 
minute counts.

Acute stroke imaging is increasingly important for 
evaluating such patients and for making treatment 
decisions. Documentation of an arterial occlusion by 
CTA or MRA provides direction as to whether a patient 
may be a candidate for intraarterial therapy with tPA or 
a mechanical clot removal device. Imaging of the isch-
emic penumbra with either diffusion/perfusion MRI or 
CT perfusion will identify patients who are more likely 
to respond to such therapies. Preliminary case series 
and a few small clinical trials support the concept that 
penumbral identification with diffusion/perfusion MRI 
can reliably identify ischemic stroke patients more 
likely to respond to therapy and provide a mechanism 
to extend the benefits of IV. tPA and I A. therapies 
beyond the currently proven 4.5 h for i.v. therapy.22-24 
However, definitive proof that penumbral  identification 

can identify treatment responders remains elusive and 
a large, successful, phase III clinical trial with enroll-
ment criteria based upon the presence of an extensive 
penumbra on diffusion/perfusion MRI is clearly 
needed.

Many issues concerning the use of diffusion/perfu-
sion MRI for the identification of the ischemic penum-
bra remain unresolved. The principal unresolved issue 
is how best to identify the perfusion region of reduced 
cerebral blood flow highly predictive of ischemic tis-
sue likely to evolve into infarction without timely rep-
erfusion therapy.25 Currently, using a T

max
 threshold of 

5–6 s compared to the normal hemisphere is used to 
identify such a perfusion lesion.

CT perfusion is widely used in clinical practice for 
the identification of an approximation of the ischemic 
penumbra.6,7,15 The ischemic region is identified on 
mean transit time and/or time to peak maps, while the 
ischemic core is approximated by that region with low 

Fig. 18.13 Pontine infarction seen through different types of 
MR imaging. T2 and FLAIR structural images are shown on the 
top. The DWI image is shown on bottom left, with angiography 

to the right. The comparison of these different types of images 
enables a more complete understanding of the vascular abnor-
mality and its brain effects
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cerebral blood volume values. Unfortunately, the 
thresholds used on these maps are not well validated, 
and concerns exist regarding their accuracy and pre-
dictability. In clinical trials, diffusion/perfusion MRI 
will likely be used for the foreseeable future, not CT 
perfusion. However, efforts are underway to enhance 
the accuracy of CT perfusion thresholds and to provide 
comparability to diffusion/perfusion MRI identifica-
tion of the ischemic penumbra. If current and future 
trials confirm the utility of MRI penumbral identifica-
tion as a predictor of response to therapy, especially 
over a longer therapeutic time window, then it is likely 
that CT perfusion which is more widely available will 
also be useful for future patient selection. In the future, 
acute stroke imaging with both diffusion/perfusion 
MRI and perfusion CT will be of increasing impor-
tance for identifying patients who are potential candi-
dates for a variety of acute therapies over and expanding 
therapeutic time window.
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Appendix

Neuroimaging Protocols for Acute 
Stroke: University of Massachusetts 
Medical Center

Hyperacute Period

Plain CT head and CTA brain and neck (unless known 
renal insufficiency)

IV rtPA if there are no contraindications.•	
Large Artery occlusion on CTA (ICA, Main stem BA, 
MCA)

Direct IA tPA if Angiogram can be done within 1 h•	
If angiogram is delayed for >1 h – IV tPA + IA •	
rescue

MRI (DWI) and MRA if unable to do a CTA in the fol-
lowing situations

Suspected ischemic stroke with seizures at the onset•	

Fig. 18.14 MCA territory infarct resulting from common carotid artery occlusion, probably dissection. Again the nature of the 
infarction and its diffusion characteristics can be determined by analysis of data from multiple MRI methods
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Suspected dissection of the carotid or vertebral •	
system
Large vessel stroke syndrome clinically, demon-•	
strating some improvement
Uncertainty in clinical diagnosis of a lacunar stroke•	

Perfusion CT is more widely available and may be sub-
stituted for MRI and MRA protocols if the MRI is not 
immediately or when MRI is contraindicated.

Acute Stage (3–12 h Postsymptom Onset)

MRI with DWI-PWI and MRA (using short prespeci-
fied 20 min protocol).

Intraarterial thrombolysis for Large vessel occlu-
sion and DWI-PWI mismatch

Anterior circulation stroke presenting within 6 h.•	
Posterior circulation stroke presenting within 12 h.•	

Suspected Dissection. MRI, MRA and MRI C-Spine 
with T1 fat suppressed images performed.

References

 1. Lloyd-Jones D, Adams R, Carnethon M, et al. Heart disease 
and stroke statistics – 2009 update: a report from the 
American Heart Association Statistics Committee and Stroke 
Statistics Subcommittee. Circulation. 2009;119(3):480–486.

 2. Gomez C. Time is brain. J Stroke Cerebrovasc Dis. 1993; 
3:12.

 3. Saver JL. Time is brain – quantified. Stroke. 2006;37(1): 
263–266.

 4. Bluhmki E, Chamorro A, Davalos A, et al. Stroke treatment 
with alteplase given 3.0–4.5 h after onset of acute ischaemic 
stroke (ECASS III): additional outcomes and subgroup 
 analysis of a randomised controlled trial. Lancet Neurol. 
2009;8(12):1095–1102.

 5. Fisher M, Feuerstein G, Howells DW, et al. Update of the 
stroke therapy academic industry roundtable preclinical rec-
ommendations. Stroke. 2009;40(6):2244–2250.

Fig. 18.15 Diffusion–perfusion mismatch. This method has 
become an important aspect of the assessment of acute stroke. 
By comparing the volume of abnormal diffusion on DWI (top) 
to the volume of abnormal perfusion on PWI (bottom), determi-
nation of the discrepancy between the larger volume of ischemia 

(PWI) and the smaller brain region showing physiological dam-
age (DWI) is possible. This information helps in determining the 
extent of tissue that may be permanently damaged and the area 
that is likely recoverable with reperfusion



308 S. Nanjundaswamy et al.

 6. Paciaroni M, Caso V, Agnelli G. The concept of ischemic 
penumbra in acute stroke and therapeutic opportunities. Eur 
Neurol. 2009;61(6):321–330.

 7. Procter AW. Can we reverse ischemic penumbra? Some 
mechanisms in the pathophysiology of energy-compromised 
brain tissue. Clin Neuropharmacol. 1990;13(Suppl 3): 
S34–S39.

 8. Astrup J, Siesjo BK, Symon L. Thresholds in cerebral isch-
emia – the ischemic penumbra. Stroke. 1981;12(6):723–725.

 9. Astrup J, Sorensen PM, Sorensen HR. Oxygen and glucose 
consumption related to Na+-K+ transport in canine brain. 
Stroke. 1981;12(6):726–730.

 10. Atlas SW, ed. MRI Imaging of the Brain and Spine, vol. 1. 
3rd ed. Philadelphia: Lippincott Williams & Wilkins; 2008.

 11. Gray F et al. Escourolle and Poirier’s Manual of Basic 
Neuropathology. 4th ed. Philadelphia: Butterworth 
Heinemann; 2004.

 12. Metting Z, Rodiger LA, De Keyser J, van der Naalt J. 
Structural and functional neuroimaging in mild-to-moderate 
head injury. Lancet Neurol. 2007;6(8):699–710.

 13. Lopes L, Sousa R, Ruivo J, Reimao S, Sequeira P, Campos 
J. The contribution of perfusion CT in stroke. Acta Med Port. 
2006;19(6):484–488.

 14. Murphy BD, Chen X, Lee TY. Serial changes in CT cerebral 
blood volume and flow after 4 hours of middle cerebral 
occlusion in an animal model of embolic cerebral ischemia. 
AJNR Am J Neuroradiol. 2007;28(4):743–749.

 15. Pepper EM, Parsons MW, Bateman GA, Levi CR. CT perfu-
sion source images improve identification of early ischaemic 
change in hyperacute stroke. J Clin Neurosci. 2006;13(2): 
199–205.

 16. Meuli RA. Imaging viable brain tissue with CT scan during 
acute stroke. Cerebrovasc Dis. 2004;17(Suppl 3):28–34.

 17. Hellier KD, Hampton JL, Guadagno JV, et al. Perfusion CT 
helps decision making for thrombolysis when there is no 

clear time of onset. J Neurol Neurosurg Psychiatry. 
2006;77(3):417–419.

 18. Detre JA, Alsop DC, Vives LR, Maccotta L, Teener JW, Raps 
EC. Noninvasive MRI evaluation of cerebral blood flow in 
cerebrovascular disease. Neurology. 1998;50(3):633–641.

 19. Latchaw RE, Yonas H, Pentheny SL, Gur D. Adverse reac-
tions to xenon-enhanced CT cerebral blood flow determina-
tion. Radiology. 1987;163(1):251–254.

 20. Powers WJ, Zazulia AR. The use of positron emission 
tomography in cerebrovascular disease. Neuroimaging Clin 
N Am. 2003;13(4):741–758.

 21. Yamauchi H, Okazawa H, Kishibe Y, Sugimoto K, Takahashi 
M. Oxygen extraction fraction and acetazolamide reactivity 
in symptomatic carotid artery disease. J Neurol Neurosurg 
Psychiatry. 2004;75(1):33–37.

 22. Albers GW, Thijs VN, Wechsler L, et al. Magnetic reso-
nance imaging profiles predict clinical response to early rep-
erfusion: the diffusion and perfusion imaging evaluation for 
understanding stroke evolution (DEFUSE) study. Ann 
Neurol. 2006;60(5):508–517.

 23. Davis SM, Donnan GA, Parsons MW, et al. Effects of 
alteplase beyond 3 h after stroke in the Echoplanar Imaging 
Thrombolytic Evaluation Trial (EPITHET): a placebo- 
controlled randomised trial. Lancet Neurol. 2008;7(4): 
299–309.

 24. Schellinger PD, Thomalla G, Fiehler J, et al. MRI-based and 
CT-based thrombolytic therapy in acute stroke within and 
beyond established time windows: an analysis of 1210 
patients. Stroke. 2007;38(10):2640–2645.

 25. Kane I, Carpenter T, Chappell F, et al. Comparison of 10 
different magnetic resonance perfusion imaging processing 
methods in acute ischemic stroke: effect on lesion size, pro-
portion of patients with diffusion/perfusion mismatch, clini-
cal scores, and radiologic outcomes. Stroke. 2007;38(12): 
3158–3164.



309

Introduction

The goal of the present chapter is to provide an overview 
of the major findings from studies of neuroimaging in 
dementia, particularly from patients with Alzheimer’s 
disease (AD). The major emphasis is on findings from 
a variety of imaging modalities and the use of these 
measures for early diagnosis and as biomarkers of dis-
ease progression. In this chapter, we first describe the 
basic neurobiological changes and clinical symptoms 
associated with AD and related cognitive decline. 
Next, we discuss results from studies in AD utilizing 
structural neuroimaging techniques, including com-
puterized tomography (CT), traditional structural mag-
netic resonance imaging (MRI), and other MRI 
techniques [diffusion tensor imaging (DTI), perfusion 
MRI, magnetic resonance spectroscopy (MRS)]. We 
also explore findings from functional MRI studies, 
including task-related activation studies and resting 
and functional connectivity research. Then, we discuss 
results from the use of nuclear medicine techniques in 
AD, including single-photon emission computerized 
tomography (SPECT) and positron emission tomography 

(PET) studies. Neuroimaging in other dementias is 
also briefly discussed, with particular emphasis on dif-
ferential diagnosis of dementia type. Finally, we explore 
future directions for neuroimaging of early AD and 
dementia.

Background

AD is the most common form of age-related dementia. 
As of 2000, nearly 25 million individuals worldwide 
aged 60 or older suffered from AD and that number is 
expected to more than double by 2030.1 The annual 
cost for AD-related treatment and care in the United 
States is over $100 billion.2 In addition to the social 
and economic implications of AD, this devastating dis-
order robs millions of elderly individuals of their 
memories, ability to function independently, and ulti-
mately their lives. Early detection of AD is an impor-
tant goal because the efficacy of future treatments is 
likely to be maximal in the prodromal stages of the 
disease. Neuroimaging is a unique set of tools that 
have shown promise in early detection of AD-related 
brain changes, predicting the course and speed of dis-
ease progression, and monitoring effects of treatment.

The most common form of AD is sporadic or late-
onset AD (LOAD), which primarily affects people 
over the age 65. Less than 5% of AD cases are caused 
by dominantly inherited mutations in three genes 
including the amyloid precursor protein (APP) gene, 
and presenilin 1 and 2 (PS1, PS2) genes.3 Genetic factors 
are also likely to be important in LOAD. Apolipoprotein 
E (APOE) is the most commonly reported genetic vari-
ation associated with AD. Patients with an APOE epsi-
lon 4 (e4) allele are predisposed to developing AD, 
with a fivefold increased risk for patients with one e4 
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allele and an even higher risk in patients with two e4 
alleles.3-5 On the other hand, the APOE epsilon 2 (e2) 
allele is potentially protective against the development 
of AD.6 Numerous other candidate genes have also 
been identified for AD (see www.alzgene.org for an 
updated list of candidate genes). Future developments 
in the genetic basis of LOAD are likely to play an 
important role in early diagnosis. Studies in AD that 
combine neuroimaging and genomics are briefly 
explored at the end of this chapter.

Neurobiology & Neuropathology of AD

Both the inherited and sporadic forms of AD feature 
two neuropathological hallmarks: amyloid plaques and 
neurofibrillary tangles. Amyloid plaques are extracellu-
lar aggregations of the Ab peptide and are found 
throughout the AD brain. Ab is formed from dysfunc-
tional processing of the APP, featuring cleavage by 
b-secretase and g-secretase to form a neurotoxic peptide 
ranging from 36 to 42 amino acids in length. The most 
common forms of Ab are composed of 40 and 42 amino 
acids (Ab40 and Ab42), with the Ab42 form most likely 
to show formation of the amyloid plaques found in AD.7-

9 Neurofibrillary tangles result from the hyperphospho-
rylation of a microtubule-associated protein known as 
“tau”. The underlying cause of this abnormal phospho-
rylation is unknown but is likely due to alterations in the 
balance between the kinases and phosphatases regulat-
ing tau. The formation of neurofibrillary tangles of 
hyperphosphorylated tau is strongly associated with the 
neurodegeneration and neuronal death in AD. The link 
between amyloid plaques and neurofibrillary tangles is 
complex and not completely understood, but many 
researchers believe that oxidative stress, inflammatory 
responses, altered ionic homeostasis following Ab accu-
mulation, and other changes, upset the balance of tau 
phosphorylation.10,11 Ultimately, the accumulation of 
amyloid and the formation of neurofibrillary tangles 
results in neuronal loss throughout the brain.

The stages of neurodegeneration in AD are described 
in detail by Braak & Braak.12 The first regions of the 
brain to show neuronal loss associated with AD are in 
the medial temporal lobe (MTL), including the entorhi-
nal cortex (EC), hippocampus, amygdala, and parahip-
pocampal cortex. Additionally, extensive degeneration 
of the cholinergic innervations to the neocortex from 

the basal nucleus of Mynert and the medial septal 
nucleus occurs early in the disease process.13 By the 
time a patient has reached a diagnosis of full-blown 
AD, neurodegeneration is usually found throughout the 
neocortex and in subcortical regions, with significant 
atrophy of the temporal, parietal, and frontal cortices 
with relative sparing of the occipital cortex and primary 
sensory-motor regions.12,14

Clinical Symptoms of AD

The earliest clinical symptoms associated with AD are 
a direct result of the brain regions to first degenerate, 
namely, the MTL. Memory impairments, particularly 
in the episodic and semantic domains, as well as defi-
cits in language and executive functioning are common 
symptoms early in the disease course.15 Attempts at 
early diagnosis of AD have led to the development of a 
clinical syndrome termed “mild cognitive impairment” 
(MCI).16-19 MCI is characterized by impairments in one 
or more cognitive domains (memory, executive, seman-
tic, and/or visuospatial) beyond that which is expected 
as a part of normal aging, but with no dementia or sig-
nificant disruption in daily functioning. MCI featuring 
memory impairments is termed “amnestic MCI” and is 
widely considered to be a prodromal form of AD. In 
fact, nearly 10–15% of amnestic MCI patients convert 
to AD each year, relative to only 1–2% of the general 
elderly population.19 On the other hand, nonamnestic 
MCI patients may be more likely to progress to other 
forms of dementia. Recently, researchers and clini-
cians have been attempting to detect AD related 
changes even earlier than MCI (i.e., “pre-MCI”) using 
subjective reports of cognitive complaints, APOE sta-
tus, and family history of dementia to predict the 
development of AD.20-24 This research is discussed in 
further detail at the end of this chapter.

Imaging and AD

Currently, few treatments are available for patients with 
early AD which have been found to slow the progression 
of disease and improve cognitive function in some indi-
viduals. However, efficacy of these treatments is limited. 
A number of new treatments are currently in the process 
of development for MCI and AD. Future treatments are 

http://www.alzgene.org
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likely to have optimal efficacy early in the disease course 
when cognitive function is only minimally impaired. 
Biological markers of disease severity are desperately 
needed to detect early AD and effectively monitor the 
outcome of new treatments. Neuroimaging is an excep-
tional tool for measuring in vivo brain atrophy associ-
ated with MCI and AD, as well as for predicting disease 
progression, even in patients with relatively minor cog-
nitive impairments (i.e., pre-MCI patients).

An exciting opportunity to evaluate the utility of 
neuroimaging biomarkers in AD is a consortium study 
that is currently underway known as the Alzheimer’s 
Disease Neuroimaging Initiative (ADNI, www.adni-
info.org). As part of this study, 800 patients, including 
200 patients with early AD, 400 patients with MCI, 
and 200 healthy elderly controls (HC) are being fol-
lowed longitudinally for 2–3 years with repeat struc-
tural MRI scans and extensive clinical evaluations on a 
6–12 month basis. Additionally, subsets of ADNI 
patients also receive longitudinal PET imaging and 
cerebral spinal fluid (CSF) biomarker collection (Ab 
and tau levels). All data is made publically available to 
the research community, allowing for extensive and 
widespread investigation of the largest imaging dataset 
of AD, MCI, and HC to date. Numerous studies have 
already been published regarding the ADNI purpose and 
protocols,25-27 analyses of the baseline28-44 and longitudi-
nal39,40,45-47 MRI scans, and investigations of the PET48-52 
and CSF29,43,47,53-55 biomarkers. Additionally, two jour-
nals have recently published special issues containing 
additional information about ADNI, as well as a number 
of research reports using the ADNI data (Alzheimer’s & 
Dementia, Vol. 6, Issue 3, May 2010 and Neurobiology 
of Aging, Volume 31, Issue 8, August 2010).

Structural Imaging in AD and MCI

Computed Tomography

Because of limited resolution, CT is not widely used 
in the diagnosis of AD except to rule out alternative 
causes for dementia. A few studies have examined 
brain changes using CT in patients with AD by scan-
ning thin slices covering the MTL, including the hip-
pocampus. CT scans of patients with AD show 
enlarged ventricles,56 particularly of the temporal horn 
of the lateral ventricle, and general cortical atrophy.57-59 

Other studies with CT have shown significantly greater 
rate of whole-brain atrophy60 and wider hippocampal 
fissure61-63 in patients with AD relative to HCs.

Structural Magnetic Resonance Imaging

The most widely used neuroimaging technique to 
investigate structural changes and neurodegeneration 
in MCI and AD patients is MRI. Numerous studies 
have investigated differences between AD patients, 
MCI patients and HCs on measures of global and local 
brain volume, tissue morphology, and rate of atrophy 
using a variety of manually applied and automated 
techniques. The most widely used techniques are man-
ually applied methods such as manual tracing of 
regions of interest (ROIs), in which an anatomically 
trained scientist traces a border around a specific brain 
structure on sequential MRI slices to extract a three-
dimensional representation that can be used to extract 
volumetric and morphometric characteristics,64,65 and 
medial temporal atrophy (MTA) scores, in which a 
trained neuroradiologist scores the amount of MTL 
atrophy.66,67 More recently, automated techniques to 
extract volumes of interest (VOIs) and cortical thick-
ness values for numerous neocortical regions,68-70 as 
well as semiautomated whole-brain morphometry 
techniques, including voxel-based morphometry 
(VBM71,72) and other techniques,32,36 which determine 
the density of grey matter (GM), white  matter (WM), 
and CSF on a voxel-by-voxel basis, have been devel-
oped and utilized in studies of brain aging and AD.

MRI estimates of regional volumes, extracted 
using either manual or automated techniques, show 
significant brain atrophy in AD and MCI patients, 
 following an anatomical distribution similar to the 
pattern reported in Braak and Braak12 according to 
disease severity.73 The most commonly reported and 
most significant differences between AD and MCI 
patients and HCs are in the MTL (Fig. 19.1). Numerous 
studies have reported that AD patients have signifi-
cantly smaller whole brain,74 hippocampal,64,65,75-77 
EC,65,78-81 and amygdalar volumes,82-84 and signifi-
cantly enlarged ventricles,85,86 particularly in the tem-
poral horn of the lateral ventricle,87 relative to HCs. 
MCI patients tend to have intermediate volumetric 
estimates between AD patients and HCs, supporting 
this as an intermediate stage between healthy aging 

http://www.adni-info.org
http://www.adni-info.org


312 S.L. Risacher and A.J. Saykin

and AD.88-94 AD patients have also been shown to have 
extensive cortical atrophy throughout the brain, par-
ticularly in later stages of the disease. The frontal, 
parietal, and temporal lobes of AD patients show sig-
nificantly reduced volume and thickness relative to 
HCs,82,95-99 while MCI patients have intermediate atro-
phy in these regions. The occipital lobe and primary 
sensory-motor regions show minimal atrophy until 
late in the disease. A number of studies have also 
shown that measures of hippocampal and EC volume 
can correctly classify AD patients and HCs with an 
overall accuracy of between 85 and 95%65,81,82,94,100-103 
and MCI patients and HC with an overall accuracy of 
between 75 and 85%.81,89,90,94,104-106

Similar differences between AD, MCI, and HCs 
are also seen in studies evaluating global and regional 
tissue morphometry. AD patients show reduced GM 
density and volume in the MTL and throughout the 

frontal, parietal, and temporal neocortex.107-115 MCI 
patients tend to have a more focal GM density 
 reduction in the MTL, particularly in the EC and hip-
pocampus, supporting the early degeneration of these 
regions in the disease process (Fig. 19.2).108,110,116-118 
This technique has also been shown to effectively 
monitor progression over the course of 3 years, show-
ing the expected expansion of atrophy as the disease 
progresses from MCI to probable AD.119 Changes in 
global and local tissue morphometry have also been 
shown to correctly classify AD patients and HC with 
an overall accuracy of approximately 85–90%112,117 
and MCI patients and HCs with an overall accuracy 
of 87%.117

Longitudinal structural MRI with multiple scanning 
sessions has also been collected to evaluate the rate of 
whole brain and regional atrophy in AD and MCI 
patients and healthy elderly. Numerous studies have 

Fig. 19.1 Structural MRI – hippocampal volume and EC thick-
ness differences between AD, MCI-converters, MCI-stable, 
HCs from the ADNI cohort. Figure adapted with permission 
from ref. 42. Patients with AD and those who converted from 
MCI to probable AD within 12 months [MCI-Converters (MCI-
C)] have significantly reduced baseline hippocampal volume  
(a) and EC thickness (b) relative to both HCs and patients who 
have a stable MCI diagnosis [MCI-Stables (MCI-S)]. Patients 

with MCI-S also show significant  hippocampal and EC atrophy 
relative to HCs. All values are extracted using an automated 
parcellation technique69,70 of scans from the ADNI database 
(www.loni.ucla.edu/ADNI). (c) A comparison of the effect 
sizes of selected structural MRI biomarkers demonstrates sig-
nificantly greater utility of MTL and lateral temporal lobe mea-
sures in distinguishing between MCI-C and MCI-S patients at 
baseline.

http://www.loni.ucla.edu/ADNI
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shown accelerated rates in AD and MCI patients of 
whole-brain atrophy,120-122 as well as regional atrophy 
in the MTL.100,120,122-125 Patients with AD show an 
approximate annual hippocampal decline of −4.5%, 
while MCI patients and HCs show annual hippocam-
pal declines of approximately −3 and −1%, respec-
tively (for meta-analysis, see ref. 126). The annual rates 
of ventricular enlargement and cortical atrophy in mul-
tiple regions have also been shown to be significantly 
greater in patients with AD and MCI relative to healthy 
elderly.120,122,127-131

MRI measures of volume, morphometry, and rates 
of brain atrophy have also shown promise in predicting 
the course of AD progression. In fact, numerous  studies 
have demonstrated significantly reduced hippocampal 

and EC volume in patients destined to convert from 
MCI to probable AD (“MCI-Converters”), up to 2 
years prior to clinical conversion, relative to MCI 
patients that remain at a stable MCI diagnosis 
 (“MCI-Stable”, Fig. 19.1).79,91,93,127,132-136 Additionally, 
 MCI-Converters show significantly reduced cortical 
thickness in regions of the MTL, lateral temporal cor-
tex, and parietal cortex relative to MCI-Stables.42,137-139 
Techniques assessing global and local tissue morphom-
etry have also shown significantly reduced GM density 
and volume in MCI-Converters relative to MCI-Stables 
(Fig. 19.2).108,116,118,140,141 In a recent study by our group 
using data from ADNI, we have found a significantly 
reduced hippocampal and amygdalar  volume, EC 
thickness, reduced lateral temporal and parietal lobe 

Fig. 19.2 Structural MRI – Global GM density differences 
between AD, MCI-converters, MCI-stable, HCs from the ADNI 
cohort. Figure adapted with permission from ref. 42. AD and 
MCI-C patients show significant GM atrophy relative to MCI-S 
and HC. Relative to HC and MCI-S, AD patients show global 
reductions GM density throughout the neocortex with maximal 
differences in the MTL. MCI-C show significant atrophy 
throughout the cortex relative to HCs, but focal GM atrophy in 

the MTL relative to MCI-S. MCI-S patients also show significant 
GM atrophy relative to HCs, although the pattern is more focal 
than for either ADs or MCI-Cs. No significant differences were 
observed between AD and MCI-C participants. These compari-
sons were done using standard VBM methods42,71,72,480 and all 
statistical maps are displayed at a threshold of p < 0.005 [false 
discovery rate (FDR) correction for multiple comparisons] and a 
minimal cluster size of 27 voxels
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cortical thicknesses in patients who  converted from 
MCI to AD within 12 months relative to those who 
remained stable using the largest sample to date of 
patients with imaging data (62  MCI-Converters, 277 
MCI-Stables). Interestingly, the MCI-Converters 
showed equivalent brain atrophy  (hippocampal vol-
ume, EC thickness, etc.) as seen in the AD patients, 
suggesting that neuroimaging markers of neurodegen-
eration could detect AD up to 12 months prior to clini-
cal conversion (Figs. 19.1 and 19.2).42 Rates of brain 
atrophy, including annualized whole brain, hippocam-
pal, and EC volume decline, as well as rates of ven-
tricular enlargement, are also accelerated in patients 
who are rapidly converting from MCI to AD.122,125,142-145 
In addition to detecting differences in MCI-Converters, 
baseline and rate of hippocampal atrophy have been 
used to predict MCI to probable AD conversion. Using 
Cox proportional hazard models, reduced baseline hip-
pocampal volume and increased annual hippocampal 
atrophy rates accurately predicted MCI to probable 
AD conversion.91,133,134,146,147 Baseline hippocampal 
 volume also correctly classified MCI-Converters and 
MCI-Stables with an overall accuracy of between 75 
and 90%.80,81,92,132,137,138

Other Structural MRI Techniques

Diffusion Weighted and Diffusion Tensor 
Imaging

Diffusion weighted and diffusion tensor imaging 
(DWI/DTI) techniques measure the integrity of WM 
tracts using two types of measures: (1) fractional 
anisotropy (FA), which reflects the diffusion direc-
tion of water in the fiber tracts and is thought to be a 
general measure of axonal integrity; (2) mean diffu-
sivity (MD) or apparent diffusion coefficient (ADC), 
which measures the overall diffusivity. Reduced FA 
and increased MD/ADC are considered to be markers 
of neuronal fiber loss and WM atrophy. Numerous 
studies have employed DWI and DTI techniques to 
evaluate WM degeneration associated with AD and 
MCI. Patients with AD show reduced FA relative to 
HCs in many WM structures throughout the brain, 
including in the corpus callosum (CC), temporal, 
parietal, and frontal WM, cingulum bundles,  posterior 
cingulate, internal capsule, thalamus, superior longi-
tudinal fasiculus, uncinate fasiculus, hippocampal 

WM, and parahippocampal subgyral WM.148-162 MCI 
patients also show intermediate reductions in FA 
 relative to ADs and HCs, with significantly smaller 
FA values than HCs in the CC, temporal WM, hip-
pocampus, cingulum bundles, superior longitudinal 
fasiculus, thalamus, parahippocampal subgyral WM, 
posterior uncinate fasiculus, and posterior  cingulate.1

52,153,155,158,162-165 Increased ADC and MD values are 
also seen in patients with AD and MCI relative to 
HCs, with higher MD/ADC values in the CC, 
 hippocampus, EC, centrum semiovale, parietal and 
temporal WM, and uncinate fasiculus in both AD and 
MCI patients,149-152,154,156,158,164-170 and in the frontal 
WM and posterior cingulate in AD patients only.156 
FA and MD have also been shown to correctly 
 distinguish AD patients and HCs with 80–90% 
 accuracy,162,164,166,170 as well as to predict future con-
version from MCI to probable AD.171 Overall, DWI/
DTI studies of AD and MCI patients have confirmed 
widespread changes in WM microarchitecture in 
both cortical and subcortical regions, particularly as 
the disease progresses. Thus, diffusion may prove to 
be a useful biomarker to detect and predict  progression 
of AD.

Magnetic Resonance Spectroscopy

Magnetic resonance spectroscopy (MRS) is a nonin-
vasive technique allowing the measurement of bio-
logical metabolites in target tissue and has been used 
in studies of brain aging and AD. Two major metabo-
lites that consistently show alterations in patients with 
AD and MCI include: (1) N-acetylaspartate (NAA), 
which is found primarily in neurons and considered to 
be a measure of neuronal health172,173 and (2) myo-
inositol (mIns), which is considered to be a marker of 
glial cells and gliosis.174,175 These levels are often 
reported as ratios relative to the level of creatine (Cr; 
i.e., NAA/Cr, mIns/Cr) because the level of Cr is typi-
cally constant in tissue.176 AD patients show decreased 
NAA levels (or decreased NAA/Cr) relative to HCs 
throughout the brain, with the most significant changes 
in the temporal lobe and hippocampus (~15% reduc-
tion),177-182 and relatively uniform reductions in the rest 
of the brain (~10% reductions).180,183-187 MCI patients 
also show reductions in NAA, with relatively interme-
diate levels reported relative to AD and HCs.179,184,185,187 
The reductions in NAA are thought to reflect ongoing 
 atrophy, decreased metabolism, and neuronal loss. 
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mIns levels are also found to be altered in AD and 
MCI patients, with AD and MCI patients showing sig-
nificantly greater mIns (mIns/Cr) throughout the brain 
relative to HCs.179-181,183-190 Increased mIns levels are 
thought to represent increased gliosis in the brains of 
AD and MCI patients. MRS measures of NAA and 
mIns levels may also be useful biomarkers in AD and 
MCI patients, showing AD vs. HC classification of 
80–90%.182,188,191,192 Additionally, NAA/Cr has been 
shown to correlate with cognitive perfor-
mance177,189,193,194 and to predict future MCI to AD 
conversion.195,196

Perfusion MRI

Changes in cerebral blood flow (CBF) and regional 
cerebral blood volume (rCBV) have also been reported 
in patients with MCI and AD relative to HCs. Two 
MRI methods have been employed to measure cerebral 
perfusion, including dynamic susceptibility contrast 
enhanced MRI (DSC-MRI), which involves the injec-
tion of contrast agents to measure CBF and rCBV, and 
a relatively new technique called arterial spin labeling 
(ASL), which measures CBF without any external 
contrast agents by using magnetic pulses to “label” 
blood entering the brain. Nuclear medicine techniques 
are also commonly used to measure brain perfusion 
and are discussed in a later section. Studies of brain 
perfusion with MRI have consistently demonstrated 
decreased perfusion or “hypoperfusion” in patients 
with AD and MCI. DSC-MRI studies show significant 
hypoperfusion in AD and MCI patients relative to HCs 
in temporoparietal regions,197-202 as well as frontal, 
parietal, and temporal cortices.202 ASL studies have 
reported similar temporoparietal hypoperfusion in 
patients with AD relative to HCs,203 as well as reduced 
CBF in the parietal lobe, frontal lobe, temporal lobe, 
posterior cingulate, MTL, and precuneus.203-207 MCI 
patients also show decreased perfusion in the parietal 
lobe using ASL techniques.205 Hypoperfusion in the 
temporoparietal cortex, parietooccipital cortex, and 
posterior cingulate has also been shown to correlate to 
cognitive performance and dementia severity.203,204

Functional MRI

Although structural MRI measures have proven 
extremely useful in studies of brain aging and AD, 

these tools do not provide any direct measure of brain 
function, beside the assumption that brain atrophy 
will lead to decreased function. Additional tech-
niques have been developed for use in MRI which 
can measure brain function during activated and rest-
ing states, specifically functional MRI (fMRI) and 
functional and resting connectivity techniques. The 
primary outcome measured in fMRI studies is a 
blood-oxygenation level-dependent (BOLD) signal 
in which regional brain activity is measured via 
changes in local blood flow and oxygenation.208,209 
Given that activity-related brain metabolism is tightly 
coupled to regional blood oxygenation and flow 
(i.e., blood flow increases to keep the regional blood 
oxygen level high during brain activation and associ-
ated increases metabolic demand), the BOLD signal 
is a useful measure for brain activation.210-212 However, 
changes in the regional coupling of neuronal metabo-
lism and blood flow due to brain atrophy, as well as 
the reported hypoperfusion in patients with AD and 
MCI (see previous section), may cause alterations in 
the BOLD signal. In fact, recent studies have demon-
strated a delayed BOLD response in AD and MCI 
patients,213 as well as decreased BOLD amplitude 
associated with normal aging.214-216 Therefore, stud-
ies in older patient populations with brain atrophy 
(i.e., MCI and AD) should be evaluated and inter-
preted with these considerations in mind.

Task-Related fMRI

The first and most significant cognitive domain dis-
rupted in AD is episodic memory. Therefore, the major-
ity of task-related fMRI studies of brain aging and AD 
have investigated brain activity during episodic memory 
and learning tasks. Memory function can broadly be 
divided into two domains, encoding, in which new 
information is converted for short or long-term storage, 
and retrieval, in which stored memories are accessed.217 
Both processes can be evaluated with fMRI using func-
tional tasks designed to probe each of these domains.

Results from fMRI studies in AD and MCI patients 
have shown conflicting results. Most studies with AD 
patients have shown decreased or even absent activa-
tion relative to HCs in the hippocampus, MTL, poste-
rior cingulate, parietal lobe, and frontal lobe during 
episodic memory encoding (Fig. 19.3a)218-230 and recall 
tasks.218-222,231,232 However, other studies have  suggested 
increased activation during episodic memory encoding 
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and recall in the posterior cingulate, precuneus, parietal 
lobe, and frontal lobe. 219,222,226,230,231 Similar conflict-
ing results have been shown in patients with MCI. 
Some studies have shown decreased activation during 
episodic memory encoding218,227,233-236 and recall 
tasks,218,232,234,236,237 while others show increased activa-

tion relative to HCs,218,223,225,236,238,239 in the hippocampus 
(Fig. 19.3a), parahippocampal gyrus, other MTL 
regions, posterior cingulate, precuneus, parietal lobe, 
and frontal lobe. Authors of these studies suggest that 
these conflicting results may be due to differences in 
patient populations, including differences in the 

Fig. 19.3 Functional MRI – differences in hippocampal acti-
vation during episodic memory tasks in AD, MCI, and HC; 
DMN connectivity alterations in AD relative to HCs. (a) 
Adapted with permission from ref. 223. Differences in hippocam-
pal activation during a memory encoding task were observed 
between representative AD, MCI, and HC participants. The 
AD patient shows significantly decreased hippocampal activa-
tion, while the MCI patient shows significantly increased acti-
vation in the hippocampus. These differences may be related to 

compensatory changes associated with MCI. Results are a con-
trast of new vs. repeated responses and significantly activated 
voxels (yellow & red) within the hippocampus and EC (ROI 
mask) are overlaid on each participant’s T1-weighted structural 
MRI scan. (b) Adapted with permission from ref. 289. Resting-
state connectivity in the DMN is significantly reduced in AD 
patients relative to HCs in the inferior parietal lobe (magenta 
arrows), the posterior cingulate (blue arrow), and left hip-
pocampus (green arrow)
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severity of symptoms. Patients who are minimally 
impaired tend to show increased activation, which is 
believed to be a compensatory mechanism to assist 
with successful completion of the task. However, 
more impaired MCI and AD patients likely have 
advanced atrophy that can no longer support increased 
or compensatory neuronal activity and thus these 
patients may show decreased activation during tasks. 
A recent study provides evidence supporting this the-
ory, demonstrating that more impaired MCI and AD 
patients showed decreased hippocampal activation, 
while less impaired MCI patients showed increased 
hippocampal activation during an episodic memory 
encoding task.218 Other types of cognitive tasks, 
including semantic, working memory, and phonologi-
cal tasks, also show significantly different patterns of 
activation in MCI and AD patients relative to 
HCs.222,240-242

Functional activation patterns may have potential as 
biomarkers for the early detection of cognitive changes 
associated with AD, as well as for the prediction of 
disease course, yet this research is still at an early 
stage. Some encouraging resulting suggest that in addi-
tion to detecting differences between patients and HCs 
in brain activation, fMRI responses during memory 
tasks may distinguish patients who convert from MCI 
to AD from those who have a stable MCI diagnosis. In 
fact, increased activation in the hippocampus during 
encoding memory task has been correlated with a 
greater degree of decline and a faster rate of progres-
sion in MCI patients in two reports.238,243

Altered hippocampal activation during encoding 
and recall tasks has also been observed in young, mid-
dle-aged, and elderly cognitively normal controls with 
increased risk for the development of AD because of 
genetic status (i.e., APOE e4 positive) and/or a posi-
tive family history for dementia.244-254 Performance on 
visuospatial, working memory, fluency, and naming 
tasks were also shown to be significantly altered in 
APOE e4 positive and family history positive HCs.255-

260 Increased hippocampal activation during memory 
tasks has also been shown to predict the extent and rate 
of future cognitive decline in HC patients with a pre-
disposition to develop AD (APOE e4 or family history 
positive), with increased activation associated with 
more significant and rapid declines.246,250,258 Therefore, 
task-related fMRI activations may be useful in detect-
ing AD related changes in memory and other cognitive 
functions prior to clinical impairments.

Functional and Resting-State Connectivity

Traditional fMRI studies have focused on the indepen-
dent activation relative to baseline in one or more ROIs 
or in a whole-brain approach. However, these estimates 
do not assess the relationship between multiple brain 
regions that are activated (or deactivated) during a task. 
Given that most cognitive tasks are likely processed in 
functionally connected brain networks, quantification 
of these networks can provide a unique measure of 
brain activity. Techniques for quantifying brain con-
nectivity from fMRI data have recently been developed 
and applied in studies of brain aging during functional 
activation (i.e., during performance of tasks), as well 
as during “resting” state.261-266 Briefly, these techniques 
select a particular ROI based either on a priori assump-
tions of importance in the cognitive process under 
study or based on experimentally determined regional 
activation patterns and correlate the temporal pattern 
of activation in this region with others throughout the 
brain. This process results in the extraction of networks 
of functionally connected regions showing positively 
or negatively associated activation patterns, suggesting 
synchronized and/or connected activation during tasks 
or at rest.

Functional connectivity studies evaluating brain 
regions showing correlated responses during task-
induced brain activation have shown decreased con-
nectivity in patients with AD and MCI. Specifically, 
studies evaluating episodic encoding and recall tasks 
have found decreased whole brain connectivity, as 
well as decreased connectivity of the hippocampus, 
in patients with MCI and AD.218,267-274 Additionally, 
a number of functional connectivity studies in 
patients and HCs have shown significant functional 
connectivity during memory tasks between activa-
tion in the hippocampus and MTL, activation in the 
prefrontal cortex and superior parietal lobe, and 
deactivation in the posterior cingulate and precu-
neus. These results suggest the presence of two 
functional networks, the memory network activated 
during tasks (MTL-frontal-parietal) and a resting-
state network (default mode network, see next sec-
tion) deactivated during tasks (precuneus, cingulate, 
other regions).275 Similar to the activation fMRI 
studies, MCI patients with minimal impairment 
show increased connectivity between the memory 
network and the resting-state network, suggesting 
compensatory changes.218,268-272,276 However, more 
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severely impaired AD and MCI patients show 
decreased or absent connectivity between these 
regions.218 This decreased functional connectivity is 
consistent with DTI studies showing decreased 
structural connectivity (i.e., impaired integrity of 
WM tracts) within and between the memory and 
resting-state networks.274 These observed changes in 
functional connectivity in AD and MCI patients 
have also been shown to be significantly correlated 
with disease severity and impaired cognition.268,272

In addition to studies of functional connectivity, 
connectivity has also been evaluated during baseline 
brain activity (i.e., nontask related activity). The 
connectivity of brain regions activated during rest is 
referred to as “resting-state connectivity”.265,277-282 
Studies of resting state connectivity have identified 
multiple distinct networks including a motor net-
work, visual processing network, auditory process-
ing network, executive functional network, memory 
network, an attentional/readiness network, and the 
previously discussed resting-state network or “default 
mode network” (DMN), which is active when the 
brain is at rest and deactivated during task related 
activities.263,265,278,281,283-286 The DMN is of particular 
interest in studies of brain aging because the con-
nected regions, including the MTL, posterior cingu-
late, precuneus, retrosplenial gyrus, and medial 
frontal lobe, have been shown to have significant 
amyloid deposits in MCI and AD patients, as well as 
significant hypometabolism (see PET sections). 
Studies have shown significant alterations in DMN 
function and decreased DMN connectivity in patients 
with AD and MCI (Fig. 19.3b). Specifically, AD and 
MCI patients have shown decreased activity in the 
posterior cingulate and hippocampus at rest, as well 
as impaired deactivation of the DMN (anterior and 
medial frontal, posterior cingulate, precuneus) dur-
ing tasks.218,270,272,273,276,285,287 Additionally, AD and 
MCI patients show altered connectivity of the DMN 
to other regions, including impaired connectivity 
between the hippocampus (episodic memory net-
work) and DMN, at rest.273,278,288-294 The resting-state 
connectivity or “coherence” of the DMN regions has 
been shown to directly correlate with cognitive per-
formance.290 The activity of the DMN and the extent 
of DMN deactivation upon task initiation have also 
been shown to distinguish AD and MCI patients 
from HCs, as well as to distinguish between AD and 
MCI patients.273,275,289,291

Nuclear Medicine Techniques

Positron emission tomography (PET) and single-pho-
ton emission computerized tomography (SPECT) allow 
for measurement of physiological and/or neurochemi-
cal processes in the brain by injecting a tracer molecule 
labeled with a radioactive isotope and monitoring 
global and regional uptake, distribution, and retention. 
SPECT is primarily used to monitor CBF and perfu-
sion. PET has the advantage of higher resolution and is 
used to measure a variety of targets, including cerebral 
metabolism, neurotransmission, and the presence, dis-
tribution, and quantity of target proteins for which an 
effective and safe PET tracer can be created. Both tech-
niques have been widely employed in studies of brain 
aging and AD.

SPECT

SPECT studies of brain aging and AD have shown 
similar results as those using MRI-based perfusion 
techniques (ASL, DSC-MRI), which have been dis-
cussed in a previous section. Specifically, AD and MCI 
patients show significant hypoperfusion in temporopa-
rietal regions, the lateral and medial temporal lobes, 
hippocampus, posterior cingulate, and frontal and pari-
etal lobes.202,295-301 Temporoparietal hypoperfusion has 
also been shown to correlate with disease severity and 
cognitive performance.295,296 Additionally, SPECT 
measures of MTL and temporoparietal hypoperfusion 
have some predictive value for MCI to probable AD 
conversion.297,302

Positron Emission Tomography

PET studies of AD and MCI have primarily focused on 
four target measures: (1) cerebral metabolism at rest 
and during functional tasks, (2) amyloid pathology, (3) 
neurotransmission and (4) neuroinflammation and 
activated microglia. Cerebral metabolism is primarily 
assessed using an altered form of glucose tagged with 
a fluorine-18 isotope [18F-deoxyglucose (FDG),303,304]. 
Amyloid pathology, specifically the presence of insol-
uble amyloid plaques, is most commonly measured 
using a thioflavin based compound called “Pittsburg 
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Compound B” or PiB, which is labeled with a  carbon-11 
isotope (11C-PiB).305 Additional tracers that have been 
utilized to measure in vivo brain amyloid include 
18F-FDDNP, 11C-BL-227, 18F-AV45, and  others.306-309 
PET studies of neurotransmitters affect by AD and MCI 
have focused primarily on acetylcholine (ACh), GABA, 
dopamine (DA), and serotonin (5-HT), by measuring 
enzymatic markers [i.e., acetylcholinesterase (AChE)] 
and neurotransmitter receptors.310 Finally, studies have 
also examined the presence and extent of neuroinflam-
mation in AD and MCI patients with tracers that bind to 
the peripheral benzodiazepine receptor (PBR) or trans-
locator protein (TSPO) (18 kD), a protein expressed on 
the mitochondria of activated microglia. The main trac-
ers used to assess neuroinflammation in AD and MCI to 
date are 11C-PK11195 and 11C-DAA1106.311,312

Metabolic Measures (FDG-PET)

FDG-PET studies of patients with AD and MCI have 
shown significant differences in resting cerebral metab-
olism (CMRglu) between patients and healthy elderly. 
Specifically, patients with AD and MCI show signifi-
cantly reduced resting CMRglu relative to HCs in the 
temporoparietal cortex, posterior cingulate, parietal 
lobe, temporal lobe, and in the MTL, including the hip-
pocampus (Fig. 19.4).51,105,278,313-330 In addition, more 
impaired AD patients also show hypometabolism in the 
frontal lobe and prefrontal cortex relative to less impaired 
patients and HCs.313,314,318,323,325,331 Temporoparietal, pos-
terior cingulate, temporal lobe, parietal lobe, prefrontal 
cortex, and MTL hypometabolism are associated with 
 disease severity,319 cognitive  performance,51,314,332,333 and 
other CSF and MRI biomarkers.334,335 Hypometabolism 
in the temporoparietal and parietal cortices has also 
been shown to  distinguish between AD and HCs with 
80–90% overall accuracy.105,326,331,336-341 Although 
changes in cerebral metabolism could represent a vari-
ety of neurochemical alterations, the reductions in 
CMRglu in AD and MCI patients are thought to be the 
result of impaired synaptic activity and reduced synaptic 
density, particularly of glutamatergic synapses.323,342-344 
Longitudinal studies of CMRglu in AD and MCI 
patients also show a significant rate of annual decline in 
metabolism in the temporal, parietal, and frontal lobes, 
as well as the posterior cingulate and precuneus.345-349

Alterations in resting CMRglu in an “AD-like” pat-
tern have also been shown in people with an increased 

risk for developing dementia due to genetic factors 
(i.e., APOE e4 positive) and/or a family history of 
dementia.348,350-357 Furthermore, temporoparietal and 
posterior cingulate hypometabolism has been shown to 
predict cognitive decline, both progression from MCI 
to probable AD and from healthy cognition to MCI or 
AD. Cross-sectional measures of reduced CMRglu in 
the temporoparietal cortex, temporal lobe, parietal 
lobe, frontal lobe, posterior cingulate, and MTL have 
shown predictive accuracy for future conversion of 
HCs to MCI and/or AD of between 75 and 95%, par-
ticularly when combined with APOE e4 genetic sta-
tus.324,331,332,350,358-367 Therefore, numerous studies have 
shown that FDG-PET is a useful biomarker in studies 
of MCI and AD. Clinical trials of potential treatments, 
as well as other investigations of drug effects, have 
used FDG-PET as a secondary measure in studies of 
AD and MCI.368-373

In addition to resting state CMRglu changes, 
patients with AD and MCI have shown alterations in 
glucose metabolism during functional tasks. AD and 
MCI patients show significantly reduced glucose 
metabolism during memory and other cognitive tasks 
relative to HCs, particularly in the temporoparietal 
cortex and MTL.374-377 In additions to general reduc-
tions in functional glucose metabolism, specific differ-
ences in regional metabolic patterns have been reported 
in AD and MCI. For example, one study suggested 
that AD patients may recruit alternative brain regions 
as a compensatory change to successfully complete 
cognitive tasks.378 Similar to the results from the fMRI 
 studies,242 these differences are likely related to  disease 
severity.

Amyloid Imaging

One of the most exciting developments in the field of 
neuroimaging of dementia was the development of 
specific tracers which bind to amyloid, allowing for 
in vivo assessment of plaque burden and potentially 
identification of patients at risk for the development of 
AD before cognitive changes occur. Although multiple 
tracers have been developed which image amy-
loid,306-309 the most widely used and studied is 11C-
PiB.305 First reported in 2004, there are currently 
hundreds of PiB studies in patients with AD and MCI, 
familial dementias, other types of dementias, and in 
animal models of dementia. PiB has been shown to 
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bind to both neuritic and diffuse plaques,379,380 as well 
as to cerebral amyloid381 within the vasculature. The 
primary signal measured in patient studies with PiB is 
due to specific binding to amyloid plaques, with a high 
correlation between the anatomical distribution of PiB 
binding and postmortem amyloid deposits.382-384

In general, PiB studies in patients with MCI and AD 
have shown significantly higher uptake and binding of 
PiB than seen in healthy elderly in brain regions known 
to be affected by amyloid deposition, including the fron-
tal, temporal, and parietal lobes, posterior cingulate, and 
precuneus, as well as the MTL, including the hippocam-
pus (Fig. 19.4).52,113,305,385-395 Global measures of “PiB 
positivity” are often reported as a ratio of global neocor-
tical binding of PiB relative to binding in the cerebel-
lum (assumed to be nonspecific binding due to minimal 
amyloid plaque presence in the cerebellum). AD and 
MCI patients have a higher prevalence of PiB positivity 

than HCs. Some, but not all, studies have demonstrated 
a significant correlation between PiB binding and 
dementia severity, as well as cognitive perfor-
mance.52,113,391,396-400 Additionally, PiB binding in AD 
and MCI patients is correlated with other neuroimaging 
markers, including FDG-PET measures of cerebral 
metabolism and structural MRI measures of atrophy (i.e., 
hippocampal volume).52,113,387,397,401,402 There is also a 
high correlation (r > 0.9) between PiB binding and Ab 
levels measured from the CSF, suggesting these markers 
are near equivalent measures of brain amyloid lev-
els.403-405 A few longitudinal assessments of PiB in AD 
and MCI patients have been conducted and have typi-
cally shown minimal increases in PiB over 1–2 years in 
PiB positive patients.37,397,406 Thus, researchers have tenta-
tively concluded that amyloid deposition occurs earlier 
in the  disease and by the time significant cognitive 
impairment occurs and a diagnosis of AD or MCI has 

Fig. 19.4 Representative FDG-PET and PIB-PET scans from 
AD, MCI, and HC participants. (a) Adapted with permission 
from ref. 388. AD participants show significant hypometabo-
lism in the temporal, parietal, and frontal lobe with relative 
sparing of the occipital lobe, relative to amnestic MCI (aMCI) 
patients and HCs. aMCI patients also have intermediate 

metabolism showing hypometabolism in the temporal and 
parietal lobe relative to HCs. (b) AD patients show wide-
spread PiB retention,  suggesting significantly greater global 
amyloid burden than either aMCI patients or HCs. aMCI show 
intermediate PiB levels, with significantly greater PiB reten-
tion in the frontal and parietal lobes than HCs



32119 Neuroimaging of Alzheimer’s Disease, Mild Cognitive Impairment, and Other Dementias

been made, brain amyloid burden is relatively stable and 
further deposition is minimal.

Despite the generally intermediate levels of PiB 
binding in MCI relative to AD and HCs, the presence 
of significant PiB binding in patients with MCI is vari-
able, with some participants showing an “AD-like” 
quantity and distribution of PiB and others showing 
minimal PiB binding.113,391,393,394,398,405,407,408 Studies have 
shown that MCI patients who are PiB positive have a 
higher likelihood of progressing to dementia than PiB 
negative MCI patients, reflecting PiB’s prognostic 
 sensitivity.398,405,408,409 Interestingly, approximately 
25–30% of elderly individuals with normal cognition 
are also PiB positive.389,391,393,400,410,411 Although com-
prehensive longitudinal follow-up studies of HCs with 
significant PiB binding have not been completed, 
 initial studies suggest that HCs with significant amy-
loid deposition are more likely to convert to MCI or 
AD.389,400 This is currently an active and important area 
of investigation, and future studies will likely further 
elucidate these issues.

Neurotransmitter PET

In addition to evaluating cerebral metabolism and the 
presence of amyloid, researchers have investigated 
specific alterations in neurotransmitter systems using 
PET. A number of studies have found significant 
reductions in ACh neurotransmission.13,412 Using PET 
techniques with tracers specific for AChE as a surro-
gate measure for ACh synaptic density, significant 
reductions in binding were found in AD patients in 
the MTL, including the hippocampus and amygdala, 
as well as in the frontal, parietal, and temporal lobes 
and cingulate cortex.413-421 Similar but less extensive 
changes were also shown in MCI patients.420,422 These 
changes in ACh synaptic density correlate with 
changes in cognitive performance and may predict 
conversion from MCI to probable AD.421-423 These 
techniques have also shown promise in monitoring 
treatment response to AChE inhibitors, which is a 
common pharmacological treatment for patients with 
AD.423,424 Decreased ACh synaptic density was also 
shown in the hippocampus and temporal cortex using 
SPECT and PET tracers specific for nicotinic ACh 
receptors.419,425,426

Neuroimaging of neurotransmitter systems other 
than ACh has been relatively limited. However, a few 

studies in AD patients have shown decreases in 
GABA, serotonin (5-HT), and dopamine (DA) synaptic 
densities. Specifically, SPECT studies of GABA 
receptor tracers in moderate to severe AD patients has 
shown decreased binding in the temporal, parietal, 
and  frontal cortex, with minimal changes in mild AD 
or MCI patients. 310,427,428 SPECT and PET studies 
using tracers specific for 5-HT

1
 and 5-HT

2
 receptors 

have shown significant decreases in receptor density 
in the hippocampus and throughout the neocortex, 
respectively, in patients with AD and MCI.429-433 
Finally, dopamine D

1
 and D

2
 receptors were shown to 

be significantly decreased in patients with AD in the 
caudate and putamen, as well as in the hippocam-
pus.434-437 In fact, one study demonstrated a significant 
correlation between reductions in D

2
 receptor density 

and impaired memory performance.434 Overall, PET 
 techniques measuring changes in neurotransmitter 
 systems have shown significant reductions, particu-
larly in more advanced stages, which are likely due 
to widespread neuronal atrophy and synaptic loss.

Neuroinflammation PET

In addition to the accumulation of amyloid and 
 hyperphosphorylated tau, AD patients show a large 
amount of activated microglia, particularly surround-
ing  amyloid plaques.438 This neuroinflammatory 
response associated with AD and MCI may be a key 
factor in disease progression. Recently developed 
tracers, including 11C-PK11195 and 11C-DAA1106, 
show specific binding to activated microglia in vitro, 
as well as in the living brain.311,312,439 Studies have 
shown significantly elevated global and regional 
binding of both tracers in patients with AD relative to 
HCs, particularly in the MTL, including the amygdala 
and EC, as well as in the frontal lobe, parietal lobe, 
lateral temporal lobe, occipital lobe, anterior cingu-
late, and cerebellum.440-445 MCI patients also show 
elevated binding in the frontal lobe and cingulate.442 
However, a few studies have not shown increased 
binding of these tracers in AD and MCI patients rela-
tive to HCs.394,446 These differences likely reflect 
 conflicting quantification methodologies, and future 
studies will likely elucidate the role of neuroinflam-
mation in AD and MCI, as well as utility of this 
 technique as a biomarker.
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Imaging of Non-AD Dementias

Although almost 60% of dementias are AD related, 
other dementias are clinically and biologically impor-
tant disorders. Neuroimaging is a useful tool in non-
AD dementias, both for early diagnosis and for 
differential diagnosis of dementia type in vivo. The 
most common non-AD dementias include Vascular 
Dementia (VaD), Dementia with Lewy Bodies (DLB), 
and Frontotemporal Dementia (FTD). Including AD, 
these four disorders account for nearly 90% of age-
related, sporadic dementias.447

Vascular dementia is characterized by significant 
cerebrovascular pathology that leads to dementia.448 
The definition of vascular dementia is confounded by 
the high prevalence of vascular pathology in AD, lead-
ing to the clinical definition of “mixed dementia.” In 
fact, up to 70% of AD cases are thought to include 
significant vascular pathology.449,450 Neuroimaging 
studies of VaD have primarily investigated WM lesions 
(WML) by characterizing and quantifying the extent 
of vascular pathology using T2-weighted MRI scans. 
Two major forms of WMLs are typically observed on 
T2-weighted structural MRI scans in patients with 
VaD including “deep white matter lesions” (DWML), 
which are often observed as bright spots in the corona 
radiata and centrum semiovale, and paraventricular 
hyperintensity (PVH), which are bright spots around 
the edges of ventricles.451 Studies of VaD have shown 
that the presence of DWML on MRI is highly corre-
lated cognitive performance and future cognitive 
decline.452,453 Both DWML and PVH are commonly 
seen in AD patients also, but are significantly more 
extensive in patients with VaD.

DLB is characterized by cognitive impairment, 
visual hallucinations, and spontaneous Parkinsonism.454 
Although both DLB and AD show significant brain 
atrophy on structural MRI scans, DLB patients tend to 
show primarily subcortical atrophy even in later stages, 
with a relative sparing of the MTL.455,456 Additionally, 
unlike the widespread neocortical pattern seen in AD, 
SPECT perfusion imaging and FDG-PET imaging of 
DLB patients show hypoperfusion and hypometabo-
lism in primarily the occipital cortex, primary visual 
cortices, and posterior parietal lobe.457,458 Additionally, 
DLB patients show significant dopaminergic cell loss, 
so PET imaging with DA specific tracers shows signifi-
cantly more reduction in DA neurotransmission than is 
observed in AD.459-461

FTD is a collection of disorders, including language 
related disorders [i.e., semantic dementia (SD), primary 
progressive aphasia (PPA)], motor disorders [i.e., corti-
cobasal degeneration (CBD), progressive supranuclear 
palsy (PSP)], and behavioral disorders. These disorders 
are generally characterized by changes in personality, 
behavior, and/or difficulties in language or executive 
function, with relative sparing of memory function.462 
Although there are significant overlaps in neuroimag-
ing findings from AD and FTD patients, some distin-
guishing features can be seen using both MRI and PET 
techniques. Motor and behavioral FTDs tend to show 
atrophy primarily in the frontal lobe. Language related 
FTD disorders show significant frontal and temporal 
atrophy with anatomically limited reductions in the 
anterior temporal lobe relative to AD patients, who 
typically show widespread temporal atrophy.101,463-468 In 
fact, a study of SD and AD patients demonstrated more 
significant atrophy in the SD patients relative to the AD 
patients in the lateral temporal lobe and temporal 
pole.469 Additionally, SPECT and other perfusion tech-
niques and FDG-PET show significant hypoperfusion 
and hypometabolism in primarily the frontal lobes in 
all forms of FTD, relative to the more posterior pattern 
seen in AD.206,470 A recent study has demonstrated that 
frontal hypoperfusion distinguished FTD from AD 
with about 75% accuracy.471

Future Directions

Imaging and Genomics

Genetic factors play a significant role in the develop-
ment of AD and MCI. Previous studies have suggested 
a high heritability for AD.472 Although APOE is cur-
rently the major gene associated with late-onset AD,3-6 
future developments in genotyping technology and 
refinement of disease phenotypes will likely lead to the 
identification of important loci. The combination of 
imaging and genetics is a new transdisciplinary field 
designed to identify new genetic factors in disease by 
using specific neuroimaging biomarkers as phenotypes. 
Studies have suggested that using continuous and bio-
logically specific phenotypes may lead to increased 
power in genetic associations.473 To date, very few stud-
ies have been published in this area, but one study using 
the ADNI MRI and genetic data showed significant 
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association of a number of candidate genes with  
hippocampal volume in patients with AD.474 Future stud-
ies in this area will likely help identify important genetic 
factors underlying MCI and AD, allowing for earlier 
identification of people at risk for developing AD.

Early Diagnosis and Pre-MCI

A major goal has been to identify patients at high risk 
for developing AD even earlier than an MCI diagno-
sis and/or significant cognitive decline. The concept of 

“pre-MCI” has begun to appear, either defining a group 
of patients with subjective (i.e., patient given) and/or 
informant provided cognitive complaints but normal 
cognitive performance on clinical tests or individuals at 
high risk for development of AD due to genetic predis-
positions (APOE e4 positive) and/or a family history of 
AD. Studies have shown that pre-MCI patients show 
measurable changes in neuroimaging biomarker. A 
study by our group in 2006 demonstrated that patients 
with subjective cognitive complaints but normal cogni-
tive performance on standard clinical measures had 
significantly reduced hippocampal GM density relative 
to HCs with no cognitive  complaints (Fig. 19.5).24 

Fig. 19.5 Significant reductions in hippocampal GM in elderly 
with significant cognitive complaints but normal memory per-
formance. Adapted with permission from ref. 24. Elderly patients 
showing (a) normal memory performance but (b) significant 
cognitive complaints (CC) have significantly reduced (c) hip-
pocampal GM density. CC participants show significantly 

smaller bilateral hippocampal GM density than HC without 
cognitive complaints, and nearly equivalent atrophy to MCI 
patients. Thus, elders with normal  memory but significant sub-
jective and informant-verified cognitive complaints may repre-
sent an earlier stage of AD (Note: dotted lines represent 
thresholds for impairment)
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These results have been confirmed by other groups in 
independent samples.23 Patients with cognitive com-
plaints but no clinically relevant memory deficits also 
show significant longitudinal atrophy in the MTL, 
including significant hippocampal and amygdalar vol-
ume loss,23 as well as an increased decline in global 
functioning.475 Similarly, patients with “pre-MCI” 
defined by the presence of an APOE e4 allele but nor-
mal cognitive testing have accelerated cognitive decline 
over 2 years,476 as well as significant hypometabolism 
in the parietal lobe, posterior cingulate, and prefrontal 
cortex, as assessed using FDG-PET.361 As previously 
discussed, approximately 25–30% of cognitively nor-
mal elderly have also been shown to be PiB positive, 
reflecting significant amyloid burden.389,391,400 These 
patients may also constitute a form of “presymptom-
atic” MCI or AD. Future studies to fully characterize 
patients at risk for AD before significant cognitive 
impairments, including longitudinal follow-up of HCs 
with significant amyloid and patients with cognitive 
complaints, will be extremely important in early diag-
nosis of AD related changes.

Clinical Trials Using Imaging

One of the major uses for imaging biomarkers is and 
will likely continue to be in clinical trials of new 
 therapeutics for the treatment of MCI and AD. MRI 
and PET measures have already been used in clinical 
trials of a number of different types of treatments, 
including AChE inhibitors369,371-373,477 and Ab immuni-
zation treatments.478 Due to the biological basis and 
relatively small measurement error of imaging bio-
markers, studies have estimated significantly greater 
power of these markers relative to only clinical diag-
nosis and/or psychometric tests.479 As new disease-mod-
ifying treatments are developed, imaging biomarkers 
will likely play a significant role in sensitive and spe-
cific trial outcomes.

Conclusions

In conclusion, neuroimaging studies of AD and MCI 
have characterized significant alterations in structure 
and function relative to healthy elderly. AD and MCI 

patients show pronounced brain atrophy, starting in 
MTL regions and eventually encompassing the entire 
brain, which can be accurately and sensitively detected 
and monitored using structural MRI techniques. 
Advanced MRI techniques have also shown significant 
brain alterations in patients with AD and MCI, includ-
ing significant loss of WM integrity (measured via 
DTI), hypoperfusion in temporoparietal and other 
regions (perfusion MRI), alterations in cellular metabo-
lites (MR spectroscopy), changes in brain function 
(fMRI) during tasks and at rest, and a loss of connectiv-
ity between functional networks. Nuclear medicine 
techniques including SPECT and PET have also shown 
differences between AD and MCI patients and HCs, 
including hypoperfusion (SPECT), hypometabolism at 
rest and during functional tasks (FDG-PET), significant 
deposition of amyloid (PIB-PET), deficits in neu-
rotransmitter systems (ACh, GABA, 5-HT, DA), and 
increased neuroinflammation (PK-11195, DAA1106). 
Neuroimaging tools have also shown clear utility in 
accurate and early detection and diagnosis, prediction 
of disease course and rate of decline, and monitoring 
declines in brain structure and function.

Despite the abundant studies of neuroimaging as a 
biomarker in AD and MCI, no single technique is con-
sidered to be the “gold standard.” Future studies, 
including consortium studies such as ADNI, that have 
multimodal imaging in the same patients will provide 
an opportunity to directly compare different types of 
imaging. By estimating the relative contribution of 
each imaging technique in early diagnosis and predic-
tion of AD and MCI, the best technique or optimal 
combination of techniques can be established and 
implemented in future studies for even earlier detec-
tion or in clinical trials. Although AD diagnostic crite-
ria still requires postmortem neuropathology for a 
conclusive diagnosis, neuroimaging biomarkers are 
essential tools for the in vivo diagnosis of AD and may 
one day be considered adequate for a conclusive AD 
diagnosis.
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Introduction

Human immunodeficiency virus (HIV) is a retrovirus 
that invades and inactivates T-lymphocyte cells of the 
immune system leading to Acquired Immune Deficiency 
Syndrome (AIDS). In 2007, there were 33 million peo-
ple living with HIV. That year alone, 2.7 million people 
became infected with the virus, and 2 million people 
died of HIV-related causes.1 These numbers are not 
evenly distributed globally and tend to be dispropor-
tionately concentrated in countries least able to finan-
cially shoulder the burden of providing medical care to 
patients. In 2007, an estimated 1.9 million people were 
newly infected with HIV in sub-Saharan Africa, bring-
ing the total number of people living with HIV to 22 
million in that area. The number of people infected in 
sub-Saharan Africa represents a full 67% of the global 
total of people with HIV, and 75% of all AIDS deaths 
in 2007.1

In 1996, combinations of antiretroviral medica-
tions known as highly active antiretroviral therapy 
(HAART) were introduced to treat HIV-positive indi-
viduals. The use of antiretroviral drugs effectively 
suppresses viral replication and reconstitutes immune 
function to levels that prevent the development of 
opportunistic infections that were so often fatal prior 
to the advent of combination therapy. Without 
HAART, the life expectancy of a patient from time of 
infection was 11 years, but with medications patients 
are living in excess of 20 years.1 Longer life expec-
tancy in patients and continued incidence of new 

infections is resulting in an ever increasing number of 
people living with chronic HIV.

Even though HAART has been very effective at 
restoring immune function, it tends to have poor pen-
etration into the central nervous system (CNS).2 This is 
a primary concern as HIV enters the CNS and exerts a 
variety of deleterious effects soon after systemic infec-
tion. The virus crosses the blood–brain barrier (BBB) 
via infected macrophages, infected cell transmission 
across the choroid plexus,3 and the passage of free 
virons across areas of damaged BBB.4 Neuronal dam-
age is not caused by direct infection of the virus, but 
indirectly through the inflammatory response to infec-
tion of macrophages and microglia with the virus and 
the build-up of inflammatory cytokines. Ensuing cog-
nitive dysfunction manifests as a frontal–subcortical 
pattern of impairment with prominent involvement of 
fine motor movements, learning new information, 
attention and concentration, and executive functions.

The most recent terminology to classify varying 
degrees of cognitive impairment takes into account not 
only decreases in cognitive performance (as demon-
strated through neuropsychological testing) but also 
the impact these cognitive declines have on everyday 
functioning or activities of daily living.5 Additional 
criteria consider the presence of other comorbid dis-
eases, disorders, or substance abuse related to cogni-
tive dysfunction, and whether or not the observable 
impairment meets criteria for delirium or dementia.5 
A patient who shows impairment in at least two 
domains of cognitive function without any observed or 
self-reported difficulties with everyday functions may 
be classified as having asymptomatic cognitive impair-
ment (ANI). To qualify for a diagnosis of mild neu-
rocognitive disorder (MND) patients must demonstrate 
impairment in at least two cognitive domains, how-
ever, the impairments must also interfere mildly with 
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everyday functioning validated by self-report or the 
observation of others. A diagnosis of HIV-associated 
dementia (HAD) is characterized by more severe 
impairments in at least two domains of cognitive func-
tion, resulting in marked interference with everyday 
activities, and the impairment does meet criteria for 
dementia (but cannot meet criteria for delirium). To 
reiterate an earlier set of diagnostic criteria, ANI, 
MND, or HAD cannot be diagnosed in the presence of 
comorbidities that may confound the diagnosis, such 
as the presence of depression, history of other CNS 
disorders, opportunistic infections, or active substance 
abuse.

Comorbid conditions can affect the progression 
and severity of cognitive disturbances associated with 
HIV. Individuals coinfected with hepatitis C and HIV, 
which is fairly common especially in injecting drug 
users, tend to demonstrate greater cognitive dysfunc-
tion than either HIV or hepatitis C.2 In addition, when 
compared with HIV patients who do not use illicit 
drugs, those patients who abuse drugs have more rapid 
progression to severe forms of neurocognitive dys-
function, and, in fact, some HIV-infected drug abusers 
may have an accelerated form of HAD.6 Depression, 
also commonly observed among HIV patients, can be 
difficult to distinguish from the initial stages of HAD, 
with symptoms of fatigue, pain, anorexia, and insom-
nia common in both conditions.7 Additionally, depres-
sion has been linked to immune suppression and lack 
of adherence to medication,8 which can affect pro-
gression of neurological symptoms. Another major 
comorbid condition is age. As the population of HIV 
patients’ ages, the comorbidity of age-related vascular 
disease, metabolic disturbances, and neurodegenera-
tive diseases with chronic HIV infection complicates 
diagnosis and treatment of HAD.9 Finally, emerging 
data suggest that inflammation and toxicity due to 
HIV predisposes the brain to pathological effects 
similar to those seen in Alzheimer’s disease (AD) 
patients.10

Longer periods of infection, even with better 
immune function and lower viral loads due to HAART, 
have led to a decrease in the incidence of HAD, but an 
increased prevalence of more mild forms of cognitive 
dysfunction.11 The distribution of antiretrovirals across 
the BBB and into the CNS tends to be poor, but even 
with effective medication the inflammatory response 
may continue.10 Because these inflammatory factors 
continue in the presence of low viral load and high 

CD4+ counts, traditional plasma indicators of disease 
progression have not shown a strong correlation with 
CNS involvement and cognitive functioning.11 New 
indicators of CNS status would prove useful tools in 
the diagnosis and treatment of HIV-associated cogni-
tive dysfunction.

Common MRI Findings in HIV

Numerous neuroimaging studies have now been com-
pleted that describe the neural signatures of HIV-
related brain impairment. In this section, we briefly 
review the literature that provides neuropathological 
support for the validity of neuroimaging abnormalities 
in HIV. Studies involving postmortem examinations 
have verified MRI findings in patients with progres-
sive HIV by demonstrating that cortical atrophy and 
white matter alterations (WMA) are both present 
in the brain and relate to the amount of HIV present in 
the brain, with more pronounced atrophy evident in 
severe states of infection.12–17 Jernigan et al.18 found 
that nondemented patients with AIDS showed 
increases in cerebrospinal fluid (CSF) and reduced 
gray matter volumes compared to asymptomatic HIV-
positive individuals and HIV-negative control groups. 
Although atrophy is related to the severity of HIV 
infection and neurological complication, a study com-
pleted by Post et al.19 – prior to the introduction of 
HAART – reported cortical atrophy in both neurologi-
cally asymptomatic and symptomatic groups. Among 
the asymptomatic subjects, seven of 13 individuals 
with abnormal MRI scans showed mild-to-moderate 
sulcal enlargement. Of the symptomatic group, five 
subjects of ten displayed abnormalities, with four of 
those participants exhibiting sulcal enlargements. Post 
et al.20 also found mild to marked cortical atrophy in 
patients with HIV encephalitis. An additional pre-
HAART study using MRI to detect cortical atrophy 
reported significantly more atrophy, most notably in 
the temporal lobes, in AIDS patients compared to 
patients at earlier disease stages.12 The preceding stud-
ies demonstrate that MRI is an effective technique in 
detecting cortical atrophy in the early manifestation of 
HIV infection in the brain.

Another common finding in HIV studies is subcor-
tical atrophy, which is more pronounced on MRI as 
HIV infection progresses.12–14,17,21–27 Later stages of 
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HIV infection including AIDS and HAD all show 
 pronounced atrophy in the ventricle and the area 
around the region of the caudate nucleus.14,22–26,28 In 
two additional studies, reduction of gray matter vol-
ume, especially in the area of the caudate, was signifi-
cantly related to HIV dementia, suggesting that atrophy 
of the basal ganglia and the area of the caudate nucleus 
are important MRI markers of HIV dementia.22,29 
Aylward et al.,28 in an MRI study focusing on the basal 
ganglia, confirmed reports that general atrophy is 
related to severity of HIV infections and that basal 
ganglia volumes are significantly related to HIV 
dementia.

Structural MRI and Cognitive 
Performance

Volumetric MRI has provided an important method to 
identify relationships between atrophy, both cortical 
and subcortical, in HIV and deficits on specific cogni-
tive abilities. Poutiainen et al.14 found a statistically 
significant inverse relationship between peripheral 
atrophy and memory scores in individuals with AIDS. 
In a study by Harrison et al.,17 poor results on aspects 
of verbal memory, psychomotor speed, and cognitive 
flexibility were specifically related to wide sulci in 
HIV patients. Levin et al.13 identified slowing of 
response speed that was significantly related to sever-
ity of cerebral atrophy as measured by the enlargement 
of ventricular area and CSF space. Patel et al.15 found 
a significant negative correlation between atrophy 
assessed by using whole brain parenchymal volume 

(PBV) and performance of motor sequencing assessed 
using the grooved pegboard task.

The severity of atrophy around the caudate nucleus 
is most often linked to specific cognitive perfor-
mance deficits in domains of gross motor functioning, 
mental flexibility, tactile perception, and fine motor 
skills.13,15,23–25 A number of studies23–25 reported 
 statistically significant relationships between caudate 
 volume and neuropsychological performance. Specifi-
cally, these studies reported significant relationships 
between caudate atrophy and fine/complex motor 
functioning as assessed by using the grooved pegboard 
test. The relationship between atrophy of the caudate 
and fine/complex motor skills was the most robust 
finding, but all three studies also showed a significant 
relationship between caudate atrophy and mental 
 processing speed.24,25 MRI in relation to performance 
on the grooved pegboard test may be a good indicator 
of change and severity of HIV infection, especially in 
later stages of HIV (AIDS, HAD). Hestad et al.23 
reported a significant relationship between caudate 
atrophy and performance on Trails B, a measure of 
mental flexibility. Recently, in a study by Paul et al.,30 
apathy ratings in HIV patients significantly correlated 
with nucleus accumbens volume. The degree of apa-
thy was directly related to magnitude of the decrease 
in volume of the nucleus accumbens. This corrobo-
rates earlier findings that the decrement of neurologi-
cal function relates to the severity of HIV infection 
(Fig. 20.1).12–16,23–26,28,29,31,32

Contrary to the number of studies indicating atrophy 
in the subcortical region, some recent work has found 
enlargement of the putamen in HIV-positive patients 
demonstrating mild cognitive symptoms.33 The enlarged 

Fig. 20.1 3D reconstruction of the nucleus accumbens (yellow) 
and caudate (blue) and lateral ventricles (purple). Lower vol-
umes of the nucleus accumbens correlate with increased ratings 

of apathy and lower volumes of the caudate correlate with poorer 
performances on tests of executive function among HIV 
patients
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putamen was related to slow motor speed and immune 
status (left and right putamen, respectively), and the 
authors suggested that inflammation or dysfunction of 
the dopamine system in the putamen might explain the 
findings of hypertrophy in this nucleus. Additional work 
is needed to determine the evolution of MRI volumetric 
changes in HIV, and the relationship between these 
changes and both immune markers and cognitive perfor-
mance. Once these studies are complete, a more com-
prehensive understanding of nonlinear changes in brain 
volume and cognitive status will be obtained.

White Matter Abnormalities in HIV

A second common structural MRI finding in HIV studies 
includes WMA. As with atrophy, WMA increase in 
severity with the progression of HIV infection, with the 
most severe abnormalities in patients with AIDS-related 
dementia.16–18,21,26,27,29,31,32,34–37 Studies have also revealed 
relationships between white matter changes and cogni-
tive performance, but it is important to note that there is 
no consensus regarding these findings. Harrison et al.17 
identified a17 significant relationship between patients 
with changes in white matter and performance on Trails B, 
symbol digit, and tests in the nonverbal memory domain. 
Similar results have been reported in other studies29; how-
ever, there have also been studies finding a relationship 
between WMA and age, but no relationship was noted 
between WMA and disease factors.38

MRI studies have also been employed to examine 
the effects of treatment – in the form of HAART, pro-
tease inhibitors, and monotherapeutic treatments – on 
structural changes.35,39–41 In all instances where treat-
ment was reported, MRI follow-ups showed the regres-
sion or halting of WMA and/or atrophy; however, 
structural observations sometimes took up to 20 
months to appear on MRI.40 These findings show that 
MRI can be used to track the effectiveness of various 
treatment regimens through imaging of WMAs and 
atrophied regions of the brain.

Magnetic Resonance Spectroscopy  
and HIV

Magnetic resonance spectroscopy (H1-MRS) has also 
been used as a tool to examine the manifestation of 
HIV damage in the CNS.4,42,43 Studies have found that 

H1-MRS reliably detects damage, such as AIDS 
encephalopathy, more effectively than MRI or neurop-
sychological testing.42 Proton, or H1-MRS, is the most 
frequently used method of MRS; however, it is also 
possible to use carbon 13 and phosphorous 31 to mea-
sure different compounds associated with cellular 
processes. Using H1-MRS, a number of common 
metabolite concentrations and ratios have been identi-
fied as important markers of inflammation and neu-
ronal decline. In HIV, the most common compounds 
measured using H1-MRS are choline (Cho), creatine 
(Cr), myo-inositol (mI), and N-acetyl aspartate (NAA) 
either in absolute concentrations or ratios.4

H1-MRS is able to detect certain metabolites in the 
brain and therefore the markers used and the brain 
regions under review in most studies are relatively 
standard. Choline is a protein that is often found in 
membrane structures and is active in phospholipid 
metabolism in the CNS.42 Increases in Cho are thought 
to reflect damage to myelinated tissues.4,42 Creatine 
(Cr) is found in similar concentrations throughout gray 
and white matter and is used by the mitochondria of 
cells as a component of cellular metabolism. It is often 
used in ratio with other compounds due to its consis-
tent concentration in the different tissue types. 
Decreases in Cr indicate a reduction in the normal cel-
lular metabolism. Myo-inositol (mI) is commonly 
referred to as a glial marker and increases in mI reflect 
a propagation of astrocytes in damaged tissue, although 
the increase in mI may reflect other factors as well.4 
Finally, NAA is produced by the mitochondria of neu-
rons and decreases are thought to reflect neuronal dam-
age among other factors.

There is some debate over the use of absolute con-
centrations or ratios of the metabolites and which is 
more accurate in identifying CNS damage in HIV. 
Studies have found significant results using both meth-
ods; however, since the metabolites have shown to be 
affected with relation to the disease,44 the use of ratios 
may dilute results compared to absolute concentra-
tions. Furthermore, the use of ratios adds to the com-
plexity of explaining the relationship between the 
variables and how the disease affects the metabolic 
processes in the CNS.

Early studies using H1-MRS examined differences 
between HIV-positive patients who demonstrated vary-
ing degrees of cognitive changes, from ANI to HAD. 
Chang et al.45 measured elevated concentrations of mI 
and Cho in patients with varying levels of cognitive 
dysfunction compared to healthy controls, but did not 
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find any differences in NAA between the HIV groups. 
Low CD4 count and higher CNS viral loads were found 
to be related to elevated mI and Cho. The researchers 
postulated that the lack of changes in NAA indicates 
that neuronal damage is not yet present in early stages 
of cognitive decline; however, with increasing severity 
of cognitive impairment reductions in NAA is evident. 
Meyerhoff et al.46 observed similar results in subcorti-
cal regions, with NAA reduced only in patients who 
demonstrated severe cognitive impairments. A later 
study by Chang et al.44 examined the relationship 
between metabolite concentrations, CD4, viral loads 
(plasma and CSF), and performance on an executive 
function task in HAART naïve patients. They again 
reported increased mI, Cho, and Cr in frontal areas, but 
basal ganglia (BG) Cr was reduced. All metabolite 
changes were related to increasing disease severity. 
Low CD4 and higher plasma viral load correlated with 
increased mI. The difference in the levels of Cr between 
the BG and the frontal region led the researchers to 
recommend the use of absolute metabolite concentra-
tions rather than ratios to provide more meaningful 
results. Also, these results are important in understand-
ing how metabolite concentrations may vary among 
brain regions over the course of the disease.

Additional studies, using multiple imaging tech-
niques, have reported metabolite alterations that cor-
relate with other imaging indices. Functional MRI and 
MRS have been used in combination to investigate the 
relationship between metabolites, blood oxygen level-
dependent (BOLD) signal and working memory.47 Paul 
et al.48 observed that HIV patients, who scored in the 
MCI range for ADC, had higher levels of Cho/Cr and 
lower levels of NAA/Cho in the putamen of the basal 
ganglia compared to controls. Using quantitative MRI, 
putamen size correlated significantly with the NAA/Cr 
ratio in the basal ganglia, while all other MRI and 
MRS correlations were not significant. Sacktor et al.,49 
as part of a multicenter study, investigated both single 
voxel-MRS (SV-MRS) and MRS together to determine 
the possibility of using both to detect metabolite abnor-
malities. The different techniques use different echo 
times and voxel sizes in MRS are slightly smaller than 
in SV-MRS, but both produced results indicating alter-
ations in the metabolites. Specifically, impaired HIV 
patients had reduced NAA/Cr in frontal white matter 
using SV-MRS. Using MRS, impaired HIV patients 
had increased Cho/Cr and reduced NAA/Cr in the cau-
date compared with HIV patients who demonstrated 
no impairments.

There are a number of factors beyond HIV alone 
that investigators consider when studying MRS indi-
ces in this population. The use of antiretroviral medi-
cation, current and prior drug use, and age all could 
impact the metabolite concentrations found using H1-
MRS. Age has been used as a covariate in a number of 
the studies and has been shown to attenuate the rela-
tionships between disease and NAA values.50,51 
Additionally, Chang et al.45 reported normalization of 
some MRS metabolites after HAART though it remains 
unclear if these alterations hold over time.

A few studies have reported the effects of metham-
phetamine use, marijuana use, and alcoholism on MRS 
indices in HIV.52–54 Chang et al.52 determined that HIV 
subjects with a history of chronic methamphetamine 
use demonstrated additive effects of HIV and drug use 
resulting in significantly lower NAA in the three 
regions measured (BG, FWM, FGM) and increased mI 
in FWM compared to HIV-negative patients with no 
drug use. NAA and Cr reductions were observed in the 
cortexes of HIV-positive (without HAD diagnosis) 
patients with alcoholism.54 The investigators noted that 
when the metabolites were expressed as a ratio, the 
results were nonsignificant, again indicating the bene-
fits of using absolute measures of metabolites over the 
use of ratios. Also, neither groups of individuals with 
HIV nor alcoholism alone showed significant metabo-
lite abnormalities.

The use of marijuana is common in HIV patients, 
but there are very few studies reporting the possible 
effects of the drug on cognitive function in HIV. In 
2006, a study by Chang et al.53 identified a combined 
effect of chronic marijuana use and HIV on increased 
Cr in the thalamus. Additionally, the team examined 
glutamate levels and reported a reduction in glutamate 
in frontal white matter in the HIV and marijuana 
groups individually. Reductions in glutamate could be 
due to a disruption of neuronal or glial processes. 
Interestingly, the HIV-positive group who used mari-
juana chronically demonstrated near-normal glutamate 
levels in the frontal region. Additional research needs 
to be done in this area in order to determine the com-
bined effects of HIV and drug use on metabolite con-
centrations and CNS functional integrity.

Sample sizes used in most HIV neuroimaging stud-
ies are often small and consist of samples selected on 
criteria that differ across studies. These differences as 
well as the use of various methods of image acquisi-
tion can affect the results of the studies. The HIV-MRS 
Consortium was formed to help diminish the effects of 
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these differences and find regional effects of HIV 
using MRS.55 Lee and colleagues conducted a prelimi-
nary study to determine the reliability of multiple cen-
ters using H1-MRS to examine metabolite differences 
in the CNS of HIV patients. Importantly, the consor-
tium identified elevated Cho/Cr and mI/Cr ratios in the 
BG of HAD participants compared to controls. Also, 
mI/Cr ratios were elevated in FWM and NAA/Cr were 
reduced in the HAD group in the FWM. A follow-up 
study examined metabolite patterns in HIV patients 
with ADC, HIV neuroasymptomatic (NAS) patients, 
and a control group to compare metabolite ratios and 
their relationships with clinical markers such as CD4, 
viral loads, and effects of aging.56 The ratios of mI/Cr 
and Cho/Cr were elevated for the NAS patients 
 compared with controls and further elevated for the 
ADC group in the BG and FWM. Additionally, NA/Cr 
in the FWM was reduced in the ADC group compared 
with NAS. CSF viral load correlated with the metabo-
lites in the white matter, and HIV and aging showed 
additive effects on the Cho/Cr and mI/Cr ratios in the 
BG independent of dementia severity. These results 
are similar to the early findings, with a pattern of sub-
cortical alteration in glial metabolites even in NAS 
patients, and reductions in NA compounds (marking 
neuronal loss) only found with more severe cognitive 
impairment.

HIV and fMRI

Functional MRI (fMRI) is used to determine changes 
in the blood oxygenation level-dependent (BOLD) sig-
nal during MRI. The BOLD signal provides a measure 
of changes in the regional blood flow during specific 
cognitive tasks. While the BOLD signal arises from 
changes in blood flow and not from changes in neu-
ronal activity, these changes correlate with activity at 
the neuronal level. Studies using fMRI have often used 
a clinical and control sample to compare activation 
changes in the brain during specific cognitive tasks. 
The use of fMRI in HIV populations is still a relatively 
novel approach as few studies have employed this type 
of imaging to date.

The fronto-striatal circuit has been heavily studied 
with regard to HIV, since most of the damage seen in 
HIV patients occurs in this network and is associated 
with the executive function deficits identified in this 

population. An fMRI study by Melrose et al.57  
investigated the difference in the prefrontal cortex and 
basal ganglia between an HIV-positive group and 
healthy controls by using a semantic event sequencing 
task, previously found to activate the prefrontal cortex 
and basal ganglia, to determine if this system was 
affected by the disease. Functional connectivity analy-
sis revealed that the HIV group had greater connectiv-
ity between the basal ganglia and the anterior parietal 
regions, as opposed to the control group that had 
greater connectivity between the basal ganglia and the 
prefrontal cortex. Additionally, these changes appeared 
to have taken place prior to any significant volumetric 
changes within these structures in the HIV group, sug-
gesting that the metabolite alterations may precede 
anatomical changes.

Attention and memory are both heavily studied 
within the area of HIV and fMRI. Both of these abili-
ties, along with other executive functions, are depen-
dent upon an intact fronto-striatal system in the brain. 
Studies have consistently found deficits in these areas 
and evidence for these deficits on fMRI. One such 
study by Chang et al.58 observed that on tasks of work-
ing memory and attention subjects with HIV activated 
the same areas as controls and displayed greater acti-
vation in several other areas. As task difficulty 
increased, individuals with HIV showed greater 
BOLD activation in the left prefrontal cortex and sup-
plementary motor areas, both of which are areas adja-
cent to or in the periphery of the normal activation 
regions.

In an fMRI study on attention, Chang et al.59 
observed the recruitment of additional areas of the 
brain in the HIV group compared to the control group, 
though no differences in performance on the task was 
noted. The additionally recruited areas in the HIV 
group were peripheral, adjacent, or contralateral to the 
regions activated in the healthy controls. Additionally, 
HIV individuals exhibited less activation in the tradi-
tional attention networks, including the prefrontal, 
dorsal, parietal, and cerebellar regions.

In a study of working memory, asymptomatic HIV 
subjects were found to have greater BOLD activation 
and activation volume in the lateral prefrontal cortex 
compared with healthy controls, even when their per-
formances were the same on neuropsychological 
tests.60 Another study by Ernst et al.47 used both fMRI 
and MRS to investigate whether glial markers showing 
abnormal brain metabolism correlated with BOLD 
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acquisition on fMRI. Positive correlations between 
BOLD signal strength and glial metabolites such as 
Cho, mI, and Cr were noted, but no relationship with 
NAA were observed, leading the researchers to deter-
mine that glial changes may reduce processing effi-
ciency without marked neuronal changes taking place. 
Results also indicated that glial markers in the basal 
ganglia and frontal white matter correlate with BOLD 
signal, suggesting that working memory deficits may 
be driven by glial abnormalities and inflammation in 
these areas.

Although the majority of the literature has focused 
on the damage that takes place involving the fronto-
striatal system, some evidence suggests that HIV also 
causes damage to the hippocampal region of the brain. 
To investigate this relationship, Castelo et al.61 
employed an episodic memory task to determine 
whether the BOLD signal was different in HIV indi-
viduals. The results indicated a decreased signal in 
the medial temporal regions and areas of the prefron-
tal cortex with increased activation in the frontal and 
parietal regions surrounding the prefrontal area nor-
mally associated with this task. This study suggests 
the possible role of hippocampal damage in HIV. 
A recent study62 employed fMRI to investigate hip-
pocampal function during episodic memory tasks in 
HIV-positive and HIV-negative women.62 The results 
indicated a decrease in bilateral hippocampal activa-
tion during the encoding phase of the task and 
increased activation during the delayed recognition 
task in the HIV-positive group compared with the 
HIV-negative group. The differences in activation 
also correlated with worse performance on the epi-
sodic verbal memory task.

A limitation to fMRI studies specific to HIV is that 
not many studies have looked at whether there are 
alterations in the hemodynamic blood flow of HIV  
positive individuals. This is important to investigate, 
since fMRI is dependent upon normal blood flow in 
the brain. If HIV results in altered blood flow in the 
brain, then comparisons to healthy controls will not 
necessarily indicate differences in blood flow due to 
neuronal activation. One such study63 noted signifi-
cant differences in HIV/AIDS patients when strati-
fied on their neurological symptoms.63 The patients 
who exhibited neurological symptoms displayed sig-
nificantly longer hemodynamic response compared 
with asymptomatic HIV/AIDS patients. More stud-
ies of the same nature should be done in order to 

investigate this issue and determine the utility of 
using fMRI in an HIV population.

Diffusion Tensor Imaging and HIV

Diffusion tensor imaging (DTI) is a magnetic reso-
nance imaging technique utilizing diffusion gradients 
to measure directional diffusion of water molecules. In 
white matter tracts, diffusion occurs most easily along 
the length of the axon. Damage to myelin, inflamma-
tion, or damage to the axon is reflected in increased 
diffusion perpendicular to axons. This indicator of 
integrity of white matter tracts makes DTI especially 
useful in studying diseases associated with demyelina-
tion and altered neuronal integrity.64

DTI is a powerful imaging method to understand 
neuropathogenesis in this population due to the impact 
of HIV on the brain white matter. Thurnher et al.65 
examined frontal white matter using measures of both 
fractional anisotropy (FA) and apparent diffusion 
coefficient (ADC). FA is a scalar measure of the 
degree of anisotropy or directional movement of water, 
in a given voxel. Low FA values indicate low direc-
tionality of diffusion and therefore loss of axonal 
organization. ADC measures the magnitude of random 
diffusion, with low values indicating little random dif-
fusivity, and therefore intact organization of white 
matter tracts, and high values indicating a loss of this 
organization. Thurnher et al.65 reported both reduced 
FA and increased ADC in frontal white matter of HIV 
patients when compared with healthy controls. These 
results would seem to support the use of DTI for deter-
mining white matter changes in HIV, but as the results 
were not statistically significant, the authors con-
cluded that the imaging, as conducted, was not a use-
ful tool for detecting frontal white matter damage in 
HIV.

DTI has been used to examine the status of the entire 
brain in HIV patients. In two studies, one research 
identified reduced whole brain FA among HIV patients 
compared with healthy controls, and these reduced 
 values were significantly associated with severity of 
dementia on multiple standardized measures.66 ADC 
values generally tend to increase with the severity of 
dementia. Evaluation of the whole brain using DTI 
could prove useful in determining general extent of 
CNS involvement in HIV infection.
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Memory difficulties have been observed in HIV 
patients, leading researchers to examine damage to the 
hippocampus. Thurnher et al.65 identified both reduced 
FA values and higher ADC values in the hippocampi of 
HIV patients when compared with healthy controls, 
though the differences did not reach statistical signifi-
cance. DTI has also been utilized to identify neuro-
pathological abnormalities in the basal ganglia. Ragin 
et al.67 compared FA and mean diffusivity (MD) values 
with test results for various cognitive domains. MD is 
similar to ADC and is referred to as a scalar measure of 
the total diffusion within a determined volume of tissue, 
with low values indicating low diffusion of water within 
tissue. This study also examined the caudate and puta-
men of HIV patients and reported significant relation-
ships between increased MD in the putamen and verbal 
memory deficits. Significant correlations were also 
observed with FA measurements of both caudate and 
putamen related to measures of visual memory, and 
reduced FA values in the putamen were significantly 
correlated with working memory deficits. FA values in 
the putamen were also significantly correlated with 
overall degree of impairment in HIV patients, as ascer-
tained by the average of all measured cognitive func-
tions. Other studies have reported relationships between 
reduced FA in the white matter of HIV patients and per-
formance on tests of visuoconstruction.67

A few DTI studies have examined the corpus callosum 
in HIV patients. Thurnher et al.65 reported that the FA val-
ues in the genu were significantly reduced in HIV patients 
when compared with healthy controls. FA values for the 
splenium were also reduced, but not significantly, and 
ADC values were higher in the genu in HIV-positive 
patients than in controls. Further, ADC values were higher 
in the splenium, but not to the level of statistical signifi-
cance observed in additional studies. Wu et al.3 reported 
that the reduced FA in the splenium of HIV patients was 
significantly correlated with multiple standardized mea-
sures of dementia. The MD values for the splenium of 
HIV patients were significantly increased over that of con-
trol subjects. Both the FA and MD alterations observed in 
HIV patients were also significantly correlated with mea-
sures of motor speed. The results from the Wu et al. study 
indicate that DTI might be a useful tool in predicting 
cognitive decline. Most recently, researchers have looked 
at the axial and radial diffusivity values and found that 
HIV had a larger effect on radial diffusivity compared 
with axial diffusivity, which could indicate that disease 
progresses primarily due to demyelinating processes.68

New Imaging Possibilities in HIV

Several new methods of imaging have significant 
promise in assessing the structural brain changes and 
cognitive dysfunction in HIV infection. Few of these 
methods have been cited in the literature in brain imag-
ing of HIV infection to date though it is expected sub-
sequent studies will incorporate these methods with 
greater frequency. In this section, we review a few 
methods that have significant potential to enhance our 
understanding of HIV neuropathogenesis, including 
arterial spin labeling (ASL), quantified tractography in 
DTI, diffusion spectrum imaging (DSI), and near-
infrared light imaging.

ASL is a method of perfusion imaging, which uti-
lizes magnetically inverted water movement to mea-
sure blood flow to tissue. The inverted water molecules 
are labeled and used as endogenous tracers within ves-
sels.69 Water movement can be measured in both gray 
and white matter, but is measured primarily in small 
vessels and the tissue around them.70 ASL is generally 
separated into two techniques, pulsed and continuous. 
A recent study used continuous ASL to assess caudate 
blood flow and volume in an HIV-infected popula-
tion.71 Results indicate reduced blood flow and volume 
in the caudate among individuals with cognitive impair-
ment compared with (healthy) controls. This finding is 
important, because blood flow changes may precede 
changes in structural integrity and may also be related 
to the degree of cognitive impairment in this popula-
tion. Additionally, ASL can be employed in functional 
studies to assess brain activation during tasks.72 This 
method may be useful in individuals with HIV because 
impairment is seen in multiple areas of cognition. It 
may be possible to quantify activity in differing areas 
of the brain while monitoring pathway disconnections 
associated with impaired functioning by assessing the 
amount of water movement using ASL during cogni-
tive tasks. Another new method of ASL, velocity selec-
tive ASL, may prove useful in assessing inflow to 
structures and measuring tissue damage.73

Velocity selective ASL (VSASL) is another method 
of perfusion tensor imaging. Again, VSASL has the 
potential to measure local inflow to structures to deter-
mine tissue damage.73 A unique characteristic of 
VSASL is that it is not dependent upon a spatiotempo-
ral delay, unlike pulsed and continuous ASL,  making 
it a superior method of measuring inflow to areas of 
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low perfusion. Continuous and pulsed ASL are depen-
dent upon the spatiotemporal delay related to the time 
needed for the inverted hydrogen molecules to reach 
the region of interest, potentially causing measure-
ment errors. VSASL, on the other hand, measures 
hydrogen moving at a specified velocity74 resulting in 
fewer measurement errors.74 Thus, VSASL may be 
superior over pulsed or continuous ASL in measuring 
blood flow in damaged or occluded brain structures.

Quantified tractography is used as a metric for mea-
suring specific orientation and curvature75of white matter 
pathways to determine structural integrity in DTI.76 
Changes in the white matter due to damage or pathology, 
as measured by a decrease in linear anisotropy possibly 
due to axonal loss77 reflect changes in tractography gen-
erated streamtube algorithms. The streamtubes may 
increase or decrease in number and length, depending on 
the type of white matter damage. Thus, by measuring the 
change in streamtube algorithms, changes in white mat-
ter integrity can be quantified. Using this method, it may 
be possible to observe subtle pathway differences between 
diseased and healthy populations76 including HIV.76 A 
study by Paul et al.78 used quantified DTI and FLAIR 
imaging in addition to a neuropsychological evaluation to 
 determine the integrity of brain systems in an  HIV-infected 
individual with progressive multifocal leukoencephalop-

athy. Results indicated the patient performed  significantly 
worse than HIV monoinfected comparisons on neurop-
sychological testing. The patient had multiple white mat-
ter abnormalities, and quantified DTI was able to identify 
abnormalities, which were not apparent on FLAIR 
images. Our group is currently utilizing quantified DTI to 
examine fiber length and number among individuals 
infected with clade C HIV (Fig. 20.2).

DSI is a second novel diffusion imaging technique 
with potential applications in the imaging of HIV. The 
capabilities of DSI improve upon DTI techniques such 
that DSI is capable of identifying cross fibers, or inter-
secting tracts, within a single voxel in the brain. DSI can 
also identify long fiber tracts and the route and termina-
tion sites of white matter pathways.79 In a 2008 study, DSI 
was employed in adult formalin-fixed brains of macaques 
as well as in healthy human brains. DSI revealed fiber 
crossings in multiple brain structures, including the cau-
date nucleus, which DTI was unable to capture.80 This 
finding is particularly important considering HIV infec-
tion targets the head of the caudate nucleus.

Techniques such as near-infrared imaging (NIRI) 
and near-infrared spectroscopy (NIRS) utilize visible 
as well as near-infrared light, passing through tissue to 
gain a better understanding of the structure of that tis-
sue.81 Functional near-infrared spectroscopy has been 

Fig. 20.2 Quantified tractrography results. Streamtubes represent individual white matter pathways

Quantified results of the images above

Measure Clade C Seropositive (n=3) Seronegative (n=1)

Total length (mm)* 189,840 (46,368) 258,141

Number of tubes* 6,819 (791) 10,161

Average FA. 42 (.02) .50
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used in functional imaging for neurological conditions 
such as Parkinson’s disease,82,83 but not yet in HIV. 
Parkinson’s disease is a  subcortical, neurodegenerative 
disease like HIV. Both conditions produce frontal lobe 
abnormalities due to integrated frontal-subcortical 
 circuitry, suggesting that functional near-infrared 
 spectroscopy may have a role in the functional imag-
ing of HIV.

Finally, a method of positron emission tomography 
(PET) utilizing Pittsburgh compound B (PiB) as a 
tracer to identify amyloid-beta plaque formation in the 
brain is currently being explored as a method of imag-
ing HIV. PiB has frequently been used in Alzheimer’s 
disease research as amyloid-beta plaque formation is 
thought to be a major factor in developing AD. 
Research utilizing PiB is still relatively new, with the 
work of Klunk et al. in 200484 at the University of 
Pittsburgh, being the first publication using PiB to 
study AD. PiB has also been used in research associ-
ated with the aging process85 and in Lewy body 
dementia.86,87 Increased amyloid-beta plaque forma-
tion is one of the two major histological markers asso-
ciated with AD, although plaque formation has been 
observed in cognitively healthy elderly individuals 
using PiB,85 thus the exact cause of AD is still 
unknown. Studies are currently ongoing at several 
major research centers but results of PiB imaging have 
not been published. However, we expect that PiB 
imaging will facilitate our understanding of the HIV 
neuropathogenesis, with particular focus on the inter-
action between HIV and neuronal degeneration asso-
ciated with the disease.

Summary and Conclusions

It is clear from the literature described above that neu-
roimaging methods have played a major role in facilitat-
ing our understanding of the impact of HIV on the brain. 
Collectively, neuroimaging has provided a window into 
the brain that is not possible with behavioral observa-
tions and examinations. Evidence of macrostructural 
and microstructural changes to neuronal integrity is 
found in studies using volumetrics, diffusion imaging, 
and MRS, while functional properties of the brain have 
been defined via BOLD MRI. Several neuroimaging 
methods (e.g., MRS) appear sensitive to the earliest 
changes in CNS integrity, and in fact these changes may 

precede any other expression of disease burden in the 
brain, as well as effective response to treatment.

Some surprising findings have emerged from the 
neuroimaging literature, including potential for bipha-
sic or nonlinear trends such as putamen hypertrophy 
among nondemented patients,33 and perhaps subse-
quently, basal ganglia atrophy in the context of demen-
tia.28 Similar findings have been reported in the white 
matter of HIV patients, with evidence of increased FA 
which may represent inflammatory processes88early in 
the disease process, whereas later stages might be 
more typically characterized by decreased FA (more 
consistent with neuronal compromise).

Another very interesting finding is in regard to 
hippocampal involvement in HIV. Neuropathological 
studies have previously demonstrated a relationship 
between hippocampal abnormalities in the brain 
and cognitive impairment,89 but only recently have 
these abnormalities been visualized using fMRI.62 
These findings are of particular interest because 
HIV has classically been defined as a “subcortical” 
disease with both the anatomy and behavioral 
expression of dysfunction more consistent with 
deep brain region involvement compared to damage 
to the structures of the medial temporal lobe and 
cortical mantle. At present the impact of HIV on the 
hippocampus is unclear, particularly since most 
patients do not exhibit the amnestic memory dys-
function consistent with AD. Perhaps studies incor-
porating PiB, fMRI, and volumetrics will shed light 
on these novel findings.

Despite all of the advances that have occurred in the 
field of neuroimaging of HIV in the past decade, many 
questions remain. Perhaps most intriguing is the neu-
ropathogenesis of HIV, and both host and viral factors 
that moderate expression of the disease. It remains 
unclear why some individuals exhibit significant (per-
haps profound) cognitive impairment, whereas other 
individuals exhibit little if any cognitive compromise. 
We also continue to have a limited understanding of 
the evolution of brain dysfunction associated with HIV 
when dysfunction does occur. Do all patients with spe-
cific risk factors progress from mild impairment to 
dementia, is the course of the evolution linear or non-
linear, or does it fluctuate significantly with continuous 
changes in immune status? We believe the answers to 
these questions, and many other questions, will be 
obtained in the near future and neuroimaging will play 
a critical role in unraveling these mysteries.
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Multiple Sclerosis (MS) is a degenerative disease of 
uncertain etiology that affects the central nervous sys-
tem. It is the most common nontraumatic disabling 
neurological disorder among adults under 60 years of 
age,79 with approximately 12,000 individuals receiving 
a diagnosis of MS in the United States each year.1 MS 
affects women more frequently than men (1.7:1),11 and 
the risk for MS increases the farther one lives from the 
equator.35

The precise etiological and neuropathological 
mechanisms of MS are unclear; however, it appears to 
result from autoimmune dysfunction that targets the 
neuronal myelin sheath, causing white matter inflam-
mation, demyelination, and consequently disrupted 
axonal transmission. Traditionally, MS has been char-
acterized as a subcortical disease, with diffuse lesions 
primarily located in the periventricular white matter 
and spinal cord. Recent research has shown that gray 
matter lesions and cortical thinning are also pres-
ent.2,10,76,90,91,103 It is not known if the same etiological 
factors underlie white matter and gray matter damage 
in MS and how these interact to result in symptoms.

Clinical course of MS is variable and is categorized 
into four subtypes based on the pattern and rate of pro-
gression of the disease. Relapsing-remitting MS is 
characterized by periods of symptom exacerbation and 
recovery. Secondary progressive MS is characterized 
by an initial relapsing-remitting course that later 
 develops into a course of gradual worsening, with 
or without occasional relapses or minor remissions. 
Progressive-relapsing MS is characterized by a pattern 

of acute relapses overlaid on an underlying course of 
steady progressive decline. Primary progressive MS is 
characterized by a gradual and continuous worsening 
of symptoms, with no notable relapsing and remitting 
pattern.58 Course varies greatly between patients. 
Approximately 10% of patients exhibit a benign 
course, while approximately 10% meet the criteria for 
dementia.78 Relapsing–remitting is the most common 
early course (approximately 90%), and the majority 
exhibit a secondary progressive course later in the dis-
ease process.79

MS is associated with a variety of autonomic, sen-
sory, motor, cognitive, and psychiatric symptoms 
which also vary substantially across individuals. These 
presenting symptoms have pronounced implications 
for quality of life and functional status for afflicted 
individuals. Motor weakness, fatigue, tremor, paras-
thesia, ataxia, optic neuritis, pain, and urinary, bowel, 
and sexual dysfunction are common.79 Approximately 
50% of MS patients experience depression during their 
life31,59,85 which represents a more than a threefold 
increase in lifetime prevalence compared to the gen-
eral population.4,51 Prevalence of Bipolar Affective 
Disorder is estimated to be at least twice the normal 
rate, and may be much higher.59

Although sensorimotor symptoms, fatigue, and 
mood disorders complicate assessment, it has been well 
documented that cognitive deficits are present in 
43–70% of MS cases.3,29,80 Notable individual differ-
ences in presence, pattern, and severity of cognitive 
deficits are common in MS; however, as a group, indi-
viduals with MS have generally been found to show 
consistent impairment on neuropsychological tests of 
processing speed, working memory, and episodic mem-
ory. Deficits in other cognitive domains have also been 
described, including spatial processing, verbal fluency, 
and executive function (for reviews see refs. 20,23,29).
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As magnetic resonance imaging (MRI) has become 
a critical feature of the MS diagnostic workup, it is 
not surprising that a great deal of research has been 
directed towards optimizing imaging techniques for 
detecting MS-related neuropathology, and consensus 
diagnostic criteria for MS have evolved over time to 
reflect these advances.58,74 Fluid attenuated inversion 
recovery (FLAIR) T1-weighted and T2-weighted 
MRI sequences are routinely used in clinical settings 
to reveal the extent of neuropathology in MS. While 
inflammation and demyelination have long been 
known to be key features of neuronal changes in MS, 
there is a growing recognition of neuronal loss in 
both white and gray matter in MS.2,10,76,91,103 This neu-
ronal loss may have a differential regional impact; 
with some evidence that this loss may preferentially 
affect temporal and frontal cortical gray matter 
regions.10,76,90

The growing focus on structural imaging of gray 
matter pathology and interest in regional brain effects 
on cognitive function in MS has converged with func-
tional neuroimaging research, which inherently exam-
ines gray matter. Functional neuroimaging techniques 
not only examine regional gray matter function but 
also allow targeted functional challenges, and in the 
case of functional MRI (FMRI), the possibility to 
assess gray matter structural and functional integrity 
during the same scanning session. The remainder of 
this chapter focuses on the investigation of higher 
order cognitive function in MS using structural and 
functional neuroimaging. We begin with a brief over-
view of structural imaging findings, review functional 
imaging research, and discuss future directions in neu-
roimaging in MS.

Structural Imaging

The demyelination characteristic of MS produces mul-
tifocal lesions primarily located in the central nervous 
system white matter. Historically, the cognitive impair-
ment observed in MS has been hypothesized to be a 
result of disrupted neural transmission caused by these 
lesions. Although lesions are usually more numerous 
in periventricular regions, corpus callosum, and the 
white matter regions of the frontal lobes, they may 
occur anywhere, including cortical and subcortical 
gray matter.2,25,79,90,91,103

Neuroimaging studies have examined relationships 
between lesions and cognitive function for more than two 
decades using structural MRI. These studies have con-
sistently reported moderate correlations between whole-
brain white matter lesion load and  cognitive performance, 
such that greater lesion  burden is  associated with greater 
cognitive dysfunction.5,32,40,46,60,72,82,87,93,100 For example, 
Franklin and colleagues40 found that number and size of 
total lesions was significantly positively correlated with 
a neuropsychological battery summary score. Rao and 
colleagues82 found a significant relationship between 
total lesion area and recent memory, conceptual reason-
ing, and visuospatial problem solving. Comi and col-
leagues32 reported that total lesion area was associated 
with lower scores on most neuropsychological measures 
in a comprehensive test battery. Investigators have also 
demonstrated that white matter lesion load predicts cog-
nitive decline.86,93

Despite consistent support for the relationship 
between total lesion load and a variety of cognitive 
functions, evidence for a link between regional lesions 
and associated cognitive functions has been mixed, 
with early studies failing to demonstrate sensitivity 
and specificity of regional pathology in predicting cog-
nitive dysfunction. For example, Huber and colleagues 
reported that greater total lesion area was associated 
with worse performance on neuropsychological tests 
of memory, executive function, interhemispheric trans-
fer, and psychomotor speed; however, regional lesion 
area was not related to any of the neuropsychological 
measures.47 Foong and colleagues reported significant 
correlations between scores on measures of executive 
function and extent of frontal lesions; however, execu-
tive function scores were also significantly correlated 
with whole-brain lesion area.37

More recently, a growing number of studies have 
shown support for the specificity of regional white 
matter lesions in predicting performance on associated 
cognitive domains.5,12,52,89,93,100,102 For example, Arnett and 
colleagues5 found that patients categorized with a high 
level of frontal lesions made more errors and achieved 
fewer categories on the Wisconsin Card Sorting Test 
(WCST) than a low frontal lesion group with equivalent 
total lesion area. Swirsky-Sacchetti and colleagues100 
found that verbal fluency, confrontation naming, and 
conceptual reasoning were associated with bilateral 
frontal lobe lesion load, while visuospatial problem-
solving ability, auditory attention, and verbal learning 
were associated with  parietooccipital lesion load. Tsolaki 
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and colleagues102 found that  memory impairments were 
correlated significantly with increased number of lesions 
in the corona radiata, insula, and hippocampus. Sperling 
and colleagues93 reported frontal and parietal lesion 
areas each inversely related to Selective Reminding Test 
Continuous Long-Term Recall and Paced Auditory 
Serial Addition Task performance.

While structural imaging studies of white matter 
pathology in MS have produced support for hypothe-
sized mechanisms of symptom expression, a developing 
body of structural imaging research in MS involves the 
assessment of brain atrophy. Studies of whole-brain 
atrophy, ventricular enlargement, and regional atrophy 
have demonstrated associations between these mea-
sures and cognitive impairment in MS.2,14,15,17,30,45,105,106 
Huber and colleagues found corpus callosum atrophy 
to be related to slower cognitive processing speed and 
interhemispheric transfer,47 as well as dementia,48 in 
MS patients. Rao and colleagues82 reported a correla-
tion between corpus callosum atrophy and slowed cog-
nitive processing. Tsolaki and colleagues102 found that 
memory impairments were correlated significantly 
with increased size of the third ventricle. Comi and 
colleagues32 reported that corpus callosum atrophy, 
ventricular dilation, cerebral atrophy, and total lesion 
area were associated with lower scores on most neu-
ropsychological measures in their comprehensive 
test battery.

Regional specificity of atrophy has been shown in a 
number of studies, with evidence for an association 
between thalamic atrophy and cognitive status,14,45 as 
well as evidence of higher correlations between sub-
cortical atrophy and cognition as compared to that of 
whole-brain atrophy or lesion load.15,18 There is some 
evidence for a longitudinal association between cogni-
tive decline and increasing brain atrophy.44,70,106 For 
example, early progression of brain atrophy has been 
shown to predict cognitive impairment at a 5-year fol-
low-up interval.96

With the focus of neuroimaging research on MS tra-
ditionally on white matter, and some limitations to the 
parcelation and quantification of cortical regions, the 
implications of gray matter cortical atrophy have not 
been studied extensively, and relationships between cor-
tical atrophy and subcortical pathology have not been 
defined. There is a growing recognition of neuronal loss 
in both white and gray matter in MS.2,90,91,103 This neu-
ronal loss may have a differential regional impact; with 
some evidence that this loss may preferentially affect 

temporal and frontal cortical gray matter regions.90 
There is some evidence that the extent of regional cor-
tical atrophy may correspond to the degree of cogni-
tive impairment observed in patients with MS.15,61,73 
For example, one recent study of the clinical relevance 
of specific regional cortical atrophy has documented 
associations between left frontal atrophy with verbal 
memory and right frontal atrophy with visual memory 
and working memory.101

Functional Neuroimaging

Functional neuroimaging studies involving challenges 
of higher order cognitive functions in MS have been 
published only in the past decade. These studies have 
used functional magnetic resonance imaging (FMRI) 
techniques and focus on the domains frequently 
impaired in neuropsychological studies, including 
working memory, executive function, and episodic 
memory. Of these cognitive domains, verbal working 
memory has received the most attention, employing 
cognitive testing paradigms including the Paced 
Auditory Serial Addition Task and its variants, the 
n-Back task and the Sternberg task.

The Paced Auditory Serial Addition Task (PASAT) 
was designed as a measure of complex processing 
speed for the assessment of traumatic brain injury.41 
However, it is also considered to be a verbal working 
memory challenge highly sensitive to cognitive dys-
function in MS.33 As a standardized measure with nor-
mative data, the PASAT has been frequently employed 
in both clinical assessments and behavioral research 
studies of MS.13,16,81 It has also been incorporated as a 
primary component of the MS Functional Composite, 
a scale used to quantify MS-related disability.33 
Development of this scale stemmed from recognition 
in the late 1980s that cognitive impairments substan-
tially contributed to disability in MS and that tradi-
tional disability scales did not assess higher order 
cognitive functions.

During the standard version of the PASAT, the exam-
inee is asked to attend to a series of single-digit num-
bers spoken aloud at a consistent interval. Beginning 
with the second number, the examinee is asked to report 
the sum of the two consecutive numbers and retain the 
latter of the two digits presented for addition to the next 
number presented. Numbers are presented in an initial 
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series with an interval rate of 3 s, followed by a more 
challenging series with an interval rate of 2 s.

Despite differences in task parameters, FMRI stud-
ies employing PASAT-type paradigms reveal similar 
patterns of task-related brain response in healthy par-
ticipants. These include bilateral (left more frequently 
reported than right) dorsolateral prefrontal regions, 
posterior parietal cortices, and the supplementary 
motor area.8,28 Patients with MS and clinically isolated 
syndrome (CIS, a term used to describe those patients 
who show some MS symptoms, but do not meet full 
criteria for MS and can be considered to be at high risk 
for developing the disorder), exhibit similar patterns, 
with evidence for increased activity in expected 
regions, unexpected regions, or both, when compared 
to controls. Although activation in frontal regions is 
commonly observed in both patients with MS and con-
trols,8,9,28,56 there is some evidence that the pattern of 
frontal activity may differ between groups, with greater 
right-sided frontal activation in patients with MS com-
pared to controls in some studies28,94 and greater left-
sided prefrontal activation in at least one other study.38 
For example, Audoin and colleagues found greater 
right-sided frontal activation in patients diagnosed 
with CIS compared to controls.9

Some studies have provided evidence for greater 
magnitude of activation in patients with MS compared 
to healthy controls in specific regions, including the 
bilateral parietal lobes,28,56 bilateral temporal lobes,56 
and right cerebellum.9 Such overactivation in terms of 
magnitude or extent has often been called compensatory 
activity, particularly when it can be demonstrated that 
performance levels do not significantly differ. Greater 
dispersion of task-related activation in patients with 
MS compared with controls has been demonstrated in 
prefrontal regions, parietal lobes, and the anterior cin-
gulate.28,56,94 Alterations within working memory net-
work connectivity have also been demonstrated in 
patients with MS compared to controls.6,7 It is impor-
tant to note that correlations with behavioral perfor-
mance levels have shown that worse performance on 
PASAT tasks is associated with increased activation in 
right frontal and parietal regions.28 This important find-
ing suggests that the frequent finding of overactivation 
in regions typically associated with verbal working 
memory challenges in MS patients is actually related 
to the verbal working memory challenge and not solely 
a function of potential differences in baseline states or 
physiological responses.

Studies of MS patients with and without working 
memory impairment have also shown differences in 
patterns of task-related activation on FMRI,8,28,56 
although methodological differences between these 
studies complicate interpretation of differing results. 
Data from Forn and colleagues38 showed greater left-
sided prefrontal activation in an MS group in the con-
text of an absence of performance differences between 
MS and control groups. The authors point to these 
results in interpreting their findings as evidence of cor-
tical reorganization in the MS group. Other evidence 
of cortical reorganization in MS across the disease 
course comes from a comparison of patients with CIS, 
MS, and controls on PVSAT (a visual PASAT variant) 
which revealed no significant performance level differ-
ences across groups, but greater hippocampal and 
parahippocampal activation in the MS group compared 
with the CIS group and greater activation of anterior 
cingulate in the CIS group compared to controls.77

The n-Back task is another frequently administered 
measure of verbal working memory that is highly ame-
nable to functional neuroimaging research. During the 
n-Back task, a series of sequential stimuli are presented 
individually. For each stimulus, the examinee’s task is 
to decide if it is the same as the stimulus presented “n” 
items before. For example, during a 2-Back task (i.e., 
n = 2), the response would be “yes” if the stimulus cur-
rently presented matches the stimulus presented two 
earlier. Examinees usually respond with a button. The 
most common levels of “n” are 1-Back, 2-Back, and 
3-Back, with a 0-Back control task frequently used for 
baseline performance in functional neuroimaging 
experiments. During the 0-Back, the examinee is asked 
to respond with “yes” each time a predetermined target 
appears and usually with “no” to other stimuli. 
Collectively, these levels comprise the n-Back para-
digm, enabling systematic escalation of working memory 
demands. There are numerous versions of the n-Back 
paradigm, and several different versions have been 
designed to assess visual, spatial, and verbal working 
memory. Stimuli are usually presented visually using a 
computer screen or projector; however, auditory stim-
ulus presentation is also common. Typical stimuli 
include letters, words, figures, spatial locations, and 
photographs. In functional neuroimaging research, 
stimuli are presented in blocks, usually including the 
0-Back baseline control task, which is alternated with 
blocks of one or more n-Back levels. Consistent acti-
vation patterns have been associated with the n-Back 
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among healthy controls regardless of stimulus type. 
These include bilateral activity centered on the inferior 
parietal lobule, rostral middle frontal gyrus, caudal 
middle frontal gyrus, superior frontal gyrus, anterior 
superior frontal gyrus, and the inferior frontal gyrus, 
often including Broca’s area and the anterior insula.65

A number of FMRI studies comparing patients with 
MS and controls using n-Back paradigms have shown 
similar patterns of frontal and parietal cortical activity 
in both groups.27,99,104 Some authors have found evi-
dence for greater activity in these regions in patients 
with MS compared to controls,39,99 although other oth-
ers have shown decreased activation in frontal regions 
in a less disabled group of patients with MS compared 
to controls.104

Three studies have employed n-Back paradigms in a 
context of graded task difficulty. Penner and colleagues 
employed a graded task difficulty strategy using a sim-
ple reaction time task, a spatial stroop task, and a 
2-Back task.71 MS patients with mild cognitive impair-
ment showed increased frontal and posterior parietal 
activation relative to controls, an effect which decreased 
with increasing task complexity. MS patients with 
severe impairment showed increased parietal activation 
only. Interestingly, the observed magnitude of overacti-
vation relative to controls in mildly impaired subjects 
was notably greater than that of the more severely 
impaired patients, suggesting a failure of adaptive over-
recruitment of neural regions in the more severely 
impaired patients. Sweet and colleagues, employing a 
gradient of working memory task difficulty (1, 2, and 
3-Back), replicated prior findings of greater activation 
in working memory regions in MS compared with con-
trol across all tasks but found that task-related activa-
tion in the MS group diminished in the 3-Back 
condition, suggesting a demand threshold whereby 
those with MS are able to employ compensatory acti-
vation only up to a certain level of task difficulty.98

The Sternberg task is a third measure of working 
memory amenable to functional neuroimaging studies. 
During this task, a set of stimuli (e.g., numbers) are 
presented, followed by a delay and presentation of a 
single number. The task is to determine if the single 
number presented was included in the initial set. Two 
studies have employed the Sternberg paradigm in 
patients with MS. One study found increased activa-
tion in right prefrontal and temporal areas in patients 
with MS compared to controls, with poorer perfor-
mance in the patient group associated with greater 

right frontal and temporal activation.43 A second study 
found decreased bilateral cerebellar activation in 
patients with MS compared to controls.54

Complementing the extensive body of literature on 
functional imaging of working memory, a small num-
ber of studies have examined executive functions. 
Executive functions are multifaceted and include skills 
such as planning, problem solving, mental flexibility, 
and resistance to cognitive interference. Although 
executive function is key to successful performance of 
verbal working memory tasks described above, a hand-
ful of studies have examined specific executive func-
tions such as planning and resistance to interference 
using the Tower of London task,92 modifications of the 
n-Back task, and a counting Stroop task.26

Lazeron and colleagues assessed neuroimaging cor-
relates of planning and problem solving using a modi-
fication of the Tower of London task in a sample of 
patients with MS and healthy controls. This widely 
used neuropsychological test of executive function 
consists of three pegs and beads of three different col-
ors. The task involves several problem-solving items 
during which beads must be moved from one peg to 
the other to create a pattern following a set of basic 
rules (e.g., only one bead may be moved at a time). 
Results showed similar levels of activation in bilateral 
frontal and parietal lobes, as well as the cerebellum, in 
patients to controls, in the context of poorer behavioral 
performance on the task in the MS group.53 The authors 
interpreted this pattern of findings as consistent with 
the depletion of adaptive overrecruitment of neural 
regions in the patient group.

Using a n-back task modified to increase executive 
function demands by employing both single- and dual-
task conditions, Nebel and colleagues found that 
patients with MS with cognitive deficits showed worse 
performance on both behavioral tasks, reduced activa-
tion in superior and inferior frontal gyrus during the 
single task n-Back, and decreased activity within the 
middle and inferior frontal gyrus, inferior parietal 
structures, and occipital areas during the dual-task 
n-Back.64 MS Patients without cognitive impairment 
did not differ in terms of behavioral performance or 
FMRI activity from controls. The authors suggest that 
this study did not provide evidence of compensatory 
neural mechanisms in patients with MS with or with-
out specific cognitive deficits; rather these findings 
support reduced cortical activity in patients with 
specific deficits.
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Using a counting Stroop task, Parry and colleagues 
examined group differences in performance and acti-
vation in a group of patients with MS compared with 
healthy controls. During this task sets of up to four 
identical neutral words (e.g., cat or dog) or up to four 
identical number words (i.e., one, two, three, or four) 
were presented. The participant’s task was to report 
the number of items presented in the set via a button 
press. During the interference trial, the number words 
did not match the number of items in the set. Results 
showed comparable behavioral performance levels 
and overall patterns of activation, with greater left pre-
frontal activation in patients compared with controls 
and greater right frontal activation in controls than 
patients.68

Episodic memory is another cognitive domain fre-
quently impacted in MS and is amenable to study in 
functional imaging paradigms. To date, just two stud-
ies have examined functional imaging correlates of 
episodic memory performance. One study investi-
gated FMRI activation patterns during performance 
of a delayed recognition task. Despite similar perfor-
mance levels, MS patients exhibited greater activity 
in left posterior parietal cortex and attenuated deacti-
vation in the rostral anterior cingulate compared to 
controls. The authors concluded that these patterns 
were likely due to compensatory overactivation as a 
result of neural inefficiency.62 In another study, 
Bobholz and colleagues examined the association of 
T2-weighted lesions and FMRI activation during a 
verbal episodic memory recognition task.21 They 
demonstrated significant correlations between increas-
ing regional brain activation with increasing lesion 
volume, particularly in frontal and parietal associa-
tion areas. These correlations were stronger during 
the retrieval phase, compared with the encoding phase 
of the memory task, a finding that the authors inter-
preted as consistent with prior behavioral finding that 
memory retrieval processes are preferentially affected 
by MS pathology.

Other Functional Imaging Modalities

Other functional neuroimaging techniques such as 
positron emission tomography (PET),19,24,69,84,97  
single photon emission computed tomography 
(SPECT),55,75 and perfusion MRI49 have been used to 

examine MS. Overall, these studies have reported 
lower resting regional and global cerebral blood flow 
and glucose metabolism in patients with MS. These 
reductions generally relate to deficits in higher order 
cognitive impairment. For instance, Paulesu and col-
leagues69 examined glucose metabolism in 15 MS 
patients with long-term memory impairment, 13 MS 
patients without cognitive impairment, and 10 healthy 
control participants. Impaired MS participants exhib-
ited less bilateral activation in the hippocampus, cingu-
late, thalamus, cerebellum, and occipital cortex 
compared to the normal control group, and less bilat-
eral hippocampus and left thalamus activation than 
the unimpaired MS group. Additional PET studies 
have reported that global oxygen utilization signifi-
cantly predicts Mini Mental State Exam scores 
(n = 20),97 estimated IQ decline, and cerebral atrophy 
(n = 15).24 A SPECT study of seventeen patients with 
mild cognitive impairment75 reported a significant 
association between abnormal left temporal metabo-
lism and deficits in verbal fluency and verbal mem-
ory tasks. Regional specificity of cerebral blood flow 
perfusion and volume observed using perfusion MRI 
has been documented in MS,49 with significant cor-
relations observed between deep gray matter blood 
perfusion and visuoconstruction and executive 
function.

These studies suggest that greater cognitive impair-
ment is associated with less activation in cortical and 
subcortical regions in MS patients. Impairments of 
long-term memory and verbal fluency may be related 
to lower than expected temporal lobe activation; 
 however, other regions may also be involved. While 
these findings on cerebrovascular function suggest 
possible mechanisms of cognitive impairment in MS, 
they also raise questions about baselines used in FMRI 
paradigms.

Conclusions and Future Directions

This is an exciting time for MS researchers. With 
numerous established neuroimaging techniques, rap-
idly developing new techniques, and the potential of 
innovative combinations of these methods, previ-
ously unanswerable research questions are rapidly 
coming within reach. MS is already an excellent 
example of a disease process for which neuroimaging 
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techniques rapidly advanced from research to clinical 
applications. Structural MRI, such as T1-weighted, 
T2-weighted, and FLAIR sequences have become 
well established as key indicators in the diagnosis of 
MS. It is likely that more research techniques will 
transition to clinical applications in the near future. 
Meanwhile, innovative research methods, including 
new analyses of traditional structural MRI output, 
continue to have a major impact on our understanding 
of cognitive dysfunction in MS. Although neuroimag-
ing techniques used to assess higher order cognitive 
function of individual patients are not used in clinical 
settings, several promising neuroimaging techniques 
designed to quantify structural integrity will likely 
complement the more traditional MRI sequences in 
the near future. In the longer term, it is also possible 
that functional neuroimaging methods will inform 
treatment decisions and be used to monitor interven-
tion efficacy in clinical trials.

Other Neuroimaging Techniques

Several neuroimaging methods show outstanding 
promise for accelerating impact in clinical research 
over the next few years. Although these have been 
applied to the study of MS, they are methodologically 
more complex than the more common neuroimaging 
techniques already described, with less conventional 
acquisition, analysis, and interpretations pipelines. 
Each has unique strengths and limitations that make 
them worth considering for addition to existing MS 
neuroimaging protocols.

One particularly interesting neuroimaging tech-
nique for MS research is diffusion tensor imaging 
(DTI), which is a noninvasive structural MRI appli-
cation that enables quantification of white matter 
tracts by measuring the directionality (or fractional 
anisotropy) of water molecules. DTI has clear utility 
in quantifying white matter pathology associated 
with demyelination, yet early studies of DTI have 
yielded mixed results, with one study documenting 
an association between whole-brain fractional anisot-
ropy and cognitive performance83 and another show-
ing no such association.88 However, changes in brain 
structure in normal appearing tissue on conventional 
imaging has revealed associations between brain 
structure and cognition using measures using DTI-derived 

measures of specific cortical and subcortical regions.88 
DTI and other advanced white matter imaging 
methods have the advantage that more specific 
information may be gathered about particular white 
matter tracks and presumably the functions associ-
ated with the associated gray matter regions they 
connect.

Another rapidly developing neuroimaging  technique 
is magnetic resonance spectroscopy (MRS), which is 
an MR application that quantifies regional metabolite 
levels. Certain findings, such as greater N-acetyl aspar-
tate (NAA) levels suggest neuronal loss. MRS has 
shown utility by demonstrating  significant correlations 
between neuropathology and cognitive function, par-
ticularly in otherwise normal-appearing white mat-
ter.36,95 Pan and colleagues have demonstrated significant 
associations between high periventricular NAA levels 
and cognitive impairment.66 Mathiesen and colleagues 
found significant group  differences in patients with MS 
with and without cognitive impairment in terms of a 
whole-brain MRS indicator of neuronal integrity (i.e., 
NAA/creatine ratio57). Evidence for regional specificity 
of structural brain changes with cognitive status has 
been seen using MRS, where correlations were 
observed between left periventricular area measures of 
neural integrity with verbal memory, as well as between 
right periventricular area integrity and an executive 
functioning measure.66

Susceptibility weighted imaging (SWI) offers a 
novel approach to assess lesion characteristics, such as 
iron deposition and venous connectivity. It has been 
useful in detecting lesions in otherwise normal appear-
ing tissue.42 Therefore, it is a complementary and 
potentially more sensitive method for quantification 
and classification of lesions.

Perfusion MRI has several possible uses in clinical 
research, including MS. It is a reasonable alternative 
to radiological techniques such as PET and SPECT 
for assessment of baseline perfusion levels, which 
has been associated with cognitive dysfunction. 
Perfusion MRI may also be used to determine if base-
line differences in perfusion levels might confound 
BOLD FMRI experiments. Moreover, perfusion 
FMRI may eventually become a feasible alternative 
to BOLD FMRI. Currently, technical limitations such 
as relatively low signal to noise ratio and partial brain 
acquisition must be overcome before perfusion FMRI 
can compete with other functional neuroimaging 
approaches.
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Improvements in Analyses  
of Traditional Neuroimaging Data

Another key methodological development has been the 
creation of new methods of analysis of the images rou-
tinely acquired for clinical assessments (e.g., T1, 
FLAIR). More accurate, automated, and objective meth-
ods for the quantification of white and gray matter have 
been refined over the past decade. Important examples 
include voxel-based morphometry and cortical thick-
ness measurements using T1 images. As discussed 
above, the importance of gray matter pathology in the 
development of cognitive deficits has received greater 
appreciation in recent years. Improving analytic meth-
ods available to reliably quantify gray matter volume, 
thickness, and lesion areas enables better examination of 
how gray matter integrity relates to other disease factors. 
A major advantage of this new direction is the ability to 
link gray matter pathology with a large body of existing 
literature on underlying white matter pathology.

Assessment of gray matter pathology has become a 
hot topic in MS research, with encouraging initial find-
ings in relation to cognitive function. In the research set-
ting, measurements of regional cortical thinning are easily 
tested for relationships to expected cognitive functions, 
and initial findings are promising. In the clinic, such mea-
sures are likely to eventually inform diagnosis, prognosis, 
and treatment efficacy in the near future. However, sev-
eral steps must be taken which will likely parallel the rise 
of white matter lesion load as a clinical indicator, before 
this method may be used clinically. Specifically, stan-
dardized assessment and evaluation procedures must be 
developed which will need to be validated through clini-
cal research. Eventually, functional imaging techniques 
may be used for the same purpose suggested for quantifi-
cation of regional cortical thinning, with the added advan-
tage that the expected cognitive domains may be directly 
challenged and brain response observed. With several 
investigators reporting compensatory activity during 
equal cognitive performance in MS patients, it is possible 
that functional neuroimaging may be used to detect cog-
nitive problems before they manifest behaviorally.

Multisequence MRI

It is interesting to note that the majority of neuroimaging 
in MS has been done using MRI. While PET and 
SPECT has been used in early neuroimaging studies of 

MS, these studies were aimed at detecting correlations 
between resting cerebral blood flow and cognitive 
impairments. More recently even this type of research 
has been done using arterial spin labeling (ASL) MRI 
sequences.49 The numerous scanning modalities avail-
able on the MRI make it an ideal venue for efficient 
multisequence imaging. While multisequence MRI is 
already conducted in routine clinical assessments using 
T1, T2, and FLAIR sequences, these sequences are 
prescribed to assess only lesion load. Therefore, a new 
direction in clinical neuroimaging research, including 
MS, is the use of multisequence MRI for evaluation of 
lesion load, and other features such as tract integrity, 
cortical atrophy, neural response function, cerebrovas-
cular perfusion, and metabolism in the same scanning 
session. In the future, multisequence neuroimaging is 
likely to provide the clinician with a variety of comple-
mentary information relevant to diagnosis, severity, 
prognosis, and treatment efficacy. With several 
sequences available in one scanning session, and more 
under development, MRI holds great potential for effi-
cient and comprehensive neuroimaging assessment.

In research, multisequence imaging allows identifi-
cation and control of key confounding variables, such 
as differences in lesion types in lesion quantification 
studies or potentially differing baseline perfusion lev-
els in FMRI experiments. It is now feasible to deter-
mine, for example, relative contributions of regional 
gray matter pathology, white matter pathology in spe-
cific tracts, hemodynamic abnormalities, and neural 
dysfunction in a single study employing a single MRI 
assessment session.

One excellent example of multisequence MRI 
research was conducted by Bonzano and colleagues. 
They combined FMRI using the PVSAT and DTI to 
examine the potential effects of white matter pathol-
ogy on cortical reorganization. They identified the 
superior longitudinal fasciculus as the primary white 
matter tract connecting areas active during the PVSAT 
FMRI challenge. Using DTI functional anisotropy 
assessments of this tract, they identified two subgroups. 
Patients with greater tract integrity appeared similar to 
controls; however, patients with lower tract integrity 
exhibited additional significant bilateral activity, sug-
gesting bilateralization of function when tracts are 
damaged.22

Several examples of multimodal imaging exist in 
other clinical populations. One in particular will be 
critical in the evaluation of FMRI research in MS. That 
is the combination of perfusion imaging and FMRI. 
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Several investigators have reported the phenomenon of 
compensatory activity in MS. The common interpreta-
tion of this finding is that greater activity in the patient 
group represents increased brain activity relative to 
baseline to perform normally on the cognitive chal-
lenge. However, this assumes that the MS patients and 
control group do not differ on the baseline tasks neces-
sary in FMRI, including resting baseline. Since it is 
known from early PET and SPECT work in MS that 
baselines may differ in MS patients, this is a critical 
confound that may be controlled using perfusion MRI 
at baseline.

A related research direction is assessment of the 
default network. The default network is another hot 
topic in functional neuroimaging relevant to MS and 
any other group where perfusion appears to differ at 
baseline. There are two general possibilities for this 
effect. First, there may be cerebrovascular abnormali-
ties patients with MS. Second, there may be abnormal-
ities in the function of neurons in the default network.

Paradigms

Several factors have made FMRI the method of choice 
when examining brain function in MS patients. 
Advantages include cost, availability, noninvasiveness, 
and temporal and spatial resolution (see Chap. 3). 
However, there are disadvantages to this method. Since 
verbal responses are difficult to collect during loud 
FMRI sequences and result in head movement during 
the scan acquisition, investigators often use versions 
modified for use in FMRI studies. For example, the 
PASAT task requires verbal responses to auditory-
presented stimuli. Adaptations for use in the FMRI 
scanner include the use of covert verbal responses or 
further modification such as the use of visually pre-
sented stimuli and a multiple choice response format in 
the PVSAT.77 However, as the PVSAT also differs in 
format and cognitive demands from the original 
PASAT, the inability to use existing test norms after 
modification is perhaps an opportunity missed. 
Nonetheless, the existence of test norms for the similar 
original version offers some more support for construct 
validity compared to other verbal working memory 
challenges such as the n-Back, which does not have a 
history of clinical use. On the other hand, when covert 
responding is used, additional procedures such as 
retesting outside of the scanner are needed to determine 

 performance  levels, and above chance performance in 
the scanner cannot be directly verified. These issues of 
validity and generalizability are not specific to the 
PASAT, but faced by investigators who wish to adopt 
any existing cognitive test for FMRI experiments, and 
the similarity of FMRI findings across studies suggests 
convergent construct validity.

The types and sophistication of cognitive challenges 
has also been limited. For instance, although process-
ing speed and cognitive fatigue are core cognitive defi-
cits in patients with MS, few functional neuroimaging 
studies have investigated processing speed in the 
absence of simultaneous higher order complex atten-
tion, working memory, or executive demands. 
Similarly, efforts to isolate the functional effects of 
fatigue and processing speed in these more compli-
cated designs have also been limited.

Beyond Cognitive Function

Although considerable efforts are underway to exam-
ine relationships between neuroimaging variables and 
higher order cognitive functions, a handful have 
addressed the impact of neural pathology on everyday 
function. Although it is assumed that cognitive impair-
ments ultimately generalize to impairments in daily 
function, a more direct approach has been taken by 
neuroimaging researchers. These efforts may provide 
more ecologically relevant information about progno-
sis for activities of daily living and other functional 
outcomes. One important recent study of 111 MS 
patients and 46 control participants found that worse 
performance on neuropsychological measures of con-
ceptual reasoning was associated with greater brain 
pathology (atrophy and lesion volume), unemploy-
ment, and disability.67 In other research, inverse rela-
tionships have been reported between brain pathology 
and quality of life. In one study of 60 patients, lesion 
load and atrophy in the parietal cortices were specifi-
cally associated with the MS Quality of Life – 54 
(MSQOL-54) assessed role limitations, sexual dys-
function, and mental health.50 Greater supratentorial 
lesion load has been associated with lower social role 
performance as assessed by the Short Form 36 Health 
Survey (SF-36) among 156 MS patient early in their 
disease course.34 A recent large volumetric study of 
507 MS patients has found that lower global white and 
particularly gray matter volumes and global lesion 
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load were associated with poorer emotional well-being 
and worse reported thinking/fatigue levels assessed 
with the Health-Related Quality-of-Life questionnaire 
(HRQOL).63 Together, these studies suggest a direct 
link between brain pathology, functional outcomes, 
and quality of life and support potential mediation via 
cognitive function.

Summary

While the precise etiological and neuropathological 
mechanisms of MS remain to be determined, neuroim-
aging has provided many critical discoveries and is 
leading the way toward an ever-growing understanding 
of the nature of this disease. Therefore, MS is likely to 
remain on the forefront of the transition of research 
neuroimaging techniques to clinical applications. 
Promising new methods are being developed to help 
address unresolved questions in MS research. These 
include new imaging techniques and new analysis 
methods applied in the analysis of routinely acquired 
imaging data. Basic questions remain to be clarified 
about mechanisms of lesions and atrophy and how 
white and gray matter pathology interact to affect brain 
function and cognitive performance. Multisequence 
MRI is needed to address these types of questions. For 
instance, functional neuroimaging provides objective 
assessment of subjective states, such as fatigue and 
depressed mood that can be examined for relationships 
with structural indices and cognitive performance. 
Overall, the recent focus on gray matter structure and 
function in MS is promising. The convergence of 
research on gray matter function using FMRI and gray 
matter pathology using newer quantification methods 
allows for more direct inferences about disease mecha-
nisms and about how brain dysfunction affects cogni-
tive dysfunction.
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Fatigue is a common problem afflicting up to 40% of 
the population based on community samples.1 It is often 
one of the primary complaints in visits to primary care 
and the hospital, as well as to family physicians2 and 
can have a significant negative effect on quality of life.3 
Fatigue is also a nonspecific symptom observed in 
numerous neurological, psychiatric and other medical 
disorders. Although elusive, definitions of fatigue have 
been based primarily on its subjective nature. For 
instance, the Multiple Sclerosis Council for Clinical 
Practice Guidelines4 defines fatigue as “a subjective 
lack of physical and/or mental energy that is perceived 
by the individual or caregiver to interfere with usual 
and desired activities.” One of the challenges of study-
ing fatigue is that it is clearly not a unitary concept. For 
instance, fatigue can be operationalized as behavioral 
performance decrements (objective fatigue) or as a per-
son’s perception of fatigue (subjective fatigue) (for 
review see ref. 5). Fatigue can also be divided into other 
components such as central and peripheral fatigue, or 
as cognitive and physical fatigue. Fatigue has also been 
conceptualized as both a symptom and an illness. 
Adding to the confusion is the construct contamination 
often observed in studies of fatigue. For instance, inven-
tories meant to assess fatigue often include items on 
sleepiness and cognition, both of which may not be 
directly associated with fatigue (c.f. ref. 5).

Fatigue has been reported to be one of the most 
common symptoms in medical disorders such as 

Multiple Sclerosis (MS), Chronic Fatigue Syndrome 
(CFS), Traumatic Brain Injury (TBI), Cancer, and 
Parkinson’s Disease, to name a few. It may manifest as 
a primary symptom of the disorder (e.g., from neuro-
logical damage) or as a secondary symptom, such as a 
side effect of medications. Due to the multifaceted 
nature of fatigue and its presence in many clinical dis-
orders with varying physiologies, the causes of fatigue 
are, for the most part, unknown. The purpose of the 
present chapter is to review the contribution of neu-
roimaging studies to our understanding of fatigue.

Figure 22.1 illustrates the number of studies that 
have been performed using neuroimaging techniques 
to study fatigue in various clinical conditions. Despite 
its frequency as a symptom in many medical disorders, 
fatigue research using neuroimaging has been limited 
primarily two disorders: MS and CFS. Therefore, the 
present chapter will focus primarily in reviewing the 
existing neuroimaging research on fatigue in MS and 
CFS, although we will provide a very brief discussion 
on other populations as well.

Fatigue in MS

Fatigue is one of the most common symptoms reported 
in persons with MS.6 It is the most common symptom 
reported in over 90% of persons with MS (Schapiro 
2006)73 and was reported as the worst symptom in over 
two-thirds of MS patients.6 Fatigue is associated with a 
high degree of disability such as reduced activities of 
daily living,7 altered mood and ability to cope,8 reduced 
energy and endurance9, and decreased quality of life.10 
There is also evidence that fatigue negatively affects 
employment and social relationships in MS.6,11

Although the pathophysiology of fatigue in MS 
remains elusive, several hypotheses have been offered 
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based on recent research. These include immune system 
dysregulation, neuroendocrine alterations,12 presence 
of circulating cytokines,13 impaired nerve conduction, 
neurotransmitter dysregulation, autonomic nervous 
system involvement, demyelination, and energy deple-
tion (for review see ref. 6). Secondary effects of MS 
might also be contributing to fatigue, such as medica-
tions, increased pain, sleep disturbances, and comor-
bidity of mood disorders.

A great deal of research has focused on damage to 
the central nervous system (CNS) as the major contrib-
uting factor to MS-related fatigue. In particular, 
research using neuroimaging has begun to provide evi-
dence that several distinct areas of the CNS may be 
specifically involved in fatigue.

Structural MRI Studies of Fatigue in MS

Several studies have been conducted examining the 
relationship between self-reported measures of fatigue 

and structural damage in MS using MRI. Early studies 
focused primarily on lesion burden analysis using 
MRI, and showed little to no relationship between 
these indices of pathology and self-reported fatigue, 
although more recent research using more modern 
techniques have been somewhat more successful.

Of the early studies, van der Werf et al14 examined 
the relationship between subjective fatigue severity 
(i.e., Checklist Individual Strength subscale of fatigue 
CIS-FATIGUE) and cerebral abnormalities (i.e., T2- 
and T1-weighted total lesion load in discrete cerebral 
areas, total lesion load, and cerebral atrophy). No rela-
tionship was found between cerebral abnormalities 
and fatigue. Similarly, Bakshi et al15 found no relation-
ship between fatigue severity and lesion load or atro-
phy in a sample of 71 patients with MS. Additionally 
when the sample was divided into fatigued and nonfa-
tigued subjects, no differences in terms of MRI mea-
sures were detected between groups.

Mainero et al16 suggested that increased fatigue in 
MS may be related to blood–brain barrier disruption, 
which would allow cytokines to infiltrate the CNS. It 
was hypothesized that the presence of gadolinium 
enhancing (Gd+) lesions on MRI scans would be indic-
ative of blood–brain barrier disruption. Eleven patients 
with relapsing–remitting MS underwent enhanced 
MRI after standard-dose and triple-dose injection of 
gadolinium–diethylene triaminopentaacetic acid 
(Gd–DTPA). No relationship was found between the 
number and volume of Gd-enhancing lesions and 
fatigue severity at any time point studied. Several other 
studies utilizing MRI have attempted to detect a rela-
tionship between pathology and self-reported fatigue 
have also failed to find a relationship.17-19

While most studies using MRI in MS have failed to 
find a significant relationship between structural indi-
ces and subjective fatigue, a few studies have reported 
positive results. Colombo et al20 divided their MS sub-
jects into two groups: (1) patients with fatigue (fatigue 
severity scale; FSS) ³ 25 and complaints of fatigue and 
(2) patients without fatigue (FSS < 25 and no com-
plaints of fatigue). Results showed that the fatigued 
MS group had significantly more lesions in the parietal 
lobe, internal capsule, and periventricular trigone com-
pared to the nonfatigued group. These authors sug-
gested that controlling for neurological disability by 
only including persons with mild disability increased 
the likelihood of detecting a relationship between 
fatigue and structural MRI variables and fatigue.
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Fig. 22.1 Number of neuroimaging articles published on 
fatigue by clinical group. CFS chronic fatigue syndrome, MS 
multiple sclerosis, PD Parkinson’s disease, MDD major depres-
sive disorder, SLE systemic lupus erythematosus, TBI traumatic 
brain injury, HIV human immunodeficiency virus. For each clin-
ical group, we initially searched the PubMed data base with the 
terms [magnetic resonance imaging (MRI)] or [diffusion tensor 
imaging (DTI)] or [magnetic resonance spectroscopy (MRS)] or 
[positron emission tomography (PET)] or [single photon emis-
sion computerized tomography (SPECT)] or [magnetoencepha-
lography (MEG)] or [magnetic resonance (MR)] or [functional 
magnetic resonance imaging (fMRI)] or “neuroimaging,” then 
within those results, we searched for “fatigue,” and then within 
those results, we searched for each of the disease types. Reviews 
and case studies were excluded
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Marrie et al21 examined the relationship between 
pathological changes on MRI and subjective fatigue 
longitudinally over 8 years. While no relationship 
between pathology and fatigue was observed after 
2 years, a significant fatigue effect was observed over 
the 8-year period. This relationship remained signifi-
cant even after adjusting for disability, mood, and the 
subjects’ baseline MRI. These data may suggest that 
self-perception of fatigue may predate the observation 
of pathological changes that can be detected by MRI. 
As such, longitudinal design might be more sensitive 
in observing the relationship between fatigue and 
structural MRI variables.

Tedeschi et al22 studied a large sample of MS sub-
jects (n = 222) and controlled for disability by only 
including subjects with EDSS scores £2. Whereas some 
earlier studies used methods to quantify pathology that 
were operator dependent and semiautomated, the 
Tedeschi et al study utilized a “fully automated, opera-
tor independent, multiparametric segmentation method” 
to measure various indices of pathology including white 
matter fraction (lower white matter fraction would indi-
cate white matter atrophy), abnormal white matter frac-
tion (i.e., lesion loads), and gray matter fraction (lower 
gray matter fraction would indicate gray matter atro-
phy). Results showed that MS subjects with high fatigue 
(higher FSS scores) had a significantly greater white 
matter atrophy, greater T1- and T2-lesion loads, and 
greater gray matter atrophy. A significant relationship 
was also found between higher scores on the FSS and 
lower white matter and gray matter fractions.

Fatigue in MS Using Advanced 
MRI Imaging

Although traditional MRI has provided inconsistent 
findings regarding the fatigue–pathology relationship 
in MS, more advanced MRI neuroimaging methods 
may be more sensitive to the changes in the brain 
which correlate with self-reported fatigue.

One technique that has been used to study neurome-
tabolism is magnetic resonance spectroscopy (1H-MRS). 
1H-MRS allows for the detection of differing metabolite 
levels, such as choline (Cho), lactate (Lac), creatine (Cr), 
and N-acetyl-l-aspartate (NAA). Each of these metabo-
lites provides valuable information regarding neuronal 
and axonal damage in MS, as they each correlate with 

particular aspects of neural function. Most research in 
MS using this technique has examined levels of NAA, 
the second most abundant amino acid in the brain. As it 
is found almost exclusively in normal mature neurons, 
NAA is considered a marker for neuronal integrity and 
density.23 Generally, in MS, NAA levels have been 
shown to be decreased compared to controls, reflecting 
pathological changes in neuronal tissue. These decreases 
in NAA have also been shown to correlate with disabil-
ity (for review see ref. 24). 1H-MRS has also allowed 
researchers to detect pathology in normal appearing 
white matter (NAWM). Damage to NAWM has also 
been shown to contribute to neurologic impairment.24 In 
order to study NAA levels in the brain and their differ-
ences between groups, it is common practice to measure 
a metabolite ratio difference rather than absolute con-
centration differences (see ref. 25 for review). Such ratios 
are thought to correct for certain experimental condi-
tions, such as field inhomogeneities and localization 
method differences.25 Frequently, when examining NAA 
in the brain, the ratio of NAA to Creatine (Cr) is the ratio 
of interest, because creatine is thought to be stable in 
normal adults as well as clinical samples.26,27

Tartaglia et al17 examined the relationship between 
axonal damage and subjective fatigue in MS using 
1H-MRS. They examined neurometabolite levels spe-
cifically in an area covering the corpus callosum and 
adjacent periventricular white matter in MS subjects 
which they divided into a high-fatigue group and low-
fatigue group. After controlling for EDSS score and 
age, they found that the high-fatigue group had lower 
NAA/Cr ratio (i.e., reduced neuronal integrity) than the 
low-fatigue group. These findings remained significant 
after controlling for depression. Thus, MS subjects with 
greater complaints of fatigue had significantly greater 
levels of neuronal pathology. As mentioned above, 
these authors also examined the relationship between 
lesion load and fatigue and found no significant rela-
tionship. Taken together, these findings suggest that 
1H-MRS is more sensitive to pathological changes in 
the brain which may be correlated to subjective fatigue 
compared to traditional structural MRI indices.

Téllez et al18 examined NAA/Cr levels in frontal 
white matter and the basal ganglia to determine whether 
the neurometabolite levels correlated with scores on 
both the FSS and the modified fatigue impact scale 
(mFIS). They divided their MS sample into a fatigued 
group and a nonfatigued group to examine whether dif-
ferences in axonal damage could be identified between 
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groups. A significant decrease in NAA/Cr in the lenti-
form nucleus of the basal ganglia was observed in 
patients with fatigue, a finding that remained after con-
trolling for EDSS scores and depression. Additionally, 
a correlation was found between NAA/Cr levels of the 
basal ganglia and a subscale of the mFIS, such that 
NAA/Cr levels diminished as mFIS scores increased. 
Interestingly, no relationship between NAA/Cr and 
fatigue was found in white matter nor did the NAA/Cr 
levels in white matter differ between fatigued and non-
fatigued MS subjects. These data suggest that localized 
damage (e.g., basal ganglia) may be related to subjec-
tive fatigue, suggesting that studies that have examined 
lesion load across brain regions may have been “wash-
ing out” the effect of interest. No relationship was found 
between fatigue and T2-lesion load, again suggesting 
that MRS may be more sensitive in detecting damage 
than MRI, at least when examining fatigue effects.

Not all of the studies using more advanced MRI 
techniques have found a relationship between subjec-
tive fatigue and neuropathology. For example, two rela-
tively new techniques for studying pathology are 
diffusion tensor imaging (DTI) and magnetization 
transfer imaging (MTI). DTI is a technique that mea-
sures the integrity of white matter in vivo, by measur-
ing the diffusivity of water.28,29 MTI is a technique for 
improving image contrast in MR imaging. This tech-
nique may allow for the subcategorization of MS 
lesions into those due to demylination vs. those due to 
inflammation and swelling. Codella et al30 found no 
difference in gray matter pathology (assessed by MTI 
and DTI) between fatigued and nonfatigued MS 
patients. Furthermore, no correlation was detected 
between the FSS and any MT/DTI measures. The same 
group published a similar study31 examining overall 
pathology using DTI/MT and reported similarly that no 
relationship existed between pathology and subjective 
fatigue. While more work is needed, the initial research 
suggests that damage detected by MT and DTI may be 
unrelated to fatigue and that other neuroimaging mea-
sures may be more sensitive in persons with MS.

Functional Neuroimaging Techniques 
to Examine Fatigue in MS

Functional neuroimaging techniques to study fatigue in 
MS consist primarily of and Positron Emission Tomagraphy 
(PET) and functional magnetic resonance imaging (fMRI). 

Roelcke et al32 used 18F-fluorodeoxyglucose PET to mea-
sure cerebral glucose metabolism in a sample of 47 per-
sons with MS. The MS sample was divided into those 
with vs. without fatigue based on self-report using the FSS. 
They found significantly reduced glucose metabolism in 
prefrontal regions and premotor cortex, putamen, and in 
the right supplementary motor area in the fatigued MS 
group compared to the nonfatigue MS group. The fatigued 
MS group also showed hypometabolism in white matter 
extending from the rostral putamen toward the lateral head 
of the caudate nucleus, and a negative correlation between 
FSS scores and glucose metabolism in the right prefrontal 
cortex. In contrast, elevated glucose metabolism was 
observed in the nonfatigued MS group in the cerebellar 
vermis and anterior cingulate. Roelcke et al32 concluded 
that both the basal ganglia and the prefrontal regions are 
critical for the expression of fatigue in MS.

Most of the functional imaging studies of fatigue in 
MS have utilized fMRI. Based on the FSS, Filippi et al19 
examined 15 MS subjects with subjective fatigue and 
14 MS subjects without fatigue and measured BOLD 
activation during performance of a simple motor task. 
The fatigued MS group had significantly less cerebral 
activation than the nonfatigued MS group in several 
regions involved in motor planning and execution. 
These included the ipsilateral cerebellar hemisphere, 
ipsilateral precuneus, contralateral thalamus, and con-
tralateral middle frontal gyrus. A negative correlation 
was observed between FSS scores and cerebral activa-
tion in the thalamus. Given the role of the thalamus as a 
relay station between prefrontal regions and basal gan-
glia, the authors suggested that the observed findings 
were due to a disruption of cortical–subcortical circuits 
in the MS subjects with fatigue. While the fatigued MS 
group showed under-recruitment of motor regions, they 
also displayed increased activation in the anterior cin-
gulate compared to the nonfatigued group. Filippi et al19 
suggested that the recruitment of the anterior cingulate 
in the fatigued group may represent a “compensatory 
mechanism” due to the increased effort required for the 
fatigued MS subjects to perform the task. Interestingly, 
in their analysis of the structural MRI data, no signifi-
cant differences in lesion load quantity was observed 
between the fatigued and nonfatigued MS groups, sug-
gesting that functional cerebral changes may be more 
sensitive than structural imaging indices in identifying 
brain regions associated with fatigue.

The functional imaging studies reviewed thus far 
have utilized subjective report as the measure of fatigue. 
More recently, several investigators have attempted to 



37322 Neuroimaging of Fatigue

obtain objective measures of cognitive fatigue rather 
than focusing on subjective measure which have little 
specificity. Objective measurements of cognitive fatigue 
have focused on behavioral performance during cogni-
tive challenges. To accomplish this, cognitive fatigue 
has been conceptualized in at least two different ways: 
(1) performance during a prolonged period of time 
(e.g., beginning to end of workday) and (2) perfor-
mance during sustained mental effort. Of these two, 
successful attempts at objective measurement of cogni-
tive fatigue have been observed almost exclusively on 
decreased behavioral performance on tasks requiring 
sustained mental effort (c.f. ref. 5 for a review). This 
approach is conceptually similar to that of motor 
fatigue where fatigue has been defined as a failure to 
maintain a required force or output of power during 
sustained or repeated muscle contraction. This idea of 
objectively measuring cognitive fatigue during fMRI 
acquisition has been utilized recently in persons with 
MS to examine brain regions associated with fatigue.

DeLuca et al33 administered four trials of a sustained 
attention task (i.e., modified symbol digit modalities task 

or mSDMT) during fMRI acquisition, attempting to 
induce cognitive fatigue in persons with MS and in 
healthy controls. The fMRI literature has shown that with 
repeated administration of a task, cerebral activation in 
healthy subjects decreases over time.34-36 Thus, DeLuca 
et al33 hypothesized that healthy individuals would show 
a decrease in cerebral activation to repeated administra-
tion of the mSDMT tasks over time. In contrast, they 
hypothesized that participants with MS would show a 
greater increase in cerebral activity, while performing 
the mSDMT across time compared to healthy controls. 
That is, DeLuca et al33 operationally defined “cognitive 
fatigue” as an increase in cerebral activation across the 
four trials of a processing speed task in individuals with 
MS, relative to the control group (who would exhibit a 
decrease in brain activity across time). No group differ-
ences in performance accuracy across the four trials of 
the cognitive task were observed, although the MS per-
formed the task more slowly. As hypothesized, the MS 
group showed increased cerebral activation in key areas 
of the brain, whereas the healthy group showed decreased 
activation (see Figs. 22.2 and 22.3). These regions 

Fig. 22.2 Activity in Caudate in the interaction (inset graph) between MS and HC groups. From DeLuca et al33.
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included the precuneus, superior parietal lobe (BA 7), 
medial/orbital frontal gyrus, inferior parietal lobe, and 
the caudate in the basal ganglia. The authors suggested 
that the increased activation in the MS group (i.e., cogni-
tive fatigue) may represent the increased “cerebral effort” 
to maintain adequate performance. While other authors 
have hypothesized that the extra “cerebral effort” may 
represent compensation,37,38 DeLuca et al’s33 construct of 
cognitive fatigue provides an alternative explanation for 
the effort hypothesis. Unfortunately, DeLuca et al33 did 
not assess subjective fatigue in their study. As such, it 
was unclear how the objective performance-based mea-
sure of cognitive fatigue correlates with self-reported 
fatigue in MS.

The DeLuca et al33 study was designed to test the 
current model of brain mechanisms responsible for 
central fatigue proposed by Chaudhuri and Behan.39,40 
This model hypothesizes that “central fatigue” is 
derived from the nonmotor function of the basal ganglia. 
Chaudhuri and Behan suggest that the mechanism of 

fatigue was due to altered communication within the 
basal ganglia system affecting feedback between stri-
ato-thalamo-cortical fibers. The results of the DeLuca 
et al33 study show altered cerebral activation within the 
basal ganglia and frontal lobes during a cognitively 
fatiguing task, and thus lend direct support to the 
Chaudhuri and Behan model.

Tartaglia et al41 also conducted a behavioral study 
designed to objectively assess cognitive fatigue in 
persons with MS. They hypothesized that induced 
cognitive fatigue could alter cerebral activation pat-
terns associated with subsequent motor performance. 
This was based on the idea that fatigue in MS may 
be related to “greater demands being placed on 
diminishing functional neural circuits, resulting in 
reduced capacity to respond to new demands.41” 
examined fMRI activation in three stages. First, sub-
jects performed a motor task (stage 1), followed by 
a challenging cognitive task (the PASAT; stage 2), 
finally, they were required to perform the motor task 

Fig. 22.3 Activity in orbital 
frontal gyrus. The axial, 
coronal, and sagital views are 
shown for the interaction 
(inset graph) between group 
(MS and HC) and within-run 
fatigue. From DeLuca et al33. 
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again (stage 3). The healthy control (HC) group 
showed no significant difference in cerebral activa-
tion during the motor task in stage 1 compared with 
the same task in stage 3 (i.e., pre- vs. post-PASAT). 
The MS group displayed increased activity in mul-
tiple brain regions after performance of the PASAT 
relative to controls. These included bilateral cingu-
late gyrus, the postcentral gyrus, and the right pre-
frontal cortex. As hypothesized, while the HCs 
showed decreased activation on the motor task after 
PASAT performance (i.e., stage 3 vs. stage 1), in the 
MS group the activation in all recruited areas was 
increased. The authors concluded that induced cog-
nitive fatigue could alter brain activation in an unre-
lated motor task in persons with MS.

In summary, structural MRI studies have yielded 
mixed results in identifying the underlying cerebral 
structures associated with fatigue in MS. Much more 
success has been observed in studies employing func-
tional imaging, particularly fMRI. While most stud-
ies have utilized subjective report as the primary 
index of fatigue, a few have measured cognitive 
fatigue using objective performance during the imag-
ing session.

Chronic Fatigue Syndrome

CFS is a heterogeneous illness characterized by severe 
and debilitating fatigue as well as infectious, rheumato-
logical, and neuropsychiatric symptoms.42 As illus-
trated in Fig. 22.1, many structural and functional 
imaging studies have been conducted in persons with 
CFS. One could expect that because fatigue is the defin-
ing characteristic of CFS, neuroimaging studies would 
reveal much about fatigue itself. However, this may not 
be the case. Most neuroimaging studies with CFS sub-
jects were not conducted to specifically address fatigue 
per se, but rather to examine CFS as an illness. As such, 
some of the differences in brain structure and function 
between individuals with CFS and healthy controls 
might be related to differences in subject characteristics 
(e.g., psychopathology) rather than fatigue. Thus, only 
studies, which measure fatigue and use this measure-
ment in the imaging data can be used to make infer-
ences about brain mechanisms involved in fatigue in 
CFS. Unfortunately, only a handful of more recent 
studies have employed this approach in CFS.

Structural Neuroimaging in CFS 
and Fatigue

Most of the early studies in CFS have focused on 
identifying structural changes in the brain between 
CFS and controls. These studies have led to mixed 
results. When structural problems have been observed 
in CFS, they have been primarily associated with 
white matter hyperintensities. While several studies 
have found an increased number of white matter 
hyperintensities on MRI in CFS vs. healthy con-
trols,43,44 several other studies have not.45,46 One pos-
sible reason for this was suggested by a study by47 
who found significantly more subcortical white matter 
hyperintensities in CFS subjects without psychiatric 
illness (concurrent or historic) compared to the CFS 
group with concurrent psychiatric illness. Similar 
findings were reported by.48

After dividing their CFS sample into those with and 
without cerebral abnormalities,49 found significantly 
more impairments in physical functioning on the SF-36 
in the CFS group with cerebral abnormalities relative 
to those without cerebral abnormalities. Lange et al50 
measured cerebral volume using MRI and found larger 
lateral ventrical volumes in the CFS group compared 
to healthy controls. Significantly reduced gray matter 
volume in prefrontal areas bilaterally has been observed 
in CFS as well.51 In the Okada et al study, gray matter 
volume in the right prefrontal cortex was correlated 
with the severity of self-reported fatigue. The authors 
suggested that the prefrontal cortex may play a promi-
nent role in the phenomenology of fatigue. de Lange 
et al52 have reported that reduced gray matter volume 
in CFS can be partially reversed with cognitive behav-
ioral therapy.

Functional Neuroimaging  
of Fatigue in CFS

Schwartz et al53 used single proton emission com-
puterized tomography (SPECT) and reported 
increased perfusion in lateral frontal cortex as well 
as lateral and medial temporal cortex in their CFS 
group. Machale et al54 also reported increased 
 perfusion in CFS using SPECT in the right thala-
mus and basal ganglia (pallidum and putamen). 
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In contrast, Costa et al55 reported hypoperfusion 
using SPECT in the brainstem of their CFS sample. 
Taken together, while these SPECT studies show 
significant differences in cerebral blood flow (CBF) 
in persons with CFS, the relationship between CBF 
and fatigue is unclear. Fischler et al,56 on the other 
hand, examined whether there was a relationship 
between physical and mental fatigue and cerebral 
perfusion using SPECT in persons with CFS. No 
relationship between cerebral perfusion and fatigue 
was found.

Using 18-flourodeoxyglucose PET (FDG-PET), 
Tirelli et al57 reported significant decreases in cere-
bral metabolism in the frontal lobes of persons with 
CFS. Siessmeier et al58 reported abnormalities in the 
anterior cingulate gyrus/mesial frontal cortex and 
orbital frontal cortex in about half of their CFS sam-
ple. Yet, no significant relationships were observed 
between reductions in glucose metabolism and sub-
jective fatigue in CFS.

While the above studies using SPECT and PET 
utilized self-reported measures of fatigue, more 
recent studies have employed paradigms designed to 
induce fatigue during scanning. In such studies, sub-
jects are required to perform a challenging task that 
one might expect would induce fatigue, and the pat-
tern of cerebral activity is investigated in CFS rela-
tive to HCs. Using this approach, Schmaling et al59 
found that the CFS group displayed more widespread 
and diffuse rCBF in frontal, temporal, and thalamic 
regions relative to controls during SPECT scanning. 
Lange et al60 required subjects to perform a challeng-
ing cognitive task during fMRI and found that per-
sons with CFS showed more diffuse and bilateral 
activity than healthy controls. Specifically, healthy 
control subjects showed left-sided activity in frontal 
and parietal regions, while persons with CFS showed 
bilateral activity in frontal and parietal regions. 
Caseras et al61 reported that as the difficulty of a 
working memory task increased, cerebral activation 
in the right prefrontal cortex also increased in the 
CFS group. While all of these studies that utilized 
challenging tasks as the experimental paradigm have 
shown group differences between individuals with 
CFS and controls, it remains unclear if these differ-
ences have anything to do with fatigue itself as no 
specific relationship with measures of fatigue were 
made.

More recent studies in CFS have included  measures 
of fatigue in the analysis of the functional imaging 
data. One recent study using fMRI showed a relation-
ship between subjective fatigue and functional brain 
activity during performance of a cognitive task (modi-
fied PASAT) in CFS.62 These authors reported that 
subjective reports of fatigue were associated with task 
performance and were associated with significant 
activation in several brain regions including the cere-
bellum (vermis), the cingulate region (middle and 
posterior), inferior frontal gyrus, superior temporal 
gyrus, parietal regions, and the hippocampus. Using a 
similar approach, Tanaka et al63 used fMRI to examine 
functional brain activity associated with both a diffi-
cult, fatiguing visual search task, and brain activity 
associated with a completely extraneous, task-irrele-
vant change in auditory stimulation. The CFS group 
showed significantly less cerebral activity than the 
healthy control group during the task-irrelevant 
change in auditory stimulation, and the activity was 
correlated with subjective ratings of fatigue. In con-
trast, the functional activity associated with the search 
task did not differ between the CFS and control 
groups, nor did it correlate with subjective ratings of 
fatigue. The authors suggested that CFS subjects may 
have less processing “capacity” and therefore have 
less ability to process task-irrelevant stimuli than 
healthy controls.

Caseras et al64 utilized a novel approach to the 
study of fatigue in persons with CFS. These authors 
analyzed the BOLD response while persons with 
CFS were watching either a fatigue-inducing sce-
nario (video clip) or an anxiety-inducing scenario. 
Following each scenario, subjects rated their feel-
ings of fatigue and anxiety. Results showed that for 
both the CFS and healthy control groups, the fatigu-
ing clips induced significantly greater feelings of 
fatigue than the anxiety-clips, and that the induced 
fatigue was significantly greater in the CFS group 
relative to controls. While watching the fatiguing 
clips, the CFS group showed significantly increased 
activity in cerebellum and occipito-parietal regions 
bilaterally extending toward the cingulate gyrus, the 
left hippocampal gyrus, and the left caudate nucleus. 
In the healthy group, significantly increased activity 
was observed while watching the fatigue clip relative 
to the anxiety clip in the right dorsolateral and bilat-
eral medial prefrontal cortex (extending toward the 
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anterior cingulate), right insula and right caudate 
nucleus. Fatigue was associated with activity in the 
basal ganglia (caudate) for both the CFS and healthy 
control groups. Interestingly, more activations were 
observed in the CFS group in posterior brain regions 
and those associated with emotion (cingulate), 
whereas the healthy control group showed more 
activity in frontal regions associated with executive 
control. Importantly, although the two studies used 
very different paradigms and analyses, the brain 
regions activated in the CFS group in the Caseras 
et al64 study largely overlap with those reported by 
Cook et al62

In summary, despite evidence of structural changes 
in white matter and gray matter volume in persons 
with CFS, how these changes are associated with 
fatigue per se is unclear. Functional neuroimaging 
studies offer greater promise in understanding the 
cerebral mechanisms of fatigue in CFS. However, 
most of the existing functional imaging studies in 
CFS did not specifically examine fatigue, and thus 
must be interpreted with caution. When fatigue was 
specifically studied and related to functional brain 
activity, areas that appear to be significantly associ-
ated with fatigue in CFS included the basal ganglia, 
the cingulate, the cerebellum, and the parietal cortex. 
Many of these structures, particularly the basal gan-
glia, support the Chaudhuri and Behan39,40 model of 
fatigue.

Functional Neuroimaging in Other 
Clinical Populations

Relative to the work completed in persons with CFS 
and MS, very few functional imaging studies exam-
ining fatigue have been completed in other popula-
tions (see Fig. 22.1). In persons with systemic lupus 
erythematosus, it has been reported that no relation-
ship exists between subjective fatigue and regional 
cerebral blood flow.65 In HIV-positive individuals, 
one study found no relationship between subjective 
fatigue and FDG-PET brain abnormalities.66 
However, in Major Depressive Disorder (MDD), 
fatigue was found to covary with measures of func-
tional brain activity in one study.67 Brody et al67 

examined the association between changes in 
 depressive symptoms and changes in regional brain 
metabolism using PET from before to after treatment 
in patients with MDD. It was observed that improve-
ment in fatigue from pre- to posttreatment correlated 
with decreases in ventral PFC activity (metabolism) 
bilaterally.

Parkinson’s disease (PD) is another disease where 
fatigue is a common debilitating symptom. Two 
studies examined the availability of dopamine in the 
basal ganglia and its relationship with fatigue in PD 
using SPECT. Schifitto et al68 compared patients with 
PD who were fatigued to nonfatigued patients, and 
found no difference in their measure of striatal dop-
amine transporter density, [123I]-b-CIT SPECT in the 
striatum, caudate, or putamen. Weintraub et al69 also 
did not find a significant relationship between fatigue 
and striatal dopamine availability in PD. In contrast, 
Abe et al70 found that higher fatigue scores were 
associated with less frontal perfusion in PD using 
SPECT.

One study has investigated fatigue in persons 
with TBI, using a paradigm similar to that employed 
by DeLuca et al33 in an attempt to objectively mea-
sure cognitive fatigue using fMRI.71 A cognitive 
task requiring sustained attention (i.e., SDMT) was 
administered three times consecutively during fMRI 
acquisition for both TBI and HC subjects. Like the 
DeLuca et al33 study in MS, (see also above) Kohl 
et al hypothesized that TBI participants would show 
an increase in cerebral activity on the mSDMT in 
areas of the brain hypothesized to be associated with 
fatigue, while healthy controls would show 
decreased activation across time. This relative 
increase in cerebral activation with the cognitive 
challenge in persons with TBI was operationally 
defined “cognitive fatigue.” Behaviorally, no signifi-
cant difference in performance accuracy was 
observed between the TBI and HC group, although 
the TBI group was significantly slower in perform-
ing the task. However, in the fMRI data, relative 
increases in cerebral activation in the TBI groups 
was observed in the middle frontal gyrus (BA 10), 
the superior parietal lobe (BA 7), the basal ganglia 
(the putamen), and the anterior cingulate (BA 32) 
(see Fig. 22.4). These data were interpreted as sup-
porting the Chaudhuri and Behan39,40 model of 
 central fatigue.
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Conclusions

It is clear from the present review that there are 
 relatively few neuroimaging studies geared toward 
understanding the neural architecture of fatigue, and 
that this research is in its infancy. Most of the studies of 
fatigue using neuroimaging have been conducted in 
persons with CFS or MS, with relatively few studies in 
other clinical populations. While the structural imag-
ing studies have yielded largely mixed results, the 
newer functional imaging studies hold significant 
promise concerning the functional organization of 
fatigue in the brain. Unfortunately, most of these stud-
ies are again focused mainly on CFS or MS. One of the 
major challenges of fatigue research in general is that 
despite over 100 years of inquiry (see ref. 72), the defi-
nition and conceptualization of fatigue as a construct 
remains elusive. Despite the fact that we have known 

for decades that fatigue is multidimensional in nature, 
clinicians and researchers continue to utilize self-report 
as the “gold standard.” However, numerous authors 
have questioned the validity and utility of this single-
minded approach (see ref. 5,12). The vast majority of 
neuroimaging research has utilized self-reported 
fatigue as the preferred mode of assessing fatigue. 
Assessment of subjective fatigue benefits from ease of 
administration, but suffers from significant difficulties 
in interpretation. For example, we know that self-
reported fatigue is most often correlated with degree of 
psychopathology.12 In addition, with over a century of 
inquiry, one thing we know for sure is that self-reported 
fatigue does not correlate with objective measures of 
fatigue.5,72 As a result, when functional imaging studies 
show a relationship between self-reported fatigue and 
functional activation in regions of the brain, one must 
remain cautious about the interpretation of these 

Fig. 22.4 Activity in the left 
basal ganglia (caudate/
putamen). Axial, coronal, and 
sagital views of the 
interaction between group 
(TBI and HC) and fatigue. 
From Kohl et al.71
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results. More recent functional imaging studies have 
attempted a novel approach of assessing fatigue behav-
iorally during scanning and relating such objective 
measures of fatigue with cerebral activation. However, 
it remains unclear if this novel approach of operation-
ally defining fatigue behaviorally will provide a more 
valid paradigm in understanding the elusive construct 
of fatigue.

While fatigue is extraordinarily common as a symp-
tom in many neurological and psychiatric diseases, we 
know very little about its precise mechanism. Current 
models of fatigue hypothesize that the nonmotor func-
tions of the basal ganglia play a key role in central 
fatigue.39,40 These authors posit that fatigue is due to 
“alterations in the normal flow of sequential activation 
within the basal ganglia system affecting the neural 
integrator and the cortical feedback by the associated 
loop of the striato-thalamo-cortical fibers is a possible 
mechanism of central fatigue …” (p40). Thus, major 
functional interaction between the basal ganglia, the 
frontal cortex, the thalamus, and the amygdala are 
hypothesized to play a critical role in central fatigue. 
Overall, the functional imaging studies reviewed in 
this chapter tend to provide preliminary support for 
this model of fatigue. If indeed fatigue is associated 
with functional impairment in a cortical–subcortical 
circuit, studies which have examined structural dam-
age (e.g., total lesion load throughout the brain) may 
simply not provide the sensitivity required to detect a 
relationship between fatigue and pathology. As such, 
functional neuroimaging techniques promise to pro-
vide an exciting potential for significant advances in 
our elusive understanding of the brain mechanisms 
associated with fatigue in clinical populations.
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It has been less than two decades since Ogawa, Kwong, 
and other neuroimaging pioneers published the first 
studies  demonstrating that blood oxygen level-dependent 
(BOLD) changes could be detected using magnetic reso-
nance (MR)-based methods.1-4 These results rapidly 
spurred functional magnetic resonance imaging (FMRI) 
investigations of the effects of sensory stimulation, motor 
function, and basic cognitive processes5-11 that comple-
mented parallel work that had been emerging a few years 
before using radiological methods like positron emission 
tomography (PET).12 Since then, there has been an explo-
sion of interest and research in the field of functional 
brain imaging, along with major methodological 
advancements. Functional brain imaging has evolved to 
the point that many universities now have research-
dedicated MR scanners independent of the clinical facil-
ities that are often available within affiliated medical 
center settings. Furthermore, a number of psychology 
departments have installed MR systems in their on-cam-
pus buildings which, given the costs associated with hav-
ing a dedicated scanners, reflects a growing perception 
that this technology is likely to have a major impact on 
cognitive and behavioral science in the years to come.

The development of FMRI has been of particular 
interest to psychologists and behavioral scientists 
because it has become the best and most versatile tech-
nique for examination of brain activity associated with 
cognitive, emotional, and behavioral processes. Given 
that the correlation of brain and behavior has been a 

primary goal of psychologists and other behavioral 
scientists over the past century, it is not surprising that 
FMRI has received such attention in recent years. For 
this reason, many of the chapters in this book empha-
sized the application of FMRI and other functional 
imaging methods in behavioral medicine and clinical 
neuroscience. However, it is important to recognize 
that for some disciplines, FMRI is not the primary 
imaging modality of interest. For example, neurolo-
gists who evaluate and treat acute stroke are much 
more focused on structural and perfusion/diffusion 
imaging, which can provide information about altera-
tions in cerebral blood flow and early ischemic damage 
to brain tissue (see Chap. 18). Similarly, structural 
imaging sequences such as T1, T2, and FLAIR have 
become routine in the diagnosis and clinical manage-
ment of Multiple Sclerosis (MS). Despite a remarkable 
and rapidly growing body of research on MS using 
FMRI, clinical applications have not yet been developed 
(see Chap. 21). In fact, given the proliferation of signifi-
cant FMRI research findings, it is surprising that this 
type of neuroimaging has not been well integrated into 
clinical medicine to date. Historically, it is noteworthy 
that the initial development of most MR-based imaging 
methods occurred at roughly the same time as FMRI, 
about two decades ago. Therefore, more rapid integra-
tion into clinical practice reflects the fact that some MR 
sequences had more immediate utility in the assessment 
and diagnosis of particular neurological conditions.

The oldest and most routine type of neuroimaging 
is structural brain imaging. It remains the primary 
method for identifying neuroanatomic abnormalities 
in the brain and also for detecting chronic lesions from 
infarction, trauma, or other causes. We have not 
focused extensively on routine structural imaging in 
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this book. Clinical MR and radiological methods for 
structural brain imaging are well developed and now 
quite routine. There are many books and atlases 
available that provide reference for interpreting ana-
tomic data from structural imaging. For clinicians 
and researchers working with other neuroimaging 
modalities, including FMRI, magnetic resonance 
spectroscopy (MRS), and diffusion-weighted and per-
fusion-weighted imaging, the anatomic data obtained 
from traditional structural MRI remains the gold stan-
dard for the measurement of neuroanatomy, with 
T1-weighted images routinely acquired in the same 
imaging session for coregistration and anatomical 
localization. Only a few years ago, the identification 
and measurement of particular brain areas required 
manual tracing. Structural analysis methods and pro-
grams such as voxel-based morphometry (VBM)13 and 
Freesurfer14-17 now exist, enabling the quantitative 
measurement of cortical and subcortical volumes, 
cortical thickness, and lesion load. These programs 
continue to be refined, and while some degree of man-
ual verification is still necessary for quality control, 
such morphometric analyses can now be conducted in 
large batches with good reliability. It seems probable 
that in the next few years, the quality of these programs 
will be such that most analyses can be conducted with 
automatic segmentation and parcellation-based tissue 
types and brain regions. These structural neuroana-
tomic analysis methods will probably continue to have 
their greatest direct impact on the clinical neurosci-
ences, where there is typically a compelling need. For 
example, to determine whether the volumes of cortical 
and subcortical structures are reduced or ventricles 
enlarged in neurodegenerative diseases, where atrophy 
is expected, and when identification of lesions is criti-
cal. For behavioral medicine clinicians and investiga-
tors focusing on other types of neuroimaging, these 
structural imaging methods are still essential, as they 
provide the foundation upon which interpretation of 
other types of imaging can occur.

In the remainder of this chapter, we highlight some 
of the key concepts, technological advances, and future 
directions of neuroimaging in behavioral medicine and 
neuroscience which have relevance across the topics 
introduced by the contributors of this volume. We 
begin with methodological considerations, followed 
by highlights of current issues in clinical research and 
practice, and an overview of future directions.

Methodological Considerations

Physiological and Metabolic 
Neuroimaging

While structural and functional neuroimaging 
 generally receive the most attention from behavioral 
researchers, a recurring theme throughout this book 
relates to the fact that these methods are ultimately 
driven by the physiology of the brain. The fact that 
water-containing fluids (e.g., blood) have biomagnetic 
and metabolic properties enables them to be detected 
by MR and radiological methods. Therefore, cerebral 
circulation and the perfusion of brain tissues sets up 
the conditions necessary for the various types of 
 imaging that we have discussed. Blood perfusion and 
diffusion varies as a function of the characteristics of 
particular brain tissue and whether it is physiologi-
cally healthy or not. The link between physiology and 
neuroimaging is most obvious in the case of func-
tional imaging, where the neuronal response that is 
the object of the measurement is highly integrated 
with physiological responses of cerebral perfusion 
and oxygen metabolism. However, it is important to 
note that even structural imaging of neuroanatomy 
ultimately depends on the physiological characteris-
tics of tissue being measured. For example, a lesion 
resulting from cerebral infraction no longer has 
 normal physiological function, resulting in altered 
MR characteristics.
The power of neuroimaging as a clinical and research 
tool in behavioral medicine and clinical neuroscience 
becomes fully apparent when one examines other MR 
methods that are aimed directly at specific physiologi-
cal processes, such as cerebral perfusion and tissue dif-
fusion, as well as cerebral metabolite abnormalities via 
MRS. These imaging modalities have been discussed 
to varying degrees in the chapters of this book. The 
fact that it is possible to measure physiological, meta-
bolic imaging, in addition to FMRI and structural neu-
roanatomic imaging, creates the necessary conditions 
for being able to study brain structure–function 
together with the neuropathological processes that 
may mediate disturbances or individual differences in 
these relationships. We will visit some of these meth-
ods again later in this chapter as we review neuroimag-
ing of the specific disorders and behaviors discussed in 
this book.



38523 Brain Imaging in Behavioral Medicine and Clinical Neuroscience: Synthesis

Multimodal Imaging

An emerging trend in neuroimaging is the use of 
multimodal imaging methods within a single assessment 
session with a given patient or research participant. This 
trend towards multimodal imaging is implicit in the 
material presented most of the clinical chapters of the 
book, and is explicitly discussed in many chapters. For 
example, in the context of acute stroke, procedures are 
described for the routine assessment of patients present-
ing with suspected cerebral infarction. These now involve 
a combination of structural CT or MRI, in addition to 
other methods, to assess the degree of regional hypoper-
fusion and evidence of recoverable versus unrecoverable 
tissue function in the penumbra. Researchers and clini-
cians studying other brain disorders, such as Alzheimer’s 
disease (AD), multiple sclerosis (MS), and HIV-and car-
diovascular disease-associated brain dysfunction increas-
ingly are incorporating multimodal imaging as well.

Besides providing a means for integrating pathophys-
iology with brain structure and function, multimodal 
imaging also may be used to improve interpretation of 
data from a particular type of imaging. For example, in 
our current studies of patients with heart failure, a central 
problem stems from the fact that assumptions about nor-
mal hemodynamic function cannot be assumed among 
patients with severe vascular disturbances. By measur-
ing both FMRI and cerebral blood flow through a method 
such as ASL, it is possible to examine the influence of 
altered cerebral perfusion on the BOLD response. Given 
that the BOLD FMRI signal occurs as a function of both 
cerebral blood flow (CBF) and neuronal response, there 
is value in being able to dissociate these components. 
Such strategy has also been applied to recent studies of 
AD and mild cognitive impairment (MCI).18,19

A number of other related developments are occur-
ring in the area of multimodal imaging. For example, 
measuring oxygen consumption rate is possible using 
calibrated FMRI, providing a way of examining the 
brain’s metabolic response in relationship to cerebral 
blood flow on FMRI. Some of these efforts are described 
in Chap. 15, including studies by Hoge and his col-
leagues examining how CBF and the BOLD response 
covary over time.20-22 It is now possible quantify oxy-
gen consumption and the BOLD response during FMRI 
paradigms,23,24 although considerable research is needed 
to work out the logistics of this process to make it more 
available in clinical and routine research contexts.

Advantages and Limitations  
of Neuroimaging Techniques

To a great extent these issues have been covered earlier 
in the book. For example, the relative advantages of 
FMRI and other neuroimaging methods are discussed 
in Chaps. 1 and 2, and in many other specific chapters 
that followed. Chapter 8 (Chiou and Hillary) discusses 
important conceptual and methodological consider-
ations for neuroimaging in clinical populations and 
should be reviewed by individuals contemplating 
research or clinical neuroimaging applications. We 
briefly outline some of the major advantages and limi-
tations of MR and radiological methods below.

MR-Based Methods Advantages

Noninvasive for the most part and consequently •	
lower physical risk
Less expensive than some radiological techniques•	
Now widely available in both medical and univer-•	
sity settings in the United States
Excellent spatial resolution, especially for •	
neuroanatomy
Very good temporal resolution•	
Experiments can be designed with multiple tasks •	
and sequences within a single session
Functional and physiological imaging data can be •	
integrated quite well, and coregistration with neuro-
anatomy is relatively straightforward.
Flexibility in experimental research designs•	

MR-Based Methods Limitations

MR methods cannot provide the millisecond tem-•	
poral resolution available from electrophysiology. 
Hemodynamic-based functional imaging methods 
have inherent time lags that limited temporal reso-
lution compared to EEG. Therefore, visualization 
of the temporal evolution of short-duration cogni-
tive events in real time is unlikely in near horizon.
MR-based methods cannot yet provide the type of •	
neurotransmitter and metabolic information that is 
available through the analysis of response to ligands 
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and specific tracers available with PET. This makes 
FMRI somewhat less useful for studying neu-
rotransmitter disturbances.
MR methods exclude certain segments of the popu-•	
lation, in particular people with some types of metal 
implants, including electrical devices (e.g., 
pacemakers).
Some people find lying in the scanner for long peri-•	
ods uncomfortable, particularly if they have anxiety 
disorders.

Radiological Imaging

Many of the advantages and disadvantages of radio-
logical imaging mirror the issues discussed above.

PET and SPECT imaging are invasive and involve •	
the introduction of a radioactive ligand into the 
body. This raises potential risks and limits the num-
ber of imaging sessions that can be conducted with 
a single participant. This issue makes short-term 
longitudinal less feasible.
The cost of PET, particularly the radioisotopes that •	
have to be generated by cyclotron, is prohibitive.
The temporal and spatial resolution of these meth-•	
ods are not as high as those available with FMRI.
A major advantage is that analysis of cerebral neu-•	
rotransmitter systems and peptides is more readily 
available than with MR methods.
Direct measures of absolute cerebral metabolic •	
activity in the resting state can be derived from 
methods like PET more readily than MR methods, 
which require comparison of brain response during 
two different conditions (e.g., cognitive activity vs. 
rest). As we discuss below, this limitation may be 
less of an issue than in the past with the develop-
ment of resting FMRI methods.

Clinical Neuroimaging: Current 
Landscape

Neuroimaging in Neurology

It seems intuitive that neuroimaging methods would 
have their greatest initial impact in clinical neurosci-
ence with respect to the assessment of brain disorders. 
This is, in fact, largely the case. Structural imaging 

with either CT or MRI is now routinely conducted 
whenever a brain disorder is suspected in a patient. 
This is particularly true when there has been a sudden 
change in mental status or behavioral capacity. For 
example, patients presenting with severe unilateral 
headache, sensory changes, and other neurological 
signs now often are referred for a brain scan to insure 
that a neoplasm or some other insidious process is not 
occurring. Not too many years ago, this was also 
accompanied by routine EEG, though currently elec-
trophysiological assessment is not conducted unless 
there is evidence of altered consciousness, possible 
seizure disorder, or some other findings that warrant 
the characterization of the brain’s electrical activity. 
Structural brain imaging has become the standard and 
is often where neuroimaging stops for most patients, 
unless there is evidence of a brain disorder.
Although neuroimaging methods are now beginning to 
be broadly applied in many different areas of clinical 
neuroscience and behavioral medicine research, it is in 
the field of neurology, specifically stroke, where their 
clinical use is most routine. Protocols now exist for the 
type of imaging that should be conducted for patients 
at different stages of stroke (see Chap. 18). Imaging is 
initially conducted to confirm that a suspected stroke is 
embolic or hemorrhagic. If the stroke is determined to 
be embolic based on certain imaging findings on stan-
dard CT or MRI, perfusion- and diffusion-weighted 
imaging are conducted to determine the extent of the 
penumbra and the cerebral infarct and to provide a 
baseline for therapeutic intervention. Standardized 
decision processes have been established that depend, 
in part, on the type of neuroimaging equipment avail-
able in a particular medical center. An essential ele-
ment of stroke neuroimaging is that it now routinely 
employs multimodal imaging to help sort out the 
pathophysiology of the evolving infarction. While 
there continue to be many new developments occur-
ring on a regular basis, the field of stroke neuroimag-
ing has evolved to the point that it can now be 
considered a relative mature clinical assessment, with 
certain procedures being widely accepted as the stan-
dard of practice. It is noteworthy that while functional 
imaging is of interest to many stroke researchers, it has 
not been integrated in clinical practice, in large part, 
because it currently does not provide as much informa-
tion about acute pathophysiology associated with the 
evolving stroke as other methods.

Of course, brain imaging plays an important part in 
the neurodiagnostic process and treatment planning for 
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other disorders besides stroke. If stroke neuroimaging is 
considered as a model for how multimodal neuroimag-
ing can be used to aid in assessing brain disturbances 
and guiding treatment, most of the other disorders and 
behavioral processes discussed in this book remain as 
clinical frontiers, though their stage of clinical develop-
ment varies along a relatively broad spectrum. For 
instance, neurosurgeons rely not only on standard struc-
tural imaging but also increasingly on other types of 
neuroimaging to inform the strategy that they will under-
take during surgery. In this regard, new neuroimaging 
methods are finding their way into routine practice. 
Examples include ablation of neoplasms, surgical treat-
ments for epilepsy, and hydrocephalus. Neurosurgeons 
planning removal of brain tumors are increasingly 
obtaining DTI tractography data to enable them to navi-
gate around important white matter tracts.25-33 While this 
application is somewhat less well established than the 
protocols for stroke, it is another example of the clinical 
application of multimodal imaging.

Epilepsy surgery provides another example of the 
application of multimodal imaging over the past several 
years. FMRI has been shown to be sensitive to brain 
areas that are the locus of seizure.34-38 Furthermore, 
FMRI has been used to identify brain areas involved in 
language and memory, as an adjunct or potentially in 
lieu of the intracarotid sodium amobarbital procedure 
(Wada Test) or other similar procedures in which the 
brain is selectively anesthetized by hemisphere to test 
for language and memory localization,34 with sequential 
assessments conducted pre- and postsurgery.35 These 
efforts are still in their early stage, although in some 
states, it is now possible to bill for presurgical FMRI.

The assessment of Alzheimer’s disease (AD) and 
other neurodegenerative brain disorders represents the 
other major area where the clinical application of neu-
roimaging is becoming routine. As Dr. Saykin and his 
colleagues described in Chap. 19, compelling informa-
tion can be obtained through FMRI in conjunction 
with other types of neuroimaging. The value of neu-
roimaging for the assessment of dementia is that it pro-
vides a biomarker of brain degeneration that is 
independent of the neurocognitive measures obtained 
by the neuropsychologists, and converging evidence 
from these different types of data can help to validate 
diagnosis. Structural imaging, including the use of 
fluid attenuated inversion recovery (FLAIR) imaging 
to characterize white matter lesions, is now routinely 
conducted in the initial assessment of AD, and increas-
ingly, functional neuroimaging is also performed.39-48 

PET or SPECT imaging is now the most common form 
of functional imaging for AD,41-48 and this is generally 
limited to interpretation of findings from resting activ-
ity. As discussed in Chap. 19, there are many areas 
open for clinical development and research inquiry in 
the neuroimaging of neurodegenerative diseases, such 
as AD, and at this point in time, neuroimaging in AD 
research is still in its developmental stage. In the future, 
standard procedures for assessing the effects of cogni-
tive enhancers and other drugs to slow the progression 
of AD will likely employ FMRI and other functional 
methods to assess for therapeutic outcome.

Multiple sclerosis (Chap. 21) provides an illustra-
tion in which considerable functional neuroimaging 
work has been conducted, which when considered 
together with data on white matter integrity and other 
biomarkers provides insights into the direction that 
clinical neuroimaging may be taking in the future. MS 
also shows how the focus of neuroimaging is evolving 
with respect to brain disorders. When neuropsycholo-
gists and clinical neurologists first studied the brain 
effects of MS, they largely focused on white matter 
lesions and alterations in neurotransmission along 
these myelinated pathways. This work is an excellent 
example of how rapidly neuroimaging may transition 
from a research technique to a key routine diagnostic 
tool. MS has been shown to also affect the cortex and 
associated cognitive processing increasingly, possibly 
due to inflammatory processes associated with disease. 
This puts added emphasis on the need to employ meth-
ods that will inform about the functional integrity of 
cortical response (e.g., FMRI). However, FMRI is not 
a routine part of the neurodiagnostic assessment for 
MS. FMRI investigations using challenges of common 
disease-related impairments, including fatigue (Chap. 
22), are likely to inform clinical decisions in the near 
future. While fatigue is a cardinal symptom of MS, it 
is also present is several disorders covered in this book. 
Therefore, advances in our understanding of structural 
and functional correlates of fatigue will likely provide 
an objective index for diagnosis, prognosis, and treat-
ment efficacy for a number of disorders in the future.

Neuroimaging in Medical Conditions  
that Affect the Brain

HIV and cardiovascular disease (CVD) are examples 
of conditions/disorders that typically are not viewed as 
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primarily brain disorders, but where there is compel-
ling evidence of brain dysfunction among many 
patients. In many respects, diseases such as CVD and 
HIV represent the boundary between behavioral medi-
cine and clinical neuroscience. In the case of HIV, 
behavioral factors, most notably substance abuse and 
sexual activity, play major roles in the transmission of 
the infection and also in adherence to treatment. In the 
case of CVD, the various behavioral risk factors dis-
cussed in Part 2 of the book, including exercise, obe-
sity, alcohol, and nicotine use, greatly influence 
functional outcome, as well as the likelihood that 
patients will experience associated brain dysfunction. 
At this point in time, clinical neuroimaging is primar-
ily used for purposes of detecting gross abnormalities 
by standard structural imaging with either CT or MRI. 
For example, patients with HIV routinely undergo 
MRI to determine whether there is evidence of oppor-
tunistic brain infection, such as toxoplasmosis or PML. 
Yet, there is now a wealth of evidence showing that 
both cerebral metabolite abnormalities on MRS and 
subtle morphometric brain changes occur in the course 
of chronic infection that may not be apparent on stan-
dard imaging (Chap. 20).

Similarly, patients with CVD often receive struc-
tural neuroimaging to rule out large vessel infarction, 
particularly in the context of cardiothoracic surgery. 
Yet, there is evidence that many people with chronic 
CVD have significant quantities of white matter lesion 
that may reflect microvascular disease and that over 
time changes occur that are best characterized by 
examining cerebral perfusion, structural brain changes, 
functional brain response, and neurocognitive function 
simultaneously over time (Chap. 23). It is now rela-
tively common for patients undergoing cardiac surgery 
to have ultrasound assessment during the course of 
surgery, as a way of monitoring microemboli released 
into the blood. However, for the most part, neuroimag-
ing remains a research topic, and not a primary consid-
eration of clinicians working with HIV and CVD 
patients.

Neuroimaging in Behavioral Medicine

While some inroads have occurred in the application 
of functional and physiological imaging methods for 
assessment and diagnosis in the clinical neuroscience, 

the application of neuroimaging for the broader field 
of behavioral medicine is still in its infancy. Brain 
imaging is not routinely performed for any of the 
behavioral conditions discussed in Part 2 of the book, 
with exception of chronic pain syndromes, when the goal 
is to rule out brain tumor or aneurysm in the case of 
head ache, or when some type of brain disturbance is 
thought to be contributing to a peripheral pain disor-
der. Nonetheless, neuroimaging has been the subject of 
increasing research inquiry over the past decade, and 
these efforts will likely increase in the coming years. 
Several factors are driving this interest, including: 
(1) Desire to better delineate the neurobehavioral 
mechanisms underlying conditions, such as obesity, 
reduced activity levels, smoking, and other behaviors 
that contribute to chronic disease, (2) Realization that 
not all people respond in a uniform manner to behav-
ioral interventions, pointing to the need for ways of 
characterizing different phenotypes of nicotine depen-
dence, smoking, etc., (3) The need to identify objective 
physiological measures of certain problem behaviors, 
like pain, and (4) The hope that functional neuroimag-
ing may provide potentially powerful biomarkers that 
can be used for testing whether behavioral interven-
tions are affecting the brain responses relevant to the 
problem behaviors of people being treated in behav-
ioral medicine. Active neuroimaging research is now 
occurring on all of the topics discussed in Part 2. Some 
of these areas of investigation have the potential for 
translation into clinical practice in the not too distant 
future. These include functional imaging for the man-
agement of nicotine and other type of substance abuse, 
mood, and pain.

In many cases of chronic pain (Chap. 17), it is now 
relatively well established that sensory processes may 
not be the primary factor driving the pain experience, 
but rather brain processes that cause an application of 
the pain response. There would be considerable value 
in having functional brain imaging methods that could 
help to characterize increases in certain brain response 
associated with chronic pain that could then be tar-
geted for intervention. Functional imaging can also be 
coupled with behavioral and pharmacologic interven-
tions, as a way of determining whether an interpreta-
tion is actually causing a change in the response of 
particular brain responses associated with the experi-
ence of pain.49-51

Neuroimaging also provides a potentially powerful 
clinical tool for examining both the effects of using and 
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withdrawing nicotine and other drugs of abuse. A num-
ber of research groups are now employing functional 
imaging in conjunction with behavioral and pharmaco-
logical interventions (see Chaps. 9, 11, and 12). In the 
next few years, these methods are likely to become 
more fully integrated into the clinical protocols for the 
treatment of these conditions. The neuroimaging of 
these disorders also illustrates the relative value offered 
by MR versus radiological methods. FMRI has been 
helpful in characterizing task-associated differences in 
brain response to smoking cues, cognitive and affective 
processes associated with drug use, and the functional 
systems underlying these conditions. However, radio-
logical methods such as PET provide considerable 
value because of their greater ability at this time to 
image the activity of particular neurotransmitters and 
peptides in the brain. This is also certainly true when 
studying mood disorders (Chap. 10).

The behavioral medicine topics of eating disorders, 
obesity, physical activity, metabolic syndrome, and 
fatigue (Chaps. 12–15) are all in early stages of neu-
roimaging research development. It seems less likely 
that neuroimaging will be implemented in routine clin-
ical assessment or treatment of these conditions in the 
near term. Accordingly, current neuroimaging research 
on these topics is motivated, in large part, by the goal 
of better understanding the neural mechanisms under-
lying why some people are obese and others are not, or 
why some people are more sedentary than others. For 
each of these topics, two different types of neuroimag-
ing research questions tend to exist: (1) How to better 
understand the brain processes contributing to the 
behavioral condition of interest, and (2) Efforts to 
understand the effects of the particular behavior or 
behavioral outcome on brain function. This second 
goal is probably most amenable to clinical application 
in the nearer term. For example, many clinical research-
ers now believe that increasing physical activity in the 
elderly may have neuroprotective brain effects. This 
possibility can be tested through FMRI. Similarly, 
there is preliminary evidence that obesity may have 
negative cognitive consequences and that weight loss 
may improve cognitive function. We are currently con-
ducting FMRI studies of patients of pre- and postbe-
havioral weight loss and also bariatric surgery, to 
examine how weight loss as well as changes in other 
risk factors affects brain response.

The application of neuroimaging for the assessment 
of fatigue is a particularly valuable line of research. 

Like pain, fatigue is a subjective experience, but one 
that has objective manifestations. Fatigue can be 
extremely debilitating. Fatigue is common in neuro-
logical conditions like MS. Patients with chronic HIV 
also describe fatigue as a major problem. Fatigue is 
one of the most difficult to diagnosis and treat prob-
lems in medicine, and conditions such as chronic 
fatigue syndrome tend to befuddle most physicians. 
FMRI provides a method for studying how the brain’s 
response to task demands change with sustained per-
formance or under conditions of sleep deprivation and 
fatigue induced by other factors. Fatigue is also another 
problem that bridges the fields of clinical neuroscience 
and behavioral medicine. FMRI is now being employed 
to examine the effects of sustained performance, cog-
nitive load, and the subjective experience of fatigue 
(Chap. 22).

Future Directions

Functional Brain Imaging: Future  
Clinical Directions

The unprecedented potential of FMRI to examine 
brain–behavior relationships has been employed in the 
development of numerous innovative applications. 
Some promising clinical applications are briefly 
reviewed below.

•	 Presurgical mapping: Currently, the only functional 
imaging method that has been adopted for clinical 
use and is reimbursable by some insurance compa-
nies is FMRI for presurgical localization of lan-
guage and other cognitive functions in the context 
of epilepsy surgery. It is likely that in the future, 
brain mapping using FMRI will be available prior 
to brain surgery for other conditions.

•	 Recovery of function: Currently, methods such as 
diffusion weighted- and perfusion-weighted imag-
ing are used primarily in the context of acute stroke. 
In the future, it is likely that standard protocols will 
be developed for measuring recovery of longer-term 
brain function following stroke, traumatic brain 
injury, and other conditions. In this regard, greater 
understanding of the nature of compensatory brain 
response is needed, and this literature will likely 
expand.
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•	 Treatment efficacy: Clinical treatment outcome stud-
ies are likely to increasingly incorporate FMRI and 
potentially other neuroimaging metrics (e.g., MRS) 
as functional outcome measures to provide indices 
that are independent of behavioral performance.

•	 Measurement of subjective states: Studies of sub-
jective experience of pain and fatigue are currently 
being conducted. There is beginning to be greater 
interest in examining functional brain response dur-
ing other subjective states, such as meditation and 
hypnosis. Studies of the nature of consciousness are 
only now beginning to emerge.

•	 Functional imaging of sleep disorders: Currently, 
EEG is the primary method for studying sleep dis-
orders. Other functional neuroimaging methods are 
likely to be integrated into this clinical field.

•	 Malingering and lie-detection: Studies are already 
emerging on the use of FMRI for assessment of 
malingering and lie detection. Given that memory 
encoding causes activation of particular brain 
regions, FMRI provides a means of determining 
whether the brain of patients being evaluated for 
possible malingering is activated in anticipation 
during cognitive processing, independent of objec-
tive performance.52,53

The Frontier: New and Emerging Imaging 
Methods

There are many technological developments occurring 
in the field of neuroimaging which are revolutionizing 
the neuroscience at a remarkable rate. While it is dif-
ficult to predict which methods will have the greatest 
impact in the future several developments appear to be 
particularly important.

•	 Multimodal neuroimaging: This has been a recur-
ring theme in many of these chapters. Increasingly, 
multimodal imaging is being conducted in the 
research setting. However, integrating all of the data 
available from these methods is very challenging 
and typically requires that different analysis sys-
tems be programmed to communicate with each 
other. Methodological developments over the next 
few years are likely to make this task much easier.

•	 Functional ASL: The more general theme is that the 
neuroimaging methods that we have discussed in 
this book are ultimately highly related to each other. 

Some are now generally thought of as structural 
imaging methods, while others are thought of as 
functional methods. Yet, for most methods, there is 
nothing inherent that limits it to one use or another. 
For example, diffusion weighted-imaging is cur-
rently used to provide information about ischemic 
data in cortical tissue, while diffusion tensor imag-
ing, which is based on DWI, is used primarily to 
characterize white matter tracts. In the future, 
hybrid methods will likely exist that acquire multi-
ple types of information simultaneously. Functional 
ASL is an example of this. ASL methods were 
developed as a way of measuring regional cerebral 
blood flow, without the need of a contrast agent. 
However, this method can also be used for func-
tional imaging, as an alternative to BOLD.

•	 Standardized paradigms: One of the major challenges 
limiting the use of certain neuroimaging methods in 
clinical settings is the lack of normative data and stan-
dardization of tasks for use in the scanner. This is par-
ticularly true for FMRI, where each lab often has 
their own task versions, resulting in differences in 
results across settings. Eventually, agreements on 
standard tasks to be used across sites will likely occur, 
enabling greater reliability of these methods.

•	 High field strength MRI: There is a continual upgrad-
ing of magnet strength across imaging centers. 
Currently, 3-Telsa MRI systems are common in uni-
versity medical centers in this country. However, 
even with this field strength, there are limits to what 
can be imaged. Increasingly high-field strength and 
high-resolution systems will become mainstream at 
imaging centers, greatly increasing the power of the 
methods that are available.

•	 Whole-brain and nonhydrogen based MRS methods: 
Magnetic resonance spectroscopy is one of the old-
est MR-based imaging methods. Single voxel MRS 
is relatively simple to implement, but only provides 
information on a few metabolites from a single loca-
tion. Each voxel takes about 5–10 min to acquire. 
Whole-brain MRS methods have been developed 
which enable acquisition across all of the brain’s 
voxels. The total time for this method is only some-
what more than the time to do three voxels currently. 
While these methods are currently available, the 
analytic approaches for interpreting this quantity of 
data are far from ideal, and further development is 
needed before this method is readily available for 
research or clinical applications. Furthermore, other 
types of MRS imaging are also available including 
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scanning that is responsive to phosphorus and car-
bon in tissue. These methods provide the possibility 
of imaging other metabolites and peptides, besides 
what is obtainable through standard single-voxel 
MRS. However, the cost and logistics of these meth-
ods are currently very prohibitive.

•	 Pittsburgh Compound B (PIB): This compound is a 
benzothiazole derivative that binds to b-amyloid in 
brain and is currently used as a PET imaging agent 
in studies of AD and also HIV.54-56 Discoveries of 
ligands of this type are likely to revolutionize the 
study of neurodegerative brain disorders.

•	 Nanotech contrast agents: Nanotechnology, the 
emerging branch of science dedicated to the develop-
ment of methods for controlling matter at an atomic 
or molecular scale, and devices of this scale with 
application in medicine and other technologies. There 
are already efforts underway to develop nanoparticles 
and devices that can be used in conjunction with MR 
imaging. Nanotech contrast agents have the potential 
to enhancement of MR imaging, including making 
these methods for sensitive to metabolic events, 
including neurotransmitter and peptide function.57-59

Conclusions

We are at the cusp of a revolutionary era in the field of 
neuroimaging that undoubtedly will have major impli-
cations for clinical neuroscience and behavioral medi-
cine. Most of the methodological constraints that 
currently exist and limit the application of neuroimag-
ing methods for clinical use will likely be overcome in 
the coming decades. Behavioral and neuroscientists 
will increasingly be called upon to integrate methods 
from neuroimaging with behavioral and cognitive 
approaches that have been developed over the past 
century. These are truly exciting times to be involved 
in this frontier of behavioral and brain science.

First demonstration of endogenous BOLD effects:

Ogawa S, Lee TM, Kay AR, Tank DW. Brain magnetic reso-
nance imaging with contrast dependent on blood oxygen-
ation. Proc Natl Acad Sci USA. 1990;87:9868-9872.
Ogawa S, Lee TM, Nayak AS, Glynn P. Oxygenation-
sensitive contrast in magnetic resonance image of rodent 
brain at high magnetic fields. Magn Reson Med. 1990;14(1): 
68-78.

First demonstration of BOLD in humans (published 
simultaneously to give both authors credit):

Ogawa S, Tank DW, Menon R, Ellermann JM, Kim S-G, 
Merkle H, Ugurbil K. Intrinsic signal changes accompanying  
sensory stimulation: functional brain mapping with  magnetic 
resonance imaging. Proc Natl Acad Sci USA. 1992;89: 
5951-5955.
Kwong KK, Belliveau JW, Chesler DA, Goldberg IE, 
Weisskoff RM, Poncelet BP, Kennedy DN, Hoppel BE, 
Cohen MS, Turner R, Cheng H-M, Brady TJ, Rosen BR. 
Dynamic magnetic resonance imaging of human brain activ-
ity during primary sensory stimulation. Proc Natl Acad Sci 
USA. 1992;89:5675-5679.
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AN (see Anorexia nervosa)
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principles, 93–94
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MRS, 361
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implications, 142–143
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MEG, 119
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task-free approaches, 135–137, 141–142

overeating, 179–180
techniques
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objective measurements, cognitive fatigue, 372–373
orbital frontal gyrus activity, 373, 374
PD (see Parkinson’s disease)
TBI, 377
thalamus, 372
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Gray matter pathology, 362
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HAD. See HIV-associated dementia
Hedonic Theory, 264–265
Hemodynamic response, 93
Highly active antiretroviral therapy (HAART), 341
HIV-associated dementia (HAD), 342
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MND, 341
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cognition, 206–207
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I
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glucose regulation, 202
neuropathology and neuroimaging
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cerebral vascular reactivity, 204
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hyperglycemia, 203, 204
insulin signaling pathway, 204

Intravenous nicotine infusion, 140
Irritable bowel syndrome (IBS), 286
Ischemic penumbra, 294, 305, 306
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M
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Magnetic resonance imaging (MRI)
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angiography, 302, 304, 305
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DWI, 299–302
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 weighting, 26–27
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quantum mechanical approach, 11
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spin angular momentum, 11
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cerebrospinal fluid (CSF), 14
free induction decays (FID), 14
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longitudinal magnetization, 16

magnetization vs. postsaturation, 15
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spin echo pulse and signal diagram, 15–16
transverse magnetization decay, 14

safety, 35–36
signal-to-noise ratio, 28–30
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clinical scanner, 16
field of view (FOV), 21
Fourier transform of signal, 18
frequency encoding, 18
gradient waveform shape function, 20
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phase encoding process, 20
signal energy distribution in k-space, 21–22
three-lobed waveform, 19
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Magnetic resonance spectroscopy (MRS)
behavioral medicine and clinical neuroscience, 390–391
multiple sclerosis, 361
neuroimaging, 235–236
nicotine dependence, 119
radiological imaging, 5
structural MRI, 314–315

Magnetization transfer imaging (MTI), 372
Magnetoencephalography (MEG), 119, 277
Major depressive disorder (MDD)

acetylcholine concentration reduction, 152
anticholinesterase inhibitor, 151
vs. bipolar disorder (BP), 150
cholinergic hyperactivity, 150–151
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nAChR antagonists, antidepressants, 151–152
neural structures, 264
neurobiological disturbance, 263
nicotine administration, 150
symptoms, 149, 150, 263
treatment, 263–264

MCI. See Mild cognitive impairment
Mean diffusivity (MD). See Apparent diffusion coefficient
MEG. See Magnetoencephalography
Mesocorticolimbic dopamine system, 117
Metabolic dysfunction

health effects, 201
hypertension

cognition, 206–207
neuroimaging, 207–208

insulin resistance
cognition, 202–203
diabetes, neuroimaging, 205, 206
glucose regulation, 202
neuropathology and neuroimaging, 203–205

metabolic syndrome, 201
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Mild cognitive impairment (MCI), 310
Mild neurocognitive disorder (MND), 341
Monoamine oxidase (MAO) inhibitors, 149
Mood, stress and tobacco smoking relationship

MAO inhibitors, 149
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anatomical localization, 148
neuronal a and b subunits, 147–148
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in vivo imaging, b2, 148, 149

nicotine dependence
MDD (see Major depressive disorder)
PSTD (see Post-traumatic stress disorder)

nicotine effects, 147
MRS. See Magnetic resonance spectroscopy
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autoimmune dysfunction, 355
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compensatory activity, 358
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left-sided prefrontal activation, 358
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degree of disability, 369
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cerebral activation, 374
compensatory mechanism, 372
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objective measurements, cognitive fatigue,  

372–373
orbital frontal gyrus activity, 373, 374
PD (see Parkinson’s disease)
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thalamus, 372
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N
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cerebral hypoperfusion, 221
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advantages, 225–226
cerebral perfusion, 232–235
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MRS, 235–236
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systemic vascular contribution
cardiac output, 222
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measurement, 223, 224
neurocognitive function, 224
vascular burden, 222–223
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Neurofibrillary tangles, 310
Neuroimaging
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application, 389
cerebral perfusion
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chronic pain, 388
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diffusion imaging, 231
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hypertension (HTN), 230
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HIV and CVD, 387–388
MRS, 235–236
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P
Paced Auditory Serial Addition Task (PASAT),  

358, 375
Pain coping skills training, 285–286
Pain neuroimaging

CBT, 285–286
experimentally induced pain, 278–279
functional anatomy, nociception and pain, 277–278
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Perfusion MRI
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nuclear magnetization, 70
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velocity sensitive, 76–77
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bolus passage curve, 68–69
cerebral blood volume (CBV), 69
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Perfusion-weighted imaging (PWI), 302, 307
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PET. See Positron emission tomography
Pittsburgh compound B (PIB), 319, 320, 391
Positron emission tomography (PET), 5, 277–278

acute ischemic stroke, 303
AD vs. MCI, 318–319
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