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Part I

GIS and expert systems 
for impact assessment

This book started as a research project1 to investigate the potential of
integrating Expert Systems (ES) and Geographical Information Systems (GIS)
to help with the process of Impact Assessment (IA). This emergent idea was
based on the perception of the potential of these two technologies to com-
plement each other and help with impact assessment, a task that is growing
rapidly in magnitude and scope all over the world. Part I discusses these
three fields, their methodology and their combined use as recorded in
the literature. In Part II we discuss the potential – and limitations – of these
two computer technologies for specific parts of IA, as if replicating in the
discussion what could be the first stage in the design of computer systems
to automatise these tasks.

1 Funded by PCFC from 1991 and directed by Agustin Rodriguez-Bachiller and John Glasson. 





1 The potential of expert systems 
and GIS for impact assessment

1.1 INTRODUCTION 

Impact assessment is increasingly becoming – mostly by statutory obligation
but also for reasons of good practice – part and parcel of more and more
development proposals in the United Kingdom and in Europe. For instance,
while the Department of the Environment (DoE) in Britain was expecting
about 50 Environmental Statements each year when this new practice was
introduced in 1988, the annual number soon exceeded 300. As the practice
of IA developed, it became more standardised and good practice started to
be defined. In the early years – late 1980s – a proportion of Environmental
Statements in the UK still showed relatively low level of sophistication
and technical know-how, but the quality soon started to improve (Lee and
Colley, 1992; DoE, 1996; Glasson et al., 1997), largely due to the establish-
ment and diffusion of expertise, even though the overall quality is still far
from what would be desirable. And it is here that the idea of expert systems
becomes suggestive. 

The idea of expert systems – computer programs crystallising the way
experts solve certain problems – has shown considerable appeal in many
quarters. Even though their application in other areas of spatial decision-
making – like town planning – has been rather limited (Rodriguez-Bachiller,
1991) and never fully matured after an initial burst of enthusiasm, a similar
appeal seems to be spreading into IA and related areas as it did in town
planning ten years earlier (see Rodriguez-Bachiller, 2000b). 

Geographical information systems are visually dazzling systems becoming
increasingly widespread in local and central government agencies as well as
in private companies, but it is sometimes not very clear in many such
organisations how to make pay off the huge investment which GIS repre-
sent. Early surveys indicate that mapping – the production of maps – tends
to be initially the most important task for which these expensive systems
are used (Rodriguez-Bachiller and Smith, 1995). Only as confidence grows
are more ambitious jobs envisaged for these systems, which have significant
potential for impact assessment (see also Rodriguez-Bachiller, 2000a;
Rodriguez-Bachiller and Wood, 2001). 
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The proposition behind the work presented here is that these three areas
of IA, ES and GIS are potentially complementary and that there would be
mutual benefits if they could be brought together. This first chapter out-
lines their potential role, prior to a fuller discussion in subsequent chapters. 

1.2 EXPERT SYSTEMS: WHAT ABOUT SPACE? 

Although a more extensive discussion of expert systems will be presented in
the next chapter, a brief introduction is appropriate here. Expert Systems
are computer programs that try to encapsulate the way experts solve
particular problems. Such systems are designed by crystallising the expert’s
problem-solving logic in a “knowledge base” that a non-expert user can
then apply to similar problems with data related to those problems and
their context. An expert system can be seen as a synthesis of problem-
specific expert knowledge and case-specific data. 

Expert systems first came onto the scene in America in the 1960s and
1970s, as a way forward for the field of Artificial Intelligence after its
relative disappointment with “general” problem-solving approaches. This
new approach also coincided with trends to develop new, more interactive and
personalised approaches to computer use in their full potential. Jackson
(1990) argues that Artificial Intelligence had gone, until the mid-1970s,
through a “romantic” period characterised by the emphasis on “under-
standing” the various intelligent functions performed automatically by
humans (vision, language, problem-solving). It was partly as a result of the
disappointments of that approach that what Jackson calls the “modern”
period started, and with it the development of expert systems, less interested
in understanding than in building systems that would get the same results
as experts. In this context, the power of a problem solver was thought to lie
in relevant subject-specific knowledge. It is this shift from understanding
to knowledge that characterises this movement and, with it, the shift to
relatively narrow, domain-specific problem-solving strategies (Hayes-Roth
et al., 1983a).

Although in the early days many of these systems were often suggested as
capable of simulating human intelligence, this proved to be more difficult
than at first thought. Today, a safer assumption underpinning expert
systems work is that, while to “crack” the really difficult problems requires
the best of human intelligence beyond the capabilities of the computer,
after the solution to a problem has been found and articulated into a body
of expertise, expert systems can be used to transfer such expertise to non-
experts. This view translates into the more modest – but all the more
achievable – expectation that ES can help solve those problems that are
routine for the expert but too difficult for the non-expert. 

Following from this lowering of expectations, when textbooks and manuals
on expert systems started to appear – like the early one by Waterman
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(1986) – the range of problems to which ES could be realistically expected
to be applied with some degree of success had been considerably narrowed
down, and it is instructive in this respect to remind ourselves of the main
“rules of thumb” suggested by Waterman to identify the kind of problem
and circumstances for which the use of expert systems is considered to be
practicable: 

• The problem should be not too large or complicated, it should be the
kind that would take an expert only a few hours to solve (hours, rather
than days). 

• There should be established procedures to solve the problem; there
should be some degree of consensus among experts on how the problem
should be solved. 

• The sources of the expertise to solve the problem (in the form
of experts and/or written documentation) should exist and be
accessible. 

• The solution to the problem should not be based on so-called
“common sense”, considered to be too broad and diffuse to be encoded
in all its ramifications. 

In addition to this, a good reason for using ES is found in the need to
replicate expert problem-solving expertise in situations where it is scarce
for a variety of reasons: because experts are themselves becoming scarce
(through retirement or because they are needed simultaneously in many
locations), because their expertise is needed in hostile environments
(Waterman, 1986), or simply because experts find themselves overloaded
with too much work and unable to dedicate sufficient time to each prob-
lem. In this context, expert systems can be used to liberate experts from
work which is relatively routine (for them), but which prevents them from
dedicating sufficient time to more difficult problems. The idea is that over-
worked experts can off-load their expertise to non-experts via these systems
and free up time to concentrate their efforts on the most difficult problems.
This aspect of expert systems as instruments of technology transfer (from
top to bottom or from one organisation to another) adds another more
political dimension to their appeal. 

Although classic reference books on the subject like Hayes-Roth et al.
(1983b) list many different types of expert systems according to the different
areas of their application, practically all expert systems can be classified in
one of four categories: 

• diagnostic/advice systems to give advice or help with interpretation;
• control systems in real time, helping operate mechanisms or instruments

(like traffic lights);
• planning/design systems that suggest how to do something (a “plan”);
• teaching/training systems. 



6 GIS and expert systems for IA

Most of the now classic pioneering prototypes that started the interest in
expert systems were developed in the 1970s – with one exception from the
1960s – in American universities, and it is instructive to note that most of
them were in the first category (diagnostic/advice), with a substantial
proportion of them in medical fields. This dominance of diagnostic systems
has continued since. 

With the advent of more and more powerful and individualised computers
(both workstations and PCs) the growth in expert systems in the 1980s was
considerable, mostly in technological fields, while areas more concerned
with social and spatial issues seemed to lag behind in their enthusiasm for
these new systems. In town planning, the development of expert systems
seems to have followed a typical sequence of stages (Rodriguez-Bachiller,
1991) which is useful to consider here, given that there are signs that develop-
ments in fields like IA seem to follow similar patterns: 

• First, eye-opener articles appear in subject-specific journals calling
people’s attention to the potential of expert systems for that field. 

• In a second exploratory stage, differences seem to appear between the
nature of the exploratory work in America and Europe: while European
research turns to soul-searching (discussing feasibility problems with
the new technology and identifying unresolved problems), American
work seems to plunge directly into application work, with the produc-
tion of prototypes, often associated with doctoral work at universities.
Sooner or later, European research also follows into this level of
application. 

• In the next stage, full systems are developed, even if these are few and
far between. 

• In what can be seen as a last stage in this process, expert systems start
being seen as “aids” in the context of more general systems that take
advantage of their capacity to incorporate logical reasoning to the solution
of a problem, and they tend to appear embedded in other technologies,
sometimes as intelligent interfaces with the user, sometimes as interfaces
between different “modules” in larger decision-support systems. 

What is interesting here is the parallel with IA, as ES started attracting fresh
interest in the early 1990s following a similar process, and we can now see
the first stages of the same cycle sketched above beginning to develop. Articles
highlighting the potential of ES for IA started to appear early in the Envir-
onmental literature (Schibuola and Byer, 1991; Geraghty, 1992). The first
prototypes combining ES and EIA – leaving GIS aside for the moment –
also started to emerge (Edwards-Jones and Gough, 1994; Radwan and
Bishr, 1994), and we shall see in Chapter 5 how this field has flourished
(see also Rodriguez-Bachiller, 2000b). 

This fresh interest in ES may be interpreted in rather mechanistic style
as a new field like IA following in the steps of older fields like town
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planning – similarly concerned with the quality of the environment –
developing similar expectations from similar technologies, and in that
respect maybe also doomed to be a non-starter in the same way. Another
possible interpretation is that IA is (or has been until now) a much more
technical activity than town planning ever was (where the technocratic
approach advocated in the 1960s never really caught on), concerned with
a much narrower range of problems – specific impacts derived from
specific projects – more likely to be the object of technical analysis and
forecasting than of political policy-making and evaluation. 

One of the limitations that ES showed in trying to deal with town planning
problems lay in the difficulty that traditional expert system tools have had
from the start in dealing directly (i.e. automatically) with spatial information.
Some rare early experiments with this problem apply to a very local scale,
dealing with building shapes (Makhchouni, 1987) or are confined to the
micro-scale of building technology (Sharpe et al., 1988), and all involved
considerable programming “from scratch”. It is in this respect that other
off-the-shelf technologies like GIS might prove productively complementary
to expert systems. 

1.3 GEOGRAPHICAL INFORMATION SYSTEMS: MORE 
THAN DISPLAY TOOLS? 

As opposed to expert systems – discussed in detail in Chapter 2 – we are
not going to discuss GIS in detail beyond this introductory chapter, and
interested readers are directed to the very good and accessible literature
available. In the GIS field we have the good fortune of having two bench-
mark publications (Maguire etal., 1991; Longley etal., 1999)2 which sum-
marise most of the research and development issues up to the 1990s
and contain a collection of expert accounts which can be used as perfectly
adequate secondary sources when discussing research or history issues in this
field. Also, Longley et al. (2001) contains an excellent overview of the
whole field at a more accessible level. 

Computerised databases and “relational” databases (several databases
related by common fields) are becoming quite familiar. GIS take the idea of
relational databases one step further by making it possible to include
spatial positioning as one of the relations in the database, and it is this
aspect of GIS that best describes them. Despite the considerable variety of
definitions suggested in the literature (Maguire, 1991), GIS can be most
simply seen as spatially referenced databases. But what has made these
systems so popular and appealing is the fact that the spatial referencing of

2 Although Longley et al. (1999) is presented as a “second edition” of Maguire et al. (1991), it
is an entirely new publication, with different authors and chapters; so the two should really
be taken together as a quite complete and excellent source on GIS.
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information can be organised into maps, and automated mapping technology
can be used to perform the normal operations of database management
(subset extraction, intersection, appending, etc.) in map form. It is the
manipulation and display of maps with relative speed and ease that is the
trademark of GIS, and it is probably fair to say that it is this graphic effi-
ciency that has contributed decisively to their general success. A crucial
issue for the development of this efficiency has been finding efficient ways
of holding spatial data in computerised form or, in other words, how maps
are represented in a computer, and two basic models of map representation
have been developed in the history of GIS: 

(a) The raster model is cell-based where the mapped area is divided up
into cells (equal or unequal in size) covering its whole extension, and
where the attributes of the different map features (areas, lines, points) are
simply stored as values for each and everyone of those cells. This model
can be quite economical in storage space and is simple, requiring rela-
tively unsophisticated software, and for these reasons the first few genera-
tions of mapping systems all tended to use it, and the importance of
raster systems research cannot be overestimated in the history of GIS
(Foresman, 1998). Raster-based systems tend to be cheaper, but this
approach has the drawback that the accuracy of its maps will be deter-
mined by the size of the cells used (the smaller the cells the more accurate the
map will be). To obtain a faithful representation of maps the number of
cells may have to grow considerably, reducing partially the initial advan-
tages of economy and size. 

(b) The vector model, on the other hand, separates maps from their
attributes (the information related to them) into different filing systems.
The features on a map (points and lines) are identified reasonably accurately
by their co-ordinates, and their relationships (for example, the fact that
lines form the boundaries of areas) are defined by their “topology”,
while the attributes of all these features (points, lines, areas) are stored
in separate but related tables. From a technical point of view, GIS are
particular types of relational databases that combine attribute files and
map files so that (i) attribute databases can be used to identify maps of
areas with certain characteristics and (ii) maps can be used to find database
information related to certain locations. The accuracy of these systems
does not depend any more – as it does in raster-based systems – on the
resolution used (the size of the smallest unit) but on the accuracy of the
source from which the computer maps were first derived or digitised.
Despite vector systems being more demanding on the computer technology
(and therefore more expensive) their much improved accuracy is leading
to their growing domination of the GIS market. However, raster-based
systems still retain advantages for certain types of application – for
instance when dealing with satellite data – and it is increasingly
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common to find vector systems which can also transform their own
maps into cell-based representations – and vice versa – when needed. 

The development of GIS has been much more gradual than that of expert
systems (full prototypes of which were developed right from the start),
probably due to the fact that, for GIS to be practical, computer technology
had to take a quantum leap forward – from raster to vector – to handle
maps and the large databases that go with them. This leap took decades of
arduous work to perfect the development in all the directions in which it
was needed: 

• Hardware to handle maps had to be developed, both to encode them at
the input stage, and to display and print them at the output stage. On the
input side, the digitiser – which proved to be one of the cornerstones of GIS
development – was invented in the UK by Ray Boyle and David Bickmore
in the late 1950s, and Ivan Southerland invented the sketchpad at MIT in
the early 1960s. Output devices suitable for mapping had started to be
developed by the US military in the 1950s, and by some public and private
companies (like the US oil industry, also some gas and public-service com-
panies) in the 1960s, while universities – who couldn’t afford the expensive
equipment – were concentrating on software development for the line
printer until the 1970s. 

• It is argued that the development of map-handling software can be
traced back to when Howard Fisher moved from Northwestern University
to chair the newly created Harvard Computer Graphics laboratory in 1964,
bringing with him his recently created thematic mapping package for the
line printer (SYMAP), which he would develop fully at Harvard. While this
is true of cell-based mapping – most systems in the 1950s and 1960s
belonged to this type – interactive screen display of map data was being
developed at the same time for the US military. Computer Aided Drafting
was being developed at MIT, and Jack Dangermond – a former researcher
at the Harvard Graphics laboratory – produced in the early 1970s the first
effective vector polygon overlay system, which would later become Arc-Info.

• Also crucial was the development of software capable of handling large
spatially referenced databases and their relationships with the mapping side
of these systems. The pioneering development of some such large systems
was in itself a crucial step in this process. These included the Canada Geo-
graphic Information System started in 1966 under the initiative of Roger
Tomlinson, the software developments to handle such spatial data, like
the MIADS system developed by the US Forest Service at Berkeley from the
early 1960s to store and retrieve attributes of a given map cell and perform
simple overlay functions with them, and the new methods for encoding
census data for the production of maps developed at the US Census Bureau
from 1967. 
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Good accounts on the history of GIS can be found in Antenucci et al.
(1991) and also Coppock and Rhind (1991), and the latter authors argue
that four distinct stages can be identified in the history of GIS, at least in
the US and the UK: 

1 The first stage – from the 1950s to the mid-1970s – is characterised by
the pioneering work briefly mentioned above, research and developmental
work by individuals – just a few names like those mentioned above – working
on relatively isolated developments, breaking new ground in the different
directions required by the new technology. 

2 The second stage – from 1973 to the early 1980s – sees the development
of formal experiments and government-funded research, characterised by
agencies and organisations taking over GIS development. The New York
Department of Natural Resources developed, from 1973, the first State-
wide inventory system of land uses, the first of many States in the US to
develop systems concerned with their natural resources and with environ-
mental issues. The US Geological Survey developed, from 1973, the
Geographical Information Retrieval and Analysis System (GIRAS) to handle
information on land use and land cover from maps derived from aerial
photography. Jack Dangermond had started ESRI (Environmental Systems
Research Institute) in 1969 as a non-profit organisation and, with the
development in the 1970s of what would become Arc-Info, ESRI turned
into a commercial enterprise with increasing environmental interests. At the
same time, Jim Meadlock (who had developed for NASA the first stand-alone
graphics system) had the idea of producing turn-key mapping systems for
local government – which he implemented for the first time in Nashville in
1973 – and he would later go on to found INTERGRAPH. This is a period
that Coppock and Rhind characterise as one of “lateral diffusion” (still
restricted mostly to within the US) rather than innovation, with the charac-
teristic that it all tended to happen (whether in the private or the public sector)
outside the political process, with no government policy guidance. 

3 The third stage – from 1982 – can be characterised as the commercial
phase, still with us, and characterised by the supply-led diffusion of the
technology outside the US. GIS is becoming a worldwide growth industry,
nearing a turnover of $2 billion per year (Antenucci, 1992), with the
appearance on the market of hundreds of commercial systems, more and
more of them being applicable on smaller machines at lower and lower
prices. Even if the market leaders are still the large organisations (like
ESRI and INTERGRAPH) which grew out of the previous stage, smaller
and more flexible systems like SPANS (small, for PC computers) or Map-
Info (with a modular structure that makes its purchase much easier for
smaller organisations) – to mention but a few – are increasing their market
presence. 
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4 Coppock and Rhind see a new stage developing in which commercial
interests are gradually being replaced by user dominance, although an
alternative interpretation is simply that – rather than commercial interests
being displaced – increasing competition among GIS manufacturers is
letting the needs of the users dictate more and more what the industry
produces, in what could be seen as a transition to a more demand-led
industry. Also, this new stage can be seen as characterised by the transition
from the use of individual data on isolated machines, to dealing with
distributed databases accessed through computer networks, with increased
availability of data (and software) through networks in all kinds of organ-
isations and at all levels, including the World Wide Web. 

Although British research was at the very heart of GIS developments, it is
probably fair to say that, after the first “pioneering” stage mentioned, the
second stage in GIS development and diffusion of use has been largely
dominated by developments in the US. Subsequent growth of GIS outside
the United States can be seen as a process of diffusion of the technology
from America to other countries – the UK included – despite the continuation
of GIS work at academic British institutions like the Royal College of Art
(where David Bickmore had founded the Experimental Cartography Unit in
1967) and later at Reading University and its Unit for Thematic Information
Systems since 1975, as well as those resulting from the Regional Research
Laboratories in the 1980s (see Chapter 5). 

Apart from isolated developments in the early 1980s – like the SOLAPS
system developed in-house in South Oxfordshire (Leary, 1989) – Coppock
and Rhind underline the importance in the UK of three official surveys that
mark the evolution of GIS: (i) the Ordnance Survey Review Committee
(1978) looking at the prospect of changing to digital mapping; (ii) the
Report of the House of Lords’ Select Committee on Science and Technology
(1984) investigating digital mapping and remote sensing, which recom-
mended a new enquiry; (iii) the Committee of Enquiry into the Handling of
Geographical Data, set up in 1987 and chaired by Chorley, which launched
the ESRC-funded Regional Research Laboratories (RRL) programme
(Masser, 1990a) from February 1987 to October 1988 and then to December
1991, with funding of over 2 million pounds. This programme tried to
diffuse the new GIS technology into the public arena by establishing 8 labora-
tories spread over 12 universities: Belfast, Cardiff, Edinburgh, Lancaster,
Leicester, Liverpool, London-Birkbeck, London School of Economics,
Loughborough, Manchester, Newcastle and Ulster. Research and application
projects were to be undertaken in-house, with the double objective of
spreading the technology to the academic and private sectors and, in so
doing, making the laboratories self-financing beyond the initial period
supported by the ESRC grant by increasingly attracting private investment.
While the first objective was fully achieved – as a result, a new generation
of GIS experts was created in the academic sector, and numerous GIS
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courses started to appear, diffusing their expertise to others – the private
sector never became sufficiently involved in these developments to support
them after the period of the ESRC experiment. 

In the US there was a parallel experience of the National Centre for
Geographic Information and Analysis funded with a comparable budget by
the National Science Foundation. Concentrated in only three centres for the
whole country (Santa Barbara, Buffalo and Maine) and financing research
projects done both inside and outside those centres, it had mainly theoret-
ical aims (Openshaw et al., 1987; Openshaw, 1990). 

1.4 GIS PROBLEMS AND POTENTIAL 

It is also productive to look at the development of GIS in terms of typical
problems and bottlenecks that have marked the different stages of its
progress, problems which tend to move from one country to another as the
technology becomes diffused: 

1 First there is (was) what could be called the research bottleneck, mainly
manifest in the UK and mostly in the US, where much of the fundamental
research was carried out during the 1950s and 1960s, taking decades
to solve specific problems of mapping and database work, as mentioned
above. 

2 Next, the expertise bottleneck – the lack of sufficient numbers of com-
petent professionals to use and apply GIS – became apparent especially
outside the US, when the new technology was being diffused to other
countries before they had developed educational and training programs
to handle it. In the UK this was evident in the 1980s and it is this
bottleneck that the ESRC’s RRL Initiative sought to eliminate. It is
now appearing in other countries (including developing countries) as
the wave of GIS diffusion spreads more widely. 

3 Finally, the data bottleneck: beyond the classic problems or data error
well identified in the literature (Chrisman, 1991; Fisher, 1991), this
bottleneck refers more to problems of data quality discussed early by
De Jong (1989) and – most importantly – data availability and cost,
especially when GIS is “exported” to developing countries (Masser,
1990b; Nutter et al., 1996; Warner et al., 1997). 

These general bottlenecks can be seen as the main general obstacles to the
adoption of GIS in countries other than the US, but they work in combination
with other factors specific to each particular case. Organisational resistance
has been widely suggested (Campbell and Masser, 1994) as responsible for
the relatively lower take-up of GIS in Europe than in America, and the
magnitude of the financial cost (and risk) involved in the implementation of
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such systems may be another factor growing in importance even after the
initial resistance has been overcome (Rodriguez-Bachiller and Smith, 1995). 

In terms of what GIS can do, it can be said that these systems are still to
some extent prisoners of their cartographic background, so that part of
their functionality (Maguire and Dangermond, 1991) was initially directed
towards solving cartographic problems related to the language of visualisation,
three-dimensional map displays and, later, the introduction of multi-media
and “hyper-media” with sound and images. Also, because the development
of GIS has been largely supply-led, spearheaded by private software com-
panies who have until recently concentrated on improving the “graphical”
side of GIS – their mapping accuracy, speed and capacity – their analytical
side has been somewhat neglected, at least initially. As Openshaw (1991)
pointed out ironically some years ago, sophisticated GIS packages could
make over 1,000 different operations, and yet, not one of them related to
true spatial analysis, but to “data description”. This impression feels now
somewhat exaggerated and dated as more and more sophisticated analytical
features appear in every new version of GIS packages, but was quite appro-
priate at the time and underlined the problems encountered initially by
users of these supposedly revolutionary new technologies. Today, the list of
operations that most GIS can normally do (see Rodriguez-Bachiller and
Wood, 2001, for its connection to Impact Assessment) is quite standard. 

General operations 

• Storage of large amounts of spatially referenced information concerning
an area, in a relational database which is easy to update and use.

• Rapid and easy display of visually appealing maps of such information,
be it in its original form or after applying to it database operations
(queries, etc.) or map transformations. 

Analysis in two dimensions 

• Map “overlay”, superimposing maps to produce composite maps, the
most frequent use of GIS. 

• “Clipping” one map with the polygons of another to include (or
exclude) parts of them, for instance to identify how much of a proposed
development overlaps with an environmentally sensitive area. 

• Producing “partial” maps containing only those features from another
map that satisfy certain criteria. 

• Combining several maps (weighted differently) into more sophisticated
composite maps, using so-called “map algebra”, used for instance to
do multi-criteria evaluation of possible locations for a particular activity.

• Calculating the size (length, area) of the individual features of a map.



14 GIS and expert systems for IA

• Calculating descriptive statistics for all the features of a map (frequency
distributions, averages, maxima and minima, etc.). 

• Doing multivariate analysis like correlation and regression of the values
of different attributes in a map. 

• Calculating minimum distances between features, using straight-line
distances and distances along “networks”. 

• Using minimum distances to identify the features on one map nearest
to particular features on another map. 

• Using distances to construct “buffer” zones around features (typically
used to “clip” other maps to include/exclude certain areas). 

Analysis with a third dimension 

• Interpolating unknown attribute values (a “third dimension” on a map)
between the known values, using “surfaces”, Digital Elevation Models
(DEMs) or Triangulated Irregular Networks (TINs). 

• Drawing contour lines using the interpolated values of attributes (the
“third dimension”). 

• Calculating topographic characteristics of the 3-D terrain, like slope,
“aspect”, concavity and convexity. 

• Calculating volumes in 3-D models (DEMs or TINs) for instance the
volumes between certain altitudes (like water levels in a reservoir). 

• Identifying “areas of visibility” of certain features of one map from the
features of another, for instance to define the area from which the tallest
building in a proposed project will be visible. 

• So-called “modelling”, identifying physical geographic objects from
maps, like the existence of valleys, or water streams and their basins. 

Many of these capabilities have been added gradually – some as “add-on”
extensions, some as integral components of new versions of systems – in
response to academic criticism and consumer demand. However, when
these systems were being first “diffused” outside the US, to go beyond map
operations to apply them to real problems tended to require considerable
amount of manipulation or programming by the user, as the pioneering
experience in the UK of the Regional Research Laboratories3 suggested
over ten years ago (Flowerdew, 1989; Green et al., 1989; Hirschfield et al.,
1989; Maguire et al., 1989; Openshaw et al., 1989; Rhind and Shepherd,
1989; Healey et al., 1990; Stringer and Bond, 1990). The bibliography of
GIS applications in Rodriguez-Bachiller (1998) still showed about half of
all GIS applications involving some degree of expert programming. 

3 Funded by ESRC to set up (in the late 1980s) laboratories to research the use of geographical
information, intended among other goals to help diffuse the new GIS technology. 
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1.5 IMPACT ASSESSMENT: RIPE FOR AUTOMATION? 

Impact assessment can be said – once again – to be a US import. It has been
well established in the United States since the National Environmental
Policy Act (NEPA) of 1969 (Glasson et al., 1999), which required studies of
impact assessment to be attached to all important government projects. The
1970s and 1980s subsequently saw the consolidation of its institutional
structure as well as its methods and procedures, and the publication of
ground-breaking handbooks (e.g. Rau and Wooten, 1980) to handle the
technical difficulties of this new field. Later, this nationwide approach in
the US has been supplemented with additional statewide legislation (“little
NEPAs”) in 16 of the 52 states. 

In the meantime, similar legislation, and the expertise that is needed to
apply it, has been spreading around the world and has been adopted by
more and more countries at a growing rate: Canada (1973), Australia
(1974), Colombia (1974), France (1976), The Netherlands (1981), Japan
(1984), and the European Community produced its Directive to member
countries in July 1985, which has since been adopted in Belgium (1985),
Portugal (1987), Spain (1988), Italy (1988), United Kingdom (1988),
Denmark (1989), Ireland (1988–90), Germany (1990), Greece (1990), and
Luxembourg (1990) (Wathern, 1988; Glasson et al., 1999). 

The European Directive 85/337 (Commission of the European Communities,
1985) structured originally the requirements for environmental impact
assessment for development projects at two levels, and this approach has
been maintained ever since. For certain types and sizes of project (listed in
Annex I of the Directive) an “Environmental Statement” would be mandatory: 

• crude oil refineries, coal/shale gasification and liquefaction; 
• thermal power stations and other combustion installations; 
• radioactive waste storage installations; 
• cast iron and steel melting works; 
• asbestos extraction, processing or transformation; 
• integrated chemical installations; 
• construction of motorways, express roads, railways, airports; 
• trading ports and inland waterways; 
• installations for incinerating, treating, or disposing of toxic and

dangerous wastes. 

In addition, for another range of projects (listed in Annex II of the Directive),
an impact study would only be required if the impacts from the project
were likely to be “significant” (the criteria for significance being again
defined by the scale and characteristics of the project): 

• agriculture (e.g. afforestation, poultry rearing, land reclamation); 
• extractive industry; 
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• energy industry (e.g. storage of natural gas or fossil fuels, hydroelectric
energy production); 

• processing of metals; 
• manufacture of glass; 
• chemical industry; 
• food industry; 
• textile, leather, wood and paper industries; 
• rubber industry; 
• infrastructure projects (e.g. industrial estate developments, ski lifts,

yacht marinas); 
• other projects (e.g. holiday villages, wastewater treatment plants,

knackers’ yards); 
• modification or temporary testing of Annex I projects. 

In the UK, the Department of the Environment (DoE, 1988) adopted the
European Directive primarily through the Town and Country Planning
Regulations of 1988 (“Assessment of Environmental Effects”). These
largely replicated the two-tier approach of the European Directive, classifying
EIA projects into those requiring an Environmental Statement and those for
which it is required only if their impacts are expected to be significant,
listed in so-called Schedules 1 and 2 respectively – which broadly correspond
to the Annexes I and II of the European Directive (Glasson et al., 1999). In
turn, the expected significance of the impacts was to be judged on three criteria
(DoE, 1989): 

1 The scale of a project making it of “more than local importance”. 
2 The location being “particularly sensitive” (a Nature Reserve, etc.). 
3 Being likely to produce particularly “adverse or complex” effects, such

as those resulting from the discharge of pollutants. 

The European Directive of 1985 was updated in 1997 (Council of the
European Union, 1997) with the contents of Annexes I and II being
substantially extended and other changes made, including the mandatory
consideration of alternatives. The new Department of Environment,
Transport and the Regions (DETR) set in motion a similar process in the
UK (DETR, 1997) to update not just the categories of projects to be
included in Schedules 1 and 2, but also the standards of significance used,
which has recently resulted in new Regulations (DETR, 1999a) with a
revised set of criteria, and also in new practical guidelines in a Circular
(DETR, 1999b). This represents in reality a shift to a three-level system,
in that for Schedule 1 projects, there is a mandatory requirement for EIA,
and for Schedule 2 projects there are two categories. Projects falling
below specified “exclusive thresholds” do not require EIA, although there
may be circumstances in which such small developments may give rise to
significant environmental impacts (for example by virtue of the sensitivity
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of the location), and in such cases an EIA may be required. For other
Schedule 2 projects, there are “indicative criteria and thresholds” which,
for each category of project, indicate the characteristics which are most
likely to generate significant impacts. For such projects, a case-by-case
approach is normally needed, and projects will be judged on: (i) charac-
teristics of the development (size, impact accumulation with other
projects, use of natural resources, waste production, pollution, accident
risks); (ii) sensitivity of the location; (iii) characteristics of the potential
impacts (extent, magnitude and complexity, probability, duration and
irreversibility). 

1.6 THE IA PROCESS 

IA can be seen as a series of processes within processes in a broader cycle
that is the life of a development project. The life of a project usually
involves certain typical stages: 

1 decision to undertake the project and general planning of what it
involves; 

2 consideration of alternative designs and locations (not always); 
3 conflict resolution and final decision; 
4 construction; 
5 operation; 
6 closedown/decommissioning (not always present, some projects have

theoretically an eternal life). 

Within this cycle, IA is a socio-political process to add certain checks and
balances to the project life, within which more technical exercises are
needed to predict and assess the likely impacts of the project, sometime
involving social processes of consultation and public participation. IA can
be seen as a process in itself (Glasson et al., 1999), with typical stages: 

1 Screening: deciding if the project needs an environmental statement,
using the technical criteria specified in the relevant IA legislation and guide-
lines, and often also involving consultation. Beyond this first stage, IA as
such should be (but often is not) applied to all the main phases in the physical
life of the project: construction, operation, decommissioning. 

2 Scoping: determining which impacts must be studied (using checklists,
matrices, networks, etc.), as well as identifying which of those are likely to
be the key impacts, likely to be the ones that will “make or break” the
chances of the project being accepted, often involving consultation with
interested parties and the public. Both the “screening” and “scoping”
stages require a considerable amount of work directed at the understanding
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of the situation being considered: understanding of the project, understanding
of the environment, and understanding of the alternatives involved. 

3 Impact prediction for each of the impact areas defined previously,
involving two distinct types of predictions: 

3a Baseline prediction of the situation concerning each impact without the
project. 

3b Impact prediction as such, predicting the differences between the base-
line and the project impacts using models and other expert technical
means, and differentiating between: 

• direct impacts from the project (from emissions, noise, etc.); 
• indirect impacts derived from other impacts (like noise from traffic);
• cumulative impacts resulting from the project and other projects in

the area. 

4 Assessment of significance of the predicted impacts, by comparing them
with the accepted standards, and often also including some degree of
consultation. 

5 Mitigation: definition of measures proposed to alleviate some of the
adverse impacts predicted to be significant in the previous stage. 

6 Assessment of the likely residual impacts after mitigation, and their
significance. 

7 After the project has been developed, monitoring the actual impacts
from it – including monitoring the effectiveness of any mitigation measures
in place – separating them from impacts from other sources impinging on
the same area. Hopefully, this may lead to, and provide data for,
some auditing of the process itself (e.g. studies of how good were the
predictions). 

The different stages of the IA process are “interleaved” with those of the
project life and, in fact, the quality of the overall outcome often depends on
how appropriately – and timely – that interleaving takes place. In general,
the earlier in the design of a project the IA is undertaken, the better,
because, if it throws up any significant negative impacts, it will be much
easier (and cheaper) to modify the project design than applying mitigation
measures afterwards. In particular, if alternative designs or locations are
being considered for the project, applying IA at that stage may help identify
the best options. Also, because the public should be a key actor in the
whole assessment process, an earlier start will alert the public and will be
more likely to incorporate their views from the beginning, thus reducing
the chances of conflict later, when the repercussions of such conflicts may
be far reaching and expensive for all concerned. 
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1.7 ENVIRONMENTAL STATEMENTS 

In turn, Environmental Statements (the actual IA reports) represent a third
process within IA – also interleaved with the other two – involving two
main stages: (i) statement preparation by the proponents of the development,
and (ii) statement review by the agency responsible. In fact, the structure of
Environmental Statements should reflect all this “interleaving”, which
often determines also the quality of such documents. The structure and
content of Environmental Statements are defined by the legislation, guide-
lines and “good practice” advice from the relevant agencies (Wathern, 1988;
DoE, 1988, 1994 and 1995), and is usually a variation of the following list: 

1 Description of the project: 

• physical and operational features; 
• land requirements and layout; 
• project inputs; 
• residues and emissions if any. 

2 Alternatives considered: 

• different processes or equipment; 
• different layout and spatial arrangements; 
• different locations for the project; 
• the do nothing alternative (NOT developing the project). 

3 Impact areas to be considered: 

• socio-economic impacts; 
• impacts on the cultural heritage; 
• impacts on landscape; 
• impacts on material assets and resources; 
• land use and planning impacts; 
• traffic impacts; 
• noise impacts; 
• air pollution impacts; 
• impacts on soil and land; 
• impacts on geology and hydrogeology; 
• impacts on ecology (terrestrial and aquatic). 

4 Impact predictions: 

• baseline analysis and forecasting; 
• impact prediction; 
• evaluation of significance; 
• mitigation measures; 
• plans for monitoring. 
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In addition to these substantive requirements, other formal aspects can be
added – in the UK for instance – including for example a non-technical
summary for the layperson, a clear statement of what the objectives of the
project are, the identification of any difficulties encountered when compiling
the study, and others (see Chapter 11). 

Early experience of Environmental Statements evidenced several problems,
including the number of statements itself. All countries where IA has been
introduced seem to have had a “flood” of Environmental Statements: in the
US, about 1,000 statements a year were being processed during the first
10 years after NEPA, although the number of statements processed in the US
dropped afterwards to about 400 each year, and this is attributed to impact
assessment having become much more an integral part of the project design
process and impacts being considered much earlier in the process. In France
they had a similar number of about 1,000 statements per year after they
started EIA in 1976, and this has subsequently risen to over 6,000. In the
UK, more than 300 statements on average were processed each year
between 1988 and 1998 (Glasson et al., 1999; Wood and Bellanger, 1999),
a much higher rate than in the US if we relate it to the population size
of both countries. The number of environmental statements in the UK
dropped during the 1990s to about 100–150 a year (Wood and Bellanger,
1999), probably related to a fall in economic activity, and the number of
statements went back up to about 300 with the economic revival towards
the end of the decade. With the implementation of the amended EU Directive in
1999, the UK figure has risen to over 600 Environmental Statements p.a.,
and there have been substantial increases also in other EU Member States.

The quality of the statements also seems to be improving after a rela-
tively poor start: improvements were noted first from 1988/89 to 1990/91
(Lee and Colley, 1992), and also from before 1991 to after 1991 (DoE, 1996;
Glasson et al., 1997), even though it seems that the overall quality is still
far from what would be desirable. After the teething problems in the
1980s, mostly attributed to the inexperience of all the actors involved
(developers, impact assessors, local authority controllers), better impact
studies seem now to be related to (i) larger projects of certain types;
(ii) more experienced consultants; (iii) local authorities with customised EIA
handbooks. Central to this improvement seems to have been (as it was in
the US in the 1970s and early 1980s) the increasing dissemination of good
practice and expertise – in guides by the agencies responsible (DoE, 1989
and 1995) and in technical manuals (Petts and Eduljee, 1994; Petts, 1999;
Morris and Therivel, 1995 and 2001) – that show how the field can be
broken down into sub-problems and the best ways of solving such sub-
problems. 

Glasson et al. (1997) believe that, had the European Community not
insisted on the adoption of EIA, the then Conservative Government would
not have introduced it in the UK, arguing at the time that the existing planning
system was capable of dealing with the consideration of undesirable
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impacts from developments. This was despite their repeated attempts to
streamline and in some cases dismantle the planning system as part of their
general strategy of “rolling back the State” without any need for additional
controls. In the UK Planning system, each development application is
evaluated “on its own merits” as part of the general development control
process, and the consideration of impacts could have been seen as just
another set of “material considerations” to contribute to the decision, not
requiring special guidelines, processes and legislation. But the European
Directive was implemented in the UK, and there is now considerable debate
in the UK about the possibility of extending the environmental impact
assessment approach further, including: 

• To broaden IA to include more fully under its umbrella the area of socio-
economic impact assessment, already practised to some extent in the UK
and more fully in other countries (Glasson etal., 1999), but not always
with the appropriate legislative recognition. Such widening of scope may
lead to more integrated IA, with decisions based partly on the extent to
which various biophysical and socio-economic impacts can be “traded”.

• To move from a concern with projects to include “higher tiers of
actions”, structured into policies, plans and programmes (Wood, 1991).
This has become known as strategic environmental assessment (SEA)
with a growing literature and legislation around it. In 2001, the
European Union agreed an SEA Directive for plans and programmes –
although, unfortunately, not for policies (CEU, 2001). This must be
implemented by Member States by 2004. Plan SEAs would define
acceptable standards for an area that projects would have to adhere to,
and ideally after such an assessment individual developments would
not need to re-assess their impacts each time, but only to demonstrate
their compliance with those standards. 

1.8 INTEGRATION: THE WAY AHEAD? 

The main purpose of this chapter has been to point out the potential
complementarity of the three areas of IA, and the building blocks of the
argument can be summarised in a final list of points: 

• IA practice is growing at a fast pace, and many of the actors involved
are finding it difficult to cope. 

• The quality of impact assessment (although improving) is still far from
satisfactory. 

• One reason for the low quality of IA is still the relative scarcity of
expertise. 

• IA expertise is mostly legal, technical and specific, rather than “com-
mon-sensical” and diffuse. 
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• IA expertise and good practice exist, and are beginning to be articulated
in good sources (guides, manuals, etc.) by good experts. 

• The problem in many countries – including the UK – is not the
existence or the quality of IA expertise and good practice, but its
dissemination. 

• Expert systems are particularly suited for “technology transfer” from
experts to non-experts when dealing with not-too-difficult problems of
the kind that some parts of IA pose. 

• Expert systems are also increasingly becoming useful tools for interfacing
in a logical and friendly way with other systems. 

• Interest in the application of expert systems to IA has already started to
take off as reported in the literature, and it seems timely to take a closer
look at this possibility. 

• Expert systems handle logical information well, but the handling of
spatial information can be a problem, and GIS can help in this respect. 

• GIS are efficient map-manipulation systems, and their analytical cap-
abilities are being continually improving. 

• GIS applications can require considerable programming and customising
by the user. 

• Expert systems technology can possibly provide the programming
power and friendliness that GIS need to interface with the user, and
combined together they can help IA take the leap forward that current
institutional pressures are expecting of it. 

These two computer technologies may be able to help with IA, each in
their own different way: GIS may be able to support IA good practice,
expert systems may be able to spread it. The potential for articulation of
these three technologies is now clear. Chapter 2 discusses expert systems in
greater detail, and the following Chapters 3–5 include a bibliographical
review of IA applications of expert systems and GIS as documented in the
literature. 

REFERENCES 

Antenucci, J.C. (1992) Product Strategies: Creative Tensions, Plenary Session
March 25th, Proceedings of the EGIS ’92 Conference, Munich (March). 

Antenucci, J.C., Brown, K., Croswell, P.L.C. and Kevany, M.J. (1991) Geographic
Information Systems: A Guide to the Technology, Van Nostrand, New York. 

Campbell, H. and Masser, I. (1994) Geographical Information Systems and Organ-
isations, Taylor & Francis, London. 

CEU (2001) Common Position Adopted by the Council with a View to the Adoption
of a Directive of the European Parliament and of the Council on the Assessment
of the Effects of Certain Plans and Programmes on the Environment, Council of
European Union, Brussels. 



Potential of expert systems and GIS for IA 23

Chrisman, N.R. (1991) The Error Component in Spatial Data, in Maguire, D.J.,
Goodchild, M.F. and Rhind, D.W. (eds) Geographical Information Systems:
Principles and Applications, Longman, London (Ch. 12). 

CEC (1985) On the assessment of the effects of certain public and private projects on
the environment, Official Journal, L175 (5 July), Council Directive 85/337/EC. 

Coppock, J.T. and Rhind, D.W. (1991) The History of GIS, in Maguire, D.J.,
Goodchild, M.F. and Rhind, D.W. (eds) Geographical Information Systems:
Principles and Applications, Longman, London (Ch. 2). 

Council of the European Union (1997) Council Directive 96/11/EC of 3 March
1997 amending Directive 85/337/EEC, European Union, Brussels. 

DoE (1988) Environmental Assessment, Department of the Environment Circular
15/88 (Welsh Office Circular 23/88), 12 July. 

DoE (1989) Environmental Assessment: A Guide to the Procedures, HMSO,
London. 

DoE (1994) Evaluation of Environmental Information for Planning Projects. A
Good Practice Guide, Report by Land Use Consultants, HMSO, London. 

DoE (1995) Preparation of Environmental Statements for Planning Projects that
Require Environmental Assessment: A Good Practice Guide, Department of the
Environment, HMSO, London. 

DoE (1996) Changes in the Quality of Environmental Impact Statements for Plan-
ning Projects, Report by the Impact Assessment Unit, School of Planning, Oxford
Brookes University, HMSO, London. 

DETR (1997) Environmental Assessment (EA): Implementation of EC Directive
(97/11/EC), Consultation Paper. 

DETR (1999a) The Town and Country Planning (Environmental Impact Assess-
ment) (England and Wales) Regulations 1999, DETR No. 293. 

DETR (1999b) Environmental Impact Assessment, DETR Circular 02/99. 
Edwards-Jones, G. and Gough, M. (1994) ECOZONE: A Computerised Know-

ledge Management System for Sensitising Planners to the Environmental Impacts
of Development Projects, Project Appraisal, Vol. 9, No. 1 (March), pp. 37–45. 

Fisher, P.F. (1991) Spatial Data Sources and Data Problems, in Maguire, D.J.,
Goodchild, M.F. and Rhind, D.W. (eds) Geographical Information Systems:
Principles and Applications, Longman, London (Ch. 13). 

Flowerdew, R. (1989) The North West Regional Research Laboratory, Mapping
Awareness, Vol. 3, No. 2 (May–June), pp. 43–6. 

Foresman, T.W. (1998) (ed.) The History of Geographic Information Systems:
Perspectives From the Pioneers, Prentice Hall PTR, Upper Saddle River (New Jersey). 

Geraghty, P.J. (1992) Environmental Assessment and the Application of an Expert
Systems Approach, Town Planning Review, Vol. 63, No. 2, pp. 123–42. 

Glasson, J., Therivel, R., Weston, J., Wilson, E. and Frost, R. (1997) EIA – Learning
from Experience: Changes in the Quality of Environmental Impact Statements for
UK Planning Projects, Journal of Environmental Planning and Management, Vol. 40,
No. 4, pp. 451–64. 

Glasson, J., Therivel, R. and Chadwick, A. (1999) Introduction to Environmental
Impact Assessment, UCL Press, London (2nd edition, 1st edition in 1994). 

Green, A., Higgs, G., Mathews, S. and Webster, C. (1989) The Wales and South
West Regional Research Laboratory, Mapping Awareness, Vol. 3, No. 3 (July/
August). 



24 GIS and expert systems for IA

Hayes-Roth, F., Waterman, D.A. and Lenat, D.B. (1983a) An Overview of Expert
Systems, in Hayes-Roth, F., Waterman, D.A. and Lenat, D.B. (eds) Building
Expert Systems, Addison Wesley (Ch. 1). 

Hayes-Roth, F., Waterman, D.A. and Lenat, D.B. (1983b) Building Expert Systems,
Addison Wesley. 

Healey, R., Burnhill, P. and Dowie, P. (1990) Regional Research Laboratory for
Scotland, Mapping Awareness, Vol. 4, No. 2 (March). 

Hirschfield, A., Barr, R., Batey, P. and Brown, P. (1989) The Urban Research and
Policy Evaluation Regional Research Laboratory, Mapping Awareness, Vol. 3,
No. 6 (December). 

Jackson, P. (1990) Introduction to Expert Systems, Addison Wesley (2nd edition). 
Jong De, W.M. (1989) Uncertainties in Data-quality and the Use of GIS for Plan-

ning Purposes, in “Urban Data Management Coming of Age”, Proceedings of the
13th Urban Data Management Symposium, Lisbon (May 29–June 2), pp. 171–85.

Leary, M.E. (1989) A Spatially-based Computer System for Land Use Planning, Ekis-
tics, Vol. 56, No. 338/339 (September, October, November, December), pp. 285–9. 

Lee, N. and Colley, R. (1992) Reviewing the Quality of Environmental Statements,
Occasional Paper 24, EIA Centre, Department of Planning and Landscape,
University of Manchester. 

Longley, P.A., Goodchild, M.F., Maguire, D.J. and Rhind, D.W. (1999) (eds)
Geographical Information Systems, 2 Vols, John Wiley & Sons Inc. (2nd edition).

Longley, P.A., Goodchild, M.F., Maguire, D.J. and Rhind, D.W. (2001) (eds)
Geographic Information Systems and Science, John Wiley & Sons Ltd. 

Makhchouni El, M. (1987) Un Systems Graphique Intelligent D’Aide a la Concep-
tion des Plans D’Occupation des Sols, in Laurini, R. (ed.) UDMS ’87, Proceedings
of the 12th Urban Data Management Symposium, Blois (May), pp. 204–19. 

Maguire, D.J., Strachan, A.J. and Unwin, D.J. (1989) The Midlands Regional
Research Laboratory, Mapping Awareness, Vol. 3, No. 1 (March–April). 

Maguire, D.J. (1991) An Overview and Definition of GIS, in Maguire, D.J., Good-
child, M.F. and Rhind, D.W. (eds) Geographical Information Systems: Principles
and Applications, Longman, London (Ch. 1). 

Maguire, D.J. and Dangermond, J. (1991) The Functionality of GIS, in Maguire,
D.J., Goodchild, M.F. and Rhind, D.W. (eds) Geographical Information Systems:
Principles and Applications, Longman, London (Ch. 21). 

Maguire, D.J., Goodchild, M.F. and Rhind, D.W. (1991) (eds) Geographical
Information Systems: Principles and Applications, Longman, London. 

Masser, I. (1990a) The Regional Research Laboratory Initiative: An Overview,
ESRC: Regional Research Laboratory Initiative, Discussion Paper No. 1. 

Masser, I. (1990b) The Utilisation of Computers in Local Government in Less
Developed Countries: A Case Study of Malaysia. Proceedings of the Urban and
Regional Information Systems Association (URISA) Conference, Edmonton,
Alberta, Canada (August 12–16), Vol. IV, pp. 235–45. 

Morris, P. and Therivel, R. (1995) (eds) Methods of Environmental Impact Assess-
ment, UCL Press, London. 

Morris, P. and Therivel, R. (2001) (eds) Methods of Environmental Impact Assess-
ment, Spon Press – Taylor and Francis, London (2nd edition). 

Nutter, M., Charron, J. and Moisan, J.F. (1996) Geographic Information System
Tool Integration for Environmental Assessment: Recent Lessons. Improving
Environmental Assessment Effectiveness: Research, Practice and Training,



Potential of expert systems and GIS for IA 25

Proceedings of IAIA ’96, 16th Annual Meeting (June 17–23), Centro Escolar
Turistico e Hoteleiro, Estoril (Portugal), Vol. I, pp. 473–8. 

Openshaw, S., Goddard, J. and Coombes, M. (1987) Integrating Geographic Data
for Policy Purposes: Some Recent UK Experience, Research Report 87/1, North
East Regional Research Laboratory, Department of Geography, University of
Newcastle upon Tyne, Newcastle upon Tyne. 

Openshaw, S., Gillard, A. and Charlton, M. (1989) The North East Regional
Research Laboratory, Mapping Awareness, Vol. 3, No. 4 (September/October). 

Openshaw, S. (1990) A Spatial Analysis Research Strategy for the Regional
Research Laboratory Initiative, Regional Research Laboratory Initiative, Discus-
sion Paper No. 3 (June). 

Openshaw, S. (1991) Developing Appropriate Spatial Analysis Methods for GIS, in
Maguire, D.J., Goodchild, M.F. and Rhind, D.W. (eds) Geographical Informa-
tion Systems: Principles and Applications, Longman, London (Ch. 25). 

Petts, J. (ed.) (1999) Handbook of Environmental Impact Assessment, Blackwell
Science Ltd, Oxford (2 Vols). 

Petts, J. and Eduljee, G. (1994) Environmental Impact Assessment for Waste Treat-
ment and Disposal Facilities, John Wiley & Sons, Chichester .

Radwan, M.M. and Bishr, Y.A. (1994) Integrating the Object Oriented Data
Modelling and Knowledge System for the selection of the Best Management Practice
in Watersheds, Proceedings of The Canadian Conference on GIS, Ottawa (June),
Vol. 1, pp. 690–9. 

Rau, J.G. and Wooten, D.C. (eds) (1980) Environmental Impact Analysis Hand-
book, McGraw-Hill. 

Rhind, D. and Shepherd, J. (1989) The South East Regional Research Laboratory,
Mapping Awareness, Vol. 2, No. 6 (January–February), pp. 38–46. 

Rodriguez-Bachiller, A. (1991) Expert Systems in Planning: An Overview, Planning
Practice and Research, Vol. 6, No. 3 (Winter), pp. 20–5. 

Rodriguez-Bachiller, A. and Smith, P. (1995) Diffuse Picture on Spread of
Geographic Technology, Planning (June 14), pp. 24–5. 

Rodriguez-Bachiller, A. (1998) GIS and Decision-Support : A Bibliography, Work-
ing Paper No. 176, School of Planning, Oxford Brookes University. 

Rodriguez-Bachiller, A. (2000a) Geographical Information Systems and Expert
Systems for Impact Assessment. Part I: GIS, Journal of Environmental Assessment
Policy and Management, Vol. 2, No. 3 (September), pp. 369–414. 

Rodriguez-Bachiller, A. (2000b) Geographical Information Systems and Expert
Systems for Impact Assessment. Part II: Expert Systems and Decision Support
Systems, Journal of Environmental Assessment Policy and Management, Vol. 2,
No. 3 (September), pp. 415–48. 

Rodriguez-Bachiller, A. and Wood, G. (2001) Geographical Information
Systems (GIS) and EIA, in Morris, P. and Therivel, R. (eds) Methods of Envir-
onmental Impact Assessment, Spon Press – Taylor and Francis, London (2nd
edition, Ch. 16). 

Schibuola, S. and Byer, P. (1991) Use of Knowledge-based Systems for the Review
of Environmental Impact Statements, Environmental Impact Assessment Review,
No. 11, pp. 11–27. 

Sharpe, R., Marksjo, B.S. and Thomson, J.V. (1988) Expert Systems in Building and
Construction, in Newton, P.W., Taylor, M.A.P. and Sharpe, R. (eds) Desktop
Planning, Hargreen Publications, Melbourne (Ch. 39). 



26 GIS and expert systems for IA

Stringer, P. and Bond, D. (1990) The Northern Ireland Regional Research Labora-
tory, Mapping Awareness, Vol. 4, No. 1 (January/February). 

Warner, M., Croal, P., Calal-Clayton, B. and Knight, J. (1997) Environmental
Impact Assessment Software in Developing Countries: A Health Warning. Project
Appraisal, 12(2), pp. 127–30.

Waterman, D.A. (1986) A Guide to Expert Systems, Addison Wesley. 
Wathern, P. (1988) (ed.) Environmental Impact Assessment: Theory and Practice,

Routledge, London. 
Wood, C. (1991) EIA of Policies, Plans and Programmes, EIA Newsletter 5, Univer-

sity of Manchester, pp. 2–3. 
Wood, G. and Bellanger, C. (1999) Directory of Environmental Impact Statements:

July 1988–April 1998. Working Paper No. 179, School of Planning, Oxford
Brookes University.



2 Expert systems and decision 
support 

2.1 INTRODUCTION 

This methodological – and to some extent historical – chapter focuses on
the nature and potential of ES beyond the brief introduction to these systems
in Chapter 1, by looking back at their early development and some of their
most relevant features. It is structured into four sections: in Section 2.2, the
emergence of expert systems is discussed in the context of the development
of the field of Artificial Intelligence; in Section 2.3, the typical structure of
expert systems is discussed; in Section 2.4 we discuss the “promise” of
expert systems and the extent of its fulfillment and, in Section 2.5, we
expand the discussion to cover the wider area of so-called Decision Support
Systems (DSS). 

2.2 EXPERT SYSTEMS AND ARTIFICIAL INTELLIGENCE 

Artificial intelligence (AI) has been defined in a variety of ways, primarily
by its aims, as reflected in a number of well-known AI manuals and text-
books: 

• to simulate intelligent behaviour (Nilsson, 1980); 
• to “study of how to make computers do things at which, at the

moment, people are better” (Rich, 1983); 
• “to understand the principles that make intelligence possible” (Winston,

1984); 
• to study human intelligence by trying to simulate it with computers

(Boden, 1977). 

Definitions of AI such as these tend to be based on some degree of belief
in the provocative statement made by Marvin Minsky (MIT) in the 1960s
that “the brain happens to be a meat machine” (McCorduck, 1979) which,
by implication, can be simulated. The main difference between these definitions
is in their varying degree of optimism about the possibility of reproducing
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human intelligence mechanically: while the first two seem to put the
emphasis on the simulation of intelligence (reproducing intelligent behaviour),
the last two – more cautious – put the emphasis rather on understanding
intelligence. In fact, the tension between “doing” and “knowing” has been
one of the driving forces in the subsequent development of AI, and has also
been one of the root causes of the birth of expert systems. 

Many antecedents of AI (what can be called the “prehistory” of AI) can
be found in the distant past, from the calculators of the seventeenth century
to Babbage’s Difference Engine and Analytical Engine of the nineteenth
century, from the chess-playing machine of Torres Quevedo at the time of
the First World War to the first programmable computer developed in Britain
during the Second World War, together with the pioneering work of Alan
Turing and his code-breaking team at Bletchley Park, part of the secret war
effort only recently unveiled in its full detail and importance (Pratt, 1987) –
and popularised in the recent film “Enigma”. However, the consolidation
of AI as a collective field of interest (and as a label) was very much an
American affair, and AI historians identify as the turning point the confer-
ence at Dartmouth College (Hanover, New Hampshire) in the Summer of
1956, funded by the Rockefeller Foundation (McCorduck, 1979; Pratt,
1987). Jackson (1990) suggests that the history of AI after the war follows
three periods (the classical period, the romantic period, and the modern
period) each marked by different types of research interests, although most
lines of research have carried on right throughout to varying degrees. 

2.2.1 The classical period 

This period extends from the war up to the late 1950s, concentrating on
developing efficient search methods: finding a solution to a problem was
seen as a question of searching among all possible states in each situation
and identifying the best. The combinatorial of all possible states in all
possible situations was conceptualised and represented as a tree of successive
options, and search methods were devised to navigate such trees. Search
methods would sometimes explore each branch in all its depth first before
moving on to another branch (“depth-first” methods); some methods
would explore all branches at one level of detail before moving down to
another level (“breadth-first” methods). The same type of trees and their
associated search methods were also used to develop game-playing methods
for machines to play two-player games (like checkers or chess), where the
tree of solutions includes alternatively the “moves” open to each player.
The same type of tree representation of options was seen as universally
applicable to both types of problems (Figure 2.1).  

Efficient “tree-searching” methods can be developed independently of
any particular task – hence their enormous appeal at the time as universal
problem solvers – but they are very vulnerable to the danger of the so-called
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“combinatorial explosion”, the multiplication of possible combinations of
options beyond what is feasible to search in a reasonable time. For instance,
to solve a chess game completely (i.e. to calculate all 10120 possible sequences
of moves derived from the starting position) as a blind tree search – without
any chess-specific guiding principles – would take the most advanced com-
puter much longer than the universe has been in existence (Winston, 1984).
It is for reasons like this that these techniques, despite their aspiration to
universal applicability, are often referred to as weak methods (Rich, 1983).
On the other hand, they do provide a framework within which criteria
specific to a problem can be applied. One such approach adds to the search
process some form of evaluation at every step (an “evaluation function”),
so that appropriate changes in the direction of search can shorten it and
make it progress faster towards the best solution, following a variety of
so-called “hill-climbing” methods.

2.2.2 The romantic period 

This period extends from the 1960s to the mid-1970s, characterised by the
interest in understanding, trying to simulate human behaviour in various
aspects: 

(a) On the one hand, trying to simulate subconscious human activities,
things we do without thinking: 

• Vision, usually simulated in several stages: recognising physical edges
from shadows and colour differences, then reconstructing shapes

Figure 2.1 Options as trees. 
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(concavity and convexity) from those edges, and finally classifying the
shapes identified and determining their exact position. 

• Robotics, at first just an extension of machine tools, initially based on
pre-programming the operation of machines to perform certain tasks
always in the same way; but as the unreliability of this approach
became apparent – robots being unable to spot small differences in the
situation not anticipated when programming them – second-generation
robotics started taking advantage of feedback from sensors (maybe
cameras, benefiting from advances in vision analysis) to make small
instantaneous corrections and achieve much more efficient perform-
ances, which led to the almost full automation of certain types of manu-
facturing operations (for instance, in the car industry) or of dangerous
laboratory activities.

• Language, both by trying to translate spoken language into written
words by spectral analysis of speech sound waves, and by trying to
determine the grammatical structure (“parsing”) of such strings of
words leading to the understanding of the meaning of particular messages. 

(b) On the other hand, much effort also went into reproducing conscious
thinking processes, like: 

• Theorem-proving – a loose term applied not just to mathematical
theorems (although substantial research did concentrate on this particular
area of development) but to general logical capabilities like expressing a
problem in formal logic and being able to develop a full syllogism (i.e.
to derive a conclusion from a series of premises). 

• Means-ends analysis and planning, identifying sequences of (future)
actions leading to the solution of a problem, like Newell and Simon’s
celebrated “General Problem Solver” (Newell and Simon, 1963).

2.2.3 The modern period 

In the so-called modern period, from the 1970s onwards, many of the trad-
itional strands of AI research – like robotics – carried on but, according to
Jackson (1990), the main thrust of this period comes from the reaction to
the problems that arose in the previous attempts to simulate brain activity
and to design general problem-solving methods. The stumbling block
always seemed to be the lack of criteria specific to the particular problem
being addressed (“domain-specific”) beyond general procedures that would
apply to any situation (“domain-free”). When dealing with geometric
wooden blocks in a “blocks world”, visual analysis might have become
quite efficient but, when trying to apply that efficiency to dealing with nuts
and bolts in a production chain, procedures more specific to nuts and bolts
seemed to be necessary. It seemed that for effective problem-solving at the
level at which humans do it, more problem-specific knowledge was required
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than had been anticipated. Paradoxically, this need for a more domain-
specific approach developed in the following years in two totally different
directions.

On the one hand, the idea that it might be useful to design computer
systems which did not have to be pre-programmed but which could be
trained “from scratch” to perform specific operations led – after the initial
rejection by Minsky in the late 1960s – to the development in the 1980s of
neural networks, probably the most promising line of AI research to date.
They are software mini-brains that can be trained to recognise specific
patterns detected by sensors – visual, acoustic or otherwise – so that they
can then be used to identify other (new) situations. Research into neural
nets became a whole new field in itself after Rumelhart and McClelland
(1989) – a good and concise discussion of theoretical and practical issues
can be found in Dayhoff (1990) – and today it is one of the fastest growing
areas of AI work, with ramifications into image processing, speech recognition,
and practically all areas of cognitive simulation. 

On the other hand, and more relevant to the argument here, the emphasis
turned from trying to understand how the brain performed certain opera-
tions, to trying to capture and use problem-specific knowledge as humans
do it. This emphasis on knowledge, in turn, raised the interest in methods
of knowledge representation to encode the knowledge applicable in particu-
lar situations. Two general types of methods for knowledge representation
were investigated: 

(a) Declarative knowledge representation methods which describe a
situation in its context, identifying and describing all its elements and
their relationships. Semantic networks were at the root of this
approach; they were developed initially to represent the meaning of
words (Quillian, 1968), describing objects in terms of the class they
belong to (which itself may be a member of another class), their
elements and their characteristics, using attribute relationships like
“colour” and “shape”, and functional relationships like “is a”, “part
of” and “instance of” (Figure 2.2).  

Of particular importance is the is a relationship which indicates class
membership, used to establish relationships between families of objects and
to derive from them rules of “inheritance” between them. If an object
belongs to a particular class, it will inherit some of its attributes, and they
do not need to be defined explicitly for that object: because a penguin is a
bird, we know it must have feathers, therefore we do not need to register
that attribute explicitly for penguins (or for every particular penguin), but
only for the class “birds”. 

Other declarative methods like conceptual dependency were really vari-
ations of the basic ideas used in semantic networks. Frames were like “mini”
semantic nets applied to all the objects in the environment being described,
each frame having “slots” for parts, attributes, class membership, etc. even
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for certain procedures specific to them. We can trace the current emphasis
on “object-oriented” approaches to computer technology to these frames
and networks of the 1970s. Also, scripts were proposed to represent
contextual knowledge of time-related processes, standard sequences of
events that common knowledge takes for granted, like the sequence that
leads from entering a bar to ordering a drink and paying for it. As with the
rest of these methods, the emphasis is on common-sense knowledge that we
take for granted, and which acts as backcloth to any specific problem-solving
situation we encounter. 

(b) Procedural knowledge representation, on the other hand, concentrates
not so much on the description of a situation surrounding a problem, but
on the articulation of how to use the knowledge we have (or need to
acquire) in order to solve it. The most prominent of these approaches has
been the use of production rules to represent the logic of problem-solving,
“if-then” rules which can be used to express how we can infer the values of
certain variables (conclusions) from our knowledge of the values of other
variables (conditions). By linking rules together graphically, we can draw
chains (“trees”) of conditions and conclusions leading to the answer for the
question at the top. These inference trees do not describe the problem but
simply tell us what we need to know to solve it, so that when we provide
that information, the solution can be inferred automatically. For example,
a rudimentary tree to work out if a project needs an impact assessment
might look like Figure 2.3.  

A tree like this is just a representation of a set of “if-then” rules which
might be worded like this: 

Figure 2.2 A semantic network.
Source: Modified from Rich, 1983.



Expert systems and decision support 33

Rule 1: if the project impacts are likely to be significant 
or if the project type is included in the guidelines’ list 
then an impact assessment is needed 

Rule 2: if the project is a nuclear reactor 
or if the project is an oil refinery 
or if the project is . . . . 
then the project type is included in the guidelines’ list 

Rule 3: if the scale of the project is of more than local importance 
then the project impacts are likely to be significant 

Rule 4: if the extension of the project (in hectares) is greater than 20
then the scale of the project is of more than local importance

As the values of the variables at the bottom of the tree (the “leaves”) are
obtained – normally by asking screen-questions about them – the appropriate
production rules are “fired” sending their conclusions up the tree to activate
other rules, until an answer is derived for the top question.

When queried about whether “an impact assessment is needed”, the
inference process will first try to find if there is any rule which has this as its
conclusion (Rule 1 in our example), and it will try to answer it by finding if
the conditions in that rule are true. In this case, there are two conditions
(that the impacts are likely to be significant, or that the project is of a certain
type) and the fact that they are linked by an “or” means that either of them
will suffice. Therefore, the inference will try to evaluate each condition in
turn, and stop as soon as there is enough information to determine if the
rule is true. 

Figure 2.3 Inference tree. 
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Repeating the same logic, in order to evaluate the first condition about
“the impacts being significant”, the process will look for a rule that has this
as its conclusion (Rule 2 in our example) and try to see if its condition(s)
are true – in this case, the condition that “the scale is of more than local
importance”. Then, in order to conclude this, it will need to find another
rule that has this as its conclusion (Rule 3 in our example) and try to evaluate
its conditions, and so on. 

When, at the end of this chain of conclusions and conditions, the process
finds some conditions to be evaluated for which there are no rules, the evalu-
ation of those conditions has to be undertaken outside the rules. The usual
way will be to find the information in a database or to ask the user. In the
latter case, the user will simply be asked to quantify the extension of the
project (in hectares) and, if the answer is greater than 20, then the chain of
inference will derive from it that the project needs an impact study, and this
will be the conclusion. 

The logic followed in this example is usually referred to as “backward-
chaining” inference, which derives what questions to ask (or what condi-
tions to check) from the conclusions being sought in the corresponding
rules. Another possible approach is usually referred to as “forward-chaining”
inference, by which information or answers to questions are obtained first,
and from them are derived as many conclusions as possible.4 This type of
inference is also embedded in similar trees as shown above, but it can also
be useful to represent it with simpler flow diagrams showing the succession
of steps involved in the inference process. The “data-first” diagram for
such approach (Figure 2.4) would look quite different from the previous
tree diagram, even if both represent basically the same deductive process of
deriving some conclusions from answers to certain questions, following the
same logical rules.

Inference trees have the inherent appeal of having two-in-one uses: they
represent the logic of analysing a problem, and at the same time they show
the steps necessary to solve it. But their visual effectiveness diminishes rapidly
as the complexity of the problem increases, as the number of “links”
between levels increases and lines begin to cross. A clear understanding of
such complex trees would require an impractical three-dimensional repre-
sentation, therefore trees tend to be used only to describe relatively simple
processes – or, as here, to illustrate the principle – and flow diagrams are
often preferred in practical situations. 

It is not by chance that the development of these methods was concurrent
with the growing interest in expert systems in the 1970s. Semantic nets and
classificatory trees were often used in the first expert systems to represent
relationships between types of problems or aspects of the problem, and

4 Also, backward and forward chaining can be combined, so that, at every step of the infer-
ence, what information to get is determined by backward chaining and, once obtained, all
its possible conclusions are derived from it by forward chaining. 
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production rules were used to derive conclusions to solve them. CASNET
(developed in the early 1970s at Rutgers University to diagnose and treat
glaucoma) used semantic nets as a basis of a model of the disease, linking
observations to disease categories and these to treatment plans.
INTERNIST (also known as CADUCEUS, developed at the same time at
Carnegie-Mellon University in Pittsburgh for general medical diagnosis)
had its central knowledge represented by a disease tree linked to sets of
symptoms, to be matched to the data about the patient. PROSPECTOR

Figure 2.4 Data-first flow diagram. 
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(developed at Stanford University in the late 1970s to help field geologists
assess geological deposits) contained a taxonomy of the geological world in
a semantic net, and a series of geological “states” connected by rules. MYCIN
(developed also at Stanford in the early 1970s to help doctors diagnose and
treat infectious diseases) organised its substantive knowledge about types
of patients, symptoms and diseases into classificatory trees, and applied the
actual consultation using connected sets of rules. Although quite a few
expert systems caught the attention in the 1960s and early 1970s, it is
probably fair to say that PROSPECTOR and particularly MYCIN best
exemplify the potential of production rules for this new approach to problem-
solving and, in so doing, also provide a paradigm for the development of
most expert systems today. 

2.3 EXPERT SYSTEMS: STRUCTURE AND DESIGN 

The idea that the methodology for solving a particular type of problem can
be represented by a set of connected rules (and an inference diagram),
which can then be applied to a particular case, has been at the root of the
appeal and of the development of expert systems from the beginning and,
to a certain extent, has given shape to what is still considered today a
“standard” structure for these systems (Figure 2.5):  

• The knowledge needed to solve a problem is represented in the form of
if-then rules and kept in what is known as the knowledge base. 

• To “fire” the rules and apply the inference chain, an inference engine
is used.

• If the ultimate information needed to start the inference chain is to be
provided by the user of the system, the right questions are asked
through an interface. 

Figure 2.5 Typical structure of an expert system. 
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• If some of the information needed is to come from existing data instead
of the user (or if the output from the system is to be stored), a database
appropriate to the problem must be connected to the system. 

MYCIN applied “backward-chaining” inference – deriving the necessary
conditions from the conclusions sought and working out that way what
information is needed – in what is now a well-established approach. In this
context, the inference engine’s role is: 

• to derive what conditions need to be met for an answer to the main
question to be found; 

• to identify what rules may provide values for those conditions; 
• to derive from those rules, in turn, what other conditions are needed to

determine them; 
• when no rules are found to derive information needed, to either find it

in the database or ask appropriate questions of the user; 
• once all the information needed has been found, to infer from it the

answer to the overall question; 
• finally, to advise the user about the final conclusion. 

What was important and innovative at the time from the computing
point of view, was that which part of the knowledge base would be used at
any time, while running the system (the order of “control” evaluating the
rules) was not pre-determined as in conventional computer programs – by
writing the program as a particular sequence of commands – but would
depend on how the inference was going in each case.5 As information con-
cerning that specific case was provided, the successive rules applicable at
every stage of the inference would be “found” by the inference engine
whatever their location in the knowledge base, without the need for the
programmer to pre-determine that sequence and to write the rules in any
particular order. 

Although initially this type of inference logic was embedded in the
MYCIN expert system linked to its rules about infectious diseases, it was
soon realised that it could be applied to other problems as long as they
could be expressed in the form of if-then rules of a similar kind. This led
to the idea of separating the inference engine from a particular problem
and giving it independence, so that it could be applied to any knowledge
base, as long as its knowledge was expressed in the form of if-then rules.
The new system developed along these lines became known as EMYCIN
(“empty” MYCIN), and this idea has since been at the root of the proliferation

5 This style of program writing was taking one step further the growing preference in the
computer-programming industry for so-called structured programming, which replaced
traditional control changes using commands like “go to” by making all the parts of a com-
puter program become integrated into one overall structure. 
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(commercially and for research) of a multitude of expert-system tools
called “shells”, empty inference engines that can be applied to any rule-
based knowledge base. As these “shells” became more and more user-
friendly, they contributed substantially to the diffusion of expert systems
and of the idea that anybody could build an expert system, as long as they
could express the relevant problem as a collection of linked if-then rules.

When applying an expert system to the solution of a particular problem,
the inference may be quite complicated “behind the scenes” (as encapsulated
in the knowledge base), but what the user sees is only a series of relatively
simple questions, mostly factual. Because of this black-box approach, the
user may be unsure about what is going on or about the appropriateness of
his answers, and it is common for expert systems to include some typical
additional capabilities to compensate for this: 

(a) Explanation, the capacity of the expert system to explain its logic to
the user, usually taking two forms: (i) explaining why a particular question
is being asked, normally done by simply detailing for the user the chain of
conditions and conclusions (as in the rules) that will lead from the present
question to the final answer; (ii) explaining how the final conclusion was
reached, done in a similar way, spelling out what the deductive chain was
(what rules were applied) going from the original items of information to
the final answer to the main question. For instance, in the example of the
set of rules shown before to determine if a project needs an impact assess-
ment, when the user is asked to quantify “the extension of the project (in
hectares)” he/she could respond by asking the expert system Why? (why do
you ask this question?) and what the system would do is to show how the
answer is needed to determine a certain rule, in turn needed to evaluate
another, and so on, leading to the final answer. The answer to the Why?
question could look something like: 

the area of the project in hectares is necessary to evaluate the rule that says that 
if the extension of the project (in hectares) is greater than 20 
then the scale of the project is of more than local importance 

which is necessary to evaluate the rule that says that 
if the scale of the project is of more than local importance 
then the project impacts are likely to be significant 

which is necessary to evaluate the rule that says that 
if the project impacts are likely to be significant 
or if the project type is included in the guidelines’ list 
then an impact assessment is needed 

which is necessary to evaluate the final goal of whether an impact assessment
is needed. 

In a similar way, if the answer to the question was, for instance 23
(hectares), the system would conclude (and tell the user) that an impact
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assessment is needed. If the user then wanted to enquire how this
conclusion was derived, he could ask How? and a similar chain of rules and
known facts would be offered as an explanation, looking something like: 

the conclusion was reached that an impact assessment is needed from the rule 
if the project impacts are likely to be significant 
or if the project type is included in the guidelines’ list 
then an impact assessment is needed 

because it was found that the project impacts are likely to be significant
from the rule 

if the scale of the project is of more than local importance 
then the project impacts are likely to be significant 

because it was found that the scale of the project is of more than local
importance from the rule 

if the extension of the project (in hectares) is greater than 20 
then the scale of the project is of more than local importance 

because it was found that the extension of the project (in hectares) is
greater than 20 from an answer to a direct question. 

As we can see – and this is one of the reasons for the appeal of this
approach – the rules are combined with standard phrases (“canned text” in
the AI jargon) to produce text which reads almost like natural language. In
the case of MYCIN, its explanation capabilities were considered so good
that another system was developed from it (called GUIDON), which took
advantage of these explanation facilities to be used for teaching purposes.

(b) Uncertainty can also be incorporated in the handling of the information:
(i) there may be uncertainty associated with the user’s response to a question,
so he/she will need to provide a “degree of certainty” for every answer;
(ii) the rules themselves may not be certain, but have a certain probability
attached to their conclusion when the conditions are met, leading to the
question of the propagation of uncertainty: if we are relatively certain of
each of the conditions of a rule with varying degrees of certainty (probability),
how sure can we be of its overall conclusion? MYCIN provided one of the
models for many future developments in this area, by considering that, if all
the conditions in a rule are necessary (they are linked by and) the probability
of the conclusion will be the product of the probabilities of the conditions;
on the other hand, if the conditions in a rule are alternative (linked by or),
the probability of the conclusion will be equal to the probability of the
most certain condition. PROSPECTOR used a more statistically sound
approach based on Bayes’ theorem, and these two ways of dealing with uncer-
tainty have remained the most important bases for ulterior refinements
(Neapolitan, 1990). 

Central to expert systems is the separation between the knowledge
involved in solving a problem and the knowledge involved in designing the
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computer software of the “inference engine”. While the latter is the domain
of specialised programmers, the former is the domain of experts, and it was
essential for the development of expert systems to find ways of obtaining
that knowledge from the experts. Techniques for acquiring and encoding
knowledge were developed, and the field of “knowledge engineering” was
born, aimed at extracting from the experts and representing the knowledge
that would be at the core of these systems. Within this framework,
knowledge acquisition became crucial to the design of expert systems
(Figure 2.6).  

With the popularisation and diffusion of expert systems technology in
the 1980s after the first wave of pioneering projects, a variety of knowledge
acquisition methods were suggested (Breuker and Wielinga, 1983; Grover,
1983; Hart, 1986; Kidd, 1987), which tend to be a combination of a few
basic approaches: 

• Consulting documentation like manuals, guidelines, even legislation,
considered by the experts as the sources of their expertise. 

• Studying past cases and the analyses experts made of them, maybe
concentrating on a few key examples, or maybe looking at large numbers
of them and using automatic induction methods to derive decision rules
from their results. 

• Discussing cases in person with the experts, be it current cases
(although they may raise problems of confidentiality), or past cases of
particular relevance, or even imaginary cases pre-prepared by the
knowledge engineer. 

• Watching experts apply their knowledge to current problems, maybe
focusing on particular cases, maybe using comparative methods like
“repertory grids”. 

• One variation of the last approach – a rather ingenious and probably
the most productive of “case-based” approaches – is the knowledge
engineer being guided verbally in the solution of a case by an expert
who cannot see it (Crofts, 1988). 

If more than one expert is used, the issue of consensus between experts
may also need to be addressed (Trice and Davis, 1989). MYCIN also
included pioneering work in knowledge acquisition, in the form of the system
TEIRESIAS that was linked to it, built to allow the experts to interact

Figure 2.6 Knowledge acquisition and expert-system design.
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directly with the expert system being designed and to improve its knowledge
base, reducing the role of the expert system designer. 

2.4 THE PROMISE OF EXPERT SYSTEMS? 

One of the obvious questions to ask with respect to expert systems is about
the partial nature of their success to date. Considering their theoretical
simplicity and the universality of potential areas of application, how is it
that they are not the single most important problem-solving computer tool
used in most areas of professional practice? 

In the 1980s it looked as if they were going to become the all-embracing
problem-solving tools of the future, and their numbers were growing
considerably, as the OVUM Reports showed (Hewett and Sasson, 1986;
Hewett et al., 1986). However, in the 1990s the interest seems to have
faded, and expert systems are seen increasingly as no more than useful tools
which can make a partial contribution to problem-solving, dealing with
aspects that require some logical inference and some dialogue with sources
of information (human or database). Also, while interest in expert systems
has been apparent in traditionally technological fields, in fields more
related to the social sciences – like town planning – the impact of expert
systems has been minimal and research has tended to concentrate in very
specific areas like building permits and development control (Rodriguez-
Bachiller, 1991). This situation is not far from that identified in the US
some years before (Ortolano and Perman, 1987), with city planning being
among the few professions falling behind in the exploration and adoption
of expert systems.

Thirty years after expert systems first came onto the scene, it is possible
to look with hindsight at their emergence and growth, and identify some
aspects which explain their popularity in the 1970s and 1980s but which,
when put in the context of other improving computer tools and of more
demanding and flexible decision-making environments, may also be at the
root of their relative disappointment later on: 

1 Expert systems represented at the time a new style of interactive
computing, more personalised and friendly than the habitual “batch
work” with mainframe computers. When, in the 1980s, the new trend
of microcomputing (based on both PCs and Workstations) started to
penetrate the market, this contributed also to this new style, reinforcing
the appeal of expert systems even more. However, with these new per-
sonalised tools for communicating with computers – the screen and the
keyboard, and later the “mouse” – also came a revolution in software,
which started to take away the novelty that expert systems may have
claimed for themselves: 
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• Interactive software started to proliferate, with menu-based interaction
(we could call it “dialogue”) as their backbone, much in the style in
which expert systems interact with their users. 

• A new generation of interactive operating systems – like Windows –
also appeared, with “user-friendliness” as their selling pitch, based on
menus of options (not unlike expert systems’ questions) and with a
much more “visual” approach based on icons and windows.

• Database theory originates from 1970, and during the 1970s and 1980s
the availability of commercial database-management software became
widespread, including advances such as the possibility of having pro-
grammable databases, or even so-called “intelligent” databases where
the search for information can be subject to quite complicated rules, in
a style again not too different from how an expert system’s inference
tree seeks information. 

2 The elegant logic of production rules provided a universal framework
for problem-solving so that just one type of structure provided for virtually
all the needs of this new type of computer–user interaction. Production
rules appeared as potentially universal tools capable of representing any
kind of knowledge, with a logical framework providing at the same time
the basis for the necessary inference to be carried out, and the basis for a
sensible dialogue with the user: 

• The tree of rules provided a simple mechanism for replicating human-
like inference and deriving relatively complicated conclusions from
answers to relatively simple questions. 

• The same structure could be used to generate automatically the ques-
tions to ask the user in the dialogue (or the items of information to
retrieve from databases). 

• As an added bonus, the same rule structure also provided a mech-
anism for “why” and “how” explanation during the dialogue with
the user. 

Also, the easy representation of production rules in quasi-natural language –
away from the specialised programming languages usual in computing at
the time – suggested that anybody could master the use of these structures
and write expert systems’ knowledge bases: 

• The knowledge base could be written by anybody who could articulate the
expert knowledge, with no need for practically any computer expertise.

• Because the “control” of the computing process did not have to be
pre-programmed explicitly, rules could be written/added into the
knowledge base in any order, by anybody with sufficient knowledge of
the problem but with no particular expertise in programming. 

• Adding/changing knowledge in these knowledge bases would also be
easy if the knowledge changed – for instance if new legislation came



Expert systems and decision support 43

about – just by adding/changing rules, by adding/changing “branches”
in the inference trees. 

This versatility, and the proliferation of expert system “shells” to manipulate
these knowledge bases, attracted many to the idea of expert systems. It was
almost too good to be true. In practice, however, all this promise proved to
be more limited than at first thought when applied to larger and more complex
problems in the real world. 

First of all, it became increasingly clear that the process of extracting
knowledge from experts was not without problems, and it has been acknow-
ledged as a real “bottleneck” in expert system design for a long time (Davis,
1982; Buchanan et al., 1983; Gaines, 1987; Cullen and Bryman, 1988;
Leary and Rodriguez-Bachiller, 1988), derived from the difficulty of identi-
fying and retrieving the expertise from experts who “don’t know how
much they know” and whose knowledge is often implicit (Berry, 1987).
The expert may have forgotten the reasons why problems are solved that
way, or he/she may have learned from experience without ever rationalising
it properly. The difficulties for a knowledge engineer – not expert in the
field in question – when interpreting the knowledge as verbalised or used by
the expert (what is sometimes referred to as “shallow” knowledge) can be
intractable, and suggest that the expert system designer should be at least
a semi-expert in the particular domain of expertise, and not just an expert
in knowledge acquisition. In the words of Gaines (1987), the solution to the
knowledge acquisition bottleneck may lie, paradoxically, in “doing away
with the knowledge engineer”. This requirement that expert-system designers
should be the experts themselves potentially solves the knowledge-acquisition
problem but may create a new problem in that, given the relative scarcity of
experts – this scarcity may be one of the reasons for developing expert systems
in the first place – this approach may simply be replacing one bottleneck
with another.

In terms of the universal applicability of production rules, Davis (1982)
already pointed out how it could prove too difficult in larger expert
systems to represent all the knowledge involved with just one type of
representation like production rules. This problem could take the form of
a need for some form of control in the middle of the inference more akin
to traditional computer programming, and difficult to express in the
simple syntax of if-then production rules. Sometimes it could be that
complicated procedures needed to be activated when certain rules were
applied, or it could be that strategic changes of direction were needed to
change the avenue being explored when one avenue was proving fruitless,
a point raised years earlier by Dreyfus (1972) against AI in general, and
not just expert systems.

With respect to the explanatory capabilities of these structures (answering
why? and how? questions) we have seen that what is offered as “explan-
ation” is simply a trace (a “recapitulation”, in the words of Davis, 1982) of
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the chain of inference being followed and not a proper explanation of the
deeper causality involved, nor any of the many other possible elaborations
which could be given (Hughes, 1987), even if this simplistic explanation
seemed quite revolutionary when these systems first appeared. In terms of
the user-friendliness of production rules written in quasi-natural language,
it proved to be true when developing demonstration prototypes, but when
building complicated knowledge bases the complexity was virtually no
different from that of ordinary programming (Navinchandra, 1989). This
becomes apparent very clearly, for instance, by the fact that inference
“trees” become more and more difficult to draw on a piece of paper as
the problem becomes more complex, as multiple connections become the
norm rather than the exception, and trees become “lattices”. One of the
implications of this was that, against what was anticipated, adding to or
modifying an existing knowledge base proved to be as difficult as in trad-
itional programming – where it is often impossible to change a program by
anyone other than the person who wrote it originally – and the idea of
incremental modifications to the knowledge base as the knowledge
evolved, started to appear much less practical than at first thought. And,
once the user-friendliness of expert-system design disappears, these sys-
tems become similar to other computer tools, with their specific program-
ming language requiring considerable expertise for their design and
maintenance. 

From this discussion, some of the possible reasons for the relative loss of
appeal that expert systems have suffered in the last ten years become appar-
ent. First, their innovative interactive approach to computing is not the
novelty it once was. Second, the user-friendliness of expert-system design is
questionable, as these systems can be almost as difficult to design and
modify as other computer tools, except in the simplest cases. Third, the
universal applicability and the durability of expert systems is also put into
question, and these systems are at their best when applied to relatively small
problems whose solution methods are well established and are unlikely to
change. It is for these reasons that expert systems, which started offering
great promise as universal problem-solving tools for non-experts, have been
gradually reduced either to research prototypes in academic departments or
to the role of tools – albeit quite elegant and effective – to solve relatively
small and specific problems within wider problem-solving frameworks,
which are dealt with by other means and with different computer tools. 

2.5 FROM EXPERT SYSTEMS TO DECISION SUPPORT 
SYSTEMS 

As problems become bigger and more complex, the simple rule-based logic
of ES begins to prove inadequate, and needs a framework within which to
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perform its problem-solving. Also, as problems become more complex,
their aims and solution approaches often become more tentative and open-
ended, and for such exploratory problem-solving ES are less suitable. For
ES to be applicable to a problem, the solution procedures for that problem
must be “mapped out” in all their possibilities, so that the system can guide
the user when confronted with any combination of circumstances. The
problem-solving process is embedded in the expert system, and the user is
“led” by the system which, in this respect, is not very different from trad-
itional models or algorithms. 

A Decision Support System (DSS), on the other hand, is designed to support
problem-solving in less well-defined situations, when the decision-maker
has to find his/her way around the problem by performing some form of
interactive evaluation of possibilities. DSS are “interactive computer-based
systems which help decision-makers utilise data and models to solve
unstructured problems” (Sprague, 1980). The one-way evaluation implicit
in traditional models and, to a certain extent, in expert systems, changes
into an open-ended interactive evaluation (Janssen, 1990) where the user
guides the system (instead of being led by it) through a process which is at
the same time a problem-solving process and a learning process. There is
a link between how a problem is defined and how its evaluation is performed:
if a problem is completely defined – and there is consensus on its solution
method – then a one-way evaluation approach using a model or an ES is
appropriate. DSS are useful when the definition of a problem is open-ended,
and therefore the evaluation required to solve it is also incompletely
defined. Such “ill-defined” problems are characterised by (Klein and Methlie,
1990): 

• the search for a solution involving a mixture of methods; 
• the sequence of their use cannot be known in advance, as in ES;
• decision criteria which are numerous and largely dependent on the

perspective of the user; 
• the need for support not at predetermined points in a decision process,

but on an ad hoc basis. 

The fact that the phrase “decision support system” is quite meaningful
and self-explanatory has contributed to its excessive use, with a tendency to
apply it to any system used to support decision-making – which could
potentially be applied to virtually all computer applications – but DSS
developed historically as a quite specific and new approach to computer-
aided decision-making. DSS research started in the late 1960s (in the 1970s
they were called “Management Decision Systems”) at several business schools:
the Sloane School of Management at MIT, the Harvard Business School,
the Business School HEC in France, and the Tuck School of Business
Administration at Dartmouth College (Klein and Methlie, 1990). They



46 GIS and expert systems for IA

came from the academic tradition of management science, and were seen as
the culmination of an evolutionary process followed by successive generations
of increasingly sophisticated computerised information systems for manage-
ment (Sprague, 1980; Thierauf, 1982; Bonczek etal., 1982; Ghiaseddin, 1987):

1 At the lowest level of sophistication, non-real-time Information Systems
(IS) were based largely on “electronic data processing” (EDP) routines,
and were oriented mostly towards “reporting the past”. 

2 Next, real-time Management Information Systems (MIS) were geared
to “reporting the present”, so that data were put into the system as
soon as available, and summary reports were generated regularly to
help decision-making. 

3 Decision Support Systems (DSS) were designed to “explore the future”
using interactive computing facilities to help the decision-maker, but
not taking the decision for one. 

Although there is no theory for DSS (Sprague and Watson, 1986), a
conceptual framework evolved out of the IBM Research Laboratories in
San Jose (California) in the late 1970s. DSS typically consist of (Bonczek
et al., 1982; Sprague and Watson, 1986):

• a set of data sources; 
• a set of models and procedures (ES can be part of these); 
• a set of display and report formats; 
• a set of control mechanisms to “navigate” between the other three,

which is the most important element, since in these systems it is the
user who steers the system instead of being led by it. 

If spatial information and/or spatial analysis are included, another set of
spatial procedures and data may have to be added to the list above, and we
are talking about a so-called Spatial Decision Support System (SDSS) (Den-
sham, 1991), where GIS can – and often does – play an important role, as
we shall see. What is also crucial as a complement to the navigation possi-
bilities in DSS is that at the core of these systems there are:

• some kind of evaluation function to assess the quality of the options
being considered and some criteria for “satisfying” (not necessarily
optimising);

• “what-if” capabilities to test alternative combinations of procedures
and data;

• some learning capability, so that when certain combinations or “routes”
are proven particularly successful, the system can “remember” them for
next time.
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Within such systems, ES can play an important role (like GIS, models or
other procedures) being called by the user to apply their problem-solving
capabilities to particular aspects of the (large) problem (Figure 2.7).

In a way, DSS can be seen as complementary to ES, also helping with
decision-making but in a very different way (Turban and Watkins, 1986):

The most important feature of DSS is their flexibility, the user’s control
of the process, and the most important part of the DSS structure is the
“navigator”, which embodies that flexibility in the form of a range of
choices of data, procedures, displays, etc. available to the user. Because of
this inherent flexibility and open-endedness, the emphasis when discussing
DSS structure has shifted towards discussing “DSS generators” (Sprague,
1980) rather than DSS themselves: 

• The DSS is seen as a collection of problem-solving tools (models,
data, etc.).

• The DSS generator is seen as a flexible framework for the user to con-
struct the DSS over time; these “generators” can be seen as “empty” DSS,
as DSS “shells”, not too different from the expert systems shells we
have already mentioned. 

Because of the open-ended nature of the problems these systems are applied
to, a standard linear design approach (analysis, design, implementation)
cannot be used, but instead an iterative design cycle is used. The idea is

 ES DSS 

Objectives to replicate humans to assist humans 
Who decides the system the user 
Orientation expertise transfer decision-making 
Query machine queries human human queries machine
Client individual user possible group-user
Problem area narrow complex, wide 

Figure 2.7 ES and DSS.
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that the system will become modified (will “learn”) with use; learning is
integrated in the design process. In traditional linear design, looking back
is seen as a failure, in DSS design it is seen as essential. 

A survey by Hogue and Watson (1986) found that DSS design took less
time when DSS generators were used, and also when the designers were
people already working in the domain area of the problem, which finds
parallels with the field of ES. Also, in comparison with ES, where one typ-
ical problem in expert system design is how to determine when a system is
finished, in the case of DSS this does not present theoretical or practical
problems. The aims of DSS are themselves open-ended, and the objective is
not to develop a “finished” DSS, but to help decision-making in a cumula-
tive learning process of successive changes and improvements. 

2.6 CONCLUSION: EXPERT SYSTEMS ARE DEAD, 
LONG LIVE EXPERT SYSTEMS!

The conclusions from the discussion in this chapter are “mixed”: on the one
hand, the technical potential of expert systems to be good vehicles for the
dissemination of good practice is clear. They represent precisely what is
needed, the extraction of the expertise from those who know and making
that knowledge available to those who don’t know, with very positive add-
itional connotations of top-down technology transfer within organisations.
Expert systems represent a very powerful enabling technology. On the
other hand, their association with specific forms of representation of the
knowledge – like if-then rules and their associated inference trees – or with
specific technologies – like the universal expert systems “shells” – can be
limiting beyond the simplest demonstration prototypes. Such negative
aspects suggest that the greatest contribution of “pure” expert systems is
likely to be in relation to specific tasks within the overall problem-solving
framework, rather than as “master-controllers” of the whole process. On
the other hand, at a more general level, the basic principles of what we
could call the expert systems “approach” are perfectly appropriate to what
is needed: 

• The whole approach is based on the know-how extracted from experts
and accepted sources, and only to the extent that these exist, the
approach is viable. 

• The operation of the technology is highly interactive and user-friendly
for the non-expert, relying all the time on natural language and feed-
back.

The paradox is that these traits – initially pioneered by expert systems –
increasingly characterise most computer applications and, in this sense,
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while pure expert systems become relegated to being just another specialist
computer technique, the expert systems “approach” has become mainstream
and pervades practically all modern computer applications.
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3 GIS and impact assessment

3.1 INTRODUCTION 

This chapter reviews GIS applications concerning only the “natural” envir-
onment and Impact Assessment in particular, as they have been reported in
the published literature.6 One of the striking features of the literature is the
relatively small proportion of accounts of GIS use that reaches the public
domain in books or research journals, with the vast majority appearing as
papers given at conferences – often sponsored at least partially by GIS ven-
dors – with no follow-up publications afterwards, or as short articles in mag-
azines heavily dependent on GIS advertising (GisWorld, GeoWorld,
GisEurope, Mapping Awareness, GeoEurope are typical examples). In such
accounts, often the interest does not lie in theoretical or technical issues
raised by the particular application, but in the very fact that it happened, in
the fact that GIS technology was used. This is typical of the current stage in
GIS development, where much of the interest is in the diffusion of this tech-
nology – who is adopting it and how fast – just as with other technologies
before. The proliferation of such outlets for the monitoring of GIS diffusion
also provides very useful market research for the industry itself. 

The chapter starts by putting Impact Assessment (IA) in the wider
context of impact management – to be discussed in Chapter 4 – and the use
of GIS for IA is discussed in its different levels of complexity: GIS just for
mapping, GIS linked to external models, GIS using its own functionality,
and combinations of the three.

3.2 IMPACT ASSESSMENT AND ENVIRONMENTAL 
MANAGEMENT 

The introduction to GIS in Chapter 1 indicated how much of the functionality
of these systems is more directed to the solution of cartographic problems

6 Rodriguez-Bachiller (2000) includes an earlier version of this bibliographical review.
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than to solving substantive analytical problems, even if the situation is
changing as this technology evolves. It is not surprising therefore that the
relatively complex technical operations involved in the core of Impact
Assessment have made in the past only limited use of GIS. In the UK, GIS
has been absent from virtually all Environmental Statements up until the
end of the 1990s7 and, even afterwards, GIS use has been limited to dis-
playing a few maps without any analytical manipulation of them. In terms
of published references worldwide, Joao (1998) already pointed out in her
brief review the paradox that, while environmental applications of GIS are
very numerous, IA applications of this technology represent only a fraction,
quoting as an indication the fact that in the Database GEOBASE (covering
usage between 1990 and 1996) she found only 1.2 per cent of all
GIS-related references being concerned with IA, and only about 6 per cent
of the references related to IA involving GIS. The bibliography in
Rodriguez-Bachiller (1998) also showed this apparent contradiction: more
than half (53 per cent) of all GIS applications recorded were concerned
with the environment, but only 8.4 per cent were concerned with IA as
normally defined. 

Over time, the relative importance of different areas of GIS application
has changed considerably. Updating the information in Rodriguez-Bachiller
(2000),8 Figure 3.1 shows the relative “share” of various areas of GIS
application, not in absolute numbers of publications – this would only be
accurate if the bibliographical reviews had covered the same or equivalent
sources every year, which they do not – but in percentages of all the pub-
lications recorded each year. We can see that the share of environmental
applications – the sum of “rural”, “environmental” and EIA – seems to be
declining over time, as GIS use in transport and various services (public,
private, “utilities”) increases, although this is probably not an indication
of a decline in environmental GIS use, but a reflection of a fast increase in
the diffusion of GIS in these other growing sectors. The low share of IA
applications does not seem to vary much over time. 

Undoubtedly, this apparent anomaly is partially due to the mentioned
mismatch between the relatively simple analytical functionality of GIS and
the technical complexity of impact prediction and assessment. However, it
is suggested here that it is also due to the relatively narrow definition of IA
that is normally used, which tends to include only the technical core of IA
consisting of impact scoping, prediction and mitigation. On the other hand,

7 Judging from the collection held at the Impacts Assessment Unit at Oxford Brookes
University – a sample of about 25 per cent of all EIS produced in the UK covering the
complete period since EIA was formally introduced – only since 1998 have some statements
contained GIS (Arc View) maps (Wood, 1999c, personal communication).

8 That publication updates an earlier bibliography in Rodriguez-Bachiller (1998), which
looked at GIS magazines (of the type already mentioned), books, articles and conference
proceedings from the late 1980s.
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if we broaden our view, even from the abbreviated description of IA in
Section 1.6 we can appreciate the wide range of environment-related opera-
tions that really constitute IA: 

1 Appraising the environment and assessing its quality and sensitivity,
needed for the determination of the key impacts (scoping) which need
investigation. 

2 Identification of all potential impacts from a project to determine if it
requires an impact study (screening) and which future impacts ought to
be studied (scoping). 

3 Consulting the public and specific interest groups about the significance
of impacts, about alternative locations for the project and about possible
mitigation measures. 

4 Modelling and forecasting the evolution of the environment without
the project, to establish the various baselines for comparison with the
impact predictions. 
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5 Forecasting the impacts on that environment of the particular project,
the impact prediction as such which is included in all IA reports. 

6 Forecasting impacts from other projects likely to add their influence to
that of the project, to determine possible cumulative impacts. 

7 Assessing the significance of the likely impacts on the environment by
comparison with the relevant standards. 

8 Establishing possible mitigation measures to counteract any significant
effects on the environment identified in the previous stages. 

9 Monitoring the actual impacts once the project is under way for correc-
tion and mitigation or for reassessment. 

What is normally considered IA constitutes the central part of this list,
but the wider definition of IA also must include other tasks (in particular 1,
4 and 9) which serve the purpose of general environmental management
but are also essential to good IA. One of the reasons why the relatively
narrow definition of IA is normally used as opposed to the wider definition
is probably that the two involve not only different sets of operations, but
they are usually performed by different actors: 

1 Identifying, forecasting and assessing project impacts with varying
degrees of public consultation (tasks 2, 3, 5, 7 and 8, sometimes also 6) –
what we can call IA as such – are project-specific and usually the
responsibility, in the US and Europe, of those agencies or actors behind
the project being assessed, the “developers”. 

2 On the other hand, monitoring, assessing and auditing the environment
(tasks 1, 4 and 9 above) – what we can call environmental management –
are also essential to IA but are not necessarily associated with any
project in particular, and are usually carried out by large organisations
(sometimes in the public sector) or environmental agencies. 

In relation to this distinction between Impact Assessment and environmental
management, one particular environmental management task, environmental
modelling and forecasting (unrelated to any particular future project) is
crucial to the baseline part of IA, but tends to “fall between two stools”
and not be systematically performed by anyone. Developers do not have
the data and resources to undertake it for an area where they are involved
in just one project, and larger organisations and environmental agencies
very rarely consider it part of their terms of reference to keep the kind of
ongoing simulation of the environment in all areas of the country that this
would entail. It is therefore not surprising that this part of IA is very rarely
done, or done well, and baseline studies usually confine themselves to the
presentation of the environmental situation at the time of the study, but
with little or no forecasting. 

If one considers IA as the project-based process mainly carried out by
developers, it is not surprising to find that GIS is scarcely used, given the
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considerable costs not only of the expertise and the hardware/software
(important bottlenecks years ago but gradually becoming less of an obstacle)
but of the data, as Joao and Fonseca (1996) found in their small survey of
environmental consultants. Even if that survey had a low number of
respondents, it is interesting that the time and cost of setting up a GIS data-
base to be used only for one project was quoted as the most important
drawback of GIS, while the more traditional problem of start-up costs of
hardware and software was the second most important, followed by lack of
digital data and training requirements for the staff – not all IA consultants
can afford to have up-to-date GIS experts. Nutter et al. (1996) also pointed
out the difficulties in IA with GIS data managers, as well as the conflicts
between the rapidly changing GIS technology and the staff involved.
Although average training and hardware/software costs diminish within an
organisation as GIS is applied to more projects, data problems are usually
specific to only one project, unless an organisation specialises in IA in the
same geographical area – of which there is no evidence, at least in the UK –
and it is these very high one-off costs which are likely to be the strongest
deterrent against GIS. In less developed countries, resource-related problems
are likely to be even greater (Masser, 1990), and Warner etal. (1997) repeat
the “health warning” about GIS data accuracy in developing countries,
where data are collected only sporadically (and often from remote sensing
without “ground-truthing”), not reflecting fast-changing seasonal situations
which can make all the difference for IA. 

This chapter concentrates on reviewing GIS applications which are
related more to those tasks listed above linked to the technical core of
Impact Assessment as such. Those concerned with environmental manage-
ment will be reviewed in the next chapter.

3.3 THE ROLE OF GIS 

Whether GIS is used for environmental management or IA, an aspect which
is crucial to our understanding of the contribution of GIS is the role that
these systems play and the sophistication of their contribution. We can
express this by the degree to which GIS is used just as “provider” of
information (maps or data for a technical task), or as a true analytical
instrument: 

1 At the lowest level of sophistication, GIS may be used just for mapping,
for the production of maps of the environment, of the project, or of
particular impacts from it, to provide visual aids to researchers or
managers who will use this information in a non-technical way and
externally to the system. 

2 At the next level, GIS can itself be involved in technical analytical tasks,
which can be internalised to different degrees into the GIS: 
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(i) The GIS can provide data (more or less prepared or “pre-processed”)
to an external model, programmed outside the GIS and “coupled”
in some way to it. In a similar way, GIS can be used to display output
(more or less manipulated or “post-processed”) from such models.

(ii) The internal functionality of GIS – buffering, overlay, map algebra,
visibility analysis, etc. – can be used for the task in question. In
such cases, it is also useful to distinguish whether the GIS is set up
to be operated hands-on by a relatively expert user, or has been
pre-programmed so that a non-expert user can apply it. 

3 Finally, the pre-programmed approach just mentioned can reach the
sophistication of the GIS being integrated with an interactive system
(an Expert System for example), so that the operation of the GIS and
its links with other tools – if any – are guided by the user’s choices in
“dialogue” with the system, used as a decision-support tool. The focus
in this chapter and the next is on GIS applications not involving
decision-support tools. Expert Systems and other decision-support
tools will be discussed in Chapter 5. 

Updating the information in Rodriguez-Bachiller (2000) – that classifies
GIS references using similar categories – we still see a fairly balanced distri-
bution between these different levels of complexity in GIS use over the
whole period 1988–2001: GIS for mapping is – somewhat unexpectedly –
quite frequent, amounting to 27 per cent of all cases; GIS linked to external
models accounts for 18 per cent; and more than half of the cases involve
some degree of expert pre-programming, be it to handle GIS’ internal func-
tionality or to link these systems to external models or to wider systems.
Over time (Figure 3.2) the share of the most sophisticated approaches
(“decision support”) seems to be declining, as the relatively simpler level of
use (“mapping”) seems to be on the increase. This seems to contradict a
natural expectation of increased sophistication with time, although, as
pointed out earlier when discussing Figure 3.1, it is probably not due to
a decline in more sophisticated GIS use, but to a fast increase in its use at
the lower end of the scale, as this technology is diffused to more and more
countries and to more and more new areas of application. 

3.4 GIS FOR IMPACT ASSESSMENT 

As with general environmental modelling, reviewed in the next chapter,
a series of conferences mark the evolution of the interest in the use of GIS
for Impact Assessment. The difference with modelling, however, is that with
the passage of time and the increase in skills and knowledge, the interest in
the use of GIS does not seem to have increased – taking research into
deeper and deeper layers as we would expect – but rather the opposite.
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As one of the first steps on that road, Guariso and Page (1994) report on
a conference in 1993 on Information Technology (not only GIS) for IA,
where GIS features prominently and arguments about its potential abound.
Around that time, Eedy (1995) lists the potential of GIS for various aspects
of Environmental Assessment, based on their capacity for storing information
in “real time”, providing data for models, and performing map overlay,
buffering, viewshed analysis, etc. The World Bank (1995) provides a similar
argument, pointing out the different needs of project-based GIS and institution-
based GIS at national/regional level. The conferences of the International
Association for IA (IAIA) – meeting annually since 1980 – also take notice,
with a “peak” of interest in GIS in 1996 when, at the conference held in
Portugal, a whole section was devoted to “GIS for EIA”, with seven papers
in it and many more on the same subject in other sections. Then, GIS in
later IAIA conferences gradually fades away: in 1997 (in New Orleans)
there are only five papers mentioning rather unsophisticated uses of GIS, in
1998 (in New Zealand) there are six papers mentioning the potential of
new technologies like GIS, and in 1999 (in Glasgow) there are just a couple
of papers underlining the use of GIS, even if other papers mention its use.
It seems as if the novelty of GIS as the object of research has been
exhausted rather rapidly – for IA experts at least – and it only remains as
a tool to be used. On the other hand, when we looked at the relative
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Figure 3.2 Complexity in GIS use from the late 1980s.
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importance of different areas of GIS application over the years (Figure 3.1),
we saw that the share of EIA remained fairly constant. This contradiction
seems to suggest an asymmetrical relationship between GIS and IA: while
IA maintains – and even increases – its appeal in the field of GIS application
over the years, the latter has kept its use in IA mainly as a practical instru-
ment, in ways which we shall now go on to review. 

3.4.1 GIS mapping for impact assessment 

When GIS are first adopted by organisations (and by professional and
political cultures), the simple production of maps is often their most
frequent use – as in British local authority Planning departments (Rodriguez-
Bachiller and Smith, 1995) – and it makes sense to expect that only as
confidence and experience grows, GIS functionality is increasingly used in
its more technical aspects. For this reason, it is often over-simplistic to put
a GIS application in the “just mapping” category, as it is likely to evolve
over time into more sophisticated uses. The extent to which this applies to
some of the applications classified here in the mapping category is difficult
to tell from the published references, and could only be determined with
“longitudinal” studies following the development of these applications over
time, a task well beyond this review, or the project it developed from. On
the other hand, the large number of applications which seem to be aimed
mainly or exclusively at the production of maps9 – at least at the time of
publication – makes it impossible to ignore this level of rather superficial
GIS use, even at the risk of under-rating the real depth and complexity of
some of these applications. 

Accordingly, we start by looking at GIS uses at this level, when these
systems seem to be applied (maybe only temporarily) just to the production
of maps for external visual analysis. Mapping impact-related information
can play an important role in IA, simply by displaying the information and
letting the viewer make the connections. Collins et al. (1986) give an early
example of producing maps to assess habitat risk from a proposed new
town using satellite data, Henzel et al. (1990) relate in the same way
ground water pollution to different farming practices, and Dodge (1996)
maps fire incidents in South Wales animating them over time to see if there
are any patterns the eye can detect. This approach has been effectively used
for anticipating and assessing visually the probable impacts from the siting
of new facilities: 

• Siderelis and Tribble (1988) used GIS maps to support a bid for the
location of a particle accelerator in North Carolina, and Oliver (1988)

9 In Rodriguez-Bachiller (1998), 25 per cent of all references, by far the most numerous, are
in this category. 
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did the same for Illinois (at the time, 25 States were submitting bids to
the US Department of Energy for the location of such facilities). 

• Pereira and Mourab (1999) use GIS maps to illustrate visually the
potential impact of different locations for the planned new bridge over
the river Tagus in Lisbon. 

• Roper (1996) reports how the duration of a road project in Florida was
cut down from the expected eight years to four by using GIS to carry
out a study of probable impacts and producing maps of the population
in the areas likely to be affected. 

Ex-post impact monitoring is a typical area where simple mapping can
provide very useful insights: Friel et al. (1993) use satellite data to monitor
an oil spill in Tampa Bay, and Allen (1995) does the same to monitor the
Komi oil spill. Wagner (1994) maps the impacts of a new car-manufactur-
ing plant, Corbley (1995) uses GIS maps to monitor the aftermath of a
hurricane in Florida, Meldrum (1996) monitors in this way abnormal
levels of radiation (after Chernobyl) in the UK, and Evers and Most
(1996) localise and map emissions from landfills in the Netherlands for
their Emission Inventory System of that country, and Longhorn and
Moreira Madueno (1998) monitor toxicity from an open-cast mine in the
Coto de Dona Ana (Spain). Also, Brown (1994) uses mapping to help
with impact mitigation in South Carolina, to identify and assess wetland
areas and the opportunities they offer, helping to detail mitigation
categories. 

It is often the input–output links between the GIS and the outside that
attract attention: satellite imagery is mentioned frequently as an ideal
source of information, and Rodbell (1993) discusses the potential of using
GPS for accurate mapping of impacts. In particular, multimedia GIS for
impact recording and display is quite prominent since the early 1990s, when
video information (Shiffer, 1991, 1993) and noise simulation (Dubbink,
1991) were used to improve interaction and collective participation in
environmental decision-making. And then hypertext (or “hypermedia”, a
hierarchical way of storing information that allows “nested” zooming in
and out of different items) came into the scene to link it all up: Fonseca
et al. (1994, 1996) discuss a system integrating GIS maps, photographs,
videos, 3D graphics, text and sound – all in hypertext mode – for the Expo
’98 in Lisbon, to help with impact scoping, prediction and visualisation
(including “walk through” effects) for public participation. In fact, partici-
patory IA is one of the themes at the forefront of Impact Assessment:
Patindol (1996) discusses a system for participatory IA using a GIS data-
base of environmental risk information and also economic evaluation of
enhancement measures for a hydroelectric power project, and Richardson
(1999) indicates the potential of GIS to help participation in areawide
Strategic Environmental Assessment, another emergent area attracting
increasing interest in IA. 



GIS and impact assessment 61

3.4.2 GIS linked to external models for IA 

As expected, this type of GIS use is central to IA, with GIS providing data for
models and then being used to display the results from those models. The
linkage of a GIS to a model can be related to any of the typical stages in a
modelling exercise, which in turn will define the type of use made of the GIS:

• The model can be at the design stage, when its form and the interven-
ing variables are being defined, and the GIS can provide the base data
to be analysed and modelled. 

• The model may have been designed already and it only requires
estimation – calculating its parameters and their statistical significance –
for the particular area or case study, as is often the case with environ-
mental models; the GIS provides the data to the external model, which
is estimated by statistical means. 

• Finally, a model may have been already designed and estimated for a
particular situation and it only requires application, using it for the
purpose it was designed for, be it predicting environmental events,
predicting impacts, or any other simulation; the GIS provides the data
and registers the results, maybe also in map form. 

Sometimes the distinction between these stages is blurred, and several
stages are involved. For example, with some types of models (like regres-
sion models, widely used in environmental modelling) design and estima-
tion are combined, as the estimation of the significance of parameters is
used at the same time to include or exclude intervening variables in the
model (design).

Linking these two technologies raised, from the early days, a number of
methodological issues (Nyerges, 1993). In particular, the question of how
models are connected to GIS is not trivial, and is reflected in the number
of references on the subject that appeared in the first half of the 1990s.
Mandl (1992) identifies three ways in which the connection between GIS
and external models can be organised: (i) so-called “loose coupling” of
GIS and models, where the two exchange data and results through files;
(ii) “tight coupling” where not only data but other information is shared
between the two “tool boxes” of the GIS and the model; and (iii) full
integration of all the modelling and spatial operations into one software
product, which is very rare. Fedra (1993, 1996) identifies the broad
alternative approaches to integration very much along the same lines:
(i) as two separate systems exchanging files, or (ii) through deeper integra-
tion sharing memory space with transparent transfer between the two,
either by using a higher-level language built into the GIS or by using a tool
kit that talks to the GIS functionality and to the models. Raper and
Livingstone (1996) argue that integration should take place at the highest
level, using “object orientation” as the integrating approach. This issue is
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still today one of the stumbling blocks of off-the-shelf GIS – which are not
particularly easy to link in either of these ways – which has been period-
ically revisited in the research literature (Jankowski, 1995; Dragosits et al.,
1996), be it dealing with the simulation of impacts or with wider environ-
mental aspects. 

The simulation of impacts can be applied to help at the planning stage
of projects. For example, Ladha and Robertson (1988) describe an early
GIS system (conceived as early as 1972) for route planning of power
lines based on impact prediction and its perception by the population;
Schaller (1995) describes how landscape analysis models and water flow
models were used to predict ecological transition and danger to species,
for different alternative ways of building the Rhine-Main-Danube
connection in Southern Bavaria. Guimaraes Pereira and Antunes (1996)
use genetic algorithms to search for alternative sites for facilities using
map algebra with IDRISI; Wu (1998) uses GIS and a cellular automata
model to simulate urban encroachment on rural land, and Jones et al.
(2000) combine Map-Info with an environmental prediction model to
help “planning for a sustainable city”. However, the most common use
of impact simulation is in a later stage in the development of projects,
and examples incorporating GIS are numerous, covering a wide range of
impact types. 

Water pollution in different forms is one of the areas of impact that has
attracted more interest than most in simulation modelling linked to GIS: 

• Craig and Burnette (1996) linked a GIS to a water quality simulation
model; Kuhlman etal. (1994) modelled non-point pollution, and Bennett
and Vitale (2001) use GIS in a similar way linked to a model. 

• Simpson (1990) and Leipnik (1993) applied this approach to ground-
water contamination, and Gauthier et al. (1992) simulated the contam-
ination of water resulting from the use of pesticides in agriculture;
Jankowski and Haddock (1996) discuss a seamless integration of
Arc-Info and an agricultural pollution model; Bhaduri et al. (2000) use
a model with GIS to assess the hydrological impacts of land-use changes,
and Harman et al. (2001) use GIS and a model to assess potential
contamination sources. 

• Harris et al. (1991) describe research at the university of Madison
(Wisconsin) into a system to simulate non-point pollution of run-off
water in urban areas after rain, looking at all pollution sources in urban
environments (including the roofs of buildings, and the like); water
run-off impacts linked to urbanisation are predicted by Mattikalli and
Richards (1996) using a run-off model and Spot satellite data to simulate
surface water quality changes resulting from land-use changes in the
river Glen watershed (South Lincolnshire), and Brun and Brand (2000)
use a simulation model for the Gwynns Falls watershed in Baltimore; in
the related area of soil pollution, Schou et al. (2000) use modelling and
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GIS to estimate the economic effects of applying different pollution-tax
policies in the Vejle Fjord in Denmark. 

• An area of water pollution that has attracted particular attention is
related to the occurrence of oil spills (Roth, 1991; Green, 1996). Belore
et al. (1990) discuss an early interactive system (using SPANS) where
the co-ordinates of an area are input and the pollution situation around
a spill area is simulated, and at-risk populations of existing species are
given; French and Reed (1996) use a similar model for oil and chemical
spills, and Li et al. (2000) discuss issues of GIS data quality related to
the simulation of coastal oil spills. 

On a different aspect of water modelling, Wu and Xia (1991) use a flood-
simulation model linked to a GIS for Bangladesh, and Rodda (2001) discusses
a similar approach for Europe. From another angle – this time related to
snow – GeoWorld’s News Link reports attempts to predict avalanches
using GIS technology (Geo World, 2001). Earth movements are modelled
by Boggs et al. (2000) combined with a GIS, to estimate geological impacts
derived from mining in the Northern Territory of Australia.

On air pollution, Anderson and Taylor (1988) provide an early PC-based
mapping system (not a fully developed GIS) which maps the output of a
model simulating air pollution from traffic. Osborne and Stoogenke (1989)
link GIS and air-dispersion models for EIA, Moore (1991) uses a model to
simulate point pollution and construct health-risk maps for California, and
Rinaldi et al. (1993) add up air pollution simulations from all sources in an
area to produce overall maps of cumulative impacts. Noe (1993) uses a plume
model linked to a GIS to simulate air pollution for urban populations,
Fouda et al. (1993) applies a similar approach in the Sixth of October city
in Egypt, and Kim et al. (1996) use Arc-Info to see the population impact of
air pollution odour. 

On a different note, Goncalves Henriques et al. (1992) model forest fire
impacts. Related to other types of pollution, Krasovskaia and Tikunov
(1991) report on a system which calculates pollution potential from records
of existing concentrations of pollutants in the Kola peninsula (Siberia), and
Van der Perk et al. (2001) discuss a system to estimate the transfer of radio-
active agents through the food chain after the Chernobyl accident. 

On noise, Schaller (1992) reports on a system to predict the effects on the
environment of increased traffic in Munich, and the system is also applied
to the new international airport in that city. Bilanzone et al. (1993) simulate
noise levels for urban areas in Ancona (Switzerland) to be compared with
tolerance to different land uses in order to predict social conflicts and
suggest mitigations, and Lam et al. (1999) assess road traffic noise impacts.
Aircraft noise in particular has been the subject of considerable interest:
Reddingius and Finegold (1990) use a model (with the raster-GIS GRASS)
to predict noise effects of aircraft at the planning stage of an Air Force base;
Zhuang and Burn (1993) suggest using a similar system to map areas of
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various noise levels and the populations in them (including the property
owners) to help in the management of an airport. 

The simulation of visibility impacts can be done relatively easily and
efficiently using GIS’ internal functionality – as we shall see in the next
section – and, when this type of analysis is done with GIS linked to external
software, it is usually linked to CAD tools used as visualisation aids. Most
applications of this kind try to simulate the visual impact of urban develop-
ment but, occasionally, extensions to the natural environment are also
considered: Mayall et al. (1994) discuss the use of such links for landscape
visualisation in an urban context (showing urban developments in perspect-
ive) discussing how it could be extended to the natural environment, and
Shang (1995) describes a similar combination of computer tools to assess
the visual impact of different silvicultural systems. 

Just as in environmental management, there is a type of modelling
activity for IA which is often borderline with impact prediction, and that is
model building. Mallants and Badji (1991) use satellite data to construct
a model of the rainfall–runoff relationships for EIA, and Bernardo et al.
(1994) discuss a system for Setubal (Portugal) where local perceptions of
flood hazards were modelled for different social groups and a hydrological
model was integrated with a GIS so that impacts could be assessed using
population’s perceptions. 

3.4.3 Using GIS’ own functionality for IA 

Already in the late 1980s, Kramer (1989) sketched out the methodology for
impact assessment with the standard functions available in GIS at the time,
and applied it to the case of large scale commercial developments. Similarly,
Gray (1993) developed a system for environmental assessment of industrial
land and defined some of the requirements which he believed “sophisti-
cated” GIS (purpose built for environmental assessment) should have –
including collections of ready-made tables with the most common features
and attributes used in environmental evaluation – as opposed to “simple”
GIS where the user must define the data models to be used: the entities and
their attributes, the links between them, etc. 

Urban development can be used in IA-related GIS both as the recipient of
impacts or as their cause: for instance, Katz (1993) uses GIS to simulate the
impacts caused by different development scenarios on the natural landscape
in Ottawa (Canada). On the other hand, Van Slagmaat and Van der Veen
(1990) describe a research prototype (the REMIS project) for Dutch muni-
cipalities to map potentially hazardous buildings in a built-up area from the
point of view of noise, and buffer zones around them, sensitive areas, etc.
Dale et al. (1998) use GIS map algebra to assess the environmental impact
of land uses in Tennessee, Le Lay et al. (2001) produce a risk map for
wildlife species in urban areas using GIS map algebra, and Young and
Jarvis (2001) use a similar approach to predict risks for urban habitats.
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Andrews (2001) discusses the application of the “industrial ecology”
approach to urban development, with an example application using GIS
for Trenton (New Jersey). 

This type of general risk assessment – overall vulnerability to a whole
range of impacts derived from the area’s location and characteristics – can
also be applied to non-urban areas: for example, Kooistra et al. (2001) use
GIS to study spatial variability in ecological risk in Dutch river floodplains.
Also related to population settlements as recipients of impacts, the field of
disaster planning has shown obvious potential for the application of GIS
technology: Smith and Greenway (1988) discuss an early computer system
(not a fully fledged GIS) for the assessment of flood damages to property,
also used for the evaluation of possible mitigation measures; Watson
(1992a,b) applies GIS to the evaluation of the potential damage from hurri-
canes in South Carolina, and Hill et al. (2001) discuss a similar approach to
tornadoes and floods. 

The impact of transport facilities (traffic impacts as well as direct
impingement of the facilities on the environment) is a well-established area
of GIS application: already Moreno and Siegel (1988) lay down the meth-
odology for corridor siting based on analysis of their potential impacts,
Paoli et al. (1992) discuss a system to decide transportation routes on the
basis of their impacts on natural and man-made environments, and Appelman
and Zeeman (1992) review IA for highways in the Netherlands. Bina et al.
(1995) illustrate how buffering around projected transport links could be
used at a European scale, using the Oresund link (mentioned in the next
section) and the Via Egnatia motorway in Greece as examples of Strategic
EIA; Lee and Tomlin (1997) use a more sophisticated system based on map
algebra for automatic siting of transport corridors, and Klungboonkrong and
Taylor (1998) apply a multi-criteria approach to simulate the environmental
impacts of road networks. 

As might be expected, pollution impacts constitute a major area of applica-
tion of GIS’ functionality: 

• Related to water, Albertson etal. (1992) discuss a system which simulates
groundwater contamination from different land uses, Merchant (1994)
reviews the DRASTIC model to calculate water pollution potential
given the characteristics of the water system and of the soil, and
Secunda et al. (1998) use a similar approach to develop a groundwater
vulnerability index in Israel’s Sharon region. Mertz (1993) reports on a
system to simulate contaminating sediments in waterways, and Giupponi
et al. (1999) use a GIS map algebra approach to map the risks of
agricultural pollution of the water in the Venice Lagoon; Spence et al.
(1995) describe the SLURP model to calculate (with the raster-GIS
SPANS) run-off water volumes depending on soil and land cover types,
and Weng (2001) combines GIS and remote sensing to model the
run-off effects of urban growth. 
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• For soil pollution-risk analysis, Pires and Santos (1996) use IDRISI with
satellite and other data to construct a risk model for São Paulo (Brasil)
using the GIS’ internal map algebra facilities; Turner et al. (1997) use
GIS to compare indicators of pollution-hazard risk, and Bennett (2000)
uses GIS to assess the risks of land contamination in Huntingdonshire
District in the UK; Trevisan et al. (2000) use GIS map algebra to assess
the risk of water contamination from agriculture in the province of
Cremona (Italy). 

• For air pollution, Bocco and Sanchez (1997) measure the potential
impact of lead contamination using GIS, and Briggs etal. (1997) use a GIS’
internal statistical capabilities, applying regression analysis (in Arc-Info’s
GRID) to model and simulate NO2 concentrations as a function of
traffic and land use characteristics. Shivarama et al. (1998) discuss the
integration of air pollution models with GIS to help with land-use
planning in Bombay (India). 

• In the area of radiation, Van der Heiligenberger (1994) describes a
system for monitoring and mapping emission sources and radiation
effects to produce risk maps. 

• On impacts from mining, Asabere (1992) uses GIS to simulate and map
such impacts, and Suri and Venkatachalam (1994) relate copper
mining to air quality, damage to vegetation and cumulative impacts on
human health in Bihar State (India). 

The potential impacts of hazardous waste have been studied as a source
of pollution – related to the last set of applications discussed – and the
siting of waste facilities is a typical area of application (Siderelis, 1991);
also dangerous waste has been studied as a dangerous product to trans-
port, needing careful route planning – and this relates to the next set of
applications below – as in the study by Brainard et al. (1996) using GIS to
assess hazardous waste transport risks for Southeast England in order to
select the best routes. Fatta et al. (1998) use GIS map algebra to identify
the best locations for industrial waste facilities in Cyprus, and Basnet
et al. (2001) use a similar approach to find suitable locations for animal-
waste facilities. 

Visibility analysis is probably the most popular impact area using GIS,
simply because most GIS incorporate these days a “viewshed analysis”
function using 3D terrain-modelling capabilities to define the areas from
where certain features (like the structures in a project) will be visible, a
quite impressive facility that can also incorporate the effects of barriers.
Kluijtmans and Collin (1991) incorporate the “cartooning” of viewshed
analysis views (from a Digital Terrain Model) to give the impression of
walking through; Fels (1992) describes an interactive system (for an
Apple Macintosh computer) to define the type of visibility analysis
wanted, and Davidson et al. (1992) review the usefulness of GIS to assess
visual and environmental impacts of four projects for rural planning in
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Scotland. Howes and Gatrell (1993) try to quantify degrees of visibility as
applied to wind farms; Boursier et al. (1994) use the same type of analysis
to decide a location in the Languedoc-Roussillon, and Hebert and
Argence (1996) use Digital Elevation Modelling to assess the visibility
impact of electricity pylons for the French national power company. On a
slightly different note, Gracia and Hecht (1993) describe a visualisation
GIS system applied to the evaluation of restoration projects for military
areas. Wood (2000) approaches the issue of GIS and visibility impacts
from a different angle – much needed in all areas of IA: he undertakes an
audit of visibility impacts as predicted by GIS, providing an interesting
evaluation of the technology. Wood (1999a) applies a similar auditing
approach to simple noise-prediction models; he also discusses the issues
raised by impact auditing and applies the approach to air pollution
(Wood, 1999b). 

An area of IA (and of GIS use) which is attracting increasing attention is
cumulative impact assessment, which can have two meanings: (i) it can
refer to the prediction of all the impacts likely to affect an area and how
a particular project can add to them, as explored by Parker and Coclin
(1993) with examples in New Zealand; and (ii) it can also refer to the
assessment of all the impacts already affecting an area, and in that sense it
becomes synonymous with environmental monitoring. Johnston et al.
(1988) argue the potential of GIS for this latter purpose using satellite
imagery to classify wetlands, showing the effects of cumulative pollution of
the water, and Li (1998) integrates GIS and remote sensing to monitor the
loss of agricultural land in the Pearl River Delta; Roose (1994) uses GIS
to model cumulative impacts of industrial pollution to derive pollution
surfaces.

Sometimes the GIS’ own functionality is sophisticated enough to be used
for model development internal to the system (as opposed to using external
models, already discussed), for example, when this functionality includes
statistical capabilities. We have already mentioned Briggs et al. (1997) using
regression capabilities internal to Arc-Info; Johannesen et al. (1997) use
IDRISI in a similar way to make the statistical analysis necessary to build
a model of marine transport of radioactive contamination, applied to the
northern seas of Kava and Barents. 

As can be seen from our discussion, only a few types of GIS functions
are used most frequently for IA-related purposes: 

• map overlay, to detect/measure direct impingement between projects
and sensitive areas; 

• buffering, to detect impingement “at a distance” by radiation, emissions,
etc.;

• map algebra, when it is a combination of factors that needs to be
calculated;

• 3D modelling to simulate terrains, visibility, etc.;
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• sometimes, if available, statistical analysis (like regression) for model-
building purposes. 

Beyond such functions, innovation in the use of GIS functionality tends to
be associated with input and output devices more than with the GIS func-
tionality itself. For example, on the input side the potential of satellite
imagery was identified from the 1980s; followed by the Global Positioning
System (GPS) for accurate location of point events like fires, etc.; and the
growing availability of Internet access to data and tools that can be used
with GIS for IA. On the output side, multimedia interfaces are at the fore-
front of innovation, usually linked to an increase of the level of interactivity
in these systems. 

The discussion of IA applications of GIS’ functionality, concludes with
a look at some applications where GIS functionality is in some way pre-
programmed, making it possible for non-GIS experts to use them. Some-
times they are planned this way from the start, sometimes they start as
“hands-on” applications and, as staff confidence and experience increase,
they start adding some pre-programming, in a way similar to mapping
applications evolving into more technical ones, as mentioned earlier. The
areas of interest and the approaches used are virtually the same as for
the hands-on versions just discussed, the only difference being that the
sequences of operations have been automated by encapsulating them into a
programme which decision-makers and managers can activate themselves.
Moreno (1990) describes a quite sophisticated pre-programmed system in
Nevada which is an example of an early hands-on system (Moreno and
Siegel, 1988) that evolved, to undertake route selection for power lines and
then estimate the impacts (ground impacts, accessibility impacts and visibility
impacts) of a specific route. Gardels et al. (1990) use pre-programmed GIS
functions (buffering and overlay) for modelling impacts of land uses on
water quality in the San Francisco Bay estuary, and Cova and Church
(1997) use AML (Arc-Info’s Macro language) to define emergency planning
zones around possible catastrophe points for the preparation of catastrophe-
evacuation plans. When it comes to pre-programming, the most popular
approach is to use the GIS’ own internal macro language (like Arc-Info’s
AML) if it has one, probably reflecting the considerable difficulties of
accessing GIS from external programmes.

3.4.4 Multi-purpose GIS systems 

As already mentioned, applications are sometimes difficult to classify in the
groupings used above because they develop over time, but in some cases the
difficulty is that they fit into all the groups, usually because they are set up
for multi-purpose management and require the complete range of technical
capability, from simple operations like mapping to links with models or
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map manipulation using GIS functions. Such systems are more akin to
so-called Decision Support Systems (DSS) to be discussed in Chapter 5, but
it is worth mentioning here some relatively simple examples that do not
describe themselves as DSS. Grieco (1992) describes a system that integrates
all stages of impact evaluation and clean-up of contaminated land using
a whole range of approaches; Antunes et al. (1996) discuss a system (with
IDRISI) used to integrate impact predictions from models and evaluate
their significance to produce indices maps, applied to some case studies
(a highway and a tourist development) in Portugal. Boulmakoul et al.
(1999) discuss a project for the general management of the transportation
of hazardous materials in the city of Mohammedia (Morocco) combining
GIS and GPS. Andersen (1996) and Baumann (1998) describe different
stages in the development of a system for instant monitoring and mitigation
of impacts “as they happen” on the Oresund link between Denmark and
Sweden involving rail tunnels and bridges and an artificial island; it is the
EAGLE information support system – with simulation models about move-
ment of the sediment, etc. – to evaluate various construction scenarios using
information about the state of the ecosystem. It monitors closely eel grass
and sediments and currents to control the maximum load of sediment spills
that dredging contractors can reach in each area, reporting immediately on
any “incident” of excess spills, its impact being simulated with hydrologic
models. The system also allows on-line monitoring by contractors and
other interested parties.

3.5 CONCLUSIONS 

The spread of GIS in environmental work in the last 15 years has been
phenomenal, as shown by the vast number of accounts of environmental
usage of GIS. Many such reports research the use of this new technology in
research articles and books, but many – in conference papers and maga-
zines – are just accounts of GIS being used, simply monitoring its diffusion.
After the initial enthusiasm of the 1990s, it seems that the research appeal
of GIS for IA has “levelled off”, even if the diffusion of GIS as such continues
at a fast pace, more as practical tools than as an innovation requiring
theoretical discussion. This is probably the result – at least partially – of the
progressive realisation of the relative unsophistication of GIS functionality,
illustrated in our review by the relatively narrow range of operations that
they are called to perform: 

• map display; 
• map overlay and intersection; 
• buffering around given features; 
• multi-factor map algebra; 
• visibility analysis derived from terrain modelling. 
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In addition to the technical power of GIS as databases, the purely “visual”
appeal of their outputs (maps) has been and still is a major contributor to
their success, as reflected in the large proportion of GIS applications
(27 per cent overall) whose main aim seems to be map production, a propor-
tion which seems to be on the increase. There are some applications that are
becoming more sophisticated over time, but they represent a decreasing propor-
tion compared to the growing number of new and simpler applications
aimed at map output. In fact, interest and innovation in GIS environmental
applications seem to be focussing more and more on the external links of
these systems:10 on the input side, links with the Internet as a source of
environmental data, satellite imagery, GPS for accurate location; on the
output side, multimedia (and hypermedia) interfaces are at the forefront of
innovation, usually linked to an increase in the interactivity of these systems
associated with a growing interest in public participation. Internet connec-
tions are also seen as a step towards more participatory decision support. 

GIS continue to “diffuse” to more and more agencies in more and more
countries, but the sophistication of their use seems to have reached a plateau,
and further improvements seem to come from the way these systems are
linked to the outside more than from developments in their own functionality.
It is probably right to say that “partial” technologies like GIS (or modelling)
maximise their usefulness when operating within the framework of other
decision-support tools (like expert systems) that structure and focus their
performance, and this will be explored further in Chapter 5. But first,
the role of GIS in the broader area of environmental management is now
discussed in Chapter 4. 
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4 GIS and environmental 
management 

4.1 INTRODUCTION 

Chapter 4 provides a structured discussion of the application of GIS in the
wider area of environmental management,11 with the dual role of being
a bibliographical review and a “taxonomy” of different types and areas of
GIS application. It uses a similar general framework to Chapter 3, grouping
GIS applications into four types of approach corresponding to different levels
of sophistication: 

• GIS just for mapping; 
• GIS linked to external models; 
• using GIS’ own functionality; 
• multi-purpose GIS systems. 

As with IA, the literature on GIS applications to environmental management
is characterised by the high proportion of cases reported in conferences and
magazines, as opposed to research journals or books. This chapter draws
particularly on the latter type of publication,12 and conference papers and
magazine articles are only referred to when they provide particularly inter-
esting cases. 

4.2 GIS FOR ENVIRONMENTAL MAPPING AND 
MANAGEMENT 

The framework starts at the lowest level of sophistication in GIS use within
environmental management, looking at GIS applications where these
systems seem to be used just for the production of maps for visual use by

11 Rodriguez-Bachiller (2000) includes an earlier version of this review. 
12 A full review of conference papers and magazine articles would require too much space

and, also, it can be said that there is a “natural selection” with the best of those items
going further and getting converted into research articles.
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decision-makers or researchers. Sometimes these systems may evolve into all-
purpose management systems using GIS in more sophisticated ways, as was
the case, for example with the fully integrated information system for New
South Wales developed at the CSIRO research institute in Australia (Walker
and Young, 1997). Taking this as a valid – albeit temporary – category, one
of the typical uses of such mapping systems is to provide areawide informa-
tion systems, to service a varied range of needs in a particular area:

1 Prominent in this class is what we can call general environmental
inventories used for monitoring the environment, like the early Massa-
chusetts environmental database (Taupier and Terner, 1991), or similar
systems for North Estonia (Meiner et al., 1990), for Hungary (Scharek
et al., 1995), for the ecological regions of the Netherlands (Klijn et al.,
1995), for the Rif mountains in Morocco (Moore et al., 1998), for the
National Wilderness Preservation System in the US (Lomis and Echohawk,
1999), for the Antarctic Treaty area (Cordonnery, 1999), or for the
Papua New Guinea Resource Information System (Montagu, 2000). 

2 Also typical is the monitoring of land cover in an area, often using satellite
data, which can range from covering a whole country, like the Land
Cover Map of Great Britain (Fuller and Groom, 1993a,b), or even a
continent – like the CORINE Land Cover project for Europe (GIS
Europe, 1992) – to a specific region, maybe to identify land use
changes (Adeniyi et al., 1992, for North Western Nigeria; Ringrose
et al., 1996, for North Central Botswana; Baldina et al., 1999, for the
Lower Volga Delta in Russia). Haack (1996) combines GIS and satel-
lite data for monitoring wetland changes in East Africa. Priya and
Shibasaki (1997) use Landsat data simply to classify land uses in a region
in India, Haak and Bechdol (1999) use radar satellites for the same
purpose, Scott and Udouj (1999) use the GRASS GIS for spatial and
temporal characterisation of land uses in a watershed in Arkansas, and
Brown and Shrestha (2000) use GIS mapping to study market-driven
land-use changes in the mountains of Nepal.

3 Some mapping systems can be integrated with general regional plan-
ning to provide environmental information to be combined with other
information, as in Botswana (Nkambwe, 1991), or in the Mediterranean
area (Giavelli and Rossi, 1999) for the promotion of sustainable tourism.

4 Sometimes, just the production of certain maps is worth reporting, as in
the project to map the whole world in 3D using new satellite technol-
ogy (Chien, 2000); Thomas et al. (2000) discuss different mapping
systems for Ghana and, on a different note, Rhind (2000) discusses the
problems involved in global mapping. 

Considering more specific uses of GIS mapping for environmental
management as such, the range of environmental aspects addressed is quite
varied: 
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• Ecology is typical, in that interest in GIS mapping arose in the 1980s
and early 1990s linked to the perceived potential of using the Landsat satellite
technology combined with GIS, and the issues raised by this new combination
(Davis et al., 1991; Tappan et al., 1991), although a few years later the
“novelty shock” appears to be wearing off, and articles of this type become
less frequent in research publications. This is partly linked to the develop-
ment of newer technologies like the Global Positioning System (GPS)
(Havens et al., 1997; McWilliam, 1999), and the application of satellite
data becomes almost routine, as for example Phinn et al. (1996), who used
this type of data to map the biomass distribution in Southern New Mexico;
Lammert and Allan (1999) use GIS to relate land-cover and habitat struc-
ture to the ecology of fresh water, Geist and Dauble (1998) study in a similar
way salmon habitats in large rivers, McMahon and Harned (1998) study
the Albemarle-Pamlico drainage basin in North Carolina and Virginia
(USA), and Sarch and Birkett (2000) apply it to detecting lake-level fluctua-
tions to manage fishing and farming practices in Lake Chad. Cruickshank
et al. (2000) use the CORINE database to estimate the carbon content of
vegetation in Ireland, and Akcakaya (2000) integrates fieldwork and GIS to
the management of multiple species and, on a different note, Bowker
(2000) discusses the problems involved in using GIS to map ecological
diversity. 

• Landscape mapping and monitoring is also typical: Higgs et al. (1994)
develop a “demonstrator” system of common lands in England and Wales,
Isachenko and Reznikov (1994) map the landscapes of the Ladoga region
in Russia, and Taylor (1994) does it for the Niagara region in the US; Clayson
(1996) monitors landscape change in the Lake District (UK) using remote
sensing, Kirkman (1996) also combines GIS and remote sensing to monitor
seagrass meadows, and Macfarlane (1998) applies a “landscape-ecology”
perspective to the Lake District in the UK. 

• Environmental planning of heritage sites is reported by Wagner (1995)
using GIS for a case study in Cambodia. 

• The monitoring and management of forestry – a particularly important
component of the landscape – also shows a number of applications:
Tortosa and Beach (1993) use “desk-top” portable GIS with GPS to map
forest fire hot-spots and lightning strikes on the ground; Dusart et al.
(1994) combine GIS with remote sensing in a river valley in Senegal,
Thuresson et al. (1996) use GIS to visualise landscape changes in the Gulkal
forest (Sweden), Jang et al. (1996) use a similar approach to assess global
forest changes over time, and Johnson et al. (1999) use the same approach
for mapping freshwater wetlands and forests in Australia; Bateman and
Lovett (2000) use GIS to estimate the carbon content of forests in Wales.

• Soil/agriculture management: Price (1993) reports on a project to help
customers of the Department of Agriculture in the US, Girard et al. (1994)
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use remote sensing to map fallow land, and Allanson and Moxey (1996) map
agricultural land-use changes in England and Wales; Pratt et al. (1997)
discuss the use of GIS to estimate the extension of areas under irrigation in
North East Nigeria, where soil is at a premium – as it is in Japan (Kato,
1987) – or also for soil-protection organisations as in Baden-Wurthemberg,
where Wolf (1996) reports on a project mapping hazardous sites. On
a related note, Ackroyd (2000) reports on “precision farming” as a growing
area of GIS use, and Knox etal. (2000) use GIS to map the financial benefits
of sprinkler irrigation in the Anglian Region in the UK. 

• Related to geology, Knight et al. (1999) use GIS to map the sand and
gravel resources in Northern Ireland. 

• Water quality monitoring: Beaulac et al. (1994) report on a project for
the State of Michigan, Ford and Lahage (1996) report on Massachusetts,
Cambruzzi etal. (1999) propose a system for the Venetian coastal ecosystem
using GPS on boats; on other related aspects, Belknap and Naiman (1998)
use GIS to map groundwater streams in Western Washington State, and
Shivlani and Suman (2000) use GIS to study the distribution of diving
operations in the Florida Keys. 

• Air, as inventories of air pollution (Trozzi and Vaccaro, 1993; Sifakis
et al., 1999). 

4.3 GIS LINKED TO EXTERNAL MODELS FOR 
ENVIRONMENTAL MANAGEMENT 

The next level of sophistication in GIS application, where these systems are
linked with the use (or development) of analytical/simulation models, is one
of the most popular uses of GIS. Its development was marked in the 1990s
by a succession of conferences on the subject, starting with the IBM-sponsored
meeting on computer-assisted environmental modelling in the summer of
1990 (Melli and Zanetti, 1992), followed by a series of conferences – every
two years approximately – specifically on GIS and environmental modelling
(Goodchild et al., 1993, 1996a,b). 

4.3.1 Water modelling 

Fedra (1993) reviews a set of systems dealing with a wide range of environ-
mental issues like Impact Assessment or site suitability, but the most
popular area where GIS and simulation models are linked is probably that
of water-related modelling: Van der Heijde (1992) provided an early “eye-
opener” article about the potential of new computer technologies like GIS
to help water modelling, Maidment (1993) and Moore et al. (1993) review
comprehensively the linking of hydrologic models and GIS. Both Maidment
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(1996a,b) and Moore (1996) provide a second review of GIS and hydrologic
modelling three years later, and Sui and Maggio (1999) provide another
comprehensive review three years on. At a less ambitious level, Srinivasan
et al. (1996) give a specific example of GIS and modelling in the Texas Gulf
Basin, while Harris et al. (1993), D’Agnese et al. (1996) and Vieux et al.
(1998) show the application to three-dimensional groundwater modelling.
Freeman and Fox (1995) use IDRISI with models of watershed analysis for
Hawaii, and DePinto et al. (1996) use a similar approach, showing a char-
acteristic example of GIS in its typical dual role with respect to models: GIS
is used first for pre-processing data to be fed into the models, and then for
post-processing and displaying the results from the models. Murray and
Rogers (1999) simulate groundwater vulnerability to “brownfield” devel-
opment in the Rouge river watershed, and Aspinall and Pearson (2000)
integrate landscape ecology, hydrologic modelling and GIS to assess
conditions in water catchment areas. 

Water modelling is present also in various other areas of GIS use.
For example, flood risk modelling has attracted considerable attention, for
obvious practical reasons, from the early real-time flood warning system of
Johnson et al. (1990), to Lanza and Conti (1994) forecasting flood hazards
using remote sensing data. Burlando et al. (1994) illustrate the use of a GIS
Digital Elevation Model (DEM) with a flood-risk model, using climatic,
soil and land-use data for the Sausobbia river basin in Liguria (Italy),
Brimicombe and Bartlett (1996) use a simulation model to assess flood risk
in Hong Kong, and Thumerer et al. (2000) discuss a similar system related
to climate change for the east coast of England. Related to this – insofar as
flood risks are mainly associated to rainfall – is the major water-related
theme of rainfall in its various aspects: 

• Hay et al. (1993, 1996) and Lakhatakia et al. (1996) integrate GIS with
water and climate change models. 

• Gao et al. (1993) use a DEM with a “raster” GIS (GRASS) for Arizona
to simulate runoff water, and Battaglin et al. (1996) use a precipitation-
runoff model for a river in Colorado. 

• As another effect of rainfall, the simulation of soil erosion also attracts
considerable attention, for instance, De Roo et al. (1994) link GIS to a
simulation model to predict runoff soil erosion in the Limburg province
of the Netherlands. These areas of water simulation are all related,
and Wilson (1996) reviews critically the performance of six models
covering the whole range of runoff, soil erosion and subsurface pollu-
tion. 

Finally, for water pollution: Rogowski (1996) and Cronshey et al. (1996)
report on the use of water pollution models with GIS, Sham et al. (1995,
1996) concentrate on modelling septic nitrogen levels in particular, and Xiang
(1993) combines GIS with models to define potential impact-mitigation
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measures, testing the width of vegetal buffer zones needed to protect
against water pollution in the Mountain Island Lake Basin (North Carolina).
Garnier et al. (1998) combine GIS and the GLEAMS model to
simulate groundwater pollution resulting from agricultural disposal of
animal waste.

4.3.2 GIS and other environmental modelling 

Modelling air – be it air pollution or atmospheric conditions – has also
been combined with GIS: Lee et al. (1993) use satellite maps and atmos-
pheric models to show how different landscapes influence the atmosphere
in the US, and Novak and Dennis (1993) combine a range of air pollution
simulation models and use GIS to show their cumulative results. Fedra
(1999) reviews a range of systems combining GIS and simulation models
for environmental monitoring (mostly of air quality) in various countries of
Europe. On a different note, Chang and Wei (1999) combine GIS with a
multi-objective programming model to plan the location of recycling
stations in Taiwan.

Modelling in terrestrial ecology is more rare due to the intrinsic diffi-
culties of such models – which are still more the subject of research and
development than application – but the discussion of such models linked
to GIS is also developing: Lyon and Adkins (1995) link a raster-GIS
(ERDAS) to a model for the identification of wetlands, and Mackey
(1996) reviews the issues raised by habitat modelling with GIS. Church
et al. (1996) discuss an ecological optimisation model for California,
Van Horssen (1996) uses regression analysis with GIS for landscape
ecological modelling in the Netherlands, Akcakaya (1996) links GIS
with models of ecological risk for endangered species, and Kittel et al.
(1996) assess terrestrial ecological vulnerability to climate change. Bian
(2000) combines GIS and component modelling to represent wildlife
movements. In the related area of water ecology, Pierce et al. (2001)
combine modelling and GIS and apply the approach to fisheries in the
North-East Atlantic. 

Various aspects of forestry have also attracted interest: Malanson et al.
(1996) try to anticipate forest response to climate change, Acevedo et al.
(1996) simulate forest dynamics, Mladenoff etal. (1996) extend the simulation
into forest management, and Mayaux et al. (1998) combine GIS and
modelling techniques to measure the extension of tropical forests. Almeida
(1994) uses a model to classify fire risk areas in Portugal and their ecological
relevance, also an area of obvious practical importance. In the related area
of agriculture, Liao and Tim (1994a) link a GIS (Arc-Info) to external modules
to predict soil loss, sediment yield and phosphorus loading, Collins et al.
(1998) link GIS to the simulation of nitrogen leaching from agriculture,
and Quiel (1995) uses satellite data to assess (and model) local conditions
and water needs for different soils. 
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4.3.3 GIS for model design and development 

The last example mentioned in the previous section goes beyond applications
using existing models, into the equally important area of model development.
GIS data can be used to help construct models – sometimes at the design
stage, sometimes at the estimation stage – of different aspects of the envir-
onment, including: 

• Ecology: Lowell (1991) uses a discriminant analysis to model ecological
succession between species, Johnston et al. (1996) use GIS to model
ecological processes, Ortega-Huerta and Medley (1999) use GIS to
construct a map algebra model of the jaguar habitats in Mexico, and
Khaemba and Stein (2000) combine GIS with Principal Component and
Regression analyses to do spatial and temporal analysis of wildlife in
Kenya. 

• Forestry: Arsenau and Lowell (1992) build a monitoring model for
forests, Mackey et al. (1996) model boreal forest ecosystems in the
Rinker Lake.

• Landscape dynamics (Krummel et al., 1996) in the Cadiz township in
Wisconsin. 

• Soil classification from a Spot satellite image of the Misiones province in
Argentina (Lardon et al., 1994). 

• Rainfall: Ardiles-Lopez et al. (1996) estimate a rainfall-runoff model,
and Jaagus (1996) uses the IDRISI GIS to estimate the impact of climate
change on snow cover and river runoff in Estonia. 

• Solar radiation: on a related aspect, McKenney et al. (1999) calibrate a
model of solar radiation using data from DEMs, to be used in Canadian
forests. 

• Hazard risks modelling: in geology, Hao and Chugh (1993) model
mine-subsidence risks using contour maps; in soils, Jones et al. (1994)
use a raster-based GIS to evaluate and model soil risks for the National
Soil Inventory in the UK, and Johnston and Sales (1994) construct a model
to predict erosion in Lake Superior. 

4.3.4 GIS and other modelling approaches 

All the models mentioned so far are analytical or statistical but, to finish
this discussion, mention must also be made of occasional links of GIS to
very different computer tools that do not fit precisely into this category, to
help with environmental management. Two types of models in particular
are becoming increasingly popular: 

1 Process-simulation models which, instead of using formulae to predict
a situation, seek to replicate the process that leads to the prediction.
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For example, Bergamasco etal. (1996) use a “cellular automata” model
to simulate the dispersion of particles in water.

2 Computer Aided Design (CAD) packages applied to the natural envi-
ronment. GIS-CAD combinations are used most commonly to visualise
urban applications, but they can also be used to visualise the natural
environment, as Nelson (1995) does for Alaska.

3 Virtual Reality packages combined with GIS, as in the example that
Bishop and Gimblett (2000) apply to the management of recreational
areas. 

4.4 USING GIS’ OWN FUNCTIONALITY FOR 
ENVIRONMENTAL MANAGEMENT 

Kinsley (1995) lists the possible contributions of the functionality of GIS to
natural resource planning and management in the areas of “communication”,
“inventory” or “monitoring”, while he also identifies “analysis” and “syn-
thesis” as areas where he thought these systems were weaker, as Anselin
and Getis (1993) had also identified earlier. Even with the limited analytical
capabilities that GIS have, their standard functions can be used to good
effect to perform some environmental management tasks, as reviewed by
Albrecht (1996) and Maidment (1996a), who examined the requirements
of environmental modelling in comparison to GIS functionality. The focus
here is not the more basic information-handling functions that GIS can
perform (see the list in Chapter 1), but analytical functions – albeit simple
ones – to help with decision-making, such as: 

• superimposing maps (map “overlay”) to identify and measure overlaps;
• combining several maps into composite maps (“map algebra”); 
• using distances to construct “buffer” zones around certain features; 
• drawing contour maps from the point values of variables; 
• building a Digital Elevation Model of a terrain; 
• identifying “areas of visibility” of certain features on one map. 

As in the case of systems used just for mapping (see Section 4.2), it has
been common from the early days to develop systems using more complex
GIS functionality whose purpose is not necessarily to perform a specific
technical function but to coordinate and apply information on an area-
wide basis. Dippon et al. (1989) describe the project to build the Western
Oregon Database for forest management, Weber (1990) discusses a GIS for
municipal environmental management in Virginia, and Ahearn and Osleeb
(1993) want to demonstrate to the Department of Environmental Protection
of New York – using as an example an area of Brooklyn – the advantages
of GIS to integrate all information to manage sensitive areas. Campbell and
Hastie (1993) describe a system to manage the 2300 Indian Reserves in
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Canada to resolve conflicts of land uses and interests, and Hutchinson
(1993) proposes a continentwide DEM for climate analysis in Canada.
Rybaczuk (2001) proposes a similar areawide system to help the management
of the Negril Watershed (Jamaica) and to encourage public participation,
another growth area in GIS applications: Goncalves Henriques (2000)
report on a nationwide information system for Portugal, and Ahlenius and
Langaas (2000) discuss a GIS-based interactive information system for the
Baltic region. Jankowski and Nyerges (2001) discuss “Public Participation
GIS” in depth, Craig etal. (2002) bring the discussion up to date in a variety
of areas of application, and Harrison and Hacklay (2002) discuss its potential
related to environmental matters in an urban setting, based on an experiment
in the London borough of Wandsworth. 

The majority of applications of GIS’ own functionality do not mention
explicitly whether these functions are to be operated step-by-step by the
user or whether they are pre-programmed, and it can only be assumed that
a hands-on approach is expected, except in those cases (less numerous)
where pre-programming is explicitly mentioned, which will be reviewed
later in this section. 

Johnston (1993) reviews methods of ecological modelling, arguing that
GIS functionality can answer questions about “where”, while remote sensing
answers questions of “how much”. Lajeunesse et al. (1995) apply map
algebra to the management of a regional park in Montreal, Chang et al.
(1995) use GIS for habitat analysis in Alaska, and Duguay and Walker
(1996) use GIS to monitor an ecological research site. Chou and Soret
(1966) study bird distributions in Navarre (Spain), Skidmore et al. (1996)
use GIS to classify kangaroo habitats in Australia, Healey et al. (1996) use
satellite data for locust forecasting and monitoring, and Kernohan et al.
(1998) apply kernel analysis in a GIS to calculate habitat use. Bernert et al.
(1997) use GIS map algebra to help define “eco-regions” in the Western
Corn Belt plains of the USA, and Harding and Winterbourn (1997) use a
similar approach in the South Island (New Zealand). Smallwood et al.
(1998) use map algebra to assess habitat quality for a conservation plan for
Yolo County (California), Clarke etal. (1999) model re-vegetation strategies
for Western Australia, and Carriquiry etal. (1998) use GIS to devise sampling
schemes for environmental policy analysis. From a different angle, Carver
et al. (1995) evaluated the usefulness of portable field-based GIS for
environmental characterisation. 

In forestry, Davidson (1991) reviews the various methods and GIS
technologies available, and Chou (1992) develops an index for fire rotation
in the San Bernardino National Forest (California). Hussin et al. (1994) use
remote sensing for land cover change detection, and Taylor et al. (1966)
apply GIS to test the health of a eucalyptus forest in New South Wales
(Australia). Hunter et al. (1999) assess the prospects of riparian forests in
Sacramento (California), Bojorquez-Tapia et al. (1999) use the map algebra
facility in GRASS to define suitability maps for different types of forest
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land uses in Mexico, Mertens et al. (2001) predict the impact of logging on
forests in Cameroon, Gustafson et al. (2001) assess the impact on terrestrial
salamanders of different forest-management approaches, and Velazquez
et al. (2001) study forest quality in an indigenous community in Mexico.
Hogsett et al. (1997) assess ozone risks in forests, Kovacs et al. (2001)
combine GIS and Landsat data to study forest disturbances, Cassel-Gintz
and Petschel-Held (2000) assess the threat to world forests from non-
sustainable developments, and Ochoa-Gaona (2001) uses GIS to study forest
fragmentation in Chiapas (Mexico). On a different note, Wing and Johnson
(2001) use GIS to quantify forest visibility in McDonald Forest (Oregon).

In the more general area of landscape and land cover, Cihlar et al. (1989)
combined satellite pictures with other maps and variables to analyse their
correspondence in the growth season (by overlay, using Arc Info), Amissah-
Arthur et al. (2000) use a similar approach to assess land degradation and
farmland dynamics in Nigeria, and Petit and Lambin (2001) combine GIS
and multi-source remote sensing information to detect land-cover changes
in Zambia. Peccol et al. (1996) use GIS to assess the influence of planning
policies on landscape change, and Namken and Stuth (1997a,b) analyse
and model (using map algebra) the effects on landscape of grazing pressures
on land. Mendonca-Santos and Claramunt (2001) use a similar map
algebra approach to integrate landscape and local analysis of land-cover
changes. Gustafson and Crow (1996) use ERDAS to simulate the effects
of different landscape-management strategies in Hoosier National Forest
(Indiana), and Baskent and Yolasigmaz (1999) review the literature con-
cerning forest landscape management. 

Applying GIS technology to farming is also an area of growing interest
(Berry, 1998; Charvat, 2001), and Brown et al. (2000) combine GIS and
remote sensing to model the relationships between land-use and land-cover
in the Upper Midwest of the USA. Also, Smith et al. (2000) use the ArcView
GIS to assess the sustainability of agriculture. 

General environmental evaluation has been approached using GIS in
New Zealand (Watkins et al., 1997) and Brainard et al. (1999) suggest an
interesting variation, using GIS and visitor information to assess the
“worth” of environmental features by travel-cost analysis. Kliskey (1998)
and Kliskey et al. (1994) apply buffering to analyse “wilderness percep-
tion” in North-West Nelson (New Zealand), and Merrill et al. (1995)
evaluate “wilderness planning” options in Idaho (US). Swetnam et al.
(1998) do a risk assessment of the relationship between hydrology and
grassland in Somerset, Zalidis and Gerakis (1999) use map algebra to
evaluate the sustainability of watershed resources in Karla (Greece), and
Hawks et al. (2000) apply GIS to fisheries management in the Meramec
river basin (Missouri). Scott and Sullivan (2000) use GIS to help select and
design habitat preserves, Iverson et al. (2001) apply a similar approach to
evaluate riparian habitats, and Eade and Moran (1996) use GIS to estimate
the environmental economic benefits in a conservation area in Belize.
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Burley and Brown (1995) apply GIS Principal Component Analysis to con-
struct more “understandable” models of the environment and, on a slightly
different note, Gumbricht (1996) uses GIS for training environmental
managers. 

The analysis of visibility areas (one of the most sophisticated GIS func-
tions) has also been put to good use, usually for landscape assessment (not
linked to IA): Uchida et al. (1997) analyse the visual potential of woodlands
as seen from the city of Yamada (Japan), Sato et al. (1995) use this type of
analysis to characterise the landscape views into the natural environment
from 76 City Halls in Japan. On a related note, O’Sullivan and Turner
(2001) develop a methodology to combine “visibility graphs” with GIS for
landscape-visibility analysis. 

Various aspects of water are also studied using GIS functionality, often
using map algebra to apply multivariate models developed previously by
other means. For surface water, Webber et al. (1996) study the role of wet-
lands in reducing water pollution in the Lake Champlain basin (Canada),
Mitasova et al. (1996) study erosion potential in Illinois using GRASS, and
Vieux et al. (1996) also use GRASS for storm runoff modelling. Thapa and
Weber (1995) use map algebra to model the vulnerability of watersheds in
Upper Pokhara Valley (Nepal), Wickman etal. (1998) use GIS cluster-analysis
to identify watersheds in the US Mid-Atlantic region, and Liang and
Mackay (2000) use GIS terrain-modelling capabilities to identify and define
local watersheds. On a variation of the theme, Etzelmuller and Bjornsson
(2000) apply GIS techniques to glaciological analysis and glacier flow in
Iceland, and Chang and Li (2000) use GIS to model (by multiple regression)
snow accumulation. Knox and Weatherfield (1999) discuss the application
of GIS to the management of irrigation water in England and Wales. For
groundwater, Canter et al. (1994) discuss GIS as a management tool, and
McKinney and Tsai (1996) use raster GIS with multi-criteria map algebra.
For water pollution, GIS is used from the Boston Harbour (Ardalan, 1988)
to Lake Balaton in Hungary (Cserny et al., 1997), and Osborn and Cook
(1997) use GIS to discuss groundwater protection policies for England and
Wales. Wang (2001) relates water quality management and land-use plan-
ning in watersheds. 

Air quality is also monitored using GIS as described by Dev et al. (1993),
who construct contour maps of air-quality indices by interpolation (with
“Kriging”, a technique which takes into account the spatial autocorrelation
of data) for environmental monitoring in India. Modelling atmospheric
data has also been undertaken using Digital Elevation Models (Lee and
Pielke, 1996). 

The area of geology has been particularly attractive in aspects with
potential for immediate financial returns: for example, Memmi (1995)
discusses an application of GIS to diamond exploration, and Fry (1995)
reports on the search for gold. Related to more traditional aspects of
geology, Hart and Zilkoski (1994) study subsidence in the New Orleans
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region, and Giles (1995) explores geological layers in the London Basin and
their suitability for tunnelling for the Underground. In the area of hydro-
geology, Fritch et al. (2000) use GIS map algebra to assess aquifer vulnera-
bility in Texas. 

The assessment of hazard risks has always been – for obvious practical
reasons – a major area of study and GIS application, focusing on a wide
range of hazards: 

• Pollution risks are assessed in an interactive system for the Netherlands
in Stein et al. (1995), and Heywood et al. (1989) provide an early use of
GIS for radiation analysis and modelling in Cumbria. 

• Floods: Emani et al. (1993) produce maps of vulnerability indices in
Massachusetts, and Hickey et al. (1997) use a similar approach to assess
coastal risk in the Gulf of Mexico. 

• Landslides: after the early work of Bender and Bello (1990) on the
potential of GIS for landslide assessment and monitoring through land-
slides inventories (they argued the case for Latin America), Wang and
Unwin (1992) use a similar approach to develop a landslide potential
model for central China, and Guzetti et al. (2000) use GIS to compare
landslide maps in the Tiber basin (Italy); on a different note, Tang and
Montgomery (1995) apply GIS buffering around rivers to define poten-
tially unstable ground. 

• Avalanches: Martin et al. (1999) use map algebra with terrain features
like slopes, etc. calculated from a DEM. 

• Forest fire risks: Chou (1992) uses his fire-rotation index (already
mentioned) for the development of a fire-probability map for the San
Bernardino National Forest in Southern California, and Chuvieco and
Salas (1996) use GIS to assess fire risks for the Sierra de Gredos near
Madrid (Spain). 

The evaluation of rural and ecological land suitability (a similar application
to urban land-use planning is also quite common) makes typical use of GIS
functions like overlay and map algebra: Pereira and Duckstein (1993) use
multi-criteria evaluation to measure land suitability for the red squirrel in
Arizona, Bertozzi et al. (1994) produce soil vulnerability indices in the
Padamo plain (Italy), Davidson et al. (1994) apply the approach to land
evaluation in Greece, and Schmidt et al. (1995) evaluate forest soil fertility
in Nepal. Also, the approach can be extended to land-use planning: Hallett
et al. (1996) use GIS to plan “sustainable” land uses, Xia (1997) combines
GIS and remote sensing to allocate land uses in Dongguan (China), and
Ramirez-Sanz etal. (2000) suggest a methodology for environmental planning
based on GIS map algebra. This same approach can be extended and
applied to the location of certain activities or facilities, for example the
location of sewage sludge in areas where its nutrients can be recycled
(Francek etal., 1999, 2001), or the location possibilities around a “dammed”
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river in Arizona (Graf, 2000), or the location of evaporation basins for
saline irrigation schemes (Jolly et al., 2001). 

As can be seen, by far the most used GIS functions are map overlay and
map algebra, usually in the context of some form of multi-criteria evaluation
(see Malczewski, 1999 for a good discussion of the issues involved in this
methodology), be it for land-suitability analysis or to map model results,
like hazard risks. While overlay is predominantly a function used in vector-
based GIS, map algebra is mostly used in raster-based GIS (or in raster-
transformations of vector maps), with obvious potential for data sources
like satellite imagery, already working in raster format. Beyond relatively
simple functions like these, innovation in the use of GIS for environmental
management tends to be associated with input and output devices more
than with GIS functionality: the potential of satellite imagery for environ-
mental description and monitoring has been identified since the 1980s; the
potential of Global Positioning System (GPS) for quick and accurate location
of point events (fires, etc.) and, linked to GPS, the potential of portable GIS
for field work have also been identified. On the output side, multimedia
interfaces are at the forefront of innovation, usually linked to an increase in
the level of interactivity in these systems and, finally, it is worth mentioning
that the last of the conferences on GIS and environmental modelling quoted
above (Goodchild et al., 1996b) contained a whole section and several
other isolated papers devoted to the obvious growth area of the Internet, as
a possible depository of environmental data, as a vehicle for the diffusion
of software, and as an aid and encouragement to public participation in
local environmental decision-making (Kingston et al., 2000). 

4.4.1 Pre-programmed GIS applications 

As in IA, some applications of GIS for environmental management are
pre-programmed, sometimes because they were planned that way from
the start, sometimes because they have matured that way. The areas of
interest and the approaches used (often map algebra) are virtually the
same as for the hands-on versions just discussed, the only difference being
that the sequences of operations have been automatised by encapsulating
them into a program which decision-makers and managers can activate
themselves. 

For ecology, Lankhorst (1992) uses a pre-programmed map-algebra
model to assess suitability and accessibility indices for habitats, Power and
Barnes (1993) use algorithms (in the PC-based GIS SPANS) to transform
forest-inventory data into habitat suitability indices for different species in
New Jersey, and Parrish et al. (1993) evaluate an ecological risk index in
Region 6 of the US. Yarie (1996) uses Arc-Info’s Macro language AML to
program a model of forest ecosystems, Woodhouse et al. (2000) use AML
routines to model species-richness and select priority areas for conservation,
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and Cedfeldt et al. (2000) use a similar approach to identify wetlands in
North-eastern USA. 

A very common modality of “land suitability” studies is site-selection
for a private or public facility, and such studies can be automatised for
non-expert users. For example, Carver (1991) adds external Fortran
routines to a GIS to combine multi-criteria evaluation with map overlay for
waste site selection in the UK, and Carver (1999) extends the argument to
the integration of GIS and the Internet to help with more participatory
decision support. Gupta and Sahai (1993) report on a menu-driven system
programmed internally to the Arc-Info GIS to evaluate the suitability of
land for the location of aquaculture facilities in West Bengal (India). An
extension of site-selection – by generalising its methodology to a whole
range of uses – is land use planning for agricultural and rural management,
and GIS has been suggested for this purpose from quite early on (Riezebos
et al., 1990). 

In rural land management, Ventura (1988) provides an early system
combining land records and environmental information with AML (the
macro-language of Arc-Info) for land management in Wisconsin, Johnson
et al. (1991) report on a system programmed to classify habitats for land
management by the US Forest Service, and Eaton (1995) discusses a
project developing models for the US Forest Service to predict vegetation
type, so that when the models are ready they will be incorporated as
“macros” (using AML) into the GIS. As an important aspect of land
management, modelling forest fire risk, is reported in Thivierge (1994),
using AML to get the data and produce indicators for various forest
management and planning agencies in British Columbia, and Condes
et al. (1996) describe the CARDIN forest-fire propagation model pro-
grammed also in AML. 

Concerning water, Wang et al. (2000) integrate the ROUT water quality
model with the ArcView GIS (a “friendly” relative of Arc-Info) using its
internal macro-language “Avenue”, for purposes of river-watershed planning.
Programming GIS functionality to help develop water models has also been
attempted successfully in a variety of aspects: 

• Tide and wave propagation is modelled in Liebig (1996) using an
external model, but the links between the GIS and the model are pre-
programmed in Arc-Info’s AML. 

• For ground water, Saghafian (1996) uses a program for a hydrologic
model written inside GRASS (this GIS is written in “C” which makes
programming the model inside it much easier). 

• For surface runoff water, Samulski (1991) shows an early discussion of
the potential of a program (using AML) to simulate storm water flows
so that drainage needs (and sewers) can be calculated later, Lehman
(1994) describes a storm water flow simulation program (also linked to
CAD software) for the Los Angeles Public Works Department, and Liao
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and Tim (1994b) describe an interactive model to simulate soil erosion
in Lake Icaria (Iowa). 

• On the borderline between water and geology modelling, landslide risk
assessment has also been programmed into a GIS, as reported by
Noguchi et al. (1991) on a project for the Japanese railways. 

As can be seen, the most common GIS function being pre-programmed is
map algebra. With respect to the tools used, by far the most popular
approach to GIS programming is – as in IA – to use the GIS’ own macro
language, AML in the case of Arc-Info. The exception to this rule is the rare
case where the GIS itself is written in a language that lends itself to external
connections, like “C”. The problem is that not many GIS have a macro
language incorporated, or are written in such accessible languages. 

4.5 GENERAL-PURPOSE ENVIRONMENTAL 
MANAGEMENT SYSTEMS 

As already mentioned, applications are sometimes difficult to classify in the
groupings used above because they are not reported in sufficient detail or
because they develop over time, but in some cases the difficulty is that they
fit into all the groups, usually because they are set up for multi-purpose
management and require the complete range of technical capability, from
simple operations like mapping to linking with models (and other sophisti-
cated tools) or map manipulation using GIS functions. In the field of
industrial environmental management, Douglas (1995) explores the whole
range of GIS environmental applications from a practical point of view
(it is almost a “cook book” of how to incorporate GIS into this area).
Examples of such environmental systems can be found in Strobol (1992)
for managing forest resources, Moreira et al. (1994) describe the environ-
mental information system for Andalucia (Spain), Ljesevic and Filipovic
(1995) describe a similar system for environmental protection in Serbia,
Ernst et al. (1995) discuss a system to help the American Environmental
Monitoring and Assessment Program with wetland management, Leggett
and Jones (1996) discuss a flood-defence system in the Anglian coast from
the Thames to the Humber, and Bettinetti et al. (1996) discuss an integrated
system for the restoration of the Venice lagoon. Wickham et al. (1999) use
GIS for the management of salmon fisheries in Scotland, in a pre-
programmed system using AML. 

4.6 CONCLUSIONS 

Even with the limited analytical capabilities that GIS have, their standard
functions can be used to good effect in environmental management. As in
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IA, one of the most popular uses of GIS is based on linking them with
simulation models for the environment, be it for simulation or for model
design and/or estimation, for which GIS can provide the data. When it is
the GIS’ own functionality that is used, the most common GIS functions are
map overlay, buffering and map algebra, often in the context of some form
of multi-criteria evaluation. As in IA, a lot of interest is generated by the
potential of new input and output devices linked to GIS: the Internet,
satellite imagery, GPS (also linked to the idea of portable GIS for field
work), multimedia and hypermedia interfaces, virtually overtaking the inter-
est in GIS functionality itself. As noted when reviewing GIS applications to
IA in the previous chapter, it seems as if GIS maximise their potential when
operating within a wider framework of other decision-support tools (like
expert systems) that structure and focus their performance, and it is this
area of GIS application that is covered in Chapter 5. 
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5 GIS and expert systems for impact 
assessment

5.1 INTRODUCTION 

Chapters 3 and 4 reviewed a wide range of GIS applications to environ-
mental matters, also showing how limited their capabilities are when used
on their own and without pre-programming. This chapter discusses the use
of expert systems (ES) technology, in particular in combination with GIS,
arguing that “partial” technologies like GIS maximise their contribution
within the framework of decision-support tools. The chapter first discusses
the use of ES without GIS, and then with GIS, in Impact Assessment and
environmental management, following the same distinction used when
reviewing GIS applications in the previous chapters. Decision support
systems are discussed afterwards.13 

In contrast to the previous review of GIS applications, ES and decision-
support technologies are more novel and the proportion of references appearing
in research journals and books – as opposed to magazines and conference
papers without follow-up publications – is much greater, a reflection of the
greater research interest these types of GIS applications still have. Another
consequence of this is that the proportion of publications discussing methodo-
logical issues is far greater than that in more established types of GIS use. 

5.2 EXPERT SYSTEMS WITHOUT GIS FOR 
ENVIRONMENTAL ASSESSMENT

It is interesting that, in parallel to ES not making inroads in areas like town
planning – as already mentioned – such systems seem to be attracting fresh
interest in new areas like IA and environmental management. The process
appears to be starting all over again in this new field, with articles highlighting

13 Rodriguez-Bachiller (2000) includes an earlier version of this bibliographical review.
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the potential of ES appearing in the environmental literature, and proto-
types starting to be developed and used.

5.2.1 Expert systems without GIS for impact assessment 

Looking first at IA as such, most of the early articles performed what can be
called an eye-opener function, and at the same time some were monitoring
what was happening (like Spooner, 1985, in the US Environmental Protec-
tion Agency), some were pointing out the potential of ES for IA in general
(Chalmers, 1989; Lein, 1989), and some were pointing at particular areas
of IA: 

• For project screening (determining if a project requires an impact
assessment study), Geraghty (1992) reviewed briefly some systems
in Japan, Italy and Canada and proposed the GAIA system, an ES
for guidance to help assess the significance of likely impacts from a
project in order to see if an Environmental Statement is needed.
Later, Brown et al. (1996) developed it into the HyperGAIA system
(which they labelled as decision support system) to diffuse IA
expertise, and they used project screening as an example. This
group of researchers have made the issue of expertise and its diffu-
sion, central to ES, their main focus of interest, even if their discus-
sions are not always linked to any computerised system in
particular: Geraghty et al. (1996) are interested in the future use of
guidance manuals for EIA (which can be seen as “paper” ES), and
Geraghty (1999) undertakes a comparative study of guidance docu-
ments to support practice. 

• For the scoping of project impacts (identifying the impacts to be studied
and how “key” they are), Fedra et al. (1991) provide an early example
for the Lower Mekong Basin in South-East Asia, and Edward-Jones
and Gough (1994) developed the ECOZONE system to scope the impacts
on agriculture of projects of any kind. 

• For impact prediction as such, Huang (1989) developed the early
system MIN-CYANIDE for the minimisation of cyanide waste in
electroplating plants, and Kobayashi et al. (1997) incorporate
environmental considerations in an ES to help with the location of
industrial land uses.

• For the review of Environmental Statements, Schibuola and Byer
(1991) proposed the REVIEW system (written in Prolog) to overcome
the problem of Environmental Statements being reviewed in an ad hoc
way, and he illustrated the system concentrating on only one aspect of
ES: the consideration of alternatives for a project. 

• Echoing similar developments in other areas (like GIS), Hughes and
Schirmer (1994) point out the potential of expert systems for public
participation in IA as part of an interactive multimedia approach. 
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5.2.2 Expert systems without GIS for environmental 
management 

In the more general area of environmental management, a few “eye-
opener” articles on the potential of ES have been appearing since the 1980s
(Hushon, 1987; Borman, 1989; Lein, 1990), while some early prototypes
were already being developed mainly to help with two types of tasks: 

• Environmental analysis, where geology is quite prominent: Krystinik
(1985) proposed a system for the interpretation of depositional envi-
ronments, Fang and Schultz (1986) and Schultz et al. (1988) discuss the
XEOD system for the geological interpretation of sedimentary environ-
ments, and Liang (1988) developed a system for environmental analysis
of sedimentation; Miller (1991) applies a system to sedimentary basin
analysis, while Besio et al. (1991) apply a non-geological ES to classify
and analyse the landscape in an area. 

• Management as such: Coulson et al. (1989) designed a system for pest
management in forests, Greathouse et al. (1989) applied to environ-
mental control a system for land management developed earlier (Davis
et al., 1988) and, more recently, Clayton and Waters (1999) also
developed a land management system, for the Northwest Territories in
Canada. 

These are just a few examples. Fedra et al. (1991) review a number of early
projects from the 1980s combining ES and hydrologic modelling, and a
comprehensive review of environmental management expert systems in the
1980s can be found in Warwick et al. (1993). 

5.3 EXPERT SYSTEMS WITH GIS 

Turning now to ES in combination with GIS, the notion of linking GIS
technology to other advanced tools like expert systems was already emer-
ging in the early 1990s, as calls for so-called “intelligent” GIS were frequent
and in wide-ranging arenas (Laurini and Milleret-Raffort, 1990; Burrough,
1992; Openshaw, 1993a). Eye-opener articles were starting to suggest the
types of structures that such combined systems would have, and also start-
ing to show examples of ES–GIS combinations (Smith et al., 1987; Bouille,
1989; Heikkila et al., 1990; Fedra et al., 1991; Lam and Swayne, 1991;
Evans et al., 1993; Leung and Leung, 1993a; Vessel, 1993), not forgetting
the considerable difficulties involved in linking these two technologies,
which were identified at quite an early stage (Navinchandra, 1989). 

Because of the greater novelty of this technology in the early 1990s (at
least in this field), there was a greater emphasis on methodological issues
than for GIS alone (see previous chapters), which had undergone similar
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methodological discussions a decade earlier but are now raising more
issues about their diffusion than about their methodology. Figure 5.1
shows the frequency in GIS–ES usage of methodological and applica-
tion references during the 1990s expressed as percentages of all envi-
ronmental GIS references reviewed each year (see Rodriguez-Bachiller,
2000), and we can see how the methodological emphasis in the early
1990s gradually fades away and is replaced by discussions of practical
applications. 

5.3.1 GIS and expert systems: methodological issues 

What dominated the methodological discussion in those years was
undoubtedly the question of how to integrate ES and GIS, and many
authors contributed to that debate in the early 1990s (Webster, 1990a;
Fedra et al., 1991; Smith and Yiang, 1991;  Zhu and Healey, 1992; Fischer,
1994), mapping out the possible forms of integration between the two
technologies – in a way similar to earlier discussions about linking GIS
with models: 

• ES logic can be used simply to enhance the GIS database with rules. 
• An ES (the same as a model) can be “loosely coupled” with an external

GIS, calling its database through an interface. 
• Using “tight coupling”, one of the two technologies can be a “shell” for the

other and run it: the ES can be running the GIS or the GIS can run the ES. 
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Figure 5.1 The change of emphasis from methodology to application.
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• In full integration, ES operations can be built into GIS functionality (or
spatial information handling can be built into the ES, although that is
much more difficult). 

Related to the problem of GIS–ES integration, the development of suitable
interface tools for the connection, usually in the form of “shells” which
could talk to both technologies (Buehler and Wright, 1989; Maidment and
Djokic, 1991; Leung and Leung, 1993b) also attracted considerable attention,
a prominent example being the interface written by Maidment and Djokic
to connect the NEXPERT expert-systems “shell” and the Arc-Info GIS.

Apart from the form of the integration between GIS and ES, the issue of
knowledge acquisition is ever-present in ES work (as discussed in Chapter 2)
and the addition of GIS adds the spatial dimension to the problem of
extracting knowledge, be it from experts (Waters, 1989; Webster et al.,
1989; Cowen et al., 1990; Linsey, 1994), from past case-based experience
(Holt and Benwell, 1996), or directly from a database (Deren and Tao,
1994). Apart from methodological problems arising from ES–GIS integration,
ES (and AI) have been used to address a series of cartographic problems in
GIS work, mainly in areas having to do with visualisation presentation of
maps, and with the interpretation of certain type of data. 

5.3.1.1 Methodological issues: visualisation 

The visualisation problem that has probably attracted most attention in
connection with the use of AI techniques with GIS has been that of map
generalisation, central to any cartographic system where a decision has to
be made each time a map is produced, at a given scale, about how much
detail to use at that scale. Such decisions can be about what to include
(what sizes of settlements to leave out, for instance), or in terms of how to
represent lines (line generalisation) on the map.14 To deal with this problem,
two different types of AI approaches have been explored, with unequal interest:

• Using neural networks (see Chapter 2) started to attract interest in the late
1980s, to generalise settlements (Powitz and Meyer, 1989) or for general-
purpose line generalisation (Pariente, 1994; Werschlein and Weibel, 1994).

• But, by far, the most researched approach to “intelligent” map general-
isation is rule-based – similar to how ES work – sometimes involving
“knowledge acquisition” (Muller and Mouwes, 1990) to determine the

14 The issue of how much detail to use when representing a line at a particular scale leads
directly to the perplexing realisation that at different scales, lines appear to change in length
as their scale of representation changes, and the concept that links these two variables (scale
and size) is that of fractal dimension, which opens the door into the field of fractal analysis,
fascinating in itself and with wide-ranging ramifications (an easy introduction to the subject
can be found in Lauwerier, 1987).
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rules, which are used to replicate how a cartographer would do it
(Richardson, 1989; Armstrong and Bennett, 1990; Mackaness and
Beard, 1990), or to select the best generalisation algorithm from a range
produced over the years by research into automatic generalisation
(Joao et al., 1990, 1991; Herbert, 1991; Herbert and Joao, 1991;
Herbert et al., 1992; Offermann, 1993). 

Other examples in the ES–GIS literature covering issues of visualisation/
interfacing include a variety of problem areas: 

• automatic name-placement on maps (Freeman and Ahn, 1984;
Doerschler, 1987; Doerschler and Freeman, 1989; Jones, 1989); 

• symbolisation, the automatic selection of symbols for map features
(Mackaness and Fisher, 1987; Siekierska, 1989; Greven, 1995; Zhan
and Buttenfield, 1995); 

• dealing with map projections automatically (Jankowski and Nyerges,
1989) and making earth, aerial and satellite pictures compatible (Logan
et al., 1988); 

• general human–computer interfacing (Morse, 1987; Tzafestas and
Hatzivasilou, 1990); 

• automatic map error-correction, like for example the removal of
so-called “sliver polygons”15 in GIS maps (Rybaczuk, 1993). 

5.3.1.2 Methodological issues: classification 

The use of “intelligent” methods together with GIS for the classification of
satellite data attracted interest since the early years of satellite data
becoming widely available (Estes et al., 1986; Mckeown, 1986), and the
same two main approaches were researched as for map generalisation:
neural networks and rule-based systems. 

Neural networks are particularly suited to pattern recognition, and they
have been used to classify a wide range of data, including: 

• land cover, which is probably the most common problem addressed
this way since the early 1990s (Fisher and Pathirana, 1990; Buch et al.,
1994a,b; Maruchi et al., 1994; Foody, 1995; Atkinson and Cutler,
1996; Dai and Khorram, 1999); 

• features, be it the recognition of lines (Mower, 1988) or the identifica-
tion of architectural types (Maiellaro and Barbanente, 1993); 

• multi-factor data-sets, for example to perform “cluster analysis”
(Openshaw and Wymer, 1990) or to assess land suitability (Wang, 1994).

15 Such polygons usually result from double-digitising or from the superposition of several
maps of the same features.
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Rule-based classification systems attracted attention earlier than neural-
network systems (which only came to the forefront of research in the
1990s), and what they have covered has varied: 

• Classification of land cover has been a favourite theme since the 1980s
(Ying et al., 1987; Wharton, 1987, 1989; De Jong and Riezebos, 1991;
Hong, 1991; Leung and Leung, 1993b), with early applications to for-
estry (Goldberg et al., 1984), and also applications to agricultural land
use in particular (Kontoes et al., 1993; Van der Laan, 1994; Hassani
et al., 1996). Srinivasan and Richards (1993) apply these methods to
classify “mixed” data from radar, satellite and other sources. An inter-
esting variation to the theme is to reverse the logic of these methods
and use a training set of “ground-truthed” data in comparison with
satellite data in order to derive the rules (by “rule induction”) for the
knowledge base of the future ES (Barbanente et al., 1991; Dymond and
Luckman, 1993). 

• Identification of roads (“road extraction”) from satellite data has also
attracted considerable attention (Goodenough et al., 1987; Wang and
Newkirk, 1987a,b; Newkirk and Wang, 1989; Newkirk, 1991; Van
Cleynenbreugel et al., 1991; Goodenough and Fung, 1991), to over-
come the difficulty of identifying linear features in data sources which
only give areal information. In a variation on the theme, O’Neill and
Grenney (1991) built a rule-based prototype for road identification not
using satellite data, but data from the Road Inventory Files and the
digital address files (TIGER) in the US. 

• Identification of geographical features from satellite data using decision
rules: Hartnett et al. (1994) used this approach in Antarctica to identify
clouds, topographical edges, ice, etc., and Cambridge et al. (1996) use
a similar approach to model acid rain. 

To finish this section, it is worth mentioning the approach of Shaefer
(1992), who proposed long ago combining the two approaches discussed
above (ES and neural networks) so that the ES rules could improve the
performance of neural networks by taking their output and making choices
among the different probability options suggested, and then feeding back
these suggestions into the network’s operation. 

5.3.2 GIS and expert systems in the Regional Research 
Laboratories 

At the time this review started – the early 1990s – GIS technology itself was
relatively new outside America. In the diffusion process that was taking
place, the setting up of the Regional Research Laboratories (the RRLs
already referred to in Chapter 1) in the UK was a crucial step and provided
the front-line in that process. An examination of the work carried out as
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part of the Regional Research Laboratory Initiative of 1988–91 in the UK
provides an insight into the issues dominating GIS research at the time, and
acts as a “pilot survey” of the issues and prospects concerning the combi-
nation of these two technologies. Given the emphasis of GIS work at the time
on “diffusion and acceptance”, the scope of the RRL survey was widened
from the outset to include links between GIS and not just expert systems,
but general artificial intelligence (AI) on the one hand and, on the other,
a wider range of decision-support tools leading to the so-called decision
support systems (DSS), already discussed in Chapter 2. 

The Regional Research Laboratory Initiative (Masser, 1990) was
launched by the UK Economic and Social Research Council (ESRC) in
1987 in a trial phase, with its main phase starting in 1988, and with over
two million pounds invested up to its conclusion at the end of 1991. It
polarised GIS research in the UK into 8 Regional Research Laboratories
(RRLs), some of them with more than one site, so that in total there were
a dozen research sites linked to this programme spread evenly throughout
the country, mostly academic departments of geography, sometimes other
social science or environment-related departments, sometimes computer
centres. These departments had different degrees of involvement in the
programme, and tended to support research carried out mainly by “resident”
researchers at those sites, having the additional practical aim of stimulating
and helping local (private and public) decision-makers in the use of the new
GIS technology. This contrasts, for instance, with the parallel experience of the
US National Centre for Geographic Information and Analysis – funded with a
comparable budget by the National Science Foundation – concentrated in only
three centres for the whole country (Santa Barbara, Buffalo and Maine), and
financing research projects done both inside and outside those centres, with
mainly theoretical aims (Openshaw etal., 1987; Openshaw, 1990). 

5.3.2.1 The RRLs research agenda 

Taking the technical research profile of the different RRLs, as summarised
by Plummer (1990) and also in a series of articles in the Mapping Awareness
magazine during 1989 and 1990, a short-list of technical research topics
can be extracted which set out the extent to which the AI–GIS connection
was expected to be explored “on paper”: 

Midlands RRL (Geography, Leicester and Loughborough Universities),
see also Maguire et al. (1989): 
• spatial databases and data transfer; 
• data integration and de-referencing of multi-referenced spatial data; 
• human–computer interfaces. 

North East RRL (Geography and Town Planning, Newcastle University),
see also Openshaw et al. (1989): 
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• tools for spatial analysis of vector data;
• fuzzy geodemographics, locational errors, homogeneity of catchment;
• areas, design of zone aggregation methods;
• automated data-clustering pattern detection and map overlay;
• spatial error propagation when integrating multi-source data. 

Northern Ireland RRL (Geoscience, Belfast University; Environmental
Studies, Ulster University in Coleraine), see also Stringer and Bond (1990):
• spatial resolution of aggregated spatial data;
• multi-model database structures;
• human–computer interfaces. 

North West RRL (Geography, Lancaster University), see also Flowerdew
(1989):
• comparison of sets of data;
• area interpolation;
• fast digitisation techniques;
• environmental “plume” models. 

RRL for Scotland (Geography, Edinburgh University), see also Healey et al.
(1990):
• parallel processing;
• a system-independent cartographic “browser”. 

South East RRL (Geography, Birkbeck College in London and London
School of Economics), see also Rhind and Shepherd (1989):
• efficient data storage; 
• intelligent front-ends for Arc-Info; 
• data encoding and integration; 
• remote sensing for land use change; 
• data exchange and integration. 

Wales and South West RRL (Town Planning, Cardiff University), see also
Green et al. (1989): 
• information systems; 
• GIS and expert systems; 
• Artificial Intelligence and remote sensing; 
• fractal geometries; 
• error structures and propagation. 

Manchester and Liverpool RRL (Geography, Manchester University; Civic
Design, Liverpool University), see also Hirschfield et al. (1989): 
• address-referencing systems;
• geodemographics and cluster analysis methods. 

The first impression from this listing already shows how limited the interest
in expert systems or related approaches seemed to be in general, with only
indirect reference to such methods in the North East RRL, the RRL for
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Scotland, and the South East RRL. The only notable exception was the Wales
and South West RRL where explicit interest was expressed in artificial
intelligence methods from the beginning. 

5.3.2.2 RRL-related work and publications 

A literature review of the material produced by the researchers in these
laboratories, and informal interview surveys by telephone or in person
tended to confirm the preliminary views of the RRL work: 

Midlands RRL: At Leicester University, no RRL-linked research was
directed to artificial intelligence techniques as such, but Peter Fisher (per-
sonal communication) extended his personal interests in this direction. He
considers “search” techniques to be central to all artificial intelligence
methods (Fisher, 1990a,b), and he sees AI and ES’ worth in relation to GIS
to be in two related areas: the handling of spatially distributed errors, and
uncertainty linked to the data explosion of today and compounded
through cartographic manipulation, having illustrated his ideas with appli-
cations in soil taxonomy (Fisher and Balachandran, 1990) and in fuzzy
land classification from satellite data (Fisher and Pathirana, 1990). In
Fisher’s view, ES should be able to do non-trivial GIS tasks like telling what
an object is, mapping out the history of how the object was created and its
values derived, and should also be capable of explaining its reasoning. 

Related research at Loughborough University did not focus on expert
systems as such but was directed at the issue of intelligent information
retrieval from databases (David Walker, personal communication) involving
natural language processing and understanding, linked to the general issue
of “meta-data” (Medyckyj-Scott et al., 1991) and user-oriented interfaces,
from the simple menu-based type (Robson and Adlam, 1991) to more
“intelligent” approaches (Medyckyj-Scott, 1991). 

North East RRL: Most of the work at this RRL concentrated on the use of
“zoned” data of the Census type (Mike Coombes, personal communication),
on issues related to the “ecological fallacy”, and on questions linked to the
regionalisation of such zones using large matrices of data. Stan Openshaw16

tended to prefer approaches based on “patterns”, while Mike Coombes tended
to prefer more “craft-based” approaches and, as an automated alternative
to the latter, the potential of ES was explored, but there was some
disillusionment with them because it was not felt they really produced the
flexibility required. There was some work on AI, linked to Stan Openshaw’s
own personal interests listing AI as one of the most important research top-
ics for the introduction of spatial analysis functionality into GIS (Openshaw,
1990, 1993a), although he found it difficult (personal communication) even

16 In Newcastle University at the time.



126 GIS and expert systems for IA

to define the field covered by AI. Expert systems as such were not used
because, as Stan Openshaw put it, “they don’t work”; instead, the interest
in AI at the laboratory concentrated on the use of neural nets to help with
the regionalisation problem, applied to the 1991 Census (Openshaw and
Wymer, 1990), and Openshaw (1993b) explored the use of neural nets to
model spatial interaction. 

North West RRL: There is no explicit research on expert systems at this
RRL, but some limited reference to the related question of so-called spatial
decision support systems, focusing on a possible application for evacuation
planning (De Silva, 1991), an area of “disaster planning”, one of the
growth areas in the application of GIS technology. 

RRL for Scotland: No research at this RRL was focused on ES (Richard
Healey, personal communication), the only area of work remotely related
to artificial intelligence was that of parallel processing of large geographical
databases; the only work focused on this ES–GIS relationship was that
carried out by a doctoral student working on a system for geographical
analysis interfacing with “loose coupling” the Arc-Info GIS and the NASA
expert systems shell CLIPS (Zhu and Healey, 1992). 

South East RRL: At the London School of Economics site, both Craig White-
head (Geographical Information Research Laboratory manager) and Derek
Diamond had not been in favour of exploring the route of GIS–expert system
links, because “Expert Systems are tainted with the failures of Artificial
Intelligence” (Derek Diamond, personal communication); on the other hand,
considering how the GIS industry was dominated by technology and by soft-
ware companies, the interest went in the direction of the idea of a “federal”
GIS: proprietary packages inter-linked into an evolutionary system moving
from the simple to the complex, a database linked to a mapping system for
purposes of both spatial analysis and decision support, towards a spatial
decision support system for Landuse Planning (Hershey, 1991a,b). 

At the University College site, Rhind (1990) suggested “the role of Expert
Systems” as one of the main foci for the GIS research agenda, particularly in
the following areas of GIS: pattern recognition and “object extraction”, inte-
gration of diverse data, data search, cartographic generalisation, “idiot-
proofing” of systems, GIS teaching, and elicitation of “soft” knowledge from
humans. The actual research at this site (Graeme Herbert, personal commu-
nication) concentrated on issues of map generalisation and name-placement
(the location of labels on maps). Artificial intelligence techniques were incor-
porated to choose and apply the best map design or generalisation algorithms
depending on the characteristics of the map and the feature being generalised
(Joao etal., 1990, 1991; Herbert, 1991; Herbert and Joao, 1991).

Wales and South West RRL: As in other RRLs, the programme at this RRL
evolved incrementally (Chris Webster, personal communication), reflecting
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on the one hand existing strengths and interests and, on the other, new
opportunities that emerged in the process. Artificial intelligence was not on
the original agenda for the RRL in 1986, but was introduced by Chris
Webster and Mike Batty, and developed in several phases: 

In the first phase, starting even before the RRL contract, there were
some experiments with expert systems with no connection to GIS: the
first was linked to MPhil work (De Souza, 1988) focusing on the use of
expert systems for Development Control (following a line not too differ-
ent from that followed at Oxford Polytechnic at the time, see Rodriguez-
Bachiller, 1991), using the ESDA expert-system “shell”; the second
looked at text animation as a possible alternative approach to knowledge
acquisition, using as test-bed the comparison between a system that
extracted knowledge from a manual on planning standards for Malaysia,
and a system based on standard knowledge acquisition from an expert to
deal with possible hazards in the South Wales valleys (Webster et al.,
1989). In addition, an expert system for Permitted Development (the issue
of whether a development requires planning permission) was developed
using the Prolog shell PEXPERT, combining rules and case-law to answer
the basic question, seen as “testing the hypothesis” that a development IS
permitted. 

In the second phase, a former research student17 tried alternative
approaches to risk assessment using GIS, and explored with Chris Webster
the integration of spatial data and expert systems and how to automate the
process of spatial search within the framework of general decision-making
by building spatial knowledge into the knowledge base. After a first
exploration of logic programming using PROLOG (Webster, 1989a), the
same author wrote an experimental system to express spatial databases in
“predicate calculus” form using PROLOG, and then built the spatial and
topological knowledge as well as the generic search-algorithm using the
ESDA shell, to increase the functionality of the predicate-calculus system
(Webster, 1989b); a data-set consisting of a few polygons was digitised in
Arc-Info format, then exported as unstructured segments, and then con-
verted into Prolog-readable form as “predicates”. The functionality of the
system was quite trivial (Chris Webster, personal communication), all it did
was to go into a map and decide if a search was inside or outside an area,
but it showed how the functionality of an expert system could be embellished
by bringing spatial data into it. 

In what can be called the third phase, Ian Bracken and Chris Webster
collaborated with an organisation linked to remote sensing, participating in
a working group on GIS in Utrecht (with Peter Burrough), and this
prompted interest in looking at GIS from the point of view of decision

17 Anthony Wislocki.
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support systems (Bracken and Webster, 1989; Webster 1990a). Chris
Webster reviewed the field of object-oriented approaches (Webster,
1990b), and he went on to investigate the design of an object-oriented
urban and regional planning database using the artificial intelligence tool
known as “semantic net” (Webster and Omare, 1990, 1991; Webster,
1991), already mentioned in Chapter 2.

In the fourth phase, inspired by the previous work and by the discus-
sions within the Netherlands workshop, interest developed in the areas of
vision and pattern recognition, and the possibility of building some intel-
ligence into GIS and their capacity to recognise objects: in conventional
or object-oriented systems, objects are explicitly defined and classified as
groups of pixels, by adding a label to a classified series of vectors; the
question became how to ask the system to find objects that “look
like . . .”, and store them. This was speared on by the work done at
Utrecht about small-scale buildings, and further work at the RRL
explored the methodology and techniques to answer the above question
(Webster et al., 1991, 1992). Using SPOT images of Harare (Zimbabwe),
some prototypical morphological areas were extracted exploring several
pattern-recognition methodologies, which were then tested by predicting
housing and population densities and comparing the predictions with the
actual values. More recent SPOT data for Cardiff and Bristol was then
being obtained (a much better data-set to link up to), and the next phase
was intended to be to incorporate the “population surfaces” of Ian
Bracken and Dave Martin (Bracken and Martin, 1989; Martin, 1988,
1990). This whole area of work introduced another angle: the possibility
of linking Remote Sensing and GIS into a single framework. Also, as
Chris Webster explored the combination of AI techniques with a remote
sensing process of data capture for GIS, Ian Bracken was exploring a sim-
ilar combination applied to more conventional data-capture techniques
like digitising (Bracken, 1989). The next stage, according to Chris Web-
ster, was probably going to move in the direction of “intelligent” retrieval
and spatial search, using non-Euclidean spatial reasoning using “fuzzy”
concepts like “near”, “far”, etc. 

Manchester and Liverpool RRL: The initial impression was confirmed by
Peter Brown (personal communication), that the client-oriented work at this
RRL led to relatively little interest in geographical information systems, and
certainly not in the direction of expert systems or artificial intelligence,
probably a reflection of the relative state of infancy of those technologies
at the time when the RRLs were in operation. 

5.3.2.3 GIS and AI in the RRLs: conclusions 

The more detailed survey of RRL work confirmed to a large extent the
indications from the first impressions: 
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• Only in a very limited number of RRLs was the possible connection of
GIS and AI considered worthy of exploration, partly due to the relative
novelty of the GIS technology itself (in fact, in one of the laboratories
even GIS technology was almost deliberately ignored), and also partly
due to some degree of distrust of the so-called “intelligent” approaches,
which were considered too new and unproven. 

• Where the connection between AI and GIS was explored, it tended to
be applied to the solution of cartographic problems present in GIS (error
propagation, map generalisation, name-placement, object recognition,
classification of satellite information) or to the improvement of database
interrogation, but with little or no reference to taking advantage of the
combination of these two types of technologies to improve decision-
making, which one would expect to be potentially the most important
reason for using expert systems technology. 

• When it concerned decision-making, the emphasis of RRL work seemed
to have moved beyond the relatively simple and “inflexible” expert
systems in favour of more general systems which were becoming
increasingly popular in the literature under the generic name of decision
support systems (DSS), and their natural extensions into the spatial
dimension (SDSS).

5.3.3 ES and GIS for impact assessment 

The potential of combining ES and GIS for impact assessment was pointed
out from the early 1990s (Fedra et al., 1991). Fedra (1993) discusses this
potential and illustrates it for air pollution impact analysis related to
climatic change, along similar lines as other authors did later for impact
monitoring/analysis, like Kondratiev etal. (1996) who combine a GIS (IDRISI)
with remote-sensing data to model environmental pollution. 

For impact prediction, Lundgard et al. (1992) use ES to predict noise
impacts, and many authors apply similar approaches to the prediction of
pollution impacts: Appelman et al. (1993) develop a system to forecast the
effects of sand pits on underground water, Cuddy et al. (1996) predict the
environmental damage from army training exercises using the ES to handle
qualitative information, and Burde etal. (1994) develop the SAFRAN system
to evaluate the impact of atmospheric acid on soil and ground water, com-
bining Arc-Info and an ES shell using rules (instead of “map algebra”, as in
GIS) to combine impact maps into overall results. On a slightly different
approach, Calori et al. (1994) use an ES to select the right air pollution
model depending on the scenario, articulated with different models by a
“semantic net”. For areawide impact prediction, Ciancarella et al. (1994)
describe the SIBILLA system which combines an ES of legal knowledge,
prediction models, and GIS – all with “hypertext” to facilitate zooming in
and out of each – to analyse and compare the prescriptive contents of land
use plans as well as the design of new ones; the aim for the future was to
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develop it into a proper decision support system to estimate how human
activities can affect environmental resources under different legal constraints,
and the authors illustrate its potential with an application to the Comacchio
wetlands in Italy. 

Some systems are designed to serve mainly one purpose within IA, like
the EIA system for the screening of projects in the basin of the Mekong
river (Fedra et al., 1991) using GIS and satellite data. Others try to serve
several purposes within IA, sometimes in an evolutionary process, like the
case reported by Daniel et al. (1994): ESSA Technologies developed the
SCREENER system for project screening, and then started developing
another one, SPEARS (Spatial Environmental Assessment and Review
System), to assess (scope) possible impacts and select a range of possible
mitigation measures. 

The most common way of coupling ES and GIS is by the latter being
“run” from the former. Fully integrated coupling (so-called “tight cou-
pling”) is very rare because of the limitations of commercial GIS pack-
ages. Of the “loose-coupling” alternatives, only occasionally do we see ES
being called – treated as GIS subroutines – by the GIS to perform pre-
processing operations on some of the GIS data, for example when they
are used to interpret and classify satellite data. The most common approach
is for ES to act as “managers” of the problem-solving procedure, and GIS
are called to: (i) provide geographical information; (ii) perform certain
forms of spatial analysis on it. This also applies to the systems to be discussed
in the next section.

5.3.4 ES and GIS for environmental management 

Fedra etal. (1991) review early examples of GIS–ES integration for environ-
mental management. Maidment (1993) reviews and discusses extensively
the integration of GIS, models, ES and other AI techniques like semantic
nets (see Chapter 2) in water modelling and management, which has
attracted considerable attention since the 1980s (Heatwole et al., 1987;
Crossland, 1990; Roberts and Ricketts, 1990; Robillard, 1990). For coastal
management in particular, Roberts and Ricketts (1990) describe the
ASPENEX model combining the NEXPERT shell with Arc-Info, and Lee
etal. (1991) use a knowledge-based approach to predict wetland conversion
and shoreline reconfigurations during long-term sea-rise. On a different note,
Wang (1997) discusses an expert system for the selection of groundwater
models for protection programmes. 

In ecology, the potential of adding ES to GIS is also pointed out by
Hanson and Baker (1993) in the field of rangeland modelling, using ES
to pre-compute data for models and to select the links between
the right parts of the right model (acting almost as a decision support
system).
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Along similar lines, Lam (1993) discusses the RAISON system that uses
ES to select the right model (in this case for acid-rain simulation) according
to the data and the geographical regime. Miller and Morrice (1991, 1993)
give examples related to the prediction of vegetation change, and Miller
(1996) deals with the same issue combining two knowledge bases for
the ES, one to deal with the spatial data and one specific to the subject
matter.

Mapping land-slide and erosion risks has made extensive use of ES
technology linked to GIS: Pearson et al. (1991, 1992) applied it to Cyprus,
combining NEXPERT (an object-oriented ES “shell”) and Arc-Info using
the interface designed by Maidment and Djokic (1991). Ferrier et al. (1993)
and Ferrier and Wadge (1997) applied the same set of tools to the Cheshire
Basin in the UK. Adinarayana et al. (1994) used a raster GIS and rules to
define the probabilities of soil erosion in an area of the Western Ghats
(India), and Kolejka and Pokorny (1994) used an ES to identify the charac-
teristics of areas of land-slide hazards, which were then mapped with a GIS
in Southern Moravia (Czech Republic). 

In geology, Miller (1994) describes a system integrating geologic know-
ledge for the San Juan Basin (New Mexico); ES–GIS combinations have
been suggested in this field since the 1980s (Katz, 1988; Usery et al., 1988,
1989; Vogel, 1989), and Cheng et al. (1994) discuss a system for the
estimation of mineral potential in different areas. 

Applied to rural management, Archambault (1990) used an ES to diagnose
pest-risks in Quebec. In forestry, Skidmore etal. (1991) used ES to classify
satellite data in New South Wales (Australia) and decide with production
rules the type of forest soil landscape in each area.18 Gouldstone Gronlund
and Xiang (1993) and Gouldstone Gronlund etal. (1994) combine ES and
GIS to define priority management areas to combat forest fires. In the general
area of environmental monitoring, Lam and Pupp (1996) introduce ES to
integrate several databases and models and produce environmental reports. 

A typical model of ES–GIS combination emerges again (Yazdani, 1993):
the role ES play when linked to GIS is often that of “managers” of the
operation of the GIS – which provide data and some modelling – guiding
the correct use of GIS functions or data and helping with their interpreta-
tion, in a way similar to what “decision support systems” (DSS) do,
although proper DSS do it in their own distinctive way (see Chapter 2). But
the similarities are apparent, and point us in the direction of some applica-
tions of these technologies which can be said to represent practically a
borderline between ES and DSS, where the former is used very directly to
help with management practices: Radwan and Bishr (1994) deal with
several kinds of non-point pollution and erosion models – in a multi-model

18 This issue of land classification relates directly to the methodological problem of classification
of data already discussed in Section 5.3.1.2. 
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system looking very much like a DSS – where the ES is used to pre-process
data for them and to analyse their results, linking once more the NEXPERT
shell and Arc-Info; Xiang (1997) describes the system CRITIC, which uses
rules to identify deficiencies in fire-control plans (for North Carolina State
Park authorities) in the form of undesirable relationships between planned
decisions. 

5.4 DECISION SUPPORT SYSTEMS (AND ES) WITH GIS

We have seen how expert systems are often programmed as “managers” of
the problem-solving logic where GIS makes an efficient contribution when
applied to small problems with relatively straightforward aims and well-
defined solution methods. However, as problems become bigger and more
complex, the simple rule-based logic of ES (see Chapter 2) can prove
inadequate and needs a more open-ended framework within which to
“explore” and perform its problem-solving. Decision Support Systems (DSS)
were developed to respond to such needs in more complex situations and,
accordingly, GIS technology has also become involved with these new-style
systems. The potential – the need even – for integration of these different
types of tools is now deep-rooted in the GIS user-community, as already
identified in a survey amongst planners (Baumewerd-Ahlmann et al., 1994).
As discussed in Chapter 2, the call for DSS originated mainly from the
tradition of “Management Information Systems”, but within the GIS-
related literature we could see similar pressures towards a wide-ranging
framework – within which GIS, ES, and models are constituent parts –
coming from several directions:

• interest in multi-criteria decision-making with GIS, where – it was
argued – a DSS framework is essential (Heywood etal., 1994; Peckham,
1997); 

• fields such as urban and regional planning – also interested in multi-
criteria decision-making – where the pioneering idea of “desktop
planning” (Newton et al., 1988) and calls for improved information
systems (Han and Kim, 1989; Clarke, 1990; Nijkamp and Scholten,
1991, 1993) could be seen as antecedents to spatial DSS; 

• spatial analysis and modelling, where the flexibility of DSS was seen
as having the potential to resolve some of the “bottlenecks” in this
field (Copas and Medyckyj-Scott, 1991; Fischer and Nijkamp, 1992,
1993);

• the GIS field itself, where DSS were seen as the logical framework for
GIS (and ES) to achieve their potential as decision-making tools (Abel
et al., 1992; Richer and Chevalier, 1992; Caron and Buogo, 1993;
Chevallier, 1993; Laaribi et al., 1993; Chevalier, 1994; Holmberg,
1996). 
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Another aspect of this complementarity between DSS and ES is the fact
that, over time, the interest in the latter in the GIS-related literature seems
to be declining as the interest in the former increases. Based on an updated
version of the bibliography in Rodriguez-Bachiller (2000), Figure 5.2
shows the relative frequency of DSS and ES references each year (expressed
as percentages of all environmental GIS references reviewed) gradually
changing during the 1990s. The relative decline of expert systems is not
because DSS are replacing ES, but because they provide an envelope for
them. DSS references are often also about ES, which they mention as
“components” of DSS, but ES are not any more the central focus of interest.

Even more than when dealing with ES, the literature on GIS-related DSS
focuses heavily on methodological issues, undoubtedly reflecting how new
this technology still is. Concentrating only on references dealing with
environmental issues, important work by Fedra (1993b, 1994, 1995)
discusses the basic structures to integrate GIS, models, and ES in pairs or
into an environmental DSS combining all three, illustrating the discussion
with examples on air and water quality management, technological risk
assessment, and general environmental management. Abel et al. (1992) dis-
cuss the SISKIT system suggesting architectures for GIS which are suitable
for DSS, Van Voris et al. (1993) emphasise the importance of the visualisa-
tion of the information while it is being processed in the DSS, Frysinger
et al. (1996) propose an open architecture to integrate models and GIS into
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an environmental DSS, and Romao et al. (1996) propose the COASTMAP
system for coastal zone management using hypermedia techniques to
integrate the various modules in the DSS.

A thorough discussion of methodological issues can be found in Leung
and Leung (1993a) and Leung (1993) related to the development of one
particular example of “intelligent” DSS, and an accepted structure for these
DSS with GIS is now widespread in the literature (Arbeit, 1993; Grothe and
Scholten, 1993; Enache, 1994; Birkin et al., 1996). Also, a growing litera-
ture on so-called “spatial” DSS – or SDSS – (Densham and Goodchild,
1989; Armstrong and Densham, 1990; Ryan, 1992; Densham, 1991, 1993,
1994; Densham and Rushton, 1996; Ayeni, 1997) and extensions like
“group” DSS (Jankowski et al., 1997; Jones, et al. 1997) also reinforced
this discussion in the 1990s, although these systems do not always involve
GIS, but other technologies for spatial referencing and mapping. 

As before, one of the dominant methodological issues is the question of
how to integrate the different modules in the DSS – similar to the question
of integrating GIS and models or ES. As Badji and Mallans (1991) consid-
ered quite early on: (i) it can be ad hoc, with each module being developed
separately; (ii) using partial linkage, either a GIS can be developed around a
model or a model around a GIS; (iii) with full linkage, the respective data of
the two systems are tailored to each other’s needs. In their example, Badji
and Mallans apply a “partial” approach to the development of a DSS for
irrigation-water management. In terms of the actual programming of the
modules (including GIS) that make up a DSS, Peckham (1997) provides a
similar list of how it can be done: (i) programming all the elements from
scratch; (ii) using a commercial GIS and its macro language; (iii) with a
“federated” approach, using different packages for the different modules,
all operating on the same “windowing” environment, although he recognises
that not many commercial GIS can do this. A good example of integration
can be found in Djokic (1996), describing a general purpose “shell” for
Spatial DSS, based on the already mentioned link between Arc-Info and the
ES shell NEXPERT (Maidment and Djokic, 1991). 

Let us now look at GIS applications integrated within a DSS (which,
strictly speaking, constitute a Spatial DSS) for the purposes of IA, often also
involving ES in the armoury of the DSS. Because of the nature of DSS, they
tend to be applied to tasks more complex than simple models or even ES,
especially in later applications, as confidence with this new approach
grows. 

5.4.1 GIS and DSS for impact assessment 

The use of DSS with GIS, specifically for IA tends to cover various “stages”
in the IA process as well as different types of impacts. For the scoping of
impacts (identifying which impacts to study and how “key” they are) and
the review of Environmental Statements, Haklay et al. (1998) discuss an
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interesting system for Israel – where Statements are prepared centrally and
not by the developer – which compares project characteristics with an envi-
ronmental database to suggest the impacts to investigate, and evaluate
Environmental Statements accordingly. 

For impact prediction, systems of this kind have been designed to cover
virtually all types of impacts: 

• Waste: Peckham (1993) describes a system to do scenario generation
and evaluation for industrial waste management in the Lombardy region.

• Water: Booty et al. (1994) discuss the RAISON system (to run on PCs)
developed for the Water Research Institute of Canada to do EIA of dis-
charges into water streams, combining GIS, ES, models and statistics;
the ES shell is used to construct rules in dialogue with the expert, and
those rules are used to run models and are also extended into spread-
sheet “IF” formulae to manipulate the data; Rushton et al. (1995)
discuss the Northeast-ESRC Land Use Programme (NELUP) to predict
the consequences of land use changes in water catchments in Northeast
England, and Wadsworth and Callaghan (1995) show examples of use
of the same system. 

• Air pollution: Briassoulis and Papazoglou (1994) develop a multi-
criteria DSS to evaluate land suitability in terms of accident risk based
on proximity to major hazard facilities using dispersion models to
estimate the risks, and Chang et al. (1997) develop a system for
disaster planning for chemical emergencies, combining Arc-Info
(programmed in AML), air diffusion models to simulate impacts, and
a knowledge base to evaluate the rescue actions needed.

• Noise: Altenhoff and Lee (1993) use Arc-Info for the simulation of
noise emissions and abatement measures. 

• Traffic impacts: Appelman and Piepers (1993) discuss a system for the
Ministry of Public Works in the Netherlands to apply a landscape-
ecological approach in IA for the planning of highways, and Miyamoto
et al. (1995) design a location/land-use model integrated with a traffic/
transport model and a model to simulate traffic impacts for specific
projects or land use plans in Bangkok; the models are written in
Fortran, the interfaces in Visual Basic, and the rest are “off-the-shelf”
packages.

• Landscape: Goncalves et al. (1995) combine a cellular-automata model
of landscape change with a multi-criteria impact-evaluation methodology
(using IDRISI) and illustrate it with an example about a new freeway
being planned in central Portugal. 

• Multiple impacts: Although it is not presented as a DSS but as a model-
ling application, Biagi and Pozzana (1994) present a structure which
has in fact the ingredients of a DSS: various models are used to predict
the geographical distribution of impacts derived from land-use changes,
and to assess their effect on the environmental situation. 



136 GIS and expert systems for IA

For impact mitigation, Kusse and Wentholt (1992) discuss the RIM system
which combines an ES and a GIS to simulate emission levels into ground water
before and after mitigation measures, and their SENSE system extends this
capacity into suggesting such measures; Salt and Culligan Dunsmore discuss
SDSS for post-emergency management of radioactively contaminated land,
using examples from Scotland. On a different note, Fedra (1999) discusses the
monitoring of urban environmental impacts using DSS (including ES).

A rare example of DSS application to help with land reclamation at the
decommissioning stage of a project can be found in Hickey and Jankowski
(1997) for a smelter project, including the production of re-vegetation
priority maps using Arc-Info’s GRID and programming it in AML. 

5.4.2 GIS and DSS for environmental management 

As we would expect, environmental management tasks can reach consider-
able levels of complication and “open-endedness”, and it is for tasks of this
kind that DSS are ideally suited. Let us look at some typical areas of
application for DSS with GIS to deal with environmental matters. 

The use of these systems to help with various aspects of agriculture and
rural management is quite wide-ranging: 

• General management and policy making include a wide variety of uses
from the early 1990s: 

(i) For general land-use management and planning, Yang and Sharpe
(1991) describe a prototype system to help design “buffer zones”
around environmental conservation areas, De Sede et al. (1992)
describe the GERMINAL project developed at the Swiss Federal Institute
of Technology to aid decision-making in rural planning at regional
level, and Sharifi (1992) discusses a system for agricultural land-use
planning. Shvebs et al. (1994) propose a system for the optimisation of
rural land resources for Ukraine, and McClean et al. (1995) discuss a
similar system for land-use planning applicable to both rural and urban
environments. Keller and Strapp (1996) use the “Application Program-
ming Interface” to interact with a GIS, and apply it to the management
of land consolidation, MacDonald and Faber (1999) propose a system
for sustainable land-use planning, Zeng and Chou (2001) propose the
REGIS system for “optimal” spatial decision-making for Southern
Sydney (Australia), and Recatala etal. (2000) use the LUPIS model (New-
ton etal., 1988) for land-use planning for the Valencia Region in Spain.

(ii) On water-related issues, Ye et al. (1992) describe a DSS (including
ES and GIS) to support irrigation scheduling in Belgium, and Watson
and Wadsworth (1996) integrate economic, ecological and hydrologic
models to investigate the effects of different rural policies in the UK.
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Negahban etal. (1996) describe an agricultural DSS for the Lake Okee-
chobee (LOADSS), Martin et al. (1999) develop a Spatial DSS for
watershed management in the Saint-Charles river (Quebec), and
Qureshi and Harrison (2001) discuss DSS for riparian “revegetation”
in North Queensland (Australia).

(iii) On environmental management, Zhu etal. (1998) propose a
knowledge-based approach to designing environmental DSS, and Seder
et al. (2000) discuss “intelligent” DSS for environmental management
in urban systems; with a specific focus, Douven etal. (1993), Douven and
Scholten (1994) and Beinat (1996) discuss the development of a DSS to
decide the admissibility of new pesticides in an area (for use in the
Netherlands).

• Classification of environmental situations: Leung and Leung (1993b)
illustrate the use of an “intelligent” DSS to classify land types from
Landsat data, and climate types from database information on rain, etc.

• Site selection tasks are not so complicated, and DSS are less frequent:
for a rare example, Jain et al. (1995) design a Spatial DSS to evaluate
alternatives, applied to an example for livestock site selection in Lake
Icaria (Iowa).

• Management of urban development – which can be seen as a general
case of “site-selection” – in potential conflict with the natural environ-
ment, as in the suggested approach by Despotakis et al. (1992) to help
design sustainable development strategies for the Greek islands. 

• Pollution management: Van Tiel etal. (1991) describe the BOBIS system
to deal with the whole cycle of pollution management (detection, analysis,
forecasting, clean-up). On the other hand, pollution forecasting is a
quite specific and a relatively simple task for a DSS, and Engel et al.
(1993) discuss the integration of the AGNPSS pollution model and the
USLE rainfall erosion model with a raster GIS (GRASS), for an envi-
ronmental field station near West Lafayette (Indiana).

To manage landscape, Liu et al. (1993) developed an early DSS at Virginia
Polytechnic to manage landscape resources in national parks, and Cudlip
et al. (1999) suggest a system (PLAINS) combining GIS and expert systems
for landscape assessment. 

We can see examples of applications to forestry management from the
1980s: Sieg and McCollum (1988) discuss the LAMPS system for general
management, Reisinger et al. (1990) present a system to analyse the effects
of forest harvesting, and Dubois and Gold (1994) develop an interactive
system with the emphasis on the instant visualisation of the effects of
actions/policies to help decision-makers. Bishop and Karadaglis (1996)
combine Arc-Info and a linear-programming model of optimisation of
forestry resources with a visualisation toolkit IRIS (written in “C”) which,
because of the speed of C, becomes the “base” of the system. Ideally – the
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authors argue – these different units should be “tightly coupled”, but pro-
prietary GIS like Arc-Info make it impossible, as already mentioned. Cocks
and Ive (1996) propose the SIRO-MED system (an adaptation of the LUPIS
system, see Newton et al., 1988) for forest land allocation. On the related
topic of forest fires, Casale et al. (1993) design a system combining GIS and
ES into a DSS to help choose the resources needed to combat a fire and to
give advice on the best way to fight it, and Kessell (1996) combines dynamic
modelling with visualisation to help with bushfires in Australia.

Related to water management, Grenney et al. (1994) use a graphical
interface (like a GIS but interactive) to construct maps of stream networks,
with a rule-based SPECS to discuss data about the streams and provide
advice on their environmental situation and actions to be taken, and Taylor
et al. (1999) discuss a similar multi-model system for water-resources
planning in Sydney. Epstein et al. (1993) discuss the CLAIR system, an all-
inclusive DSS with multi-agency integration – touching on another key area
of development in DSS work, that of group decision-support – for air and
water quality control around urban and industrial developments. Along
similar lines, Westmacott (2001) discusses the possibilities of DSS for inte-
grated coastal management in the tropics. For general pollution-risk analysis,
Franco etal. (1996) discuss the SIGRI system combining Arc-Info, simulation
models and ES to assess industrial pollution risk at regional and sub-regional
scale and produce risk-index maps.

5.5 CONCLUSIONS 

Expert systems have been around since the 1960s. After some fading of
initial enthusiasm in some traditional areas of decision-making, they now
seem to be attracting fresh interest in new areas like IA and environmental
management. Eye-opener articles highlighting the potential of ES have
appeared in the environmental literature, and prototypes have been developed
and used. The connection of GIS to expert systems has been suggested from
quite early in the history of GIS applications, as links between GIS and
models became more ambitious, and as the aims of GIS applications moved
closer to decision support and away from pure analysis and modelling.
Calls for “intelligent” GIS are frequent, but their development has been
slow to get started, particularly in the UK, where a survey of the Regional
Research Laboratory experience (which lasted into the early 1990s) con-
firmed the impression that only a very limited number of RRLs explored
the possible connection of GIS and AI – let alone ES – partly due to the
relative novelty of the GIS technology itself, partly due to some degree of
distrust of the so-called “intelligent” approaches, which were considered
too new and unproven. Where the connection between AI and GIS was
explored, it was in the solution to cartographic problems, but with little or
no reference to improving decision-making, potentially the most important
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reason for using ES. When decision-making was investigated, the emphasis
of RRL work moved beyond the relatively simple expert systems in favour
of more general decision support systems (DSS). 

Because of the relative novelty of this technology, greater emphasis has
been put on methodological issues compared with the discussion of GIS
alone (see previous chapters). In particular the question of how to integrate
the two technologies – loosely coupled, tightly coupled, fully integrated –
was paramount, replicating to some extent previous discussions relating to
the linking of GIS with models. The most common way of coupling ES and
GIS is by the latter being “run” from the former, as fully integrated cou-
pling is very rare because of the limitations of commercial GIS. Expert
Systems act as “managers” of the problem-solving procedure, and GIS are
called to provide geographical information or to perform certain forms of
spatial analysis. Then, as problems become bigger and more complex, the
simple logic of ES starts to prove inadequate and needs a wider framework
within which to operate. While IA as such often involves relatively simple
operations of a technical nature, where models and/or GIS can be used to
achieve a solution, environmental management tasks can reach consider-
able levels of complication and “open-endedness”. For tasks of this kind
DSS are ideally suited and, within such systems, ES play an important role
together with GIS, models, and other procedures. 

Previous chapters have reviewed examples of specialised computer
technologies, such as GIS and models, which could be used quite fruitfully
to help with IA. They also show how the potential of such technologies
diminishes as the problems facing the environmental professionals increase
in complexity. Tasks in IA more akin to environmental management, like
environmental monitoring, modelling and forecasting, are much more open-
ended and require much more varied expertise. Some degree of automation
could be used in these areas, more as an “aid” than a substitute, for which
the more flexible DSS seem more appropriate. ES can be used within them
to help decide the approach to use, GIS can help with the data and perform
some of the tasks involved, and modelling can be called on to do the more
intricate and specific simulations, but the overall management of the process
must be left open-ended and variable. Full automation of these tasks may
never be possible or advisable: experts are more difficult (impossible?) to
replace at this level, and computer tools like ES, GIS or models are more
likely to be a complement to the expert rather than a replacement. 
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Part II 

Building expert systems 
(with and without GIS) 
for impact assessment

II.1 INTRODUCTION 

The picture developed in the previous chapters suggests that IA is evolving
in a way that might benefit from increased automation. At the same time,
computer technology is becoming more adaptable and user-friendly for
practical problem-solving. 

Good practice and expertise in IA seem to be now well established in the
UK, as indicated by the establishment of accepted standards of content and
procedure in Environmental Statements (DoE, 1995, 1996), and also the
appearance of a “second generation” of publications – the new IA regula-
tions (DETR, 1999), new editions of classic texts like Glasson et al. (1999)
and Morris and Therivel (2001) – all suggesting that IA seems to be reach-
ing what we could call its maturity. 

Expert systems combine rather elegantly the ability to crystallise
accepted expertise and a degree of user-friendliness which make them good
vehicles for technology transfer when applied to the solution of specific
problems, such as those that appear in IA. On the other hand, expert
systems cope best with relatively small problems, and the complexity of
these systems can grow with the complexity of problems only up to a point.
Beyond a certain degree of complexity, rather than having an expert system
to deal with all the issues, experience suggests (Rodriguez-Bachiller, 1991;
Hartnett et al., 1994) that a natural “division of labour” between expert
systems (or parts of an expert system) exists, and a “modular” approach to
ES design is likely to work better. Some expert systems can be designed to
deal with specific problems, while other (“control”) systems can deal with
the general management of the problem-solving process. Such control systems
can be themselves expert systems, or they can be part of a more flexible
decision support system (DSS), depending on the degree of flexibility
needed and on whether “what-if” evaluations are required or not. 

GIS are powerful databases which can be useful in dealing with some
spatial aspects of IA, especially in the general areas of environmental
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monitoring and management, which provide the backcloth for the more
technical core of IA. Experience also seems to indicate that for GIS to
perform more technical tasks going beyond the role of “data providers”,
they require a considerable amount of expertise and/or programming. This
suggests that GIS also can benefit from being linked to other systems (like
expert systems) that “manage” their performance. GIS can be used by such
systems as data providers, or their functionality can sometimes be used to
help solve specific problems in IA. 

If we add to this picture the traditional instrument used in the technical
core of IA – simulation modelling – the full picture that emerges shows a
top-level system (an expert system or a DSS) controlling lower-level problem-
solving modules (expert systems are also good candidates for these low-level
tasks). These in turn manipulate lower-level tools (like models or GIS
routines) to perform specific tasks, relying on data sources provided by
databases of various kinds (GIS being one of them). 

II.2 STRUCTURE 

In Part II we discuss these issues of expert system design applied to specific
areas of IA, from project screening and scoping to the treatment of specific
impact areas, to the review and assessment of Environmental Statements.
We can follow the classic view of ES design in stages as summarised by
Jackson (1990) from Buchanan et al. (1983). Jackson’s summary stages
refer specifically to “knowledge acquisition” but, in fact, also correspond
to the initial stages needed for general ES design: 

• identification: identifying problem characteristics 
• conceptualisation: finding concepts to represent knowledge 
• formalisation: designing the structure to organise knowledge 
• implementation: formulating rules to embody knowledge 
• testing: validating rules that organise knowledge. 

Beyond these stages, there is “prototyping” (building the first full system)
followed by testing, and then successive cycles of refinement. Our discussions
in Part II will extend in most cases to the formalisation stage, and only
occasionally will go further into implementation or prototyping. In most
cases, we shall go as far as what can be best described as “designing a
paper-ES”, describing verbally and graphically the structure an expert system
would have and indicating how it could be formalised. 

To progress in this direction, a knowledge acquisition stage was organised
in a well-established fashion, based on the two-pronged approach of con-
sulting written documentation and consulting established experts personally.
Some of the manuals and textbooks used have already been referred to,
and will be mentioned. With respect to knowledge acquisition from experts,
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two main sources of expertise were used: (i) academic experts with practical
experience, in particular, academics in the Impact Assessment Unit (IAU) in
the School of Planning at Oxford Brookes University; (ii) practicing impact-
assessment professionals, in particular, specialists employed by an inter-
nationally recognised firm of consultants, Environmental Research and
Management (ERM), with one of their branches in Oxford and another in
London. The choice of experts from these sources was made on grounds of
superior expertise and the resulting breakdown of experts and topics was:

• project screening: Joe Weston, IAU 
• scoping: Joe Weston, IAU 
• socio-economic impacts: John Glasson, IAU 
• air pollution: Roger Barrowcliffe, ERM (Oxford) 
• noise: Stuart Dryden (Oxford) 
• terrestrial ecology: Nicola Beaumont, ERM (Oxford) 
• fresh water ecology: Sue Clarke, ERM (Oxford) 
• marine ecology: Dave Ackroyd, ERM (Oxford) 
• soil/geology: John Simonson, ERM Enviroclean (Oxford) 
• waste: Gev Edulgee, ERM (Oxford) 
• traffic: Chris Ferrary, ERM (London) 
• landscape: Nick Giesler, ERM (London) 
• environmental statement review: Joe Weston, IAU. 

Also, consultation of a more general nature about IA was carried out with
two of the managers of ERM: Karen Raymond and Gev Edulgee. Repeated
interviews were carried out with these experts by Rodriguez-Bachiller, and
the “protocols” of these interviews were later amalgamated with relevant
technical documentation into the material that provides the basis for the
discussion of different aspects of IA in the next few chapters. This first
amalgamation was undertaken by the following graduates from the Masters
Course in Environmental Assessment and Management at Oxford Brookes
University: 

• Mathew Anderson: soil/geology 
• Andrew Bloore: landscape, air pollution, marine ecology 
• Duma Langton: socio-economic impacts 
• Owain Prosser: terrestrial ecology, fresh water ecology 
• Julia Reynolds: traffic 
• Joanna C. Thompson: noise. 

The list of impact types included in Chapter 1 could be used as a guiding
principle for the discussion in this Part, but it is preferable to structure the
discussion in the next few chapters grouping these areas of IA into themes
and/or approaches, relating to the potential ways in which ES, modelling
and GIS technologies relate (or could relate) to these impact assessments.
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The sequence of chapters follows an overall framework of IA stages,
starting from screening and scoping, then moving on to impact assessment
as such – at this stage the discussion “branches out” into various areas of
impact – and finishing with the review of Environmental Statements. We start
in Chapter 6 with the two related issues of project screening and scoping,
which are highly regulated and relatively “easy” subjects for expert systems
treatment. In Chapter 7 – the first of the impact assessment chapters – we
go to one extreme by discussing areas of impact characterised by “hard
modelling”, using air pollution and noise as examples. In contrast, Chapter 8
examines areas where modelling has a lesser role to play: terrestrial ecology
and landscape impacts. Subsequent chapters explore “mixed” areas of IA,
where modelling is complemented (sometimes replaced) by more low-level
techniques: Chapter 9 looks at socio-economic and traffic impacts, Chapter 10
discusses hydrogeology and water ecology. Finally, returning to the main
IA process, Chapter 11 applies the same reasoning process to the question
of Environmental Statement review. These discussions will help raise some
general issues of ES design and GIS use which, together with Part I, provide
the material for the concluding Chapter 12. 
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6 Project screening and scoping 

6.1 INTRODUCTION 

Project screening, to decide if a project needs to go through the EIA procedures
(making an Environmental Statement and assessing it) in support of a planning
application, is the “gateway” into EIA. It has two important characteristics:
first many projects being screened are likely to be found not to require EIA.
Therefore, the number of projects screened is likely to be much higher than
the number of projects eventually subjected to EIA, and screening is likely
to become a routine procedure to which more and more projects are sub-
jected. Second, the pressures of project-screening cut across the public–private
divide and affect agents on both sides of the development control system. It
is engrained in the system that (public) controlling-agencies have the need
for adequate project screening, but also private developers can benefit from
similar capabilities to “try out” different project configurations and find
out if they require extra EIA work, before entering the complicated and
expensive development control process. 

These two characteristics already suggest the potential benefits of some
form of automation of the screening process – for example using ES techno-
logy – to alleviate the pressure on both public and private organisations. In
addition, project screening also shares some of the typical pre-conditions of
“sensible” ES application discussed in Chapter 2: 

• the screening process is mostly a regulated one (DETR, 1999a,b); 
• expertise consists mostly of the knowledge of the published regulations

and guidelines, with relatively minor contributions from experience, in
borderline cases or in “grey areas”; 

• this problem is virtually “routine” for experts, while it is too compli-
cated for non-experts; 

• it is a relatively simple problem, taking an expert a few hours at most to
determine the grounds on which a project may – or may not – require IA.

For all these reasons, project screening is a good “testing ground” for ES
technology, and it is no coincidence that (together with impact “scoping”)
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it has attracted considerable attention from the ES research community, as
discussed in Chapter 5. 

6.2 THE LOGIC OF PROJECT SCREENING 

Project screening in IA is very similar to the determination of “permitted
development” in development control (whether a development requires
planning permission), which has also attracted attention in the ES literature
in the 1980s (Rodriguez-Bachiller, 1991).

To develop an ES to help with project screening, we must first look at the
overall logic of the process. When IA was first adopted in the UK in 1988,
screening was based on a two-tier system replicating the earlier European
Directive of 1985, which classified EIA projects into those always requiring
impact assessment (Schedule 1 projects) and those for which it is required
only if they exceed certain thresholds (Schedule 2 projects) or are likely to
produce significant impacts, significance being judged on three criteria: 

• the scale of a project being of “more than local importance”; 
• the location being “particularly sensitive”; 
• the project being likely to produce particularly “adverse or complex”

effects.

The new Regulations of 1999 (DETR, 1999a) and the associated Circular
(DETR, 1999b) added further considerations within Schedule 2: minimum
project characteristics (defined in the Regulations as “minimum exclusion
criteria”) below which an impact study will not be required, and a set of
maximum indicative thresholds likely to trigger an impact study when
considered in conjunction with the criteria (listed in Schedule 3) of impact
significance, which are similar to those used before: 

• characteristics of the development (size, use of natural resources, quan-
tities of pollution and waste generated, risk involved, etc.); 

• environmental sensitivity of the location (land use, absorption and
regenerative capacity, etc.); 

• characteristics of the potential impacts (magnitude, duration, reversibility,
etc.). 

There is potentially a “grey area” in Schedule 2 (Weston, 2000a), where
the indicative thresholds are supposed to be applied not in an “exclusionary”
way (as they were in the previous regulations) – to narrow down the band
of uncertainty – but as additional criteria in conjunction with the other
criteria listed above (project characteristics, location, magnitude of
impacts) of potential impact significance. The Circular provides a diagram
of the sequence of how all these criteria are to be applied to a project, from
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which we gain an idea of what the intended order of priority should be
when considering which criteria of significance to apply (Figure 6.1).

• first, consider if the project is included in Schedule 1 (if yes, IA is
required); 

• if not, see if it is in any of the categories listed in Schedule 2 (if not, IA
is not required); 

• if it is, first check if the location is in an area designated as environmen-
tally sensitive; 

• if not, see if it exceeds the Circular’s indicative thresholds (if not, IA is
not required); 

• if the project is in a sensitive area or it surpasses any of the indicative
thresholds, the likely significance of the impacts must be assessed from:

(i) the size/characteristics of the project; 
(ii) the sensitivity of the location; 
(iii) the characteristics (magnitude, risk, etc.) of the impacts. 

In practice however (Weston, 2000b), the indicative thresholds in the
Circular are used in a more exclusionary way both by developers and by

Figure 6.1 The scoping sequence.
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control authorities, and the sequence of checks takes a slightly different
form: 

1 First, consider if the project is included in Schedule 1, i.e. if any aspect
of its development is listed under Schedule 1 in the Regulations and, when
thresholds of size or duration are specified, check if they are reached or
exceeded. If the answer to this question is yes, IA is required, and the
screening is finished. 

2 If it is not a Schedule 1 project, start checking if it falls under Schedule 2:
first, see if a part or all of the project is located in an area designated as
environmentally sensitive, such as those listed in the Regulations (areas of
special scientific interest, nature conservation areas, national parks, etc.).
If it is, IA is required. 

3 If the answer to the previous question is also no, see if any part of the
project falls into any of the categories listed in Schedule 2 and, if so, check
if it falls below the minimum thresholds indicated. If the project is not
listed or its characteristics fall below these thresholds, IA is not required. 

4 If the project cannot be “excluded” this way, check if any part of it
exceeds the Circular’s maximum indicative thresholds. If any of those
thresholds are exceeded, IA is considered – in practice – to be required. 

If the answer to the previous query is still no, we enter the grey area
where the significance of potential effects has to be judged using the criteria
in Schedule 3: the size/characteristics of the project, the sensitivity of the
location and the characteristics (magnitude, risk, etc.) of the impacts. Of
these, Weston (2000b) suggests that the middle one is considered first. 

5 Check if the project (or any part of it) is located in a designated area
(e.g. Green Belt, National Park, AONB) perceived to be particularly sensi-
tive (even if not designated as such), because of its land use, its low regen-
erative capacity, or the type of area it is (wetlands, coastal area, forests,
densely populated areas, etc.). If the location is sensitive, IA is usually
considered necessary. If this check is negative and the question is still
undecided, then the other two sets of Schedule 3 criteria (scale, import-
ance of impacts) come into operation, not necessarily in any particular
order. 

6 Being of a scale that makes the impacts of the project likely to be “of
more than local importance” is taken to refer to “effects beyond their
immediate locality, which give rise to substantial national or regional
controversy, which may conflict with national (or regional) policy on
important matters . . .” (Weston, 2000a). 

7 Under “characteristics of the potential impact” there are different types
of criteria, some relating to risk, others to irreversibility of the impacts, and
others to the general obnoxiousness/danger of the impacts. Weston (2000b)
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suggests that a rule of thumb applied in practice is to consider under these
categories any projects (or parts of) which would normally require author-
isation from pollution control agencies (IPPC, Waste Management Licence,
Hazardous Waste Licence, etc.). 

This general sequence can be translated into a step-by-step diagram
(Figure 6.2), using the same symbols as before (but swopping the directions
of the “yes” and “no” options to fit the page). We can say that this diagram
represents the overall logic of the way experts screen a project organised
like this, from a combination of what is in the legislation and experience,
which is used to fill the gaps in the regulated procedures and, sometimes, to
simplify them. Such logic can be translated into an “inference tree” of the
kind discussed in Chapter 2, ready for ES treatment (an “arc” between two
branches implies an “and” conjunction between them, the absence of an
arc implies an “or” relationship) as in Figure 6.3.  

But what characterises an expert is the fact that, even if there is a sequential
logic to this problem-solving process, the expert “knows” the whole approach
from the start, giving him/her the possibility to “short-cut” steps and go
directly to the crucial issues, or even to see the overall answer from the outset.
This “gestaltic” perception of a problem and its solution map – and the
possibilities it opens for so-called “strategic” decisions and changes in the
direction of enquiry – is characteristic of top-level expertise, and has been a
classic target for critics of artificial intelligence since the early days (Dreyfus,
1972); ES are no exception. 

This is one of the simplifications that ES design imposes: while the
expert “sees” the whole solution map from the outset (like an expert chess
player can sometimes anticipate the end-game ahead), it has to be formal-
ised for the non-expert as a sequential, step-by-step process which explores
all the possibilities and does not leave the non-expert any room for error.
An inference tree like the one above may provide a vehicle for such formal-
isation, but it still cannot deal with some of the problems of having to
“sequentialise” something “synchronic”. For example, the first check on a
project will be to see if it is included in that part of Schedule 1 which does
not have thresholds, including projects that, by definition, will require an
impact study. This check is easy and the list of such projects is rather short,
so we can expect a first enquiry about whether the project is of a type
such as: 

• crude-oil refineries; 
• installations for gasification and liquefaction of coal or bituminous shale; 
• nuclear power stations or reactors; 
• installations for the production/processing/disposal of nuclear fuel; 
• integrated chemical installations for the production of explosives or

chemicals; 
• hazardous waste disposal installations; 
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• non-hazardous waste disposal installations by incineration; 
• industrial plant for the production of pulp from timber or similar materials.

The next check will be if the location is in a designated area. If either of
these two tests is positive, the problem is solved but, if not, the next checks

Figure 6.2 Step-by-step scoping. 
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will be if the project includes activities listed in Schedule 2. In fact, Schedules
1 and 2 involve largely overlapping lists of activities19 where, in many
cases, it is only the thresholds that are different. For practical purposes, we
can treat this as one series of activities (we have to check if the project con-
tains any) and three sets of thresholds concerning them: (i) minimum
Schedule 2 thresholds below which IA is not needed; (ii) indicative Schedule
2 thresholds above which IA is needed; and (iii) Schedule 1 thresholds
above which IA is needed. For example, if our project contains or consists
of a “thermal power station”, its size must be compared with various
thresholds: if it occupies an area of 0.5 hectares or less, IA is not needed
(minimum Schedule 2 threshold); if it has a thermal output of more than
50 MW, IA is required (indicative Schedule 2 threshold); and also if its heat
output is 300 MW or more, IA is required (Schedule 1 threshold). 

This part of the problem-solving logic may be expressed as a logically
related set of issues to consider – as in the inference tree above – but, in
terms of the information needed to consider them, it can be reduced to two
sets of questions to put to the user: (i) does the project include “listed”
activities? and, if so, (ii) at what level/intensity? to see which thresholds
(if any) they exceed. As the above example shows, not all the thresholds
related to the same type of development are always of the same kind – some
may refer to physical size while others refer to output or quantity – which
may require additional questions relating to the various types of size
indicators, but the logic is still quite simple. Then, it is only a question of

19 Similar but not identical, as some Schedule 2 activities are not mentioned in Schedule 1.

Figure 6.3 The scoping inference tree. 



170 Building expert systems for IA

deducing from the answers to these questions what category the project
belongs to: not requiring IA, requiring it as a Schedule 1 project, as a Schedule
2 project, etc. In order to formalise such a very simple sequence, a simpler
alternative to a “backward-chaining” inference tree (see Chapter 2) shown
above can be a “forward-chaining” approach: the relevant sequence of
questions is defined – some questions being conditional on the answers to
previous ones – and the overall conclusions are then derived and the appro-
priate messages to the user are produced. This was the approach chosen for
the design of the system which is discussed in the next section. 

Another typical aspect of ES design which often comes into conflict with
the elegant simplicity of backward-chaining inference trees – that stop
searching as soon as they have found the answer to the main question – is
the fact that, in diagnostic expert systems (and screening–scoping is in this
category) you need to know not only the answer to the main question (does
it need IA?) but also, if a project fails, you want to know all the reasons
why it does, and not just the first one in the “search” process that made it
fail. For example, if a project involves a new road going through a residential
area, a chemical plant with an incinerator, and the generation of dangerous
waste, all these elements must be investigated in order to establish if any
of them violate the legal thresholds (probably they will all fail), and
knowing that one of these elements does infringe the legal limits is not
sufficient: we must know what the situation is with each of these elements.
Taking the analogy of medical diagnosis, when using diagnostic ES we
want to know all that is wrong with the patient, and not just his/her most
important ailment. 

Returning to IA, the reason is that, in addition to the screening objective
(knowing if it fails) there is the scoping objective of knowing which impacts
will need investigation, and in order to know this we need to know all the
aspects of the project which would make it fail. It is for this reason that
diagnostic ES – even if taking advantage of the elegance and simplicity of
inference-trees – often have to involve “lists” of aspects to consider (each
case involving a different list) sequentially, and the logic-driven search of
inference trees only apply within each element of such lists. 

6.3 THE SCREEN EXPERT SYSTEM AT OXFORD 
BROOKES UNIVERSITY 

As part of the research project from which this book results, an expert
system (SCREEN) to deal with project screening in the UK was developed
at Oxford Brookes University in the mid-1990s, and it is a useful example
to illustrate the issues of expert-system design being discussed. The first
version was “stand-alone” and a later version was connected to a GIS,
although only the first version has been used regularly for demonstration
and teaching. The SCREEN system is based on the “first generation” set of
EIA regulations and guidelines (DoE, 1988, 1989), with a logic similar to
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the more recent ones but slightly simpler, in that there was only one set of
Schedule 2 thresholds and they were exclusionary rather than indicative.
However, the general logic was the same as that of the 1999 regulations, and
the points of ES design discussed previously also apply. The user is asked
about those factors which the regulations identify as crucial to determine if a
project requires an Environmental Statement, in three typical stages: 

(i) First, the project’s location: some locations (like an Area of Outstand-
ing Natural Beauty) carry the automatic obligation to have an impact
study, and some locations (like Enterprise Zones designated before
July 1988) used to carry automatic exemption from it. 

(ii) Second, the project’s characteristics: the different types of operations
involved, compiled from the “lists” of Schedules 1 and 2. 

(iii) Finally, the magnitude of the different project activities must be deter-
mined, for comparison with the relevant thresholds. 

For instance, after sorting out if the location of the project is special or
not, the user is asked what the proposed project involves: 

Does the project involve any of the following types of operations? 
– agricultural operations 
– extractive industry 
– energy industry 
– chemical processing 
– buildings 
– road construction 
– etc. 

If, for example, our project involves pig farming, we select the “agricul-
tural operation” option (we can select several) and the system next asks
about the nature of the operation, to narrow it down: 

What type of agricultural operation? 
– afforestation 
– new planting 
– dealing with farm animals 
– etc. 

In our example, we would select the third option, and the system would
then ask for more details: 

What type of farm-animal operation? 
– poultry rearing 
– pig rearing 
– knackers’ yard 
– etc. 
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When we select the second option (pig rearing), the system enquires
about the size of the operation: 

For processing how many animals each year? 

Also (it would have asked this earlier) it will enquire about where the project
is to be located with respect to any housing in the area, since this is central to
the consideration of the potential “significance” of this type of project: 

How far is the nearest housing? 

Having gathered the information required, the system classifies the
project into a category with respect to the requirement for an Environmental
Statement and advises the user. This advice is compiled combining elements
of “canned text”, key phrases and words retrieved from an archive in
a particular order as required, wording the general conclusions and also
listing the reasons for the advice. For instance, if an Environmental Statement
were required, the reasons for this could be varied: 

• the nature of the operation, for instance if it were a “knackers’ yard”; 
• its size, if the project has more than 50000 places for processing animals;
• its location, if it were to be built within a short distance – for instance

500 m – from existing housing. 

Additionally, the system occasionally gives advice on the need to consult
certain organisations when information is missing or uncertain (as reflected
in answers from the user of the “I do not know” type, available in some
questions). The advice is displayed on the screen at the end of the consultation,
and a copy is also put into a digital Report file which can be printed later
by the user. An example of such advice could be: 

Project XXXX in location YYYY 

This development will REQUIRE an Environmental Statement, as
included in Schedule 2 of the Environmental Assessment Guide
(Department of the Environment, 1991) because it exceeds some of the
criteria specified in that document. 

REASONS: 

– it has more than 50 000 places for processing animals 

6.4 SCOPING 

Identifying the types of impacts that should be investigated – and establishing
which of them are likely to be key to the acceptability of the project – has
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been traditionally presented in EIA manuals as an essentially technical exercise
based on tables and matrices (Wathern, 1988; Petts and Eduljee, 1994;
Petts, 1999; Morris and Therivel, 1995, 2000) which link different types of
projects to types of impacts likely to be produced by them. Also, scoping
can be seen as following directly from screening, in that the reasons why
a project should need IA could also be interpreted as indications of what
types of impacts to expect. This has been the traditional approach. 

In addition to this, the new Circular (DETR, 1999b) has added a new
regulatory contribution, by including in the discussion of the “indicative
thresholds” (associated with Schedule 2 projects) clear indications of which
types of impacts ought to be studied, with phrases like (from the section on
“wind farms”): The likelihood of significant effects will generally depend
upon the scale of the development, and its visual impact, as well as potential
noise impacts. Such key impacts will be those that will decide the overall
significance of the effects of the project, and the Circular “lists” them for us.

6.5 THE SCOPE EXPERT SYSTEM AT OXFORD BROOKES 
UNIVERSITY 

The SCREEN system described above is linked to another similar system
(SCOPE) for project scoping in the UK, and the two systems can run con-
secutively: after a project has been “screened”, the user may want to finish
the consultation (for instance if an Environmental Statement is not needed)
or he may choose to “scope” it. However, the reverse is not true, because
SCOPE uses information obtained at the screening stage and, in order to
run the scoping system, the screening system must be run first. 

The Oxford Brookes scoping system also follows from the previous
regulations of 1988 and 1989. After a project has been screened, if an
Environmental Statement is required, the scoping “module” can be applied.
As a starting point, it uses much of the information already gathered at the
screening stage on which the need for IA was based: 

(i) If the location in a sensitive area contributed to the screening decision,
the nature of that sensitive area (a National Park, an area of archaeo-
logical importance, etc.) should point in the direction of different types
of impacts requiring study: 

• location in a natural landscape or conservation area makes it
practically obligatory to investigate landscape and land-ecology
impacts; 

• location in an archaeological area or an urban conservation area or
historic centre suggests the need to investigate heritage impacts; 

• location in wetlands suggests the need to investigate land-ecology
impacts, soil and hydrogeology issues; 
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• location on or near a water system suggests automatically the
need to study water ecology impacts; 

• etc. 

(ii) Certain types of projects have associated with them certain types of
impacts: a road construction project will need traffic impacts to be
studied, an industrial project with an incinerator will require an air
pollution study, etc. Matrices are used here (in the traditional
approach often suggested in impact assessment manuals) like the
example in Figure 6.4.  

(iii) In a similar way, if it is the magnitude or intensity of certain project
activities that determines the significance of their impacts, the same
reasoning applies, and this will tell us also about some areas of impact
that require study (a similar “matrix” is used). 

In addition to the information derived from the screening stage, the
SCOPE module also adds questions about other specific aspects of the

Figure 6.4 Type of impact by type of project. 
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project, in order to determine the complete range of impacts that should be
studied: 

(a) Even when the location of a project is not directly inside an environ-
mentally sensitive area – and therefore it is not a decisive factor at the
screening stage – it may be near, upwind or upstream from one such
area, suggesting that it may be advisable to investigate certain pollution
and/or noise impacts. 

(b) Even away from special environmental areas, the location of projects
can suggest the need to study certain impacts: for instance, if next to a
water system, or if located on good agricultural land. 

(c) Some aspects of all projects have associated with them potential
impacts which may need study if they exceed certain thresholds – even
if they were not crucial when deciding the need for an impact study –
like the labour force of a project requiring a socio-economic impact
study if the numbers are large, or certain physical features of the
project (buildings/structures) requiring a visibility impact study if they
exceed a certain height. 

(d) Finally, projects involve different stages: most projects include a con-
struction stage which requires especial investigation, because it can be
very different from the operational stage of the project, and it can
generate impacts specific to that stage which may be unrelated to the
effects considered when screening the project (which tend to be associ-
ated only with the project’s operational stage). The so-called “decom-
missioning” stage (involved in only certain projects) may also require a
similar investigation. 

The SCOPE system asks extra questions to cover these additional
aspects, not derived from the project screening, as they apply to each of the
stages in the life of the project: construction, operation, and decommissioning
(if applicable). The system then applies to all this information a series of
“matrices” which derive impact types from types of locations, projects and
activities, as they apply to each of the stages of the project, and derives the
range of direct impacts requiring study. The list of impacts that the system
uses in these matrices is: 

1 Social 
gains 

housing 
social facilities 

pressures 
housing market 
social facilities 
cultural/psychological pressure 
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2 Economic 
employment 

gains 
losses 

retail, goods and services 
gains 
losses 

3 Landscape 
destruction of landscape resources 
damaging the view 

obstruction 
interference 

topographic change 
4 Cultural heritage 

archaeology 
urban Conservation Areas and historic built environment 
listed buildings 

5 Traffic 
traffic generation 

persons 
materials, fuels, waste, etc. 

amenity loss 
6 Noise 

through air 
reradiated noise 
vibration 

7 Air 
chemical pollution 
odours 
dust and particulate matter 

8 Waste 
disposal 
treatment 

9 Soil and land 
loss of agricultural land 
soil contamination 

10 Landuse and planning 
plans and planning policies 

11 Material assets and resources 
minerals 
buildings and property 

12 Blight 
risk from hazardous substances 
interference with social/economic processes and markets 
perception of interference or risk 
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13 Geology/hydrogeology 
geology 

geological suitability to withstand the action 
hydrogeology 

surface water run-offs 
surface water contamination 
drainage patterns 
underground water 

levels and flow 
water contamination 

14 Terrestrial ecology 
plants 
land animal species 
birds 

15 Water ecology 
fresh water 

river ecology 
aquatic species 
birds 

lakes/dams/reservoirs ecology 
aquatic species 
birds 

estuarine ecology 
aquatic species 
birds 

marine ecology 
aquatic species 
birds 

16 Water as a resource 
rivers 

water quantity 
water quality/contamination 
loss of leisure use 

lakes/dams/reservoirs 
water quantity 
water quality/contamination 
loss of leisure use 

estuarine/marine water 
water quality/contamination 
loss of leisure use. 

Also, the system uses these direct impacts to generate a range of indirect
impacts also needing investigation (using another “matrix” linking direct
and indirect impacts): these are impacts derived from other impacts – like
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noise effects derived from traffic – and can be sometimes as important as
the direct ones, and cannot be ignored. 

As a result, the scoping module produces – using “canned text” –
another Report for the user (displayed on the screen and also copied onto a
file for later printing), with a list of the different types of impact that should
be studied. If the screening module was also used, the scoping report is
appended to the screening report already produced. An example of the
scoping part of such a report could read like this: 

In the CONSTRUCTION/PREPARATION stage of the project, the
following possible impacts are likely to require investigation: 

1 SOCIO-ECONOMIC: 
– fears of the local population 

2 TRAFFIC: 
– traffic generated by the movement of materials, fuels, waste, etc. 

3 NOISE: 
– noise transmitted through air 
– the effects of vibration 

4 AIR QUALITY: 
– the effects of dust and particulate matter. 

The areas of impact likely to require investigation with respect to the
OPERATIONAL stage of the project are: 

1 SOCIO-ECONOMIC: 
– fears of the local population 

2 TRAFFIC: 
– traffic generated by the movement of materials, fuels, waste, etc. 

3 NOISE: 
– noise transmitted through air 
– the effects of vibration 

4 AIR QUALITY: 
– the effects of dust and particulate matter 

5 LAND USE AND PLANNING: 
– potential discrepancies with the local plans and planning policies 

6 GEOLOGY AND HYDROGEOLOGY: 
– the geological suitability to withstand the project 
– effects on the drainage patterns of the ground 
– effects on the level and flow of underground water. 

In addition to the direct impacts which need investigation with respect to
the operation of this project, another area that needs investigation is that of
INDIRECT impacts – produced by other impacts – like, for instance,
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traffic producing noise impacts that require investigation even if the original
project is not noisy. 

The INDIRECT IMPACTS requiring investigation with respect to the
CONSTRUCTION and OPERATIONAL stage of the project are: 

1 BLIGHT: 
– possible blight of property markets. 

The DECOMMISSIONING STAGE of the project is likely to require
investigation with respect to some types of impact, not too different from
those investigated for the construction/preparation stage: 

1 SOCIO-ECONOMIC: 
– fears of the local population 

2 TRAFFIC: 
– traffic generated by the movement of materials, fuels, waste, etc. 

3 NOISE: 
– noise transmitted through air 
– the effects of vibration 

4 AIR QUALITY: 
– the effects of dust and particulate matter. 

The SCREEN and SCOPE systems are used mainly for demonstration
and teaching purposes, and also for practical project work by students
applying IA to particular projects as part of their courses. The systems are
successful both as tools to apply IA guidelines to specific projects, and as
vehicles for learning the logic of screening and scoping (as well as that of
expert systems), and a future project under consideration is the adaptation
of these two systems to the new regulations of the late 1990s. Both systems
use the same inference engine, which was programmed in “C” by
Rodriguez-Bachiller using an approach where information is gathered from
relevant sequences of questions and the conclusions are derived as a result. 

6.6 ADDING GIS TO THE SCREEN-SCOPE SUITE 
AT OXFORD BROOKES 

We have seen how GIS include in their functionality the capacity to: (i)
count and measure the size of spatial features; (ii) measure distances; (iii)
construct buffer zones; and (iv) identify and measure spatial overlaps. In
the context of environmental ES, we can use these capabilities to provide
automatically information which otherwise would have to be obtained by
asking questions to the user questions and, in this way, simplify the consul-
tation process and make it even easier for the user (one of the aims of ES).
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In particular, this applies to questions related to the location of certain elements
of a development, and questions related to the extension of certain features of
the project, crucial for some stages of project screening and/or scoping: 

Screening 

• Some projects (like industrial estates or infrastructure projects) require
an IA study if their area reaches a certain size, and a GIS can calculate
this from a map of the project. 

• Often, it has to be established if a project lies within environmentally
sensitive areas, and using GIS to “overlay” a map of the project and  of
the relevant sensitive areas will establish this. 

• It is normal to have to determine if certain projects are adjacent to or
within a certain distance from a certain type of feature (like roads
from residential areas), and “buffering” can be used to answer such a
query. 

Scoping 

• If the location of a project impinges on good-quality agricultural
land, agricultural and soil impacts will need to be studied, and this
can be determined by “clipping” and measuring the areas involved
using GIS. 

• Similarly, the need for a study of the impacts on a sensitive area (like an
archaeological site) could arise from determining that the project is
within a certain distance of the area in question, easily determined with
a GIS using its buffering capabilities. 

• If a project which produces discharges pollutants is close to a water
system, a study of water pollution will be necessary, and the “buffering”
function in a GIS can easily determine this. 

• If the project involves emissions into the atmosphere and is located
upwind from a nature reserve (this is more difficult to do automatically
with GIS, but is still feasible), an air-pollution study and an ecological
study must be carried out. 

These are only examples, but show that the potential for GIS use at
the screening scoping stage is considerable. What is needed in order to
apply these GIS functions is to operationalise some form of communica-
tion between the ES and the GIS. As we have discussed in Chapter 4,
this can be achieved by “embedding” one into the other – by
programming the ES within the GIS using the latter’s own programming
language (like Arc-Info’s AML, or “C” in the case of GRASS) – or it can
be done by programming the ES externally to the GIS and “linking”
the two. The latter approach was used with the Oxford Brookes
system, whose inference engine – for this version – was programmed in
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“C”,20 and the link with the GIS (Arc-Info) is achieved in several intermedi-
ate steps:21 (i) specially programmed “procedures” (routines in C) are
called from the ES as required; (ii) these procedures establish communication
with Arc-Info through “pipes”; (iii) through these “pipes”, the procedures
run Arc-Info routines (programmed in AML); (iv) the AML routines apply
GIS functions to the map base; and (v) provide answers (through the “pipes”)
to the original procedures, which would relay them to the ES (Figure 6.5).  

The additional work that this required was the programming of the
“procedures” (in C) and of the GIS routines (in AML). 

6.6.1 Procedures linking ES and GIS 

The procedures used in the Oxford Brookes system varied in complexity,
from performing simple “single-instruction” GIS operations, to applying
more complicated procedures to parts of the map base: 

(i) delivering single instructions to Arc: 

• file management (listing or describing the structure of maps,
deleting or copying maps); 

• spatial analysis (appending two maps, making a buffer around all
features in a map). 

(ii) measuring/counting: 

• measuring the extension of features in a map (one or several, find-
ing the maximum size); 

• counting the number of features of a certain kind; 
• adding up the value of an item (like floorspace) in several features. 

(iii) spatial analysis: 

• selective buffering (making a buffer around specific features in a
map); 

20 By Anthony Prior-Wandesforde, from the Computer Services Department at Oxford
Brookes University.

21 Programmed by Agustin Rodriguez-Bachiller.

Figure 6.5 GIS-expert system connection. 
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• clipping (seeing if a buffer overlaps with any features in a map,
seeing if the features in two maps overlap); 

• downwind location (finding if the features in a map are downwind
from certain features of another map). 

To this list, should be added a range of procedures which are combinations
of those listed above, especially combinations of spatial analysis with mea-
suring/counting: measuring the overlap between the features in two maps,
adding up the value of certain items in the features in a map within the area
(or a distance) of another, counting the number of features in a map within
the area (or a distance) of another. In fact, most procedures are combinations
of several others, and to perform automatically a relatively simple spatial-
analysis operation can involve rather lengthy chains of simple GIS proce-
dures. For instance, in our previous example, using the GIS to answer the
question about the pig-farming operation being within a certain distance of
housing or of a sensitive area would involve: (i) finding a map of existing
housing and a map of the project; (ii) making a buffer around the pig-farming
operation; (iii) overlaying this buffer with the housing map; and (iv) checking
if there are any dwellings caught within the buffer area. The logical
sequence could be: 

• identify the project map and, in it, identify the feature(s) which fall in
the “offending” category; 

• identify the land-use map for the area and, in it, identify the feature(s)
which fall in the “sensitive” category; 

• extract from the land-use map a sub-map containing only the sensitive
features; 

• make a buffer at the critical distance from the “offending” features in
the project map; 

• clip the buffer map with the land-use map; 
• measure on the clip map, the extent (if any) of the overlap between the

buffer and the sensitive areas; 
• if the overlap is zero, the answer passed on to the ES is “no”, if the

overlap is positive, the answer is “yes”. 

This is just one way of achieving this relatively simple result – used here to
illustrate the logic and the way a task can be broken down into GIS steps –
but there are also other ways: for example, after “extracting” a map of
sensitive areas from the land-use map, we could apply a near Arc-Info
command (which computes the nearest distances between features on
different maps) between the “offending” features in the project map and
the sensitive features in the land-use map, and then check if any distances
between the project features and the nearest sensitive areas were within the
critical distance. 
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The whole process of communication with the GIS is controlled by
the procedures programmed in C, whose function is multiple (Figure 6.6):
(i) using data obtained from the ES consultation to construct a data
input file for the AML to use, containing map names and feature names,
critical distances, etc.; (ii) occasionally, programming the AML routines,
when its programming and not just the data depends on the particular
case being investigated; (iii) running the AML routines, which in turn
run the various Arc-Info functions needed; and (iv) retrieving the relevant
results from the GIS run, to be fed back into the running of the ES. 

6.6.2 Evaluating the GIS links 

As we have seen, most of these are simple-enough procedures with which a
considerable range of GIS operations can be performed automatically with-
out the user having to retrieve the information themselves, which theoretically
simplifies the consultation of the system by the user. But there are also
added inconveniences in the process, both in terms of added complexity to
the programming of the ES engine and its knowledge base, and in terms of
the running of the system. 

First of all, the ES “engine” must be complemented with the additional
programming of the various procedures and AMLs, although this should be
counted as a “sunk” design-cost incurred only once, which will benefit all
the systems using that “engine”. 

Second, there is an added design-cost which will affect each different
type of ES to be run with the same “engine”: the knowledge base for the
non-GIS system must be expanded considerably for the GIS-linked system.
For example, comparing the knowledge bases used by the SCREEN–
SCOPE suite in its two versions (with and without GIS), the “impact” of
adding GIS becomes apparent: of the 8,260 lines which make up the know-
ledge base (GIS version), only 4,610 are for dealing with the ES consultation,

Figure 6.6 The range of GIS-control procedures.
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and the other 3,650 lines (44 per cent) are there only because of the GIS.
The breakdown of these GIS-related additions is also interesting: 

• 2,370 lines (29 per cent of the whole knowledge base) are used for
“learning” (by asking the user) the general structure and composition
of the map base: maps available, their names, information they con-
tain, names for their features. 

• About 1,260 lines (15 per cent of the knowledge base) are for acquiring
additional specific information about some local features (like water
systems) and for the application of the various procedures which
communicate with the GIS; of these 1,260 lines, 830 are for SCREEN
and 430 for SCOPE. 

What this indicates is that the greatest additional cost in terms of pro-
gramming the knowledge base comes from the need to know in detail the
structure and composition of the map base which the system is going to
use. This will also be reflected in the third type of additional cost we are
considering, what we could call “running” costs. 

Running costs in ES can be measured in terms of time and effort for the
non-expert user – since one of the aims of this technology is to ease the task
for non-experts – and these can be used as comparative measures of effi-
ciency between systems. In the case of the SCREEN–SCOPE suite in Oxford
Brookes, adding GIS to the system also added running costs of various types: 

First, the user must be asked all the information needed about the map base
and whether maps exist containing the information required: 

• the names of those maps; 
• the items of information contained in those maps relevant to the con-

sultation; 
• the names of each of those items of information. 

This may take up a considerable proportion of the user-consultation time:
if almost 30 per cent of the knowledge base is taken up by these enquiries,
we can expect a similar proportion of the user-consultation session to be
taken up by this. Also, this approach assumes that the user knows all this
information, which may not be true in all cases, and the user may have to
seek advice from others who are closer to the map base or who were instru-
mental in its creation, thus detracting from one of the objectives of ES. These
problems are going to arise every time the system is run, every time a new
project is processed for the same area. This suggests that one way to alleviate
these problems – not used in the Oxford Brookes system – is to separate the
enquiry about the map base from the enquiry about the project, and “store”
the former for later (repeated) use applied to other projects in the same area.
On the other hand, the effectiveness of this solution depends on the expecta-
tion of having to deal with future projects relating to the same area. 
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Second, to activate some procedures, additional questions to the user
are occasionally required (like for instance about the directions of the
dominant winds) which lengthen the consultation. 

Finally, the GIS-handling procedures themselves take time: communicating
with the GIS takes time and performing some of the GIS functions required
for the various enquiries also can be time consuming. To evaluate this
aspect of the performance of the GIS link, various procedures were timed
and, in particular, the various GIS operations (the individual AML steps
triggered off by the procedures) were also timed. 

In order to carry out these tests, a hypothetical project was defined in the
Arc-Info GIS – consisting of various buildings and structures, with parking
space, etc. – and a hypothetical setting was also defined – a rural area with
a nature reserve, a river running through, etc. In addition, the project
required an access road, and it also discharged to the river. 

One of the problems of trying to time the performance of the various
procedures was that using “absolute” time as a measure of efficiency would
be dependent on: (i) the type of hardware used; (ii) the “load” on the
system (the number of other users) at the time of the tests; and (iii) how
complicated the particular maps (the project’s and the area’s) were. A more
reliable measure of time had to be used, one that was not dependent on the
speed of the system, and one also valid for projects of varying degrees of
complexity. The approach used was to use as a unit of reference the length
of time that a “standard” GIS operation took, in particular, the time it took
the GIS to copy the project map, which also brings into consideration the
relative complexity of the particular case. Average timings were used, and
tabulating the results for some of the typical operations (Table 6.1) is quite
revealing, especially the ratio figures, as the absolute-time figures are hardware-
specific and also likely to become outdated with the progress of computer
speed. 

This is only a comparative evaluation, and it will probably be made
irrelevant by future increases in computer speed, when even the slowest of
these operations can be performed almost instantly. However, until this
happens, this list suggests that, while there are fairly innocuous GIS
operations which “cost” relatively less to an ES consultation (describing
maps, adding/deleting items from maps), others do add considerable time,
precisely the GIS operations used most frequently in IA: buffering,
clipping, extracting sub-maps. In practice, this means that, at some stages
in the consultation, the process almost comes to a halt for the user, as
some procedures can take almost one minute. If, for instance, the system
has to check if the project is within a certain distance of a series of sensitive
areas, this involves repeated buffering and clipping, once for each of the
possible areas being tested, and the total time can add up to minutes
rather than seconds, totally interrupting the natural flow of the consultation
and going “against the grain” of the idea of expert systems as support
tools. 
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6.7 CONCLUSIONS 

We have seen how project screening and scoping – being quite regulated
areas of IA – are good testing grounds for ES technology. Even the simple
logic of these two stages in the IA process already points out some of the
critical areas of ES design. For such reasons, screening and scoping provide
a good gateway into the discussion of the practical application of ES to different
aspects of IA. Also, we have seen that these two IA tasks are so closely
linked that an ideal arrangement for their ES treatment is to design inter-linked
systems that feed from each other, as the Oxford Brookes suite shows. 

The practical examples discussed here also have provided the opportunity
to test the idea of linking ES with GIS – one of the central themes of this
book. This discussion has thrown up an interesting tentative conclusion,
that the evaluation of the GIS link seems to produce a slightly negative net
balance of advantages and disadvantages, because of the additional time it
takes for the GIS link to work and due to the disproportionate complication
of having to describe the structure and composition of the map base for the
area each time the system is used (all the environmental maps, their features,
etc.). This is a point similar to the one made in Chapters 3 and 4 when
discussing GIS use in general: when arguing that the costs of setting up a
map base for a “one-off” use were probably the most important deterrent
to the use of the – otherwise extremely powerful and appealing – GIS

Table 6.1 Times added by GIS procedures

 Time (s) Ratio 
(to “copy”)

Arc-Info commands   
Copy (unit of comparison) 9 1 
Moving around   
Arc (starting Arc-Info) 5 0.6 
Arcedit (moving into the map editor) 33 3.7 
Tables (moving into the Tables section) 18 2.0 
Quit (exiting Arc-Info) 8 0.9 
GIS functions   
Describe (describing the components of a map) 7 0.8 
Frequency (frequency distribution 

of map features) 
24 2.7 

Statistics (basic descriptive statistics 
of map features)

15 1.7 

Dropitem (deleting an item from a map) 8 0.9 
Buffer (making a buffer map) 52 5.8 
Clip (clipping one map with another) 34 3.8 
Reselect (extracting a sub-map from a map) 32 3.6 
Cursor (accessing individual features) 9 1.0 
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technology. In a way, that same point re-emerges now when we discuss
linking ES to GIS: unless there are simple ways of transmitting to the ES
the general cartographic information needed to apply the system to a par-
ticular project, such application is going to be overloaded with the need to
use a lot of time and effort simply to “find out” what maps are available
and what their contents are. 

On the other hand, this slightly negative conclusion brings up an issue which
will appear again in our discussion, about the lack of good, standardised,
nationwide environmental data in digital form. To the extent that digital
environmental data – initially provided in a rather disjointed way by different
branches of the various agencies concerned with the environment (see
O’Carroll, 1994 for an early review) – becomes available in a standardised
format for all agencies and covering the whole national territory (in the
image of Ordinance Survey), these problems, including the problem raised
in this chapter, do not arise or are greatly reduced. ES would still have to
find out in their runs about the availability of maps (easy enough to cover
with a few questions in the general consultation) but, once determined that
a certain map is available, nothing further would need to be investigated
about its structure, which would be known in advance and could be
“interrogated” directly by the procedures in the ES at practically no extra
time-cost to the user. 
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7 Hard-modelled impacts
Air and noise

7.1 INTRODUCTION 

After discussing in the previous chapter issues of ES design applied to some
of the initial stages of IA – screening and scoping – we are now going to
move into its “core”: the prediction and assessment of impacts. The prediction
of specific impacts always follows variations of a logic which can be sketched
out as in Figure 7.1. 

Different areas of impact lend themselves differently to each of these
steps and give rise to different approaches used by “best practice”. We are
going to start this chapter by looking at some areas of impact prediction
characterised by the central role that mathematical simulation models play
in them. As we shall see, this should not be taken to imply that the assessment
is “automatic” and that judgement is not involved, far from it: issues of
judgement arise all the way through – concerned with the context in which
the models are applied, their suitability, the data required, the interpretation
of their results – but the centre stage of the assessment is occupied by the
models themselves, even if the degree of understanding of their operation
can vary. When these models are run by the experts themselves – who
know their inner workings and understand the subtleties of every parameter –
they can be said to be running in “glass-box” mode. On the other hand, in
a context of “technology-transfer” from experts to non-experts – which
expert systems imply, in line with the philosophy of this book – models
can be run in “black-box” mode, where users know their requirements and
can interpret their results, but would not be able to replicate the calculations
themselves. It is this transition from one mode of operation to another – the
explanation and simplification needed for glass-mode procedures to be
applied in black-box mode with maximum efficiency – that we are mainly
interested in. 

Of all the areas of impact listed in the last chapter, two stand out as
clear candidates for inclusion in this discussion – air pollution and
noise. Their assessment is clearly dominated by mathematical modelling,
albeit with all the reservations and qualifications that will unfold in the
discussion. 
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7.2 AIR POLLUTION 

In common with other impacts, the prediction of the air pollution impacts
from a development can be applied at different stages in the life of the
project (e.g. construction, operation, decommissioning), and at different
stages in the IA: 

• consideration of alternatives about project design or its location 
• assessment (and forecasting) of the baseline situation 
• prediction and assessment of impacts 
• consideration of mitigation measures. 

The central body of ideas and techniques is the same for all stages – centred
around simulation models – but the level of detail and technical sophistication
of the approach vary considerably.22 

7.2.1 Project design and location 

At the stage when the precise characteristics of the project (equipment to be
used, types of incinerators, size and position, etc.) as well as its location are

22 The knowledge acquisition for this part was greatly helped by conversations with Roger
Barrowcliffe, of Environmental Resources Management Ltd (Oxford branch), and Andrew
Bloore helped with the compilation and structuring of the material. However, only the
author should be held responsible for any inaccuracies or misrepresentations of views.

Figure 7.1 The general logic of impact prediction. 
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being decided, it would be possible to run full impact prediction models to
“try out” different approaches and/or locations – testing alternatives –
producing full impact assessments for each. However desirable this
approach would be (Barrowcliffe, 1994), it is very rare as it would be
extremely expensive for developers. Instead, what is used most at this stage
is the anticipation of what a simulation would produce – based mostly on
the expert’s experience and judgement – as to what the model is likely to
produce in varying circumstances, applying the expert’s “instant” under-
standing he/she is capable of, as mentioned in the previous chapter. The
range of such circumstances is potentially large; however, in practice, the
most common air pollution issues are linked to the effects of buildings and
to the effects of the location. To the expert’s judgmental treatment of these
issues are also added questions of acceptability and guidance, to be answered
by other bodies of opinion. 

With respect to the effect of buildings, the main problem is that the
standard simulation models used for air dispersion do not incorporate
well the “downwash” effects that nearby buildings have on the emissions
from the stack (although second-generation versions are trying to remedy
this, as in the case of the well-known Industrial Source Complex suite of
models). Her Majesty’s Inspectorate of Pollution (HMIP) produced a
Technical Note in 1991 (based on Hall et al., 1991) discussing this issue
for the UK, and a rule-of-thumb that is often used (Barrowcliffe, 1994)
simply links the relative heights of the stack and the surrounding buildings,
stating that the height of the stack must be at least 2.5 times that of
nearby buildings. 

The crucial location-related variable concerning the anticipation of air-
pollution impacts at this stage is the height and evenness of the terrain
around the project, as air-dispersion simulation models find irregular
terrain (which make local air flows variable) difficult to handle. Such situations
can be “approximated” using versions of the standard model – like the
Rough Terrain Diffusion Model (RTDF) (Petts and Eduljee, 1994, Ch. 11) –
with its equations modified for higher surrounding terrain. However, the
effect of irregularity in that terrain is still a problem, until more sophisti-
cated simulation models are produced and tested, and looking at previous
experiences in the area is often still the best source of wisdom. This also
applies to another location-related issue: the possible compounding of
impacts between the project in question and other sources of pollution in
the area, through chemical reaction or otherwise. This connects with the
general area of IA known as “cumulative impact assessment”, an example
of which can be found in Kent Air Quality Partnership (1995) applied to
air pollution in Kent. This is possibly the only aspect at this stage where
GIS could play a role, albeit limited, identifying and measuring proximity
to other sources of pollution. 

Finally, in addition to these technical “approximations” – short of running
the model for all the alternative situations being considered – consultation
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with informed bodies of opinion must be used. On the one hand, there may
be technical issues of project design on which responsible agencies (like
HMIP/Environment Agency) can give opinion and guidance. On the other
hand, and more important at this stage, the relative sensitivity of the various
locations must be assessed in terms of public opinion, and local authorities
and public opinion are often the best source for this information (Figure 7.2).

7.2.2 Baseline assessment 

Assessing the baseline situation with respect to a particular impact usually
involves, on the one hand, assessing the present situation and, on the other, fore-
casting the situation without the project being considered. Baseline assessment is
a necessary stage in IA. However, with respect to air pollution, it does not seem
to exercise the mind of experts beyond making sure to cover it in their reports.
This maybe due to the fact that this stage does not really involve the use of the
technical tools (models) and know-how which characterises their expertise. 

The first task, assessing the present situation, does not involve any
impact simulation, but simply the recording of the situation with respect to
the most important pollutants (for a complete list, see Elsom, 2001). These
can be grouped as follows: 

• chemicals (sulphur dioxide, nitrogen oxides, carbon monoxide, toxic
metals, etc.) 

• particulates (dust, smoke, etc.) 
• odours. 

This recording could be done directly by sampling a series of locations
and collecting the measurements following the techniques well documented

Figure 7.2 Information about project characteristics and location. 
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in manuals. In developed countries this is rarely done, as it is possible to get
the information from local authorities and environmental agencies who run
well-established monitoring programmes for the relevant pollutants (particularly
chemicals and particulates). In the UK, various short-term and long-term
monitoring programmes for different types of areas (see Elsom, 2001, for
more detail) are also made available via the National Air Quality Information
Archive on the Internet. This is not the place to discuss in detail such agencies
or programmes, but only to mention these sources for the interested reader.
The point of interest to us is that this aspect of baseline assessment does not
involve any impact simulation nor any running of the model. It is enough
to know which agencies to contact and which chemicals to enquire about: 

• Local authorities are the first-choice sources (Barrowcliffe, 1994); it is
common for them to have well-established air-quality networks covering
traditional pollutants (such as smoke or nitrogen and sulphur dioxides)
but also covering sometimes other pollutants. It is always good practice
to contact them for data that may represent better the environment
local to the project site rather than national surveys and networks. 

• The National Air Quality Information Archive Internet site provides
information about concentrations of selected pollutants for each kilo-
metre-square in the country (Elsom, 2001). 

• The Automatic Urban Network (AUN) provides extensive monitoring
in urban areas for particulates and oxides. 

• For other chemicals, agencies can be found running more specific mon-
itoring programmes, like the one for Toxic Organic Micropollutants
(TOMPS) in urban areas. 

• More adhoc monitoring programmes can also be found in previous
Environmental Statements for the same area. 

• If the area is not covered by any on-going or past monitoring, on-site
pollution monitoring may be required at a sample of points, as the lack
of credible baseline data may compromise the integrity of the air-quality
assessment (Harrop, 1999). 

• Odour measurement is a difficult area, it can be undertaken scientifi-
cally by applying gas chromatography to air samples, but the method
most commonly used in the UK is by olfactory means using a panel of
“samplers”. 

For the second task, forecasting the future air pollution without the
development, future changes can refer to two sets of circumstances: (i) the
whole area changing (growing in population, businesses, traffic, etc.);
(ii) specific new sources of pollution being added to the area (new projects
in the pipeline, an industrial estate being planned, etc.). 

The pollution implications of expected changes – if any – in the whole area,
can be forecast with the so-called “proportionality modelling” (Samuelsen,
1980) which assumes changes in future pollution levels to be proportional
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to changes in the activities that cause them, and future pollution levels
can be estimated by increasing current levels by the same rates of change
expected to affect housing, traffic, etc. As indicated by Elsom (2001), DETR
(2000) provides guidance to local authorities on projecting pollution levels
into the future. With respect to forecasting pollution from specific new
sources expected in the area, these sources are not included in the general
growth counted in a proportionality modelling exercise – as their effects are
likely to be localised and not general – and, in practice, this forecasting is
not done, the reason being the very low real usefulness of such forecasts,
were they to be produced. The accuracy of air-dispersion models (the most
commonly used type of model) is quite low and, as we shall see in the next
section, the results can be inaccurate by a factor of two (equivalent to
saying that they can be out by 100 per cent) at short range, and even more
at long distance. This has repercussions when it comes to forecasting air
pollution from the project, but it has even more crucial repercussions when
forecasting the baseline. The baseline forecast is supposed to provide the
basis for comparison of the predicted impacts from the project, but if that
basis can be out by up to 100 per cent, any comparison with the predicted
impacts becomes meaningless (Figure 7.3).  

7.2.3 Impact prediction and assessment 

As textbooks and manuals show, the approach that has dominated this
field from the 1980s (Samuelsen, 1980; Westman, 1985; Petts and Eduljee,
1994; Harrop, 1999; Elsom, 2001) is based on the so-called “Gaussian

Figure 7.3 The logic of baseline assessment. 
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dispersion model” which simulates the shape of the plume (assumed to set-
tle into a steady-state shape) as it bends into its horizontal trajectory and
then disperses and oscillates towards the ground downwind from the
source. At any point, the cross-section of the plume is assumed elliptical,
with elliptical “rings” showing varying concentrations of pollutants –
stronger towards the centre and weaker towards the edges. The distribution
of the levels of concentration between rings is assumed to be “normal”, in
the statistical sense of the word (“Gaussian”), bell-shaped, both horizontally
and vertically, and becoming “flatter” in both directions with distance from
the source, making the sections of the plume larger (Figure 7.4). The rates
at which these cross-sectional distributions of pollution concentrations
become “flatter” with distance in the horizontal and vertical directions,23

making the section of the plume bigger, are crucial to the behaviour of the
plume and to the variation of its impacts with distance. The vertical spread
in particular is crucial in the estimation of the concentrations of pollution
that will “hit” the ground (the ultimate objective of the simulation) at dif-
ferent distances. These rates of spread, in turn, vary with the atmospheric

23 These rates are usually measured by the Standard Deviations σ of the horizontal and vertical
Gaussian distributions of pollution concentration.

Figure 7.4 The Gaussian pollution-dispersion model. 
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conditions24 – determined by wind speeds, temperatures at different
distances from the ground, etc. – which become the crucial variables deter-
mining the behaviour of the model. 

The mathematical details of this model are well documented (Barrowcliffe,
1993; Samuelsen, 1980; Westman, 1985) and what interests us more is not
how the model works, but how it is used. Were this model to be used in
“glass-box” mode, its equations would be applied to all combinations of
wind speeds and directions relevant to the area, in the various atmospheric
conditions that affect the area, applying different “rates of spread” at
different distances, etc. In practice, however, the model is most commonly
used in “semi black-box” mode – which corresponds better to the philosophy
underlying our discussion – so that the equations have been programmed
into a computer model (see Section 7.2.3.2 below) and all these variables
(wind, atmospheric conditions, spread) are usually already combined in the
meteorological data fed into that computer model. In the UK, the standard
data-set provided by the Meteorological Office has already been pre-processed
to suit this kind of use; it consists of a multi-variable frequency distribution,
over a 10-year period, of wind directions,25 wind speeds and atmospheric
conditions that apply to the area being investigated.26 If there is a weather
station very close by, the data for the frequency distributions will come
from that station. If there are no weather stations nearby, the pre-processing
of the data will include (at extra cost): (i) selecting from the nearest
surrounding stations those whose conditions (topographic, etc.) are more
like those of the area of interest; and (ii) calculating weighted averages of
the data from different stations, using as weights the inverse distances from
each station. In any case, it is the provider of the meteorological data who
takes care of the complications, and the model-user runs the model with
that data. 

This model runs on two sets of data: meteorological data as discussed,
plus information about each source of pollution. In the simplest case, it is
a point source involving a stack (the most common case), and the information
required refers to: 

• geometry of the source (stack height, internal diameter, area) 
• temperature of emissions 
• concentration of pollutants 
• emission rate (velocity, volume before and after the addition of warming air). 

24 So-called “Atmospheric Stability Conditions”, classified originally by Pasquill and Gifford
into six types (A, extremely unstable; B, moderately unstable; C, slightly unstable; D,
neutral; E, slightly stable; F, moderately stable) and often simplified – for example by the
Meteorological Office in the UK – into only three categories: unstable, neutral and stable. 

25 16 sectors.
26 Quantifying the proportion of the total recorded period in which each combination of

wind direction, wind speed and stability condition, was present. 
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When, instead of information about the emissions, there is only information
about the processes producing the pollutants and their engineering (type of
process, type of incinerator, power, etc.), we must go to documentary
sources to translate such information into the data needed for the model.
Sometimes we can get the “destruction efficiency” of a process (an inciner-
ation, for instance) which, by subtraction, will give us the emission rates of
the residuals. 

This type of information must be normally provided for a variety of
pollution sources, some point sources with stacks, others of a totally different
nature or shape (area sources, traffic line sources, dust) all to be simulated
in their effects. Harrop (1999) lists the typical emissions from a variety of
projects, from power stations to mining and quarrying. For impact assessment,
an overall emissions inventory27 should catalogue each source and provide for
it the relevant emission data to be combined with the atmospheric data for
the simulation. The final set of data which is needed in some special cases
to run these models – as we shall see in the next section – is about the
terrain (altitudes, slopes, etc.) and the built environment (buildings nearby,
heights, etc.) if applicable. It is only in the provision of such data automatically
that GIS can have a role to play at this stage (Figure 7.5).  

27 Harrop (1999) argues that the investigation of emissions should be directed at any pollutants
with health risks, and not just those which are regulated. 

Figure 7.5 Data requirements for the pollution-dispersion model. 
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7.2.3.1 Variations in the modelling approach 

The model described above represents the cornerstone of air-pollution
impact assessment – as it applies to gaseous emissions from a point source
into the atmosphere – and it is by far the most frequently used, with ver-
sions of it available in different countries, like the ADMS collection in the
UK (Elsom, 2001). Harrop (1999) also contains a useful list of computer-
based air-dispersion models. Most of these models try to replicate and
improve on the performance of the classic example from the US Environ-
mental Protection Agency, the “Industrial Source Complex” model, which
incorporates all the features discussed above, and which has also been
improved over the years to provide additional flexibility in addition to the
standard approach (ERM, 1990) with: 

• versions of the model for long-term and short-term averages (1–24 h); 
• consideration of an urban or rural environment; 
• evaluation of the effects of building waste; 
• evaluation of the dispersion and settling of particulates; 
• evaluation of stack downwash; 
• consideration of multiple point sources; 
• consideration of line, area and volume sources; 
• adjustment for elevated terrain. 

A standard model such as this one can be adjusted to simulate a wide
range of situations. For example, it can be applied to ground-level sources
by making the source height equal to zero, or to a small area source by
assuming a source of zero height and of the same area. But for more
extreme and precise circumstances, it is advisable to consider other specialised
models which tend to be variations of the standard approach. The sources
of variation are usually related to the type and shape of the source, the
terrain surrounding the source, and the physical state of the emission.
The Royal Meteorological Society (1995) provides useful guidelines for the
choice of the most appropriate model (quoted in Harrop, 1999). 

Sources can be multi-point, which can be treated as several point sources
and dealt with separately, or models (such as versions of the Industrial
Source Complex model) can be used, which allow for several sources and
consider the separation between them in its simulations. Air pollution from
traffic is another typical example of departure from the standard approach,
and a whole range of models has been produced to deal with this particular
type of line source, often by “extending” the standard approach, like
the Dutch CAR model, the family of “CAL” models from the US, or the
AEOLIUS collection developed in the UK (Elsom, 2001). For example, the
PREDCO model (Harrop, 1999) produced in the 1980s by the Transport
Research Laboratory in the UK divided up the line sources (each road) into
segments, and represented each segment by an equivalent point source,



Hard-modelled impacts 199

whose effects were simulated in the standard way using data about traffic
flows and speeds to calculate emission rates. 

To incorporate the effects of higher terrain, the standard model can be
modified by subtracting the height of the terrain from the stack height –
when the height of the terrain is no greater than the stack – (version 2 of
the Industrial Source Complex can do that) or the whole trajectory of the
plume may be assumed to change direction and “glide” above the hills
when the height of the terrain is greater than that of the stack. A typical
example of such a model is the Rough Terrain Diffusion Model (Petts and
Eduljee, 1994, Ch. 11), including topography as high or higher than the
release height, and also varying slopes of the hills or ridges. However, such
a model requires additional information about terrain height between the
emission source and every receptor of interest. If this data is not given, the
model runs as a flat-terrain model. 

Sometimes the variation from the standard approach is due to the physical
state of the release (the standard model is ideal for gaseous emissions). One
typical case is when the emissions are dense gases (gases heavier than air)
which fall and spread on the ground rather than rise and disperse with the
air. Specialised models have been built for this case, such as the DEGADIS
model quoted in Petts and Edulgee (1994, Ch. 11), after Havens and Spicer
(1985). Another typical case is that of “particulates” (dust specifically),
which are not buoyant in the air like heavier gases, but travel in it carried
by any wind blowing at speeds above 3 m/s (approximately 10 km/h).
Larger particles will travel shorter distances (up to 100 m) and lighter parti-
cles will travel longer, depending on wind speeds. The model that experts
apply is much simpler than the dispersion model, expressed as a mathematical
relationship between distance travelled, wind speeds and particle size (ERL,
1992; ERM, 1993). This approach starts with the location of any poten-
tially sensitive receptors, and then the use of wind data (similar to the data
for the standard model) to work out what proportion of time winds will be
able to carry dust certain distances away in the direction of those receptors,
so that the impact of the heavier dust particles – if any – can be established.
Smaller particles will be transported further away only by stronger winds,
and the meteorological data will indicate what proportion of the time they
are likely to be present in the directions towards the receptors. This is a
typical approach used to assess the impacts of the construction stage of
most projects, when dust pollution is one of the most important effects,
and commercial models like the Fugitive Dust Model (developed by
USEPA) are routinely used in the UK. 

The impact of odours is also problematic to predict and requires a departure
from the standard modelling approach. Very short-term concentrations are
sufficient for an unpleasant impact but once the emission escapes from the
source, it is diluted in the atmosphere at a rate which increases rapidly with
distance (ERM, 1993). For these reasons, low wind-speeds (typical of the
two opposite extreme atmospheric-stability conditions A and F, see Note 3)
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will be the ones conducive to higher odour concentrations. This means
that, in practice, a similar approach is used for odours and for dust:
(i) sensitive receptors are identified; (ii) the frequency of extreme stability
conditions with winds in the direction of the receptors are identified in the
meteorological data; and (iii) travel distances for sufficient concentrations
of the odour-producing substances are determined and checked against the
distance of the sensitive receptors. 

At the extreme end of buoyant emissions, flares pose special problems
because of their extreme buoyancy, and usually require special treatment.
Finally, another challenge for experts is the prediction of fugitive emissions
(other than dust) such as leaks from the equipment, valves, and release of
pollutants at ground level as a result of handling. These also require special
treatment and are extremely difficult to reduce to a simple set of rules
which can be dealt with in “black-box” mode. 

All these models use the same type of data (frequency of wind speeds and
directions in different atmospheric conditions), but the choice of model is
not trivial, and is an important part of the expertise, which has gradually
replaced the ability to work out the equations by hand (which would
express the expertise in a “glass-box” world) (Figure 7.6). Again, the
possible role of GIS in these considerations is quite small, probably limited
to identifying the kind of terrain where the experiment is being carried out. 

Elsom (2001) argues that these models should not be used as “black
boxes” and we can see from our discussion that the user needs to exercise
judgement and understanding – even when using off-the-shelf software – in
order to: 

Figure 7.6 Choice of air-dispersion model. 
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• recognise the different situations when different models best apply; 
• know when to use different “modes” and parameters available in the

models; 
• understand the outcomes of the models; 
• understand the limitations and inaccuracies of the models; 
• recognise the “boundaries” of the situations when models perform less

well, and other approaches might be more effective. 

7.2.3.2 Model output and accuracy 

Irrespective of the model used, two impact scenarios are typically used for
the predictions: (i) the most “representative” case, the most frequently
encountered situation; and (ii) the worst case, the worst “peaks” of impact.
In practice, these scenarios are represented “by proxy”: the most represent-
ative situation is measured by a long-term average (usually an annual aver-
age) of ground-level concentration of pollutants, and the worst peak by a
short-term average (usually a hourly average, which can be extended up to
24-hour averages). These averaging times are directly connected to the
standards of air quality normally used, often derived from either EC direc-
tives or from the World Health Organisation (WHO). EC standards tend to
be expressed as yearly averages, while WHO standards (revised in 1997)
also use shorter averages (hourly or shorter, daily, weekly), and the UK
National Air Quality Strategy has adopted both approaches since 1997.
Elsom (2001) contains good summaries of all three sets of standards for the
WHO, EC and UK, and Harrop (1999) also contains a useful international
comparison of standards. 

These averages are calculated automatically by the model, different
values are estimated for different directions and distances (in an area within
about 10 km around the project), and the results are normally presented in
a variety of forms: (i) as maps showing the spatial distribution of values
(especially for annual averages), often in the form of contour maps of total
predicted pollution, after adding to the model predictions the baseline values
at different locations; (ii) as profiles of distributions of values with distance
for different atmospheric conditions (especially for short-term averages);
and (iii) as sets of maximum values (some extracted from the previous profiles
and maps) to be compared to the relevant standards. Because, in these
models, ground-level concentration is directly proportional to the emission
rate at the source (assuming the other parameters are the same), the results
can be easily scaled up or down. The model produces a pattern of ground-
level concentrations of any gaseous pollutant emitted at a certain speed and
temperature. To adapt the results from one pollutant to another – or from
one level of operation of the equipment to another – we only have to multiply
the results by a factor reflecting the relationship between the new conditions
and the original ones (for instance, if one chemical is emitted at half the
rate of another, its simulated levels of concentration will also be halved). 



202 Building expert systems for IA

After simulating the dispersion of pollutants – Harrop (1999) lists the air
pollutants that have health effects on humans – and, the assessment of
impacts should only require, theoretically, a comparison of the expected
ground concentrations with the various standards (usually expressed in
µg28 or in mg/m3) available for a whole range of pollutants: 

• Sulphur dioxide and suspended particulates (which can act in synergy); 
• Nitrogen oxides (except N2O, which is usually harmless); 
• Carbon monoxide and dioxide (mainly from fossil-fuel consumption); 
• toxic/heavy metals (lead, nickel, cadmium, etc.) when relevant; 
• Chlorofluorochlorides (CFCs) related to ozone depletion; 
• Photochemical oxidants (like low-level ozone); 
• Dioxin; 
• asbestos; 
• dust; 
• smoke; 
• odours. 

These standards are regularly extended and refined, and come typically
from three types of sources (Bourdillon, 1995, Ch. 2): the World Health
Organisation, the European Community, or UK legislation (often derived
from the other two). These different sets of standards are not always
expressed in the same way. For some pollutants (like CO, from the WHO)
there is no standard for a yearly average; for some (like SO2 or NOx) both
the EU and the WHO provide standards for annual averages but only the
WHO has one for hourly averages, and the standard most appropriate
for each case should be identified, preferably following the aforementioned
list of organisations in reverse order: look first for a British Standard, if
unavailable, look for an EU norm, and then look at the WHO. A good
source for an up-to-date version of the standards as used in practice is
always current Environmental Statements, although they tend to be limited
to the pollutants relevant to the particular case, and a good compilation of
those most commonly used in the UK can be found in Elsom (2001). 

When air-quality standards relevant to a case are not available, Occupa-
tional Exposure Limits (OELs, published annually by Health and Safety)
can be used. These limits are normally defined for workers who are in an
environment for a number of hours (8 hours 5 days per week) and, to
translate them for use in IA they are normally lowered considerably by
multiplying them by a safety factor of 1/4 to account for increased exposure
time (maybe 1/10 for sensitive individuals), and this can reach extremes of
1/100 for certain chemicals as an added safety precaution. With carcinogenic
chemicals, “cancer potency factors” have been calculated (for instance by

28 µg =  millionth of a gramme; mg =  thousandth of a gramme.
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USEPA) and can be used to calculate carcinogenic risk, although they tend
to use a worst-case scenario for the variables in the formula (location, duration
of exposure, emission rates, absorption rates by individuals, etc.). These
factors are normally corrected downwards according to more realistic
circumstances in which the project will operate, adjusting downwards the
expected levels of ground-level concentration, and introducing in the calcu-
lation a variable reflecting how many days in the year (out of 365) the plant
is likely to be in operation. 

Even when the predictions are below the normal standards, the concept
of “secondary standards” can be used to consider effects on human welfare
(as opposed to human health covered by the “primary” standards). Also,
the evaluation of effects can extend beyond humans, and consider effects
on ecosystems, including both effects on flora/fauna; and long-term deposi-
tions (of heavy metals, for instance) which could enter the food chain.
These areas of evaluation, however, are normally considered beyond, or on
the limits of, the normal expertise of air-pollution experts, and are usually
referred to experts in other fields (ecologists, etc.). 

But the basic problem of comparing any of these standards with the output
from these models is the latter’s generally acknowledged low level of accuracy.
The model’s accuracy will always be compromised by its inherent uncer-
tainties, arising from a certain degree of idealisation introduced in the
model and from inherent atmospheric variability and/or errors in the data.
For example, it is assumed that wind direction and speed will be constant
during the averaging period, and that there will be some wind: zero or very
low wind speed makes the model’s equations virtually meaningless. For
these and other reasons, the accuracy of these diffusion models has been
found to be quite low, as Jones (1988) showed: 

• annual average concentrations and maximum hourly concentrations
(independent of location) are likely to be out by 100 per cent (reality
can be between half and double the prediction) at short distances –
within 10 km; 

• at longer distances, predictions can be out by up to 300 per cent (from
one third to three times); 

• if specific locations are considered (specific receptors for instance) the
error factors can be much higher. 

More recent research in the UK (Wood, 1997, 1999) has shown a more
promising picture after auditing the air-pollution predictions for two
projects: in one case, the difference between the worst predicted annual
average of NOx and the worst measurement encountered (irrespective of
locations) was an overprediction by about 20 per cent and, when specific
locations were considered, they also were systematically overpredicted by
about 20 per cent. In the other case (Wood, 1997) the R-square between
predictions and actual measurements was 0.82, with small differences
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between predictions and measurements at all the locations. The study of
this aspect of impact prediction is receiving increasing attention but, until
more extensive and systematic tests are carried out, this whole approach to
impact prediction will remain vulnerable to strong criticism such as that by
Wallis (1998). 

Hypothetically, these models could be calibrated and their errors esti-
mated each time before applying them to a particular project, using them to
simulate the sources in the area and then comparing the model’s simula-
tions with the actual baseline. The errors identified could then be used as
“corrective factors” for the results of subsequent simulations by the model
in that same area. Unfortunately this is impractical, as it would be impos-
sible to identify all the sources, and even more so to collect all the informa-
tion needed to simulate them. What this means in practice is that a normal
statistical treatment of results – using the confidence levels attached to them
to calculate the probability of overlap with the “danger zones” defined by
the standards at different locations – presents problems. Good practice
(Barrowcliffe, 1994) adjusts to these problems by applying some rules-
of-thumb (Figure 7.7):  

Figure 7.7 Air-dispersion model outputs and their significance. 
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• In the first place, and very significantly for the subject of this book,
specific locations are ignored and what is taken from the simulation
models’ runs is only the maximum levels of ground concentrations,
irrespective of location (even if the results are usually presented in map
form). 

• For maximum short-term averages (hourly most often, sometimes 24-
hour averages), they will be considered to enter the danger zone when
their level exceeds 50 per cent of the standard as, with an error factor
of 2, it could be over the limit. 

• For long-term (annual) averages, in addition to the standards, the base-
line level of concentration of the pollutant in question is used, and a
project’s impact is considered excessive if it adds to that level more
than 5 per cent, irrespective of the standard (this rule works usually
well below the levels dictated by the standards). 

The model results are traditionally presented in the form of maximum
values, distance profiles and maps, despite the previous comments about
the unreliability of location-specific values. The maps are produced to give
an indication of the general direction, rather than precise spatial reference,
in which the worst effects will be felt, to help identify the type of
area, rather than specific locations, likely to be affected (rural, urban, the
coast, etc.). In a similar way to data inputs, data output in map form can also
use GIS. The values for ground concentrations can be fed into a GIS and its
functionality can be used to: (i) draw contour maps; (ii) superimpose them
on background maps; and (iii) produce printouts. However, the relatively
minor importance of the location-specific information puts the contribution
of GIS also in perspective. 

7.2.4 Mitigation measures 

In theory, the best mitigation measures could be identified by rerunning
the simulation of impacts with the particular mitigation and comparing the
results with the unmitigated predictions. In practice, however, only some
types of mitigation measures may require rerunning the models, as many
relate to parameters in the model which we know will affect its performance
proportionally (like emission rates), hence we can anticipate what the
changes will be without running the models: 

Reducing dust from traffic (both in the construction and operation
stages) through: 

• limiting vehicle speeds on unhardened surfaces; 
• sheeting vehicles carrying soil; 
• washing vehicles’ wheels before leaving the site; 
• spraying roads and worked surfaces. 
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Reducing emission rates by: 

• reducing the concentration of pollutants (filters, or a variety of control
systems); 

• using dust-suppression equipment; 
• mixing and batching concrete wet rather than dry; 
• placing screens around working areas; 
• covering or enclosing dumpers and conveyor belts; 
• minimising drop heights for material transfer activities (unloading, etc.); 
• sheeting stockpiles; 
• installing filters in storage silos; 
• keeping tanks and reaction vessels under negative pressure; 
• installing scrubbers and odour-control units on tank vents. 

To anticipate the effect of these measures we only need to quantify by how
much the emission rates will be reduced, and we know that the model
simulations will be reduced proportionally. 

Another set of measures affects the shape of the emissions (especially
from stacks) by, for example: 

• raising the stack height; 
• increasing the velocity of emission; 
• raising the temperature of the emission; 
• aligning stacks to increase chance of plumes merging and increasing

buoyancy. 

To anticipate the effect of these measures, we would either need to know
the inner workings of the relevant model so that we could reconstruct the
effect that the changes would have on its equations, or we would have
to rerun the model with the changed parameters. Finally, another set of
mitigation measures is directed to altering the plume-diffusion itself: 

Controlling and redirecting the diffusion through: 

• routing vehicles away from sensitive receptors; 
• roadway trenching, embankments; 
• using walls and trees; 
• widening narrow gaps between buildings; 
• changing the height and layout of buildings; 
• roofing of open spaces. 

Changing temperatures and micro-climates through: 

• choice of building and road-surface materials;
• consideration of building layout in relation to areas of sunshade; 
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• tree planting and landscaping; 
• preventing frost pockets with openings in embankments; 
• controlling areas of standing water nearby. 

The effects of these measures are even more difficult to quantify, given that
models are not sensitive enough to simulate many of these changes. In some
cases, such as introducing changes in the size and layout of buildings, a rerun
of the models might yield results but, for changes which do not change the
model’s inputs or parameters, precise assessments may require using monitoring
data from past experiences where similar measures have been applied
(Figure 7.8). As we see, it is the capacity to generate simulations which gives
strength to the whole process of air-quality assessment. While the simulations
are actual in the core of the assessment (impact prediction), they tend to be
just hypothetical in the design and mitigation stages, when experience and
good knowledge of the model makes it possible to anticipate the expected
results from the simulations without having to carry them out. In any case,
what dictates what to do at any stage is the choice of model, being able to run
it properly with the correct data, and being able to interpret its results in terms
of impact assessment in accordance with the right standards. As we shall now
see, in the field of noise impact prediction things are not too different. 

7.3 NOISE 

Noise impact assessment is also centred around a highly technical predictive
approach, but the modelling of noise propagation is not based on a probabilistic
simulation model of the type used for air pollution, but on a scientific
model based on an understanding of the physics behind the phenomenon of
sound. This results from a long-standing scientific tradition – the accuracy
of which is well established and does not become an issue when using these

Figure 7.8 Air-pollution mitigation measures. 
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models for prediction. A good account of the scientific treatment of sound
modelling can be found in the classic reference by Mestre and Wooten
(1980), and Petts and Eduljee (1994, Ch. 14) and Therivel and Breslin
(2001) also provide useful summaries of its application to impact assess-
ment. These and other sources illustrate how the mathematical complexity
of the treatment of sound derives from the requirements to measure it using
a meaningful scale. Sound can be measured in terms of its “power”, “intensity”
or (the most common) sound pressure, using very similar formulae for all
three. These formulae measure sound level as a ratio between the actual
sound and a minimum audible level. Because the resulting numbers are very
high – in the formula for sound pressure the ratio is also raised to a power –
the logarithms of these ratios are used instead. The logarithmic form of
these formulae means that the resulting units (“decibels”, Db) cannot be
added directly. For instance, if there are two identical sources, their sound
levels are added together by adding 3 Db to the sound from the single
source. If we have ten such sources, the number of decibels to be added is
10, and the other intermediate values follow the curve in the Figure 7.9.  

If the sources being added are not identical, the decibels to be added (to
the noisier source) depend on how different the two sources are, ranging
from 3 Db if both sources are equal, to 1 Db if the second source is 6 Db
below the first, to virtually zero if the second source is about 20 Db
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Figure 7.9 Accumulation of noise with multiple sources. 
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below.29 This complication also arises when adding sound levels over time,
for instance to calculate average levels over a certain period which, as we
shall see, is central to the assessment of noise impacts. 

Another mathematical complication is related to the frequency at which
a sound is emitted. The perception of sound varies with its frequency and,
for most part of the hearing spectrum (up to 4000 Hz), a sound at a certain
number of decibels and a given frequency will be perceived as being as loud
(in “fons”)30 as another sound at a lower frequency and a higher number of
decibels. This means that often, in order to reduce different sounds to
comparable scales of “perceived” loudness (and in order to compare them
to the relevant standards), all the sounds emitted at a variety of frequencies
must be converted into their equivalent at a standard frequency (usually
1000 Hz). The conversion is normally done by adding (or subtracting) to
the sound level at each frequency a number of decibels, normally calculated
from the so-called “A” curve, the iso-loudness curve corresponding to 40
fons. Sometimes, logarithmic aggregations are combined with this conversion
process, for instance when we need to calculate the sound level from a
complex source emitting at several frequencies: in order to calculate the
“perceived” overall level, we must first convert the sound levels at each
frequency to their 1000 Hz-equivalent, and then all the equivalent levels
can be added logarithmically. 

These apparent complications in the calculations are really used to adapt
a complex theoretical framework necessary to understand sound propagation
and perception so that it can be used in practical situations and with a realistic
amount of information. As in air pollution, the modelling of noise impacts
is a compromise between scientific soundness and practicability, and an
important part of the expertise in this field is to be aware of how such com-
promise and simplification may affect the results or their interpretation. 

As in air pollution, noise-impact assessment can be applied at various
stages in the life of the project and/or of the impact study although in its
own peculiar way. Also, various types of impacts (noise, vibration, and
“re-radiated” noise transmitted through solid materials) are included under
the general heading of “noise”, and they present quite different challenges
and require very different approaches (Figure 7.10).  The following sections
adopt a similar framework to that used for air pollution, adapted to these
variations.31 

29 For graphs showing this relationship as a continuous curve, see any technical references
like Mestre and Wooten (1980) or Therivel and Breslin (2001).

30 The fon-level of a sound is equal to its decibels at 1000Hz.
31 The knowledge acquisition for this part was greatly helped by conversations with Stuart

Dryden, of Environmental Resources Management Ltd (Oxford branch), and Joanna C.
Thompson helped with the compilation and structuring of the material. However, only the
author should be held responsible for any inaccuracies or misrepresentations of his views. 
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7.3.1 Project design 

As with air pollution, noise experts can advise project designers on the
basis of their “anticipated” impact calculations resulting from one design
or another, not necessarily based on actual calculations or “runs” of a
model, but on their expert knowledge of the mathematics involved and on
their experience. Because of the nature of noise – an oscillatory phenomenon
travelling in straight line in all directions – the main considerations in terms
of noise impacts tend to be associated with the relationship and proximity
between noise sources and receptors deemed to be potentially sensitive (e.g.
housing, schools, hospitals, libraries). In particular, advice at the design
stage involves: 

• First, the broad identification of potentially sensitive receptors nearby
(GIS can help with this)32 anticipating a more systematic search to be
carried out for the baseline and impact assessments. 

• Second, the advice usually refers to the possible repositioning of noise
sources and/or with the interposition of barriers between them and the
potential receptors (very much like “anticipated” mitigation measures). 

Repositioning of noise sources can be the basis for advice on possible
alternative locations for the project further away from sensitive receptors,
or it can be the basis for changes of position within the project: to a different

32 For example, GIS functionality can be used to identify the nearest building of certain type
of use.

Figure 7.10 Types of noise impacts. 
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side of the site, from outside to inside a building, to another side of a building.
Encasing a source inside a building can be similar to erecting a barrier
between the source and the receptors, but other types of barriers, such as
solid, vegetation or sinking the source into a ditch, can also be used
(Figure 7.11).  

Some of these anticipatory modifications are no different from possible
mitigation measures, only here they are considered before the details of the
project have been finalised. In practice, one of the problems of “anticipating”
noise impacts at the project-design stage is that noise experts are often
consulted at the wrong time (Dryden, 1994). It can be too early in the
design process, before the developers know the details and location of all
the ancillary equipment that is going to be used, before they know the location
and nature of all the noise sources. Or it can be at the other extreme, after
everything has been decided and the design finished, when changing any-
thing can have many knock-on effects requiring further changes. The ideal
situation would be if developers consulted the noise experts while the
design is taking shape. 

7.3.2 Noise baseline assessment 

As in air pollution, the determination of noise levels in the area where the
new project is likely to have an impact is central to the impact assessment,
and the baseline situation must be measured in a way that can be compared
with the relevant standards for the particular project. Again, this relates to
what is being measured – noise in this case (no baseline study is made for
vibration or re-radiated noise) – and also to its type of manifestation,

Figure 7.11 Project information for noise-impact assessment. 
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particularly its concentration over time: averages, peak values, etc. But the
approach differs in other respects, derived from two intrinsic differences: 

• Air-dispersion modelling is highly inaccurate – making references to
specific locations largely irrelevant – but noise modelling is not, and
this gives the noise baseline assessment a totally different “shape”: The
first stage in the baseline assessment is the identification of potentially
sensitive receptors, their nature, location and distance from the noise
sources, and it is at those receptors that the baseline situation will be
measured. 

• Pollutant concentrations are difficult and expensive to measure for an
individual case and we tend to rely upon existing monitoring pro-
grammes, of which there are sufficient variety. But noise measurement
is relatively simple and inexpensive, with portable equipment quite
easy to operate, which makes it possible to identify specific locations
considered relevant to our study (the sensitive receptors) and, in the
second stage of the baseline assessment, to carry out the monitoring
directly. 

The search for receptors starts around the project in ever-widening circles,
and keeps increasing to about 500 m (only exceptionally beyond 1 km) until
receptors are found in a sufficiently wide range of directions, but this may
be related to the type of project. For instance, in projects involving new
roads, a crucial distance for receptors is 300 m – properties within this
distance can be entitled to compensation33 – or, for projects expected to
run also during the night (like a railway line, or a power station), the search
distance can be much greater. The search for receptors can go further than
any noise is likely to reach, but as a general rule, locating the receptors,
rather than specifying the distance, is the issue (Dryden, 1994). What is
crucial is to identify the front line of receptors. How deep beyond this front
line the baseline assessment needs to go is largely determined by the expec-
tation of success or failure in the mind of the expert, largely based on
experience, of the noise-impact measurements. If the project “looks like”
not violating the standards at the front-line of receptors, the search does
not need to go further, as noise decreases with distance. Also, if infringe-
ments of the noise standards are clearly expected, again the measurements
do not have to extend further. Only when the noise impact is expected to
be marginal – violating some standards but not by much – that the identifi-
cation of receptors needs to extend over a fringe of a certain depth, deter-
mined by the additional distance expected to make the impacts fall below
acceptable levels. That distance will depend upon the source, the topography,

33 For example, in the UK, properties within 300 m of new roads are eligible for noise
insulation paid for by the developer responsible, and GIS “buffering”can be used to
identify them. 
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and a number of other factors such as the anticipated opportunities for
mitigation. How easy and practical a reduction of noise impacts would be
by mitigation are at the forefront of the expert’s considerations even at this
early stage. 

Usually the search – or at least the “planning” of the search – is based on
a map of the area, and GIS could be used to do it automatically. A field
visit is useful to check local features, variations in the topography, or the
potential receptors themselves, and such a visit may change our priorities
over which receptors to study. For example, what is thought to be a
building, a potential candidate for “receptor”, from the map may be just a
half-demolished shed. 

Sometimes the sensitivity of the receptors is compounded by the state
of local opinion, in which case the Local Authority is an important
source of information as to local sensitivity and even the location of any
foci of concern. It might therefore be an advantage to carry out measure-
ments close to the properties where the occupiers are known to be con-
cerned, in order to clarify the situation. On the other hand, if the
situation has reached the point of potential conflict, baseline recordings
may be limited to public rights of way, or to land owed by the same
developer behind the project. Sometimes developers start tentative
enquiries about possible impacts at an early stage in the design of the
project, before the details are known. This can have the effect of sensitising
public opinion against the project and, in such situations, recording
baseline noise at some locations over extended periods of time may
encounter local opposition, and a modification of the schedule of recordings
may be needed. 

In terms of the types of measurements to use for baseline assessment,
particularly their time dimension, the same general criteria apply as in air
pollution, including an idea of the general average levels of what is being
measured (noise), plus some idea of the peaks to be expected over time. In
sound-level measurement, there are some well-established types of indicators
ranging from those which measure “averages” to those which measure
“peaks”: 

• The “equivalent continuous noise level” (Leq) is the level of steady noise
which would have produced over a period of time the same energy
as the various noise levels present over that same period (combined
logarithmically using the A-weighting curve). 

• The “background noise” is usually measured by the noise level
exceeded over most (90 per cent) of a period of time (L90), undertaken
by recording the duration of each noise level and defining the cut-off
level of the worst 90 per cent by simple statistical analysis. 

• Other similar indices like L50 (using only the worst 50 per cent of the
period, somewhere in between measuring averages or peaks) are used
much less frequently. 
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• To measure “peaks” it is common to use an approach similar to the
last two, but narrowing the fraction of the period considered to the
worst 10 per cent (L10). 

It is widely accepted that the Leq is the most useful of these indices, and
most measurements (at source or at the receptors) tend to be expressed in
this form. The L10 “peak” is also used frequently, mostly for noise meas-
urements from mobile sources (such as road traffic or railways), as we shall
see below. 

These peaks or averages are measured over a finite time period (1 h,
12 h, 24 h, etc.) which must be selected to fit the period when the noise
impacts are more likely to occur. This involves two types of consider-
ations: (i) the length of the period selected: if a noise is to be produced
during normal business hours and we measure its baseline as an average
over 24 h, this will exaggerate the difference between the impact and the
background noise; (ii) the time of day when the baseline measurements
are taken, so that the recording periods correspond to those periods
where the impacts are likely to be critical. Such periods are normally
defined in the noise standards, and they tend to oscillate around the
notions of daytime (7 a.m.–7 p.m.), evening (7 p.m.–10 p.m.) and night
(10 p.m.–7 a.m.) – these are the periods used for the construction stage of
a project – which are adapted slightly to different types of sources. For
instance, noise from moving vehicles at the operational phase is usually
measured over a different set of periods: road traffic from 6 a.m. to mid-
night, aircraft noise from 7 a.m. to 11 p.m., railway traffic uses 24 h for
existing railways and the same periods as road traffic (6 a.m. to midnight)
for new railways. 

Baseline assessments result from the combination of these options,
certain types of peaks or averages, over certain periods, at certain times
of day, with a focus on the “worst case scenario”. For example, if a
project is going to produce noise 24 h a day, we do not compare its noise
to an average background noise over 24 h, but to an average over the
night period, when the impact is more likely to be significant. An inter-
esting variation is the measurement of baseline noise when we are
expecting noise from road or rail traffic: the standard approach is to
measure the so-called “18 h L10”, which is the average (statistical, not
logarithmic) of all the “1 hour L10” values over the 18 worst hours of
the day, from 6 a.m. to midnight. In this case, this approach is dictated
by the regulations, but it serves to illustrate the need to tailor the measu-
rement periods to the characteristics of the project and the noise impacts
expected. As a project in all its stages involves a combination of many
noise sources with many different baseline-measurement requirements,
what is done in practice for most projects (Dryden, 1994) is to cover all
the possibilities with a combination of long-term and short-term measu-
rements: 



Hard-modelled impacts 215

• identify the receptor that is most likely to be severely affected; 
• do at least a 24-h measurement at that receptor; 
• supplement that with short term (10 min) sample measurements at

other locations carried out in the daytime, the evening and the night
time. 

The 24-h measuring equipment is set up and, while it is running, a portable
set is used for the 10-min measurements at the other sample sites. The
measurements are basically the same, noise levels and durations, irrespective
of what indices are going to be used later. When special measurements (like
L10) are required, the computer is used later to calculate the right indices
from the measurements taken in the field (Figure 7.12).  

7.3.3 Noise-impact prediction 

The simulation of noise propagation is based on point-to-point calculations.
Hence the simulation of noise impacts does not consist of simulating
the noise propagation in all directions and measuring how it affects the
surrounding area, as we do with air-diffusion models, but on identifying
first the points of interest, and then applying to each of them relatively
simple equations that reflect their circumstances. This is one of the reasons
why the simulation does not run in distinct stages as in air dispersion –
collecting the data, running the model, interpreting the results – but is
much more interactive, with many “mini simulations” being done separately
and then put together if necessary. Comprehensive computer packages to
simulate noise propagation do exist (for roads, for railways, for surface

Figure 7.12 The noise baseline study.
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mineral-workings and landfills) but their use is often constrained by the
difficulty of getting all the information required to run them. Quite often, it
is more convenient to adapt “general-purpose” computer tools like Spread-
sheets (Dryden, 1994), putting in them the right formulae and seeing how
different parameters, distances, etc., affect the results, quickly and inter-
actively. The logic followed in these simulations is usually the same: (i)
first, identify the noise sources and compute the noise levels at source; (ii)
second, calculate whatever attenuations of those noise levels affect the
different potential receptors (already identified in previous stages). The
calculation of noise levels at source can be quite complicated, and it can
involve: 

• Identifying “bundles” of noise sources likely to be in operation during
the same periods (like diggers and bulldozers, or turbines and incinera-
tors) at various stages of the project: construction (itself consisting of
very different stages in terms of noise generation), operation, etc. 

• Identifying the noise levels and their frequencies – estimating them if
not available – of each of the sources; these data are often available in
catalogues and reports (even in some of the official Standards) and are
provided already in Leq form, which facilitates use. 

• Adding together (logarithmically) the noise levels of all the sources in
each bundle, sometimes having first to convert noise levels at different
frequencies to the standard 1000 Hz equivalent using A-weighting (a
Spreadsheet can be used quite effectively for this, with the advantage
that all the individual values are accessible and can be altered easily). 

With respect to the propagation of noise, noise energy at source can be
used to calculate noise pressure (the usual way of measuring noise levels)
by dividing the energy by the area over which it is being transmitted over
a distance. This area will vary depending on the position of the source: if it
is standing or moving in 3D space, noise can be assumed to propagate from
it as a spherical wave (the area of which is 4πr2), and if it is on the ground
it will have a semi-spherical shape (of half the area). The precise formula
for the division of noise energy by area varies for different locations of the
source, but this general approach gives us the basic component of noise
attenuation with distance: as energy is applied over a wider area (the area
of a larger sphere), its pressure decreases proportionally to the square of the
distance by “wave-divergence” and the perceived noise level decreases.
Accordingly, at double the distance, the noise pressure from the same
source will be one fourth and – applying the same logic as when considering
several identical sources in Section 7.3 – dividing by four the energy of a
source is equivalent to deducting 6 Db, so we can derive the rule-of-thumb
that, for every doubling of the distance, noise levels decrease by 6 Db. We
can see how the accurate measurement of (straight-line) distance is critical,
and GIS functionality can be used to measure it automatically. 
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In addition to this “normal” attenuation, we must consider various types
of what is commonly known as excess attenuation, caused by: 

• Air absorption – where a small part of the sound is extracted by the air
and transformed into heat – over a distance, depending on relative
humidity (per cent) and temperature; this type of attenuation is rarely
used in impact assessment, because temperature and humidity cannot
be predicted accurately. 

• Atmospheric precipitations (rain, snow, fog), normally also left out of
IA because of its comparatively small magnitude. 

• Atmospheric turbulence – wind and temperature gradients – can reduce
noise levels by tens of decibels in certain atmospheric conditions but,
because such conditions cannot be guaranteed, it is considered more
prudent – always looking for the “worst-case scenario” – to ignore this
possible source of attenuation. 

• Barriers in between the source and the receptor, so that sound does not
reach the receptor in a straight line, but after refraction; this means on
the one hand that the distance travelled will be greater (a source of
some excess attenuation) and, on the other, that the laws of refraction
apply and sounds of different frequencies will be refracted differently –
the higher the frequency, the higher the attenuation will be – and the
total attenuation from this kind of obstacle can vary from 7 to 24 Db. 

• Ground vegetation (grass or shrubs) is sometimes introduced in the
calculations (especially in the US) using a formula that considers the
length of this type of surface in between the noise source and the receptor,
and its attenuation is also directly proportional to sound frequency (for
the standard 1000 Hz, the attenuation is approximately of 1 Db for
every 40 m of this surface). 

• Trees are often discussed under the same heading as the previous cate-
gory, but their attenuation effect is modelled by a different formula (as
used in the US), also a function of the depth of the forest and the
frequency of the sound (although the former is much more influential
than the latter), and at standard frequencies (1000 Hz) it is approxi-
mately equivalent to 1Db for every 10m of forest depth (for an average
US forest). 

We can immediately see that GIS functionality can be used to identify and
measure the land uses involved in the last three cases (barriers, ground
vegetation, forests) (Figure 7.13).  Noise propagation predictions are not
presented in a probabilistic way, as in air pollution, but an “informal”
interval of confidence of ± 2 Db is normally used to qualify the results of the
calculations (Dryden, 1994). 

In terms of the assessment of the noise impacts, predicted noise levels at
the receptors must be compared with the appropriate standards (for a summary,
see Bourdillon, 1995, Ch. 3; Therivel and Breslin, 2001). Standards are
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sometimes defined in terms of how much new levels are allowed above
existing noise levels, but usually they are expressed simply as maximum
acceptable levels when received at the receptors. PPG 24 (DoE, 1994)
defines a general standard of desirable noise levels inside dwellings (45 Db
during the day and 35 Db at night) and also establishes the general concept
of “noise exposure categories” (Therivel and Breslin, 2001, summarise the
ranges of noise levels and recording times corresponding to each category)
for sensitive receptors like dwellings or schools: 

• A: noise is not a factor; 
• B: noise control measures required; 
• C: strong presumption against development, if alternative location is

unavailable, insulation measures are required; 
• D: planning permission normally refused. 

These standards are normally defined either by the level of nuisance
derived from different noise levels (interference with speech, interference
with sleep, etc.), or by the type of reaction to be expected from the population
exposed to the noise, for instance the likelihood and intensity of complaints.
BS4142 (BSI, 1990) considers that anything up to 5 Db above the existing
background noise is likely to be of only “marginal significance” and can be
alleviated with simple measures, while if the additional noise is 10 Db
above the existing levels “complaints are likely”. These general standards
are directly applicable to reasonably continuous noise. If a noise level is
expected to be reached only occasionally (or only during emergency oper-
ations), the criteria of “interference with speech” should be applied. 

Figure 7.13 Noise-impact prediction.
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Sometimes the acceptable levels are defined outside buildings (as
“facade” levels) inside which the sensitive receptors are, and sometimes
they are defined indoors, and a conversion from-outside-to-inside (or the
reverse) is performed, on the assumption that walls will absorb some noise:
from 10 Db with semi-open windows to 20 Db with closed single glazing.
On the other hand, if the sensitive receptor is in front of a building, reflection
from it can add to the noise level (about 1.5 Db) and the standard must be
revised accordingly. 

Another possible variation relates to the type of noise, as standards are
defined for steady and relatively homogenous noise, but if it contains a
discrete continuous note (whine, hiss, screech or hum) or distinct impulses
(bangs, clicks, clatters, thumps), or it is very irregular (Bourdillon, 1995,
Ch. 3) this is equivalent to adding as much as 5 Db to the noise-level, and
the standards must be lowered. 

The types of standards mentioned refer normally to the operational stage
of a project and to the case of immobile noise sources. One case of interest
can be when the nature of the project (landfill, or surface mineral work-
ings) requires that, during operation, the noise sources (heavy drills or
excavators, for instance) move around over considerable extensions and
even in three dimensions, as the depth of the work varies constantly. One
possibility is to “freeze” the movements of the noise source at key points –
where their impact on the outside is likely to be greatest in various directions –
and measure the noise impacts from each of them. Another possibility is to
treat the project as a building site, and treat the operational stage in the
same way as the construction stage using standards like BS5228 (next
section), or treat it as for surface mineral works and apply Mineral Work-
ings Guidance 11 (DoE, 1993) (Figure 7.14).  To be on the safer side
(Dryden, 1994) standards tend to be applied leaving a margin of about
5 Db, not so much because of statistical uncertainty (already covered by the
±2Db confidence interval mentioned before), but because of future uncertainty,
to leave room for future developments as part of the operation of the same
project. 

7.3.3.1 Construction noise 

In terms of identifying “bundles” of noise sources likely to be operating during
similar periods, the construction stage itself is normally broken down into
up to four phases (Dryden, 1994; ERL, 1991): 

• preliminary works, demolitions and site clearance, using breakers and
earth-moving plant, lorries, mobile cranes, etc.; 

• piling and foundations, using piling plant and excavators, loaders,
concrete lorries, heavy cranes, etc.; 

• building and erection of structures, using compressors, generators,
concrete lorries, pumps, lifting equipment, etc.; 
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• additional “fittings” (access roads, landscaping, etc.) for which excavators
and rollers are used together with other general tools: compressors,
hand tools, generators, lorries, etc. 

A detailed schedule is also needed specifying the time of day when these
phases will operate; in particular, if there will be construction work in the
evening (after 7 p.m.) or at night. After identifying the plant likely to be
used at each phase and time of day, two additional items of information are
needed for each unit of equipment: (i) the proportion of the time that it is
likely to be in use (usually in per cent) during that phase; (ii) information
about the noise power of each unit, this can be obtained from catalogues or
from previous experience, but it is normal to use the figures suggested in
BS5228 (BSI, 1984). 

From these two sets of data we can estimate the equivalent Leq for continuous
use of each item of equipment and, adding (logarithmically) the values for
all the items of equipment likely to be in use simultaneously, we can calculate
the equivalent overall noise level for that phase of the construction stage.
Looking at all the phases together, we can identify the one which is the
worst offender (always looking for the worst-case scenario) – either
because it is the loudest or because it operates at sensitive hours – and it is
on this basis that the impact assessment for the construction stage will be
carried out (Figure 7.15).  

Attenuation by distance (GIS can help) is applied in the direction of each
of the sensitive receptors identified as well as any other relevant excess

Figure 7.14 The significance of noise impacts.
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attenuations (barriers, soft ground, etc.) and the relevant standards are
applied (Bourdillon, 1995, Ch. 3; Therivel and Breslin, 2001), usually
taken from BS5228 (BSI, 1984), the DoE Advisory Leaflet 72 (DoE, 1976),
PPG 24 (DoE, 1994) with its standards for different “noise exposure
categories”, and the World Health Organisation guidelines (WHO, 1980).
These sources provide the normal standards applicable to construction
noise, as well as variations for special circumstances: for instance, if
evening or night work is involved, both BS5228 and the DoE Advisory
Leaflet 72 recommend lowering the day-time standard by 10Db, and the
World Health Organisation guidelines recommend a level below 35 Db
inside buildings at night; if schools are affected, the Department of Education
and Science guidance (“Acoustics in Educational Buildings”, Building bulletin
No. 15) can be applied, which recommends a maximum background noise
of 35 Db inside a classroom (Figure 7.16).  

7.3.3.2 Traffic noise 

The case of mobile sources requires special treatment in several respects.
Road traffic has the peculiar characteristics that while the noise sources
(the vehicles) are mobile, traffic often runs in a semi-continuous flow and
considerable noise comes from the friction with the road surface (a fixed

Figure 7.15 Construction noise.
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source). Advice on the general approach can be found in the section on
noise in the “Design Manual for Roads and Bridges” (DMRB) (DoT,
1993), and we can start referring to the measurement of ambient noise (the
baseline), which is influenced by the characteristics of the area where the
potential receptors are. If ambient noise in that area is already dominated
by traffic noise, the baseline should be determined by the 18-hour L10 as
suggested by the guidance in “Calculation of Road Traffic Noise” (CRTN)
from the Department of Transport (DoT, 1988). If the ambient noise is low

Figure 7.16 Construction noise impacts.
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or comprised of a combination of several undefined sources – as in a rural
setting – there is no generally accepted approach, and the L90 (background
noise) or the Leq could be used, although the DoT’s DMRB (DoT, 1993)
recommends using the 18-hour L10 over several days. If the ambient noise
is dominated by other traffic sources such as aircraft or trains, DoT (1993)
recommends using the 18-hour L10 or the L90 over 18 h as well. 

With respect to predicting road noise, DoT (1988) gives a simplified
“model” to predict the likely noise levels at a distance (ranging from 4 to
300 m) from a road, using a step by step method which takes into account: 

• traffic flow; 
• speed; 
• composition of traffic; 
• road configuration; 
• intervening ground between the road and the receptors; 
• any screening from the road; 
• the “angle of view” of the traffic from the receptor; 
• possible reflection from buildings’ facades nearby. 

The calculations in the model extend to a distance of 300 m, on the
assumption that beyond that distance, traffic noise is unlikely to have an
effect except in rural areas, and also that its prediction becomes unrelia-
ble. If the development is in a rural setting, traffic noise may impact at
more than 300 m from the road, and DoT (1993) recommends using the
Transport and Road Research Laboratory Supplementary Report 425
“Rural Traffic Noise Prediction – An Approximation” (see Therivel and
Breslin, 2001). 

The assessment of the noise impacts from new roads (or roads being
widened) is normally based on the Noise Insulation Regulations (HMG,
1975), which gives the standards of permitted noise levels, and also estab-
lishes the obligation to compensate property owners within 300 m to pay
for the noise insulation of their properties (normally double glazing). When
dealing with the normal increased traffic on existing unaltered roads, there
is no explicit guidance in the UK to deal with its noise impact, and the
norm is to fall back on the general criteria in PPG 24 (DoE, 1994), which
uses the standard four “noise exposure categories” applied to traffic noise
as it affects sensitive receptors (dwellings, schools). Other general criteria
used are that an increase of 1 Db due to traffic noise will be “perceptible”,
and an increase of 3 Db is likely to cause annoyance (Figure 7.17).  

For rail noise, the baseline is normally measured using the 24-h Leq for
existing trains, and for new trains it is more common to use the 18-h L10 as
for road traffic. After that, the prediction of the noise produced by the
trains is based on a method from the Department of Transport which
follows a similar logic (like a “model”) to that used for roads, based on a
wide range of variables relating to the trains and their speed, the tracks, etc.: 
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• speed; 
• type of locomotive (electric, diesel); 
• type of brakes; 
• type of cargo (freight, passengers); 
• number of carriages; 
• type of track (welded, joined); 
• radius of curve in the track (if any); 
• sleepers (concrete, others); 
• presence of bridges (steel, concrete); 
• track-side barriers; 
• channelling of the track (cuttings, embankments, tunnels). 

For the assessment of significance of the predicted noise, the “noise exposure
categories” of PPG 24 (DoE, 1994) can be used. Before that source was

Figure 7.17 Traffic noise impacts. 
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available, ERM (1990) used the general criterion of 70 Db (24-h Leq) as the
limit of tolerability to railway noise, suggested by Walker (1988). 

Air traffic noise is not continuous – as with railways – as the noise
sources are also “event oriented” (Mestre and Wooten, 1980), and to pre-
dict noise levels we need to consider: 

• the noise level of an event – usually a flyover, but also taxiing and
engine testing – and its duration; 

• the number of events; 
• the time of their occurrence; 
• the “mode” of each event, the directions – the “flight track”, the

projection on the ground of the flight path – of take-off and landing,
specific to each type of aircraft; 

• the trajectory or “flight path” the aircraft follows – in three dimensions –
used to calculate the different “slant range distances” and angles at
which the noise is received from different points on the ground. 

Noise comes mainly from the aircraft’s jet engines and is produced in
various directions: (i) combustion noise is projected sideways; (ii) fan noise
is projected forwards; and (iii) jet noise and various types of exhaust noises
(from the fan and from the jet core) are projected backwards. The noise
levels and directions are specific to each type of engine, and the number
and position of engines is specific to each type of aircraft. In practice,
complex computer models are used to calculate the “Sound Exposure
Level” from different events (aircraft) at different slant distances, and an
equivalent noise-level for day and night can be estimated (similar to the
Leq). For the assessment of significance, standards such as the “noise exposure
categories” in PPG 24 (DoE, 1994) can be used. 

7.3.3.3 Vibration 

Vibration is a disturbance – usually low frequency – producing physical
movement in buildings and their occupants, which can result in damage
to buildings and/or annoyance to the occupants (DoT, 1993; Petts and
Eduljee, 1994, Ch. 14). It usually comes together with a noise (produced
by the same source) and can be transmitted through the ground or
through the air, and the physical movement of the buildings or structures
(or the ground under them) is measured in “peak particle velocity”, in
millimetres per second. It is normally associated with (i) the construc-
tion stage of most projects, especially if it involves sub-surface oper-
ations like tunnelling or piling; and (ii) the operational stage of many
projects, for example those with a traffic component (roads, railways,
air traffic). 

The prediction of vibration levels has not been “modelled” to the same
degree of accuracy as noise, and it is common practice to estimate vibration
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levels using measurements from similar equipment or traffic conditions in
operation elsewhere (ERM, 1990). However, vibration impacts are often
left out of Environmental Statements because they have been found to be
negligible at relatively short distances from the source. Standards BS5228
(BSI, 1984), BS6472 (BSI, 1987) and BS7385 (BSI, 1993) identify the
minimum perceptible vibration level with a peak velocity of 0.1 mm/s. Such
level is only reached within a distance of 100 m from the source when the
cause is heavy ground-hitting plant (like a percussive pile driver), and the
distance is reduced to 20 m when the noise source is mobile construction
equipment (see also ERM, 1990; or Bourdillon, 1995, Ch. 3). This means
that, if the sensitive receptors relevant to our study are beyond these
distances, which is easy to find out automatically using GIS, vibration is
likely to be imperceptible and is not worth studying. 

The minimum level of perceptible vibration mentioned above is also used
as a limit of acceptability when sensitive equipment is concerned, but for
people or buildings we have to go well above the thresholds of perception: 

• The annoyance threshold for people inside buildings is considered to be
from 0.2 to 0.4 mm/s during daytime, and 0.14 mm/s at night. 

• For buildings, 5mm/s is considered to be the maximum value compatible
with the protection of the structure of a standard building, and 3 mm/s
is used when listed buildings or potentially vulnerable buildings are
involved. 

In terms of distance, annoyance levels of vibration can be reached at just
over half the distances of minimum perceptibility: for instance, vibration
from a percussive pile driver will never reach the annoyance levels
mentioned beyond a distance of 60 m. Also, it has been found (DoT, 1993)
that annoyance from vibration (from traffic) is closely associated with the
18-hour L10 measurement for the traffic that generates the vibration; hence
the latter can be used as a “proxy” for vibration impact, and assessed
accordingly (Figure 7.18).  

7.3.3.4 Re-radiated noise 

Lastly, mention should be made of re-radiated noise, which can be associated
with the same type of sources that produce vibration, but which is different
in nature: it is a noise and not a movement as such, and it is measured in
the same way as noise. It tends to be associated with subterraneous noise
sources (often underground tunnels for trains or road traffic) and its trans-
mission is influenced by: 

• the rock-type and the geology of the different layers; 
• the types of buildings and their foundations; 
• the type of tunnel (size, depth, building material). 
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Theoretically, the transmission of re-radiated noise can be modelled in
the same way as with noise, estimating the noise energy absorption for
each frequency of each geological layer the sound must cross to reach the
receptor. However, in practice (Dryden, 1994) this can be difficult, and
more empirical approaches are used, referring to other experiences in sim-
ilar projects (as with vibration), although the same definitions and criteria
are not always used, for instance between studies in the US and in the UK,
and this can make the comparison irrelevant. Sometimes we can use
vibration studies in the same medium (through the same geology) to
estimate propagation distances, as the two phenomena behave in a very
similar way. On the other hand, sometimes the normal airborne noise
produced by the same source is at levels that make the re-radiated noise
irrelevant: for instance, London Underground found that complaints
about re-radiated noise only started at levels where the accompanying
airborne noise was already in breach of standards, making the study of
re-radiated noise unnecessary. 

Figure 7.18 Vibration noise impacts. 
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In general and in contrast with noise-simulation, where rigorous and well-
established calculations apply, with re-radiated noise (and to some extent, with
vibration) we are at the fringe of established expertise, much of which is still
fluid and subject to scientific research. Practice tends to be quite improvisa-
tional and “opportunistic” following the availability of scientific sources and
empirical information for circumstances comparable to those being assessed. 

7.3.4 Mitigation 

As in air pollution, noise-impact mitigation measures derive from the
knowledge/experience that certain modifications will make the impact
predictions change or be less significant, not necessarily requiring the simu-
lations to be rerun with the mitigation, but having the character of “hypo-
thetical” simulations based on the expert’s knowledge of the simulation
model and its likely behaviour. This is even more so in the case of noise
impacts, as there is a wealth of experience (with accurate measurements)
determining by how much each measure is likely to modify noise levels.
This makes it possible sometimes to “work backwards” from the noise
standards to deciding the equipment and layout of the project (Dryden,
1994), including whatever mitigation measures are required. 

The nature of noise impacts is also similar to that of air pollution in that
both involve a source of the “effect”, which is transmitted over a distance,
and impacts on receptors on the ground, and this gives us a “natural” break-
down of mitigation measures depending on which of those three stages the
mitigation affects: the source, the transmission, or the receptor. Noise can be
mitigated at source using three types of measures (Bourdillon, 1995, Ch. 3): 

1 Engineering: 

• selection of an inherently quiet plant; 
• proper use of plant to minimise noise emissions; 
• use of insulation and silencers; 
• proper maintenance. 

2 Site layout: 

• location of noisy plant as far as possible from sensitive receptors; 
• taking advantage of natural sound barriers; 
• building layout. 

3 Administration: 

• avoiding construction work at night and restricting operating times;
• making the contractor (during construction) adhere to the Code of

Practice for Construction Working and Piling in BS5228 (BSI, 1984); 
• restricting activities; 
• specifying noise limits. 
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The most common way of mitigating the transmission of airborne noise
is by some form of screening: 

• encasing the noise sources inside buildings; 
• erecting acoustic fences or screens; 
• using buildings as screens; 
• using spoil and stockpiles as screens (particularly during construction); 
• using “bunding” to absorb/reflect rail noise; 
• landscaping and tree-planting (often used in motorways). 

At the receptors’ end, the most common approach is to provide them with
insulation (double glazing for instance), but “public relations” measures
can also be effective: identification of a site liaison officer to deal with any
complaints, informing local residents and Environmental Health if any
particularly noisy operations are planned (Figure 7.19).  For ground-borne
vibration and re-radiated noise, mitigation is more difficult and has been
less well studied, except for the fact that these effects are usually accompanied
by airborne noise, and any at-source mitigation that can be used to reduce
noise is likely to also reduce vibration and re-radiated noise. 

7.4 CONCLUSIONS: EXPERT SYSTEMS FOR 
AIR-POLLUTION AND NOISE IMPACT ASSESSMENT 

Expert systems to help with impact prediction are most likely to have a struc-
ture which follows the general sequence outlined in the introduction to this
chapter (baseline, prediction, assessment, mitigation) which the assessment of
most impacts follow. Within that general structure, we have seen how the
emphasis on simulation modelling in areas of impact like air pollution or
noise tends to “shape” the process in ways that suit the requirements of the
operation of the models used, normally involving variations of the rather
obvious sequence of data collection, model operation and production/inter-
pretation of results. However, the nature and the choice of the models
involved, and the availability of the relevant data, make these general modelling

Figure 7.19 Noise-impact mitigation. 
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stages adopt different shapes and take different degrees of prominence for dif-
ferent impact types. For instance, in air-pollution modelling (Figure 7.20):  

• models are to a large extent “pre-packaged” and the problem is to
choose the right one; 

• much of the (atmospheric) data come already pre-processed from the
source; 

• model runs are repeated (if at all) for different sources within the same
project; 

• the model results are only “directional” indicators with no locational
accuracy. 

On the other hand, in noise modelling (Figure 7.21):  

• potentially sensitive receptors must be identified first of all (maybe
using GIS); 

• the raw data must be pre-processed (maybe using Spreadsheets) for all
the noise sources; 

Figure 7.20 Using off-the shelf models for air-pollution impact assessment. 
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• standard – accepted – models of noise attenuation are run for the
different receptors; 

• the results are location specific. 

The details within each of the “boxes” in the diagrams have already been
discussed and are not repeated here. The spatial accuracy of the models
used determines the relevance of using spatial tools like GIS which, albeit
helpful, are not crucial to the outcome of the exercise, especially considering
their cost. The degree of sophistication and “pre-packaging” of the models
used and the degree of pre-processing of the data determine how interactive
the simulations will be. Overall, the influence of modelling on the whole
structure is determined by the reliability of the models and how well estab-
lished they are in professional practice. This will be reinforced in the next
chapter with discussion of areas of impact assessment where simulation
modelling is far from being accepted, or even developed. 
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8 Soft-modelled impacts 
Terrestrial ecology and landscape 

8.1 INTRODUCTION 

In this chapter we are going to discuss areas of impact assessment repre-
senting in some respects the end of the spectrum opposite to those
discussed in the last chapter, being areas where the presence of simulation
modelling is virtually non-existent. To focus our discussion we have chosen
the areas of terrestrial ecology (a heavily researched scientific area) and
landscape, a more subjective area of impact assessment. The reasons for
the absence of simulation modelling are very different for each of the two
areas, but they have in common the fact that the logic of the thinking pro-
cess is more dominated by the substantive content of their disciplines than
by the logic of applying particular rules and simulation models of one
level of sophistication or another, as was the case with the areas of impact
discussed in the previous chapter. In addition, even if both areas conform
in general terms to the stages and general sequencing sketched out before
(baseline, prediction, assessment, mitigation), they each adopt very different
approaches. 

8.2 TERRESTRIAL ECOLOGY 

The breadth and complexity of this field has been well introduced and
discussed over the years in the corresponding chapters in well-known manuals:
Hanes (1980) and Westman (1985) are good examples of “first generation”
discussions of ecology in the context of impact assessment manuals. In
more recent times, Petts and Eduljee (1994a), Morris (1995), Wathern
(1999) and specially Morris and Emberton (2001) provide more up-to-date
discussions which show the considerable complexity of this area of assessment,
to the extent that it can be argued that the investigation of this area is so
“open-ended” that it goes against the grain of an expert systems approach
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(Beaumont, 1994),34 which by definition requires a certain degree of
closure. We shall not try to reproduce those expert discussions here, but
seek to reduce that open-endedness as much as possible to a logic which
could potentially be automated – with particular attention to the role GIS
could play – in much the same way as in the previous chapter. For the
practice of impact assessment, this area of study is broken down into two:
flora and fauna and, in turn, their study can be applied to a terrestrial
environment or to a water (fresh, marine, estuarine) environment. In this
chapter we shall concentrate on the terrestrial case. 

As in the case of noise or air pollution, ecological questions can be
addressed at various stages in the compilation of an Environmental State-
ment: when considering alternatives for the project, when studying the
baseline situation, when predicting future effects of the operation of the
project, and when considering mitigation measures. However in the case of
ecology it is the baseline study that dominates in the consideration of
ecological issues and impacts. Although “the best mitigation is by site selec-
tion” (Beaumont, 1994), ecology is very rarely investigated when deciding
the location of a project. Such investigation is usually not budgeted for by
developers, and the most common situation is that impact assessors are
called upon when the developer has already acquired the site. Although the
detailed assessment of ecological issues is quite complex, the overall logic
of ecological impact assessment is quite simple, resulting from the contra-
position of the project and all its features with the ecological environment
and all its qualities (Figure 8.1).  

34 The knowledge acquisition for this part was greatly helped by conversations with Nicola
Beaumont, of Environmental Resources Management Ltd (Oxford branch), and Owain
Prosser helped with the compilation and structuring of the material. However, only the
author should be held responsible for any inaccuracies or misrepresentations of views. 

Figure 8.1 The logic of terrestrial ecology impact assessment. 
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8.2.1 Project characteristics and potential impacts 

The potential ecological impacts from projects relate directly to the land
affected by the project, considered under two main headings (Figure 8.2):
the land-take by the project itself; and area affected by the functional
impacts from the project. The project land-take relates to the area occupied
by the various features of the project at various stages in its life. In terms of
the information to be collected about the project, it can be seen as the
three-dimensional combination (it can be thought of as a three-dimensional
“table”) of the project features, the project stages they apply to, and how
temporary they are. First, the identification of what the project will involve
can follow a typical checklist of all those elements of the project (the main
plant and the infrastructure) that will disturb the natural environment in
that area: 

• demolitions to be carried out and safety areas around them; 
• access roads (and areas around them needed for their construction); 
• earth-moving/in-filling; 
• storage areas (and possible safety areas around them); 
• maintenance and repairs; 
• buildings; 
• structures (and safety areas around them); 
• parking areas; 
• areas paved for circulation or other reasons; 

Figure 8.2 Project characteristics for terrestrial ecology impact assessment. 
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• infrastructure and services; 
• boundaries (fencing, bunding). 

Second, it is essential to determine at what stages of the life of the project
the different features on the list will have an impact: 

• pre-construction stage if there is one (demolition of existing structures,
clearing the site); 

• construction; 
• operation; 
• decommissioning (if relevant), although, for terrestrial ecology, it is

common for this stage to have “positive” rather than negative impacts,
as it can involve restoring the environment to its situation prior to the
project. 

Third, whether these features will be temporary or permanent. All these
considerations are intended to define and measure the presence and areal
extension of the various project features in its various stages. Occasionally,
areas inside the perimeter of the project site can remain undisturbed and
can be excluded from the consideration for impact assessment, as long as
they remain connected to their natural surroundings and are not left as
“islands” encircled by man-made areas, or are separated by fences from
other natural areas. 

The functional impacts from the project can also affect the ecology of
areas which must be added to those affected by direct land-take. These can
be derived from a standard short list of typical functional impacts: 

• traffic; 
• emissions into air, water or soil (from the project and from traffic); 
• noise emissions (from the project and from traffic); 
• water abstractions; 
• waste generation. 

Land-take is the most direct of the impacts on terrestrial ecology, but the
land affected by some of the project’s functional effects should also be part
of the investigation, as it can involve impacts like depositions from emissions,
or indirect impacts like those from traffic and access routes, all of these
producing potentially dangerous effects (Petts and Eduljee, 1994a). The
assessment of these functional and indirect impacts is part of the respective
impact assessments studies (air pollution, noise, etc.), but the identification
of the land affected should be an important consideration from the ecological
assessment point of view. This should involve, for instance, extending the
ecological baseline-study to areas where air pollution is going to impact on
the ground, which in turn would mean either postponing the start of the
ecological area characterisation until such impacts had been calculated, or
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anticipating (even if roughly) the extent of the area likely to be affected: for
example, a few kilometres downwind in the dominant wind direction in the
area. This can be more difficult for some impacts than for others, and is
bound to be based on previous experience with similar types of projects,
knowing for instance that industrial noise is likely to “carry” over several
hundred metres, while motorway noise carries over several miles. As a logi-
cal corollary to this emphasis on the identification and measurement of the
areal extension of different parts (and effects) of the project and how they
overlap with the natural environment, we can already anticipate that the
mapping of the project in its environment is going to be central to the
whole process, giving a potentially pre-eminent role to GIS and similar
technologies. 

8.2.2 Area characterisation and ecological baseline 

Ecological impact is one of the “classics” in impact assessment; therefore it
is one of the first to be considered for inclusion in impact studies and is
rarely added later as an afterthought. However, some level of scoping is
necessary to determine the types of surveys needed, using a form of “scoping
desk-study” (Beaumont, 1994) to plan the study and put the necessary
team together, based on documentary evidence and second-hand informa-
tion. This type of information very rarely refers to the specific site, but
focuses more on providing a general picture of the area and its potentially
sensitive spots in order to carry out the necessary surveys and collect
first-hand information (Figure 8.3). Standard sources for this initial
area characterisation are: 

Figure 8.3 Area characterisation and ecological baseline. 
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• Preliminary contacts with relevant organisations to gather information
about the site, particularly (in the UK) the local representatives of
English Nature and the Countryside Agency if there are statutory sites
in the area; documentary sources from these and other organisations –
like English Nature reports with their lists of species present, or the
Nature Conservation Review for nationally important sites – are essential,
as most environmentally sensitive sites have been well documented
since Victorian days (Appendix E in Morris and Therivel, 2001,
contains a useful list of publications). 

• The Institute of Terrestrial Ecology, which has produced a GIS map of
the average environmental composition (extent and composition of
habitats) for every kilometre square in the country. 

• The local authorities, which should be contacted because of their
knowledge of the area and of any local groups which may exist with
ecological interests – and information – about the area. 

• Local naturalist trusts and local interested people who are an invaluable
source, as they often develop passionate ideas about sites, “take ownership
of their sites” (Beaumont, 1994) and can know them better than the
experts. 

A problem with consulting organisations is that it is expensive in
terms of obtaining data and in terms of time, and sometimes some
organisations are left out for lack of resources. Contacting local people
can also alert sections of the public to the developer’s intentions – if not
with full project details, at least with an idea of the type of development –
and the developer may not be in favour of it. Ideally, the public should
be contacted at the earliest opportunity, and the most useful and
economical way to do this is through a public presentation of the devel-
opment organised as an informal event: an exhibition with illustrations
and a team of experts to answer questions (Beaumont, 1994). This can
run in parallel with asking the local groups for their opinions. However, con-
sultation with the public will happen only when client-confidentiality
allows it, and it is common for developers to be cautious about making
their intentions known. It is frequently the case that this type of public
meeting only takes place after the planning application has been submitted,
and often it is the Planning Authority that requests the developer to
hold such meetings. 

In addition to the existing environmental information about the area or
the site, any published good-quality descriptive information, like small-
scale maps or aerial photographs, is also an essential starting point. Ecological
impact assessment is characterised by the fact that the baseline study (the
description/assessment of the ecology of the area) serves at the same time
the purpose of a “scoping” study (Wathern, 1999, makes a similar point),
as it is the study of the existing situation that will dictate what types of
ecological impacts to anticipate and study in depth. For this reason, an
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ecological baseline study has always two strands: (i) the “descriptive”
strand, trying to find out what (in ecological terms) there is in the area; and
(ii) the “evaluative” strand, trying to establish the worth (in ecological
terms) of what there is. This is present from the start, and as the first stage
in this baseline study, the idea behind the area characterisation desk study
is to start anticipating what “valued ecosystem components” (Morris and
Emberton, 2001) are likely to be present in the area: 

• semi-natural habitats, like ancient woodlands; 
• species or communities of nature-conservation importance at local,

regional, national or international level; 
• species particularly sensitive to disturbance. 

This information will help to plan the surveys needed and can sometimes
save resources: for example, it may pre-empt the need for multiple all year
around surveys to detect seasonal variations if the information is already
available. The “plan of battle” that follows usually consists of several
phases progressing from the general and more “descriptive” to the particular
and more “evaluative”. For well-recorded sites, the area characterisation
desk study can be sufficient to go directly into “Phase 2” surveys by specialists;
for poorly recorded sites it is necessary to organise a “Phase 1” field survey
first. 

8.2.2.1 Phase 1 

This first survey is necessary when documentary sources are not sufficiently
rich but, even when they are, this type of survey is often carried out to
confirm/expand the documentary information. First of all (Figure 8.4),  the
area of survey around the project site must be established (see Morris and
Emberton, 2001) and, in practice, this radius will depend on the anticipated
sensitivity of the area around the project site, as determined from the area
characterisation (Beaumont, 1994): 

• If areas or species of statutory interest have been detected within a radius
of 5 km, the survey will be extended to include them. 

• If no such areas/species have been anticipated in the preparatory stage,
a radius of 1 km around the project in all its parts will be used. 

The aforementioned question of functional and indirect impacts must be
remembered here as it may have direct bearing on the definition of the study
area: for instance, we saw in the last chapter that noise simulation usually
extends to a few hundred metres (hence probably included in the “1km
rule” above, except for special projects like motorways or airports), but air
pollution modelling may cover distances of up to 10km downwind, and
these considerations must be included in the definition of the study area. 
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To complement the documentation already collected for the area (including
good maps or photographs), a “generalist” – usually an experienced botanist
or herbatologist – is normally the first to walk into the area to survey it and
identify the different habitats in it (type, location, extent) following the
Nature Conservancy Council methodology (JNCC, 1993) summarised in
Morris and Emberton (2001). Although a systematic approach based on
transects of the study area can be used, in practice it can be best described
as a “walkabout” (Beaumont, 1994) in which the expert goes anywhere he/
she feels can provide the information necessary. On a 1:10 000 map, all the
fields and their boundaries are identified: arable fields, semi-improved

Figure 8.4 Phase 1 survey for terrestrial ecology. 
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fields in use, non-improved fields (the most interesting usually). Any
features present in the fields are also drawn (ponds, hedgerows, topography,
management), all the different habitats are identified, and all the species
detected are listed – making special note of any “notable” species like an
ancient woodland or a badger set. Colouring on the map may be useful to
define the different habitats. In practice, colour is more useful to denote
degrees of interest (Beaumont, 1994), and this map – together with any
species-lists identified and notes taken – will provide the basis for the next
phases of the study – including the decision on whether a Phase 2 survey is
needed. Although the map used in the field is paper-based, it may be a good
idea after this first survey to convert it into digital form, allowing GIS use
for subsequent impact assessment as suggested by Morris and Emberton
(2001). 

It is a common practice in the UK to relate the habitats found in the
Phase 1 survey to standard classifications such as that of the JNCC (1993)
which lists all the habitats under 10 headings (see the complete listing in
Appendix F of Morris and Therivel, 2001): 

A – Woodland and scrub 
B – Grassland and marsh 
C – Tall herb and fern 
D – Heathland 
E – Mires 
F – Swamp, marginal and inundation 
G – Open water 
H – Coastlands 
I – Rock exposure and waste 
J – Other (disturbed/arable land, shrub, hedge, fence, built-up areas,

bare ground, etc.). 

This survey and checklist can serve well the descriptive purposes of this
phase and can also be useful for the evaluation strand, identifying: 

• semi-natural habitats, like ancient woodlands; 
• habitats resulting from long-term management, like some grasslands,

marsh, or heathland; 
• sensitive habitats, like bogs; 
• animal species which are rare or protected. 

It may also be a good idea to classify the habitats found according to
more evaluative checklists (also summarised in Appendix F in Morris and
Therivel, 2001): the UKBG reports (UKBG, 1998, 1999) identified as part
of their general list of habitats certain “priority habitats” which require
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particular attention and action. Also, the European Community lists in its so-
called “Habitats and Species Directive” (EEC, 1992), habitats of special
importance, and some of those habitats can be found in the UK. After the dif-
ferent types of habitats and features have been identified and mapped, a more
in-depth “Phase 2” study can be carried out by more specialised experts. 

8.2.2.2 Phase 2 

After the “generalist” has identified the types of habitats present, more
specialised experts usually visit the area to compile species-lists and identify
ecological communities (Figure 8.5). Sometimes, lists of species typical of

Figure 8.5 Phase 2 survey for terrestrial ecology. 
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various types of habitats may have been collected already from documentary
sources, but it is this field survey that will confirm their validity and, some-
times, provide surprises with unrecorded additions (Beaumont, 1994).
Although the simple “walkabout” approach is also used as the basis for
data collection in this phase, it is often complemented with some form of
sampling of habitats and species and some quantitative analysis of their
composition. Morris and Thurling (2001) provide a systematic review of
sampling methods commonly used, normally a combination of areal
sampling using square sample areas (“quadrats”) and linear sampling based
on “transects” (lines) which the expert can walk recording – sometimes
measuring – what he/she finds. In practice, the expert’s perception of what
requires sampling plays an important role: 

1 For plants, the standard units of data collection tend to be quadrats,
and their location can vary according to the nature and complexity of
the habitats: 

• using selective sampling, the quadrats can be located in particular
parts which seem to be good examples of the overall area – if
considered to be quite uniform according to the expert’s judgement –
or in areas where important species occur; 

• or they can be distributed in an extensive and systematic way if the
size/complexity of the area – as in an ancient woodland – suggests
a more varied distribution of species (and if the budget for the
study allows such approach); 

• also, if it is felt that there is some sort of “gradient” in the charac-
teristics of the habitats in a particular direction as the distance to
particular features increases, transects can be used (in the direction
where the gradient is expected) instead of quadrats. 

2 For animal species, the basic idea is to find ways of detecting (sometimes
by trapping) and/or counting specimens, but the specific techniques
used will vary for different groups (see a good summary in Morris and
Thurling, 2001): 

• it may involve walking in particular patterns (following transects
for instance) as is standard practice for birds; 

• sometimes it may be based on setting up fixed observation posts; 
• a more rare approach is setting up artificial refuges to attract the

species; 
• sometimes it may rely mostly on trapping techniques (bottles, pitfall

traps, sweep netting of trees, etc.) as is normal for invertebrates,
where traps are sometimes left and their contents inspected later. 



Soft-modelled impacts 245

Although some experts can characterise communities directly, it is common
at this stage to use a quantitative approach. This is done (Appendix F in
Morris and Therivel, 2001) by, first, identifying the different species and
establishing the intensity of their presence, usually based on two sets of criteria:
(i) determining the “constancy class” of each species, the percentage of
samples where it is present (the so-called Braun–Blanquet classification);
and (ii) the “abundance” of each species in the samples, measured as
percentage cover (the so-called Domin values). Once the presence of the
different species has been quantified, the second step is to “match” their
frequency distributions to tables describing the compositions of different
standard communities and sub-communities (the National Vegetation
Classification) as contained in the reports edited by Rodwell since 1991
(Rodwell, 1991–2000). This matching process can also be done by a com-
puter program such as MATCH (Malloc, 2000). In practice, although
rigorous sampling and a random statistical approach is often used, it is
sometimes more important to characterise the area well and for the specialist
to develop a “gut feeling” about its quality and the suitability of the habitats
to support particular populations (Beaumont, 1994). It probably depends
on the expertise available: if the field surveyor is an expert specialist, the
intuitive approach will probably suffice; if he/she is a generalist or is not
expert enough, the step-by-step quantitative approach is more advisable. 

One of the problems with this type of survey is that it must be done by
experts who can recognise the species by sight, and some argue that this in
itself is a problem (Wathern, 1999) as most generalist ecologists can only
recognise the most common species, hence the need to send specialists to
the field at this stage. Another crucial issue raised by this type of data
collection is its timing, as the time of the study may not coincide with the
best seasonal time for certain species to be detected. This applies to habitats
as well as to animal species surveyed in Phases 1 and 2, and Petts and Eduljee
(1994a) and Morris and Thurling (2001) provide useful summary charts
indicating the best sampling periods for various types of vegetation and
fauna. Wathern (1999) also underlines this problem and its implications for
the quality of many Environmental Statements, which fail to indicate
explicitly whether the ecological sampling was done at suitable times or
not. This is sometimes one of the reasons for some kind of “follow-up
sampling”, which leads into a possible “Phase 3”. 

8.2.2.3 Phase 3 

Phases 1 and 2 are always included in an ecological impact assessment.
Occasionally, a more detailed “Phase 3” is used, when certain rare species
requiring special attention are found and detailed specialist surveys are
required (like barn owl surveys, or bat surveys), or when some form of
monitoring or seasonal-variation study is necessary. The main objective of
this phase is to determine the numbers and importance of any rare species
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present, but it is necessary to put these “rarities” in perspective, and they
should not be “looked for” specifically in Phases 1 and 2 (Beaumont,
1994); they may be found in those general surveys, and then a Phase 3 is
organised to assess their status (Figure 8.6). These surveys provide the
backcloth for the assessment of the ecological situation in the area, which
normally constitutes the baseline study. However, in the context of impact
assessment a complete baseline study should look not only at the present
situation, but also should try to anticipate what the future is likely to be
without the project. As Morris and Emberton (2001) point out, precise
ecological forecasts are difficult and unreliable and, at best, only general
predictions about patterns of “succession” between types of habitats can be
hinted at. The sheer complexity of this field and its scientific foundation is
again the problem when trying to reduce it to simple rules. Also, most
ecological populations are very dependent on the weather (Beaumont,
1994). There can be 50–90 per cent fluctuations in bird numbers because of
a good or bad winter, and this cannot be predicted. 

Crucial to the study of the baseline in its various phases is the amount of
resources (time and money) allocated. If ecology is one of the main issues
involved (if the site involves a conservation area for instance), the magni-
tude of the budgets ought to reflect that. The complexity of the ecology and
the variation of habitat types is going to be an important factor, but it is the
size of the area that is usually most important (Beaumont, 1994). In a
standard case when the site is not very big (under 10 hectares), ecology is
not expected to be one of the main issues (like an area of improved grassland
of no particular interest, for example), seasonal variations are not crucial
and a Phase 3 is unlikely to be required, then a “3 + 3” time-schedule is
typical: three days for the desk study (area characterisation) and another
three days for the fieldwork. Then, for every day of fieldwork, an average
of three days is needed to write up the corresponding report. If the site is
large (above 10 hectares), the three days become five. On the other hand,
the duration of the work may not be directly proportional to the size of the

Figure 8.6 Phase 3 survey for terrestrial ecology. 
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area but to the complication of the work. A coastal site may take ten days
because of its complicated ecology, or a survey of breeding birds may
require eight to ten visits at dawn and dusk over a month. Also, if the site is
on an administrative border (between counties, for example), the number
of organisations to contact is twice the number, and the work must stretch
over a much longer period, and the five days work may grow to over three
weeks. These budgets are usually determined at the start and, if something
requiring further investigation is found in Phases 1 or 2, it is usually neces-
sary to go back to the client to recommend further work and re-negotiate
the budget. 

8.2.3 Quality assessment 

The evaluation of ecological quality starts from the very beginning and
carries on through all the survey stages, as the different surveys “add”
value (see also Appendix D in Morris and Therivel, 2001, for a list as it
applies to the UK): 

1 The preliminary area characterisation already identifies (in documents
or through local contacts): 

• sites with protected status; 
• sites hosting protected species. 

2 The habitat survey in Phase 1 adds the identification in the field of: 

• priority habitats; 
• EU habitats of special importance; 
• rare habitats; 
• rare, distinctive or threatened species (animal or vegetal). 

3 Phase 2, apart from the occasional “surprise” of finding species not
detected in Phase 1, mainly deepens the detail of the evaluation of
Phase 1: 

• quantifying the status of the different species; 
• identifying communities and sub-communities. 

4 Phase 3 is really an extension of Phase 2, contributing to the assess-
ment similar information but for quite rare animal species. 

Finally (it could be seen as “number 5” on the list above), after the
survey stage, an overall evaluation is usually conducted, using general crite-
ria that apply to the whole area. One set of such criteria was first suggested
by Ratcliffe (1977) and has been used universally in the UK ever since as
the so-called Nature Conservation Review criteria (see a summary in
Appendix D in Morris and Therivel, 2001). These are grouped into “primary”
and “secondary”. 
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Primary criteria are: 

• Size of the ecological area (not of the project site), as a larger area is
likely to be able to support a wider variety of species, and is also likely
to be less vulnerable to change. 

• Diversity in terms of variety (number) of different habitats present in
the area and in terms of the different species present, although its
measurement can become confused, as varieties are often related to the
size of the area – the larger the area the more likely it is to contain a
wider range of species – and the same number of different species will
represent greater diversity in a small area than in a large one. 

• Rarity of its habitats and/or species, by comparison with standard
classifications such as those used in Phase 2. 

• Naturalness refers to “the degree to which a habitat or community
approximates to a natural state” as opposed to semi-natural or
improved states. 

• Typicalness refers to the degree to which a habitat or community “is a good
example of those that are – or have been – characteristic of an area”. 

• Sensitivity/fragility, the susceptibility to environmental changes/
impacts; again, this indicator is size-sensitive, as larger systems are
likely to be more robust. 

• Non-recreatability, related to some of the other indicators like natural-
ness and rarity, as the more natural a habitat is (for example, ancient
woodland) the more difficult it is to recreate. 

Secondary criteria are: 

• Recorded history of an area which can increase its value for posterity
and make it more worth preserving, as a model for the future, or for
future research. 

• Position in a wider geographical or ecological unit; the area may be
part of a chain of similar or complementary areas, so that disrupting
one will affect the whole set, and the area’s degree of connectivity to
the wider system will be crucial. 

• Potential of the area, which may be enhanced by pro-active manage-
ment actions or simply by future natural processes – hence likely to
benefit from protection. 

• Intrinsic appeal to the public, which can take various forms, usually
including: 

(a) visual/landscape attraction; 
(b) social and amenity use; 
(c) educational value. 

Sometimes, for instance as we get closer to urban areas, other reasons
such as the “accessibility” of the area to urban populations can make it valuable,
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even if its pure ecological value is not high (Beaumont, 1994). The London
Ecology Unit (LEU, 1985) suggested adding the notion of “presence in an
area of deficiency”, and this criterion is sometimes adopted for this exercise
in urban areas. 

Another similar set of criteria (listed in Morris and Emberton, 2001) has
been suggested more recently as part of the so-called “New Approach to
Appraisal” (DETR, 1998) and involves a shorter list of indicators, simpler
than but not too different from Ratcliffe’s: 

• site category indicating the area’s conservation importance, ranging
from the various levels of legal designations to the lowest categories of
sites with little or no biodiversity and ecological interest; 

• features present, habitats and species; 
• scale of importance (local, regional, national, international); 
• level of importance (i.e. from low to high) and reasons for it; 
• rarity; 
• substitution possibilities by re-creation or re-location. 

All these indicators tend to be used more in a qualitative rather than
quantitative way. Some can also be interconnected but, in pure ecological
terms, Ratcliffe’s “naturalness” and “rarity” (and, by implication, “recreat-
ability”) tend to dominate, as they tend to reflect the irreversibility of any
impacts. For most of these indicators there are no absolute measurement
scales (in that sense they could be said to be “comparative”) but in terms of
rarity and naturalness, what the expert is looking for is the presence of
certain habitats/species which are considered of importance in the accepted
literature or legislation, because of their nature or because of their rarity or
endangered status. In this respect, the level of society at which this import-
ance is recognised will determine the overall status of importance of the
area (Beaumont, 1994): local, county, regional, national or international
interest (Figure 8.7).  

8.2.4 Impact assessment 

Ecological impacts are very diverse and complex (Morris and Emberton, 2001)
and, in practice, their study usually concentrates on assessing the importance of
the habitats and species affected, by habitat loss or fragmentation, by the
project. Having determined the general quality of the area and the level of
importance of its habitats and species, the assessment of the impact of the
project is done by relatively simple cartographic superimposition of the two
(Beaumont, 1994) with particular reference to the temporality of the various
project effects. By superimposing a map of the different parts of the project
onto the map of the ecology of the area where all the habitats and species
are recorded – which GIS’ overlay functions can make automatic, fast and
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accurate – a simple calculation of the “land take” of the different parts on the
different habitats (and the fauna supported by them) will provide estimates of: 

• the area of each type of habitat affected; and 
• the number of different species (animal or vegetal) affected, by introducing

the information about the densities of the various species observed in
the surveys. 

The importance of these estimated impacts will normally depend on
(Beaumont, 1994): (i) their magnitude, as large concentrations of certain
species (like some types of birds) can be by definition of considerable
national or even international importance, and there are good guidelines
on this, especially for birds; and (ii) the relationship between the size of a
particular species or habitat affected and its rarity and preciousness. This is
often estimated as the percentage that the population affected represents
out of the existing population in a geographically defined area (at national
level for instance), and disturbances exceeding 1 per cent would be considered
significant. 

Figure 8.7 Ecological quality assessment. 
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On the other hand, even when an impact is important in terms of its
magnitude or the proportion of the species affected, the temporal nature of
the disturbance may make a difference depending on whether the environment
disturbed is “recreatable” or not. If the part of the project creating the dis-
turbance is temporary, its impact will be permanent if the environment it
disturbed was non-recreatable. On the other hand, it will be possible to
minimise the impacts on recreatable environments of temporary parts of
the project (like areas occupied in the construction stage) by restoring the
area affected to its former state once each temporary operation is over, and
that will usually be done as part of the mitigation programme (Table 8.1
and Figure 8.8).  

Table 8.1 Ecological impact assessment    

Environment disturbed Project operation

Temporary Permanent

Recreatable Non-significant (mitigation) Significant
Non-recreatable Significant Significant 

Figure 8.8 Impact significance in terrestrial ecology. 
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As a result, we end up with impacts of different levels of significance: 

• unimportant impacts; 
• important impacts which can be mitigated; 
• significant impacts which cannot be mitigated (for any of the above

reasons). 

The New Approach to Appraisal (DETR, 1998) suggests a more qualitative
scale of “combinations of impacts” (positive and negative) looking at: (i)
negative impacts in terms of disturbance of the site’s integrity making it
unable to sustain the habitat, or if there is wildlife loss and its ecological
objectives are affected; (ii) positive impacts – usually from mitigation
measures – involving wildlife gains (for the full list, see Morris and Emberton,
2001). EEC (2002)35 contains guidelines along similar lines for ecological
impact assessment of projects and plans affecting “Natura 2000” sites in
Europe. 

Effects resulting from land being affected (being taken or being polluted)
by the project are usually assessed in this way. Other impacts like the effect
of noise or more complex ecological impacts are too complicated to quantify
or simulate with models (practically non-existent), and tend to rely on
“subjective” methods (Wathern, 1999) or on “analogy” with other similar
experiences (Petts and Eduljee, 1994a). As Morris and Emberton (2001)
explain, “in the absence of definitive quantitative evidence, impact prediction
has to rely on judgements based on a knowledge of impact factors and eco-
logical systems”. The difficulty in simulating ecological impact prediction
simply reflects the magnitude and complexity of the problem and, hence,
the diversity of scientific arguments involved. 

8.2.5 Mitigation 

When there are significant ecological impacts, there will always be mitigation
measures, because there is always something that can be done (Beaumont,
1994), but there is a basic choice of approach as to the way it is integrated
with the impact study: (i) the impact assessment can be done first, and then
mitigation measures are recommended as a result; or (ii) mitigation is
“assumed” and the assessment of impacts is carried out taking it into
account, although this second approach runs the risk of “hiding” the
impacts, which may appear unexpectedly if mitigation does not work. The
approach taken will depend on the client for the study, and it is also normal
that both approaches are used in succession: first, in a draft report, the
impacts are assessed and put to the client, together with the mitigation

35 Originally prepared by the Impact Assessment Unit (School of Planning, Oxford Brookes
University) for the European Comission, and accessible on page http://europa.eu.int/
comm/environment/nature/natura_2000_assess.pdf.
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measures which would be required to make it acceptable; in a second stage,
if the client accepts the recommendations, the impact study is done again
but this time assuming the mitigation measures. When the impact assessment
is submitted, the client will be held to the commitment to the proposed mit-
igations, which will be incorporated into the decision by the Planning
Authority as “planning conditions”. This is the most effective approach to
mitigation, using impact assessment to influence the redesign of some
aspects of the project. The best mitigation is achieved through trying to
avoid the impacts in the first place, for example – as already mentioned in
Section 8.2 of this chapter – by a judicious process of site selection for the
project. However, this is uncommon, and the impact study usually has to
consider possible mitigation measures which could be applied to the project
as it stands at its different stages (Figure 8.9).  

For the pre-construction and construction stages – usually involving
many temporary operations – detailed lists of the most common mitigation
measures can be found in Petts and Eduljee (1994a) and in Morris and
Emberton (2001). Such measures tend to concentrate on “impact avoidance”
(Beaumont, 1994): 

• education of site-workers to make them habitat-sensitive; 
• fencing sensitive areas nearby to stop accidental encroachment; 

Figure 8.9 Mitigation in terrestrial ecology. 
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• using appropriate machinery, like the extreme case of using hovercrafts
instead of wheeled equipment to move over sensitive bog or heath habitats; 

• minimising noise; 
• timing operations, for instance, waiting until the summer and avoiding

the breeding season. 

For the operation stage, when most effects are not temporary, mitigation
is basically about containing the impacts and/or compensating for them: 

• monitoring the environmental situation in areas nearby and not directly
affected, as part of a “monitoring plan” recommended as a mitigation
measure; 

• similarly, as part of a “restoration plan”, recreating lost habitats some-
where else, sometimes involving the “translocation” of species, or the
recreation of communication between parts of habitats which have
become fragmented; 

• restoration of the areas left, trying to improve their interest and compensate
for their losses by undertaking “creative conservation” (Beaumont, 1994)
and landscaping with appropriate planting mixes in landscaping and
plants; 

• an element of “impact avoidance” can also be present at this stage in
the form of monitoring and controlling any maintenance work that can
cause damage. 

8.3 LANDSCAPE IMPACT ASSESSMENT 

The difficulty of this area of impact assessment derives not from the complexity
of the science behind it – as it did with ecology – but rather from the lack of
science to support it, as it is eminently subjective (Giesler, 1994).36 This
area of study is not new, and the study of the variables that contribute to
the perception of landscape (be it urban or rural, man-made or natural) has
attracted attention for a long time, especially in America. Goodey (1995)
provides a good review of the early studies, Therivel (2001) updates that
review and, together with Petts and Eduljee (1994b) and Hankinson (1999)
provide good “manuals” of good practice in this area of impact assessment,
supported by key guideline documents from bodies such as the Countryside
Commission (1993), Landscape Institute and Institute for Environmental
Assessment (1995) and DoT (1993) (see Therivel (2001) for a more detailed
list). 

36 The knowledge acquisition for this part was greatly helped by conversations with Nick
Giesler, of Environmental Resources Management Ltd (London), and Andrew Bloore
helped with the compilation and structuring of the material for this part. However, only
the author should be held responsible for any inaccuracies or misrepresentations of views.
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In this context, landscape is considered in two aspects, which are really
“two sides of the same coin”: on the one hand, landscape as a physical reality,
a resource whose quality can be assessed in itself; on the other, landscape as
the object of perception (mostly visual), to be assessed by reference to
“receptors”. This distinction gives rise to a basic division into two areas of
impact assessment: impacts on landscape quality itself (the loss of valuable
landscape features), and impacts on what is usually known as “visual
amenity” – losses in the visual perception of the landscape. In practice,
however, the latter derives from the former, and the two are just different
stages in the process of assessment. The relative importance of these two
aspects for assessing the significance of impacts may depend on the location:
for example, in an urban setting, where the surrounding landscape is of
relatively poor quality, the visual aspect may be the most important to
establish the significance of the impacts; on the other hand, in a rural
setting, the reverse may be true – as in the case of wind farms (Giesler,
1994). In between these two extremes, the “balance” of the assessment varies
for the whole range of types of development, in terms of situation and size. 

As with the assessment of most impacts, landscape and visual impacts are
usually studied after the project in question has been clearly defined, which
makes the whole process less effective. An earlier consideration of land-
scape impacts can improve the quality of the final product and the effi-
ciency of the design process, as was the case with the project for the Forth
Estuary (Scotland) crossing (Giesler, 1994). Such a study can be undertaken
at the site selection stage – when the general area has been selected but the
specific site has not – or after the location has been decided but before the
design has started, not necessarily to “guide” the design in specific details,
but to influence general considerations such as the general orientation of
buildings or the location of access roads. 

The assessment process flows from the determination of certain fea-
tures of the project into the assessment of the landscape quality and then
its visual amenity. However, before any fieldwork for the determination
of the landscape quality can be done, the area of study must be deter-
mined and a “pre-study” of visibility is needed (Giesler, 1994), as only
the area from where the project is likely to be visible will require investi-
gation (Figure 8.10).  

8.3.1 Project characteristics 

As landscape impacts derive from the size and appearance of the project, it fol-
lows that those will be the main sets of characteristics to investigate (Figure 8.11):  

1 Buildings and structures: 

• location and dimensions, how much area they occupy; 
• materials and colours to be used in their construction; 
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• “extension” and width on various sides, as this will determine
much of their visual impact; 

• height, probably the most important dimension. 

2 Roads and accesses: 

• location and where any earth-movements will be; 
• where the “cuttings” (if any) are going to be; 
• where the “embankments” (if any) are going to be. 

8.3.2 Area of study 

The extent of the study area can vary from 1 km around the project
(minimum) to as far as its area of visibility (Giesler, 1994). This means that,
unlike other areas of impact assessment, in this case we cannot completely
pre-determine a priori the “radius” of the area of study, because it requires
carrying out part of the visibility analysis – to be done later as part of the

Figure 8.10 The logic of landscape impact assessment. 

Figure 8.11 Project characteristics for landscape impact assessment. 
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analysis of visual impact – before we start the baseline work. A simplified
version of this can be done using GIS technology, if we have the right
information, which may be difficult or expensive to acquire. If we have topo-
graphic information (altitude) for a sufficient sample of points covering
the vicinity of the project (extending several miles in all directions), we can
use GIS to construct a “Digital Terrain Model” (DTM). A standard GIS
“viewshed” function will produce a reasonably good first approximation
to the area of visibility of the project, at least as far as the naked terrain
goes, without the influence of vegetation, buildings, or other features which
may act as “barriers”. On the other hand, if this technology or the data
necessary are not available, the area of study has to be defined “by eye” on
the basis of an Ordnance Survey map (1:10,000 or 1:25,000) containing
the contours of the terrain, as a substitute for the DTM. The inspection of
such a map, together with experience which may be available – for
example, looking at cases similar or worse than the project in the same
area – should produce an idea of the likely extent of the area of visibility.
This area can extend over considerable distances (10–20 miles) but the study
does not have to go that far, because any visibility at such distance would
be minimal, and the features of the project would appear very small on the
horizon. In cases like this, the study area will extend no more than 5 km
(Figure 8.12).  

8.3.3 Preliminary landscape quality assessment 

First of all, cartographic and photographic information about the site and
the area should be collected. In addition to the OS maps (essential) already
required for the visibility pre-study, aerial photographs can be even more
useful, as they show shapes and features better. On the basis of this
information, the first step in the assessment of the landscape – following
the methodology suggested by the Countryside Commission (1993) –
consists of breaking down the area into landscape units, broadly homogeneous
landscape areas identified in terms of: 

• landform: slope, valleys, ridges, etc. 
• landcover: vegetation, land uses, woodland, etc. 
• landscape features: buildings, fences, footpaths, rivers, ponds, etc. 

On the basis of these factors, the size of the different landscape units is
determined, making sure to cover three specific areas (Figure 8.13):  

• the site to be occupied by the project; 
• the immediate area around it; 
• the estimated area of visibility of the project. 
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In this stage we also identify the main receptors (individuals and groups)
with a view of the site, usually including one or more of: 

• home receptors in individual residential properties or in residential areas; 
• recreational receptors, users of footpaths, cyclepaths and/or leisure areas; 
• road users; 
• workers in local jobs, normally less important. 

With respect to these receptors, it is important to identify both receptor
location, which will guide the field visits, and numbers, which are essential
to gauge the importance of the impacts: it can be argued that this is not the
same for a project affecting a small community than one on the edge of a large
city, seen by thousands of people (Giesler, 1994). 

GIS can help with the identification, counting and/or measurement of the
receptors because they are just features on maps (roads, cycleroads, footpaths,
residential buildings, leisure areas), but the identification of landscape units
involves judgmental decisions about the coherence – or lack of – between

Figure 8.12 Study area definition for landscape impact assessment. 
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characteristics which go beyond feature detection. GIS can help identify
landuses and features in an area, and quantitative analysis of that could
give some form of “average” characterisation of that area, but not at the
level of detail necessary to define specific landscape units of varying extensions
and boundaries. 

The second step is the estimation of the levels of quality of the different
units, identifying the areas of potentially valuable landscape, which will be
the ones to be investigated in the field study. For this purpose, it is important
to find out as much as possible about the site and the area around it by con-
sulting two main sources: 

• the County and/or District(s), who will be aware of any designations of
areas of landscape interest (AONBs, etc.); 

• statutory bodies, in particular the Countryside Agency for England, the
Countryside Council for Wales and Scottish Natural Heritage for
Scotland. 

Some of these bodies undertake their own landscape evaluations. The
Countryside Agency has its own landscape evaluation of the whole country by

Figure 8.13 Preliminary landscape quality assessment. 
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1km squares and, even if these km-square “average” evaluations are insuffi-
cient for the detail required in impact assessment, they can provide a good start-
ing point, helping to characterise the area in landscape terms (like the
ecological “area characterisation” referred to earlier in this chapter). If no
areas of valuable landscape are found and no significant impact is expected,
then the study does not need to proceed further. This is quite rare, because
it is likely than in cases such as this the decision that a landscape impact study
was unnecessary would have been made at the “scoping” stage and there would
not even have been any preparatory work. If, as is normally the case, some
“units” are found with some landscape quality, then a field study is necessary. 

8.3.4 Field study and baseline assessment 

The objective of the field survey is first to make an “inventory” of what
there is and, to a certain extent, gain an impression of the landscape as it
feels on the ground (Giesler, 1994). Its purposes are: (i) to complement the
preliminary assessment of landscape units and their quality, to determine
with first-hand information the worth of the landscape resource on and
around the project site; (ii) to “correct” the estimated area of visibility with
the features on the ground (vegetation, buildings, fences) by imagining the
view of the project site – or using mechanical aids like balloons to simulate
the height of the project (Hankinson, 1999) – which normally has the effect of
reducing the visibility area; (iii) to assess the quality of the landscape from
the visibility area, in particular from the point of view of the “receptors” identi-
fied before; and (iv) to assess the quality of the landscape in the visibility area,
in the immediate surroundings of the receptors, as their perception of the
landscape in the project area will be affected by the landscape around them. 

The field study consists of a series of visits: (i) the first visits (Hankinson,
1999) should be to the project site and the area around it; (ii) then, visits to
the locations where the receptors identified are likely to be. In both sets of
visits, the landscape in the area should be assessed and also, when visiting
the receptor areas, the landscape in and around the project site should be
assessed from the point of view of the receptor area, as this will constitute
the basis on which to assess the impact that the project is likely to have on
the “visual amenity” of the landscape. The timing and duration of the overall
impact study can dictate sometimes that there is very little choice of when
the field visit for the landscape assessment is to take place. If this choice
exists, however, it may be a good idea to make more than one field visit to
the receptors in order to assess the visibility of the site with and without
seasonal vegetation, which may change the extent of the visibility area con-
siderably (Hankinson, 1999). 

The approach to the field study is two-pronged (Figure 8.14):  on the one
hand, it involves a relatively objective approach, more a description than
an assessment of the landscape as a resource, based on aspects similar to
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those used in the preliminary desk study: landform, landcover and land-
scape features. On the other hand, a more subjective approach is used to
determine the “character” and quality of the landscape – and this is why it
is invariably challenged at public inquiries (Giesler, 1994). This subjective
assessment can be applied with an “integral” approach using a broad clas-
sification of the landscape into one quality scale using broad categories that
encapsulate several aspects. The one proposed by Hankinson (1999) con-
centrates on the improvability/recoverability of the landscape as a resource: 

• irreplaceable: pristine natural landscapes with their original features; 
• above average: well-managed landscapes; 
• renewable, average: ordinary pleasant countryside with human influence; 
• improvable: degraded by abandoned human land uses; 
• seriously degraded: derelict or polluted landscape unlikely to be recoverable. 

In this approach, subjectivity is applied only once in an “aggregate”
way. A more analytical approach can also be used which breaks down the
problem (landscape quality) into sub-problems, using a “checklist” of

Figure 8.14 Landscape baseline study. 
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variables that comprise landscape quality. The Countryside Commission
(1993) suggests a relatively simple checklist, even if the variables them-
selves are complex: 

• importance of the landscape as a resource (local, regional, national, etc.); 
• scenic quality and combination of landscapes; 
• unspoilt character; 
• sense of place, with distinctive and common character and visual unity; 
• conservation interest; 
• consensus between professionals and the public. 

Giesler (1994) suggests a list of more detailed variables: scale, enclosure,
variety, harmony, movement, texture, colour, rarity, security, stimulus,
pleasure. These are qualitative variables; hence their determination is
mostly subjective and, to help the assessor, “scales” of categories can be
used from which to choose, as in the example below:    

Source: ERM. 

Such scales help to clarify the meaning of the variables they represent, to
the extent that they can be used by members of the receptor groups also.
These qualitative variables are intended to characterise the landscape more
than to assess it, but an element of assessment is always present. The difficulty
is that the scales contain varying mixtures of description and assessment
that cannot be separated: while “enclosure” or “scale” may have a dominant
descriptive character, “harmony” or “security” represents mostly value
judgements. Another difficulty with such variables is that, even if some
intuitive “worth” may be attached to each category, it is impossible to
quantify it in objective terms and there is a danger of giving a false impression
of objectivity (Giesler, 1994; Hankinson, 1999). Also, this implies that the
different variables cannot be combined – for instance to work out an “overall
index” of landscape quality as in the “integral” approach – and have to be
used independently from each other, to make some kind of “cumulative
impression” on an assessor loaded with subjectivity, based on some aesthetic
notion of “harmonious balance” (Giesler, 1994). Probably the best final

Scale intimate small large vast 
Enclosure tight enclosed open exposed 
Variety uniform simple varied complex 
Harmony harmonious balanced discordant chaotic 
Movement dead calm busy frantic 
Texture smooth managed rough wild 
Colour monochrome muted colourful garish 
Rarity ordinary unusual rare unique 
Security comfortable safe unsettling threatening 
Stimulus boring bland interesting invigorating 
Pleasure offensive unpleasant pleasant beautiful 
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assessment comes from the interaction between the two approaches, the
“integral” and the “analytical”. 

The baseline study should be extended into a forecast of the future situation
(Giesler, 1994), as the landscape is likely to change and as any mitigation
by planting can take several years to mature. If such mitigation is going to
be used, the study should look 15 years ahead. However, in practice the
forecast of the changing baseline environment is rarely done, as landscape
change is too difficult to predict. 

8.3.5 Impact assessment 

To assess the impact on the landscape baseline we have to go back to the
basic distinction between landscape as a resource and landscape as visual
amenity, as the two are assessed in different ways. The assessment of the
impact on the landscape itself is not too different from the assessment of
ecological impacts, and is based on identifying how much of the landscape
will be affected (Figure 8.15):  

• first, determining the landscape which will be lost: land, vegetation,
features (ponds, etc.);  

Figure 8.15 Landscape impact assessment. 
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• second, determining the landscape that will remain untouched but be
affected by the project, which will change the character of the surrounding
area. 

The first type of assessment can be done by simple “superimposition” of
a map of the project on a map of the existing landscape units and their
features, and the impact can be “measured” quite precisely, similar to
measuring the loss of ecological areas. As with ecological impacts, the avail-
ability of GIS can make considerable difference, as the superposition and
measurement can be done automatically, and more quickly and accurately. 

The second type of assessment, goes back again to the subjective element
that pervades this whole area of impact assessment, and which is more part of
the impact on “visual amenity” than of the impact on the landscape itself. The
visual amenity impact assessment presents the same difficulties as the baseline
quality assessment, and has the added complexity that it is based not only on
the intrinsic quality of the landscape unit where the project is located, but also
on its scale and its surroundings, for example (Giesler, 1994): 

• The proportion of the view affected: if there is a large landscape
resource and only a fraction of it is affected by the project without
disturbing the rest, the impact can be considered less important. 

• A particular case of the previous type is when the scale of the landscape
is vast and the project is seen from some distance, only spoiling a small
part of the view. 

• If there is “urban encroachment” and the landscape unit is next to or
surrounded by urban land, the landscape becomes more precious and
the impact on it becomes magnified. 

• If a variety of landscapes exist and the project impacts on more than
one type, then the impact is probably greatest. 

• A variation to the problem of encroachment is that of the impact on
a landscape already affected by other developments with only minor
impacts, which raises the question of cumulative impacts: each of those
projects may produce insignificant impacts, but a point can be reached
when the next addition can make the whole area cross the threshold of
significance. 

An interesting “addition” to the sources of landscape impacts – which
suggests the need for some sort of “cyclical” process of communication
between the various areas of impact assessment – can be the mitigation of
other impacts: 

• raising the height of a stack can be recommended to mitigate air-pollution
impacts, increasing the project’s visibility; 

• erecting barriers to mitigate noise impacts can also increase the visual
impact; 
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• changing the position of access-roads can be used to mitigate traffic
impacts, changing the impingement on the landscape. 

After all these “partial” assessments, an impact study must move towards
reaching an overall assessment of the landscape impacts. Although the
problems of “reconstructing” an overall index of impact from a series of
qualitative variables are well known, it is common for manuals to suggest
such an approach. Petts and Eduljee (1994b) use a four-level scale slight–
moderate–substantial–severe; Hankinson (1999) uses a three-level scale
low–moderate–significant and Therivel (2001) uses a three-level scale low–
medium–high. All these scales are qualitative and “impressionistic” as we
should expect given the type of variables involved but they are mainly used
to “summarise” the impact assessment. 

The significance of the visual impact is determined by a combination of
the magnitude of the impact and assumes receptor sensitivity. Receptors
have varying degrees of sensitivity (ERM, 1993): 

• workers in local jobs are considered to have low sensitivity; 
• home receptors have very high sensitivity; 
• recreational receptors and users of footpaths and cyclepaths have high

sensitivity; 
• road users have mixed levels of sensitivity, depending on the reason for

travel (for example, recreational travellers will have higher sensitivity). 

Finally, Table 8.2 (ERM, 1993) combines impacts and sensitivities into
resulting degrees of significance. 

To help support the assessor’s views on visual amenity impact, it is a
common practice to prepare photomontages showing the views of the
project site from the “receptor” areas and, on them, superimpose some
image giving an impression of the visual effect of the project: 

• it can be a photograph of a model of the project, superimposed on the
montage; 

• or it can be simply a “wire-line” profile of the project as it will appear
to the viewer, showing a 3D impression or just its skyline. 

Table 8.2 Landscape impact significance  

Observer sensitivity Impact magnitude

High Moderate Low 

Very high Very high High Moderate 
High High High Moderate
Moderate High Moderate Low 
Low Moderate Low Low 
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The photomontage itself can be enhanced by computer technology, or
a virtual version can be prepared with a GIS terrain model, adding to it the
various vegetations and features, with a degree of realism allowed by this
technology that is increasing all the time. In addition, a simulation of the
project, which can be made quite accurately using CAD or GIS, can be
superimposed on the enhanced photomontage or on the GIS terrain model. 

Landscape impact assessment concentrates mainly on the operational
phase of the project, as it is mainly interested in the long-term effects, and
the visual impacts of the construction stage are usually temporary. Impact
assessment only concentrates on the construction stage if it is going to be
long (more than 18 months or two years) and the final project is not going
to have practically any visual impact. It is a question of considering “what
proportion of the overall visual impact is going to come from construction
and how much from operation” (Giesler, 1994), and the assessment con-
centrates on the worst of the two. 

The landscape impact assessment study may take about five days
(Giesler, 1994), undertaken usually within one working week, except when
several visits are organised to cover seasonal variations. The field work is
carried out by expert assessors, and the public is asked to participate – with
surveys or public meetings – only when there is a budget for it and time
permits. Difficult cases can arise when the public hold conflicting views
about the visual impact of certain developments – as in the case of wind
farms or afforestation projects. 

8.3.6 Mitigation 

As with other impacts, it is best to incorporate the concept of mitigation
into the project design process or even at the site-selection stage using
“primary” mitigation (Hankinson, 1999) – in which case the project does
not require “secondary” mitigation – but this is very rare. Primary mitigation
measures consist mainly of “compacting” the buildings and structures to
minimise their intrusion (physical and visual): 

• minimising the areas of existing landscape affected by paved and built-up
areas. 

• minimising built structures, for example by grouping structures together; 
• minimising heights, for example by lowering the height of stacks. 

Secondary mitigation of the impact on landscape as a resource may
involve “compensation” as the only possibility left, which requires the
evaluation of the landscape and, most importantly, the trade-offs between
the landscape resource lost and other possible resources added as
compensation (Hankinson, 1999), although this may be difficult in some
locations. Typical secondary mitigation of visual amenity impacts involves
(Giesler, 1994): 
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• soft landscaping on site 

(a) planting, 
(b) bunding. 

• architectural treatment 

(a) camouflaging structures or buildings, 
(b) disguising the scale of the project. 

There is nothing unexpected about this list, but the last two types are good
examples of the difficulties of this type of impact assessment (Giesler, 1994) –
involving aesthetic and subconscious processes – as the term “camouflaging”
can refer literally to “playing tricks” on human perception. For example,
concerning structures and/or buildings: 

• using non-reflective finishes for buildings and structures; 
• colouring different parts differently; 
• if there is a lot of repetition in the structures (like an oil depot with

many tanks), painting one tank in bright colours to attract attention,
which can detract attention from the rest and make the whole project
“look” smaller. 

Scale is also one of the biggest contributors to visual impact (Giesler,
1994), and making the viewer “lose the sense of scale” can produce some
mitigation: 

• colouring the lower parts of large buildings/structures in darker colours
and the upper parts in lighter colours; 

• screening from view the lower parts of the project, where familiar
points of reference (cars, people, houses nearby) – when visible – give
the viewer a sense of scale (Figure 8.16).  

8.4 CONCLUSIONS: THE LIMITS OF EXPERT SYSTEMS 

As in the last chapter, we have seen that the published advice and expertise
on impact assessment in terrestrial ecology and landscape can also be
reduced to a logic which could be formalised into a “knowledge base” for
an expert system. On the other hand, in the two areas discussed in this
chapter we have encountered some of the difficulties involved in this
“reduction”. In terrestrial ecology, difficulty is associated mainly with
“scientific” difficulty, the sheer complexity of the science behind it, and
sometimes the problems of finding an expert with the right expertise, or
sufficient published information, especially in countries new to impact
assessment. Another more “external” difficulty – a mistake that “novices”
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sometimes make – is to underestimate public feelings about their local sites
and about local impacts. In landscape assessment, difficulty is also associated
in the eyes of the experts with public feelings: a case is considered “difficult”
when it is known that there are many different feelings about the project.
The other great difficulty in landscape impact assessment, of course, is the
subjective nature of practically the whole process (Figure 8.17).  

In the context of the overall objectives of this book, these problems are
useful to illustrate some of the limitations of expert systems, as discussed in
Chapter 2 when introducing expert systems for the first time: 

• Perceptual difficulty, the problem of “recognising” visually in the field
the presence of certain elements. In the case of ecology this is about
recognising species and habitats, involving expertise sometimes difficult
to find. In the case of landscape it is about recognising landscape forms,
with a “qualitative” aspect added, in that the expert is also expected to
assess visually those landscape forms and the impacts on them, and to
anticipate the visual effectiveness of possible mitigation measures. 

• Scientific difficulty, the complexity and difficulty of the science itself
(as in terrestrial ecology), where representing the full extension of the
field – much of it still subject to research and debate – would probably
prove too much for an expert system’s knowledge base. 

• Political difficulty, putting across the results of a very open-ended
scientific field (in the case of ecology) and of a very subjective field (in
the case of landscape) to a public passionate about their local environment
and often with divided opinions. 

Figure 8.16 Landscape impact mitigation. 
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The first problem is a special one, derived from the difficulties of simulating
vision: even if the technology to simulate visual sensors has progressed
enormously, the capacity to interpret what is “seen” is far from perfect and
is the subject of much research in areas akin to expert systems such as Neural
Networks. This applies to the interpretation of sensor input and, in the case
of landscape assessment, the whole problem of “qualitative” assessment
would have to be added as well. The other problems are more to be
expected, as noted in Chapter 2 about the limitations of expert systems
when dealing with too large and complex problems, with expertise still
subject to debate, and with “common-sense” issues (Waterman, 1986). In
practical terms, expert systems dealing with these issues will probably have
to include “gaps” in their logic, where the user will be required to consult
a human expert for certain steps in the logical sequence. 
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9 Socio-economic and traffic 
impacts 

9.1 INTRODUCTION 

With the exception of ecological impacts, most impacts are assessed by the
repercussions they have on humans (noise, air pollution, landscape, etc.)
and to that extent they all could be considered social in nature. However,
impacts usually referred to as “socio-economic” have the characteristic that
they are transmitted through the workings of society itself, its economy and
the behaviour of its population as a result of the project. In this respect,
traffic impacts can also be considered under the same heading, as they also
result directly from social behaviour – with vehicles as “instruments”. This
view of socio-economic impacts suggests the need to consider how society
works in order to assess any impacts on it, and that can face us with
a problem similar to what we found when dealing with ecology, i.e. the
extreme complexity of the science that studies the field, in this case, social
behaviour. It can be argued (Vanclay, 1999) that social impacts have
always been the central concern of the social sciences, and that to analyse
these impacts we have to use the rigour of such sciences. In this sense, the
usual approach to the study of these impacts can be said to only “scratch
the surface” of social impacts, concentrating on relatively superficial indicators
of impact but without getting into their deeper social repercussions in terms
of social change, the true measure of social impact. On the other hand, in
practical terms it might prove difficult to engage in deep social research
involving wide-ranging surveys for every project requiring this type of
impact assessment. This is one of the dilemmas of socio-economic impact
assessment – and one that impact studies address in varying degrees – especially
since this area of impact assessment is relatively new and still has to become
fully established as part of the standard collection of impacts to consider. 

9.2 SOCIO-ECONOMIC IMPACTS 

These types of impacts are relative newcomers to impact assessment, as the
initial emphasis of this growing area of interest and legislation was placed
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more on “environmental” impacts, probably on the assumption that the
socio-economic side was already being covered by the town planning
system (Glasson, 2001). Only in the 1990s did socio-economic impact studies
become a standard component – albeit sometimes rather “thin” (Glasson,
1994)37 – of a growing number of environmental statements, following the
good-practice literature which has accompanied this “coming of age” (Petts
and Eduljee, 1994b; Glasson, 1995, 2001; Chadwick, 1995, 2001; Vanclay,
1999; Chadwick, 2001 also contains a very good bibliographical compila-
tion). There has been some debate about the nature of, and what to include
in, socio-economic impacts. Our definition of these “people impacts”
includes direct economic impacts, which normally lead to indirect wider
economic/expenditure impacts, demographic, housing, other social services
(such as education, health, police) and socio-cultural impacts (including
lifestyle, community integration, cohesion and alienation). The general
logic advocated for these studies is similar to that of other impacts
(Figure 9.1).  

Although economic and social impacts can be studied separately – partly
because economic impacts tend to be positive while social impacts tend to
be negative – the logic they follow is similar, and usually starts from a common
base, and it is only after “scoping” the impacts that the two lines of enquiry
separate.

37 The face-to-face part of the knowledge elicitation for this area of impact was approached
in a way similar to the other areas of impact, i.e. by holding structured conversations
between Agustin Rodriguez-Bachiller and an expert in the field, even if in this case the
expert (John Glasson, of the Impact Assessment Unit in the school of planning, Oxford
Brookes University) was part of the authorship of this book, and references to those
conversations will be made in the usual manner. Duma Langdon helped with the compilation
and structuring of the material for this part.  

Figure 9.1 The logic of socio-economic impact assessment. 
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9.2.1 Understanding the project 

In socio-economic terms, what matters about the project is its capital investment
and its human-resources (labour and users/customers) plans for the con-
struction and operation stages, the study of the latter often extending up to
2–3 years into full operation. This involves first of all the detailed quantifi-
cation of the socio-economic components of the project, but also it
concerns more qualitative social/employment policies associated with it
(Figure 9.2). Starting with the quantitative information, concerning the
expenditure in physical factors first, we need to know the magnitude and
nature of the project: 

1 For the construction stage, the investment over time in: 

• infrastructure,
• equipment,
• buildings,
• non-labour services.

Figure 9.2 Information about the project for socio-economic impact assessment.
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2 For the operation stage, the expenditure over time on: 

• goods, 
• raw materials, 
• non-labour services, 
• maintenance. 

On the human resources side, we need to know: 

1 The “labour curves” over time for construction and operation (see an
example in Glasson, 2001): 

• number of workers, 
• occupational categories/skills. 

Differences in the labour force between construction and operation
can be important, as some infrastructure/utilities projects (like power
stations, roads) involve much more labour during construction than
operation, while manufacturing and especially service projects (business
parks, new settlements) tend to the opposite. On the other hand, when
the latter happens it tends to be because of a high number of visitors/
users, and not because of a high number of workers operating the
project, as most types of projects tend to be more and more capital-
intensive. 

2 Visiting users/customers over time (only for the operation stage): 

• numbers, 
• socio-economic profile. 

In the construction stage it is unlikely that there will be significant numbers
of visitors, users or customers, and in some types of projects (like energy
projects) this will also be the case for the operation stage. Other projects
(like leisure facilities, retail parks, new settlements) depend on large
numbers of visitors/users, whose impacts must be considered. 

On the qualitative side, it is crucial to identify the developer’s policies
concerning labour practices on the one hand, and the expected level of local
sharing in all the activities, on the other. On the working practices, it is
important to know: 

1 wage levels; 
2 shifts to be used (e.g. two or three); 
3 accommodation policies (like provision of an on-site hostel); 
4 transportation policies: 

• bussing workers (especially for the construction stage), 
• providing travel allowances up to a certain distance. 
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Also, it is most important to find out if the developer has any specific
policies about the expected local share of each part of the project: 

1 Expected proportion of local/non-local labour, usually decreasing as
the skill level increases; Glasson (2001) gives a typical profile of the
proportions of local labour expected in major projects: 

• site-services, security and clerical: 90 per cent,
• civil engineering operatives: 55 per cent, 
• mechanical and electrical operatives: 40 per cent, 
• professional, supervisory and managerial: 15 per cent. 

Sometimes developers are less inclined to employ local labour when the
area has a reputation for labour problems. 

2 Training policies: including training in the employment package can be
useful to overcome any prejudice against taking on local unemployed
people. As a general rule, the higher the occupational category of the
staff the longer will be the training needed and the less likely workers
are to come from the locality. 

3 Policy on local suppliers and putting contracts out to tender: in the
construction stage, during normal operation. 

4 Purchasing agreements that the firm running the project (often a
national firm) may have with non-local firms. 

As a result of some of these policies, a profile will emerge of the proportion
of workers at different occupational levels likely to be in different family/
housing situations (during construction and operation): 

• workers in-migrating to the area with their families: in the construction
stage – if it lasts for several years – it will be of the order of 10 per cent
or 20 per cent of the external workforce, during operation it is likely to
be the vast majority (90 per cent) of the in-migrating workforce; 

• workers in-migrating to the area but without their families; 
• long-distance commuters; 
• local workers. 

Although all this information about the project is necessary to carry out
a detailed impact study, developers cannot always provide it. Decisions on
some aspects of the project (like staffing) may be at an early stage and we
can either use aggregate figures for labour or investment (and carry out the
analysis at an aggregate level) or we can use other similar projects as
sources of comparative information to “flesh out” the project, when estimating
the likely composition of the labour force, or the likely proportions to be
in-migrants, commuters, or locals. 
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9.2.2 Understanding the baseline 

The next step is to understand the host society which the project is likely to
impact. As with the project, the study of the socio-economic baseline
involves on the one hand finding out about the social situation from data
and, on the other, finding out what the social attitudes and sensitivities are,
which give social meaning to the data (Figure 9.3).  Studying the facts alone
may allow us to calculate the quantitative value of some of the impacts, but
it will reduce the study of their significance to the kind of technocratic
study of indicators (the “checklist approach”) which Vanclay (1999) critically
refers to, and only the study of the local culture will give us sufficient
information to assess the significance of those impacts.

Figure 9.3 Baseline study for socio-economic impact assessment. 



278 Building expert systems for IA

The first step is to define the area(s) of study, trying to match as much as
possible the “areas of influence” of the project. The most important of
these areas of influence is the commuting area for the project workers: 

• For the construction stage, it can be substantial and, for some workers,
up to the 90-min isochrone or beyond, as short-term construction
workers are prepared to travel longer distances. 

• For the operation stage, the catchment distance is usually considered
closer, with workers usually living near to a project at which they may
work for many years. 

When dealing with projects that involve visiting users/customers, a different
type of travel area can come into the picture, the market area of the project.
When such catchment area is known – maybe as part of the “business
plan” of the developer – it can be used to identify the socio-economic
profile of those users/customers. Sometimes the developer does not know
the customers’ catchment area – maybe the business plan has not been
drawn in those terms – but in that case the developer will have a good idea
of who the customers will be (which is really the information we are after),
and we can get that information directly, without having to extract it from
published information about the area they are likely to come from. 

With these general criteria in mind, the question is to define area(s) of
study as close to these catchment areas as possible, whilst at the same time
trying to maximise the amount of published information available for those
areas; the final decision is usually a compromise between the two criteria. It
is common for the study to use several sets of study areas – each providing
their own set of data – as long as they overlap sufficiently with the “core”
area of influence, and as long as they do not differ too much from each
other. The final data-collection area may end up being a superimposition of:

• Local authorities, well documented in the Census: in the UK, a County
can be a good starting point, sometimes complemented with additional
Districts (and even Wards) around it. 

• The Department of Employment’s “Travel to Work Areas”, which are
quite large and can be adequate for the construction stage, but they
tend to be excessive for the operation stage. 

• Health Authorities are too large, but they can provide good data on the
health-care situation. 

• Similarly, Police Authorities are also too large, but they provide good
data on the crime-prevention situation. 

For the respective areas of influence – however defined – the information
to be collected helps to put together a picture of the capacity of the area (in
economic terms and in social terms) and the existence of any surplus or
deficit in any of these aspects, which will help determine the extent of any
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impacts. But we also need to find out the perceptions and attitudes of the
various sectors of the local population about what are the problems (if any)
in the area, as it is these perceptions that will ultimately shape the “meaning”
of the new project for the local population and the significance of its
impacts. With this double objective in mind, the “information sweep” should
be carried out at several levels through: 

1 Desk-based data collection from published statistics and local studies if
they exist. 

2 Assessment of social perceptions and feelings in the area: 

• establishing liaison groups between the study team, the developer
and the community; 

• browsing through the local press; 
• talking to employment and planning officers in the local author-

ity to check if something is “going on” such as problems develop-
ing, other competing projects coming to the area, or local
anxieties; 

• talks with the Department of Employment’s manpower sections
about local labour markets, and their policies and opinions about
incoming change; 

• interviews with key-individuals in the community; 
• investigating general public opinion directly, either informally,

in casual conversation with locals while doing other parts of the
field work, or formally, by more organised public information-
gathering: (i) by systematic surveys on specific issues identified
informally; (ii) in public meetings organised to increase public
awareness of and participation in the impact assessment exer-
cise; such meetings normally refer to all aspects of the project
(and not just to its socio-economic side) and can represent one of
the few points in the impact assessment process where all areas
of impact assessment come together. This type of systematic
investigation of public opinion presents the usual problems
discussed before about public participation: although impact
assessment experts invariably think it a good idea, developers
tend to be reticent about it, as it can raise awareness about the
proposed development and generate a reaction against it from
quite early in the process. This is a typical example of what
Vanclay (1999) refers to when saying that one of the problems
of social research is that the investigation itself can change the
social reality it is investigating. 

The “information sweep” can be summarised in the following checklist
(for a fuller discussion see Glasson, 2001 and Chadwick, 2001): 
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For the economic side of the study: 

1 The situation of those in employment in local firms: 

• age, 
• gender,
• economic sector, 
• occupational category. 

The best source for this type of data in the UK is the National Online
Manpower Information System (NOMIS), which can be accessed by
subscription. 

2 The unemployment situation: 

• numbers unemployed, 
• how long unemployed, 
• occupational category. 

The best source for this information in the UK is the Department of
Employment Data Sources (e.g. Labour Market Trends) that update
and publish unemployment, vacancy and redundancy data on a
monthly basis, and with a regional disaggregation. 

For the social side of the study: 

1 Population 

(a) latest figures by age groups from the Census (sometimes going
down to Ward level with the Small Area Statistics) 

(b) population trends: 

(i) from the mid-year estimates; 
(ii) population projections for Regions and Counties produced by

the Office of National Statistics; 
(iii) Planning Local Authorities usually have working figures about

population trends at County and District levels as part of the
Structure and Local planning activity. 

2 Housing 

(a) the latest stock (from the Census or from surveys by the local
authority): deficits, surpluses (e.g. under-occupation), vacancy rates,
second homes; 

(b) housing prices/rents (from local estate agents and newspapers, also
from some local Building Societies); 
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(c) housing construction/renovation trends (from “Local Housing
Statistics” in England and Wales and “Housing Trends” in Scotland); 

(d) availability of temporary accommodation (normally for tourism)
as a possible accommodation alternative, especially for construction
workers: Bed and Breakfast, guest houses, caravan sites 
(in the UK, the Regional Tourist Boards have good information
about local capacity and occupancy rates; local Tourist Informa-
tion Centres can often provide more “on the ground” information);

(e) with respect to trends in the supply of tourist accommodation,
local authorities will have information from the inflow of planning
applications. 

3 Education 

In the UK, Local Education Authorities have good information on
education, which can be complemented with data from the Department
of Education and Employment: 

(a) current supply (schools and Colleges of Further Education): capacity,
numbers of pupils, pupil/teacher ratios; 

(b) trends and planned changes: trends in local demand can be calcu-
lated by “rolling on” the data collected about people of school age,
although with the increased freedom of choice of school, the level
of use of schools is influenced not only by local demographics, but
also by how each school compares with others. 

4 Health 

In the UK, the following kind of information can be provided by the
Family Health Service Authorities and by the Regional Health Authorities: 

(a) General Practitioners in the area; 
(b) size of doctors’ lists; 
(c) turnover of doctors; 
(d) spare capacity in local hospitals (if any). 

5 Social services 

From the Department of Health and Social Security, information can
be gained on: 

(a) homes for the elderly: places, spare capacity; 
(b) children’s homes: places, spare capacity. 
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6 Police and emergency services 

From the Police Authorities, data can be obtained on crime/arrests and on
general feelings about the crime-prevention situation. This can be extended
to other emergency services if it is perceived that there are problems of
capacity or dissatisfaction in the area concerning those services. 

7 Social facilities 

As with other services, what interests us here is the existing capacity and
whether it is considered sufficient, if there is spare capacity, if any of these
facilities (or the lack of facilities) create problems for the community or
for the authorities, such as the police: leisure, sports, pubs, clubs. 

The socio-economic field is one of the very few areas of impact assessment
where trends in the baseline (without the project) are central to the assessment.
Population projections (10–15 years ahead) for the local area are crucial,
and from them other projections are made of demand for housing, schooling,
health care and other services. Geographic information systems can be
used as a storage and “synthesizer” of large amount of information (from
the Census and many other sources) and, to that extent, an existing GIS
with all or part of the information needed for the baseline could be used at
this stage as an important source. In this context, GIS would not really be
used in its analytical capabilities, but only as a database with the ability to
display maps of the information, with the advantages this can add to the
understanding of the area. 

The ultimate objective of the information sweep is twofold: (i) to determine
the capacity (present and future) of the system for extra jobs and extra
demand for services; and (ii) to understand how the local population feel
about the situation and the incoming change. This should give an idea of
the aspects of society where the new project is likely to produce its impacts,
which will need to be investigated further. 

9.2.3 Economic impact prediction 

It is at this point that the economic and social lines of enquiry part com-
pany, not because their objectives differ but because the approaches they
use diverge. Economic impacts could be interpreted in a wider sense, to
mean all the economic effects of the project and the transformation –
quantitative and qualitative – of the local economy that could result.
In practice, however, the study of economic impacts focuses on the likely
overall quantitative growth that a project can generate, and this growth is
usually studied focussing on two areas: (i) changes in Local Authority
finances, and (ii) growth in the local economy. First, the financial situ-
ation of the Local Authorities affected are likely to change in various
ways (Chadwick, 2001): 
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1 On the income side: 

(a) there will be increases in council tax, as new people buy property
in the area; 

(b) population increases will mean changes in the Local Authorities’
position in the calculation of the “Standard Spending Assessment”
contribution by central government (which are proportional to the
resident population), although short-term temporary workers will
not make a difference; 

(c) similarly, there should be an improvement coming from non-
domestic rates, which are paid to a central pool and then re-allocated
to Local Authorities by population levels. 
(information on this can be found in “Finance and General Ratings
Statistics” [“Rating Review” for Scotland] from the Chartered
Institute of Public Finance and Accountancy Statistical Information
Service) 

2 On the expenditure side, the effects of growth can be more difficult to
calculate, as the published figures on the various costs allow the calcu-
lation of average costs, which in reality “hide” two types of costs: fixed
costs which do not change with growth and variable costs (per head)
that do, and the growth in expenditure would only affect the latter. 

With respect to the growth of the local economy, it can be quantified in
terms of employment or income but the basic reasoning is the same: an
injection of new demand for workers and/or goods will make the local
economy grow, and the question is to forecast by how much. It is known
from economic theory that the economic effect of an expenditure in an
economic system is greater than the original amount because of the
“cascade effects” it generates, as if the original injection had been “multiplied”
by a factor greater than one. Hence, the calculation of this type of economic
effect focuses on calculating the two elements involved (Figure 9.4): the
magnitude of the economic injection, the “multiplicand”, and the greater-
than-one multiplying factor, the “multiplier”. 

9.2.3.1 The multiplicand 

A development project usually generates several injections into the
economy – some are one-off and some are permanent during the life of
the project. For the purposes of multiplier analysis, these injections can
be grouped under two main headings: investment and jobs, both during
construction and operation. If the information available about the
project is limited to overall figures and we are carrying out the study at
an aggregate level, these two project injections will constitute our main
multiplicands. 
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If a more disaggregated approach is attempted, these injections are
broken down into a more detailed list of multiplicands: 

1 During the construction stage, assumed to happen once (if there are
expansions/modifications to the project later, for the purposes of
impact assessment they are considered in most cases as new projects
and their impacts need to be assessed afresh): 

(a) the initial investment involved in the creation of the project (infra-
structure, buildings, equipment); 

Figure 9.4 The multiplier.
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(b) labour (and their wages) to work in the construction of the project: 

(i) coming from outside the area: single temporary in-migrants,
temporary in-migrants with their families, temporary long-
range commuters; 

(ii) local labour. 

2 During the operation of the project (these multiplicands apply during
the life of the project): 

(a) regular demand for inputs (goods, raw materials, services, rented
floorspace); 

(b) stable labour (and wages) to work in the project: 

(i) coming from outside the area: single permanent in-migrants,
permanent in-migrants with their families, permanent long-
range commuters; 

(ii) local labour; 

(c) expected users/visitors and their expenditure in the local area (not
in the project, e.g. entrance fees). 

Not all these categories will be present in all projects, and some will be
negligible and not worth calculating (like the number of permanent long-range
commuters for the life of the project), although some of these categories
“evolve” into others: for instance, it is common for long-range commuters
to become in-migrants, or for single in-migrants to bring their families later
if the labour situation stabilises. 

If we are following a disaggregated approach to our multiplier analysis,
it is useful to consider the different multiplicands separately, not because
they are conceptually different – we can add apples and pears if we are only
interested in their cost – but because they work their way into the system
differently. In particular, these multiplicands do not apply “in full” to
the local economy because they suffer “leakages” to the outside. Typical
multiplicand leakages are: 

1 Leakages from the initial investment (the construction stage) which can be: 

(a) the equipment – and its installation – which the firm undertaking
the project brings with it, maybe because it involves specialised
technology not available locally, like a nuclear reactor or a waste
incinerator; 

(b) goods or services likely to be imported during construction, maybe
due to prior arrangements with other outside firms. 
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2 Similar leakages can happen during operation: 

(a) raw materials, goods and services for the running of the project
imported from outside the area, sometimes due to prior purchasing
agreements with other firms; 

(b) property rents going to landlord’s resident outside the area; 
(c) profits going to shareholder’s resident outside the area. 

From the earlier investigation of the project, where we quantified all the
investments and jobs involved (if the information was available), these
leakages must be deducted and the residual amounts spent locally can be
calculated, for use in the next stage in combination with the economic
multiplier. 

9.2.3.2 The multiplier 

Although there are various types of multipliers,38 it is the Keynesian version
that is normally used for this type of study. We can expect these multipliers
to be greater than one. In fact, the so-called “income multiplier” would be
infinite were it not for multiplier leakages (in addition to the multiplicand
leakages discussed before). Multipliers are usually expressed by a formula
of the type 1/(1 − ƒleakages) where the function ƒ depends on the particular
way in which the leakages are calculated. In the UK, the standard approach
derives from early discussions of “regional” multipliers (Brown, 1967;
Steele, 1969), and starts from an adaptation of the classic Keynesian
way of expressing a change Y in the Gross Domestic Product of an
economic system (national, regional or local) at factor costs in terms of its
components: 

Y = J − Td − U + C − M − Ti 

J expenditure on value added in the area, this is the “autonomous” part
of the equation, usually taken to mean the “injection” of resources
from outside the system which, in our context, can be used also to
represent public or private investment on development projects 

38 The three most commonly known approaches to the definition of multipliers (see Glasson,
2001) differ in the level of disaggregation they use to look at the economy and its inter-
actions: the Input–Output approach breaks down the economy into (many) economic
branches, the Economic Base approach breaks down the economy into basic and non-basic
activities, and the Keynesian approach considers the economy as a whole. Partly because
of this, the first two become quite difficult to use at local level: with respect to the Input–
Output approach, it is virtually impossible to find a reliable local I–O table; with respect to
the Economic Base approach, there are conceptual difficulties in defining what is basic and
non-basic at the local level.
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Td direct taxes (like Income Tax), a leakage which can be expressed as
td × Y (where td is the marginal propensity to pay taxes with rising Y) 

U change (decline) in transfer payments (unemployment benefits for
example) from Government with rising income and employment, a
leakage which can be expressed as u × Y (where u is the propensity to
lose transfer payments with rising Y) 

C change in consumer expenditure at market prices, which can be
expressed as a function of the income left after deducting the previous
leakages (direct taxes and loss of transfer payments): c × (Y − Td − U)
where c is the marginal propensity to consume part of the disposable
income left

M imports for consumption, a leakage that can be expressed as a func-
tion of consumption m × C (where m is the marginal propensity to
import with rising consumption) which, substituting the expanded
expression for C, becomes: m × c × (Y − Td − U) 

Ti indirect taxes (like Value-Added Tax), another leakage, which can be
expressed as a function of “local” consumption (after discounting the
imports) ti × (C − M) where ti is the propensity to pay indirect taxes
with rising consumption which, substituting the expanded expres-
sions for consumption and imports, becomes: ti × (Y − Td − U) × (1 − m).

Substituting Td and U by their expressions (tdY and uY) and substituting all
these expressions into the master equation for Y, we get: 

Y = J + Y × c × (1 − td − u) × (1 − m) × (1 − ti) 

It has also become standard practice (Steele, 1969) to assume consumption
and saving as complementary, and C can be substituted by Y − Td − U − S in
the master equation, where S (savings) is another leakage which can be
represented as s × (Y − Td − U) where s is the marginal propensity to save,
and it is assumed that c = 1 − s. Substituting in the last equation and simpli-
fying, we derive the standard formula for the multiplier (Glasson, 2001): 

We can see that the increase in value-added Y would be equal to the
“autonomous investment” J multiplied by a factor greater than one (as the
denominator is less than one). The succession of expressions in brackets
expresses how leakages “accumulate”, each one applying to what is left
after the others. The main problem with calculating these leakages is the
difficulty of knowing marginal propensities – representing the proportions
of the next income increase to be used in various ways – and the usual
compromise is to use average propensities instead, which represent the

Y J 1
1 1 s–( )– 1 td– u–( )× 1 m–( )× 1 ti–( )×
--------------------------------------------------------------------------------------------------------------×=



288 Building expert systems for IA

proportions of the whole income. Unless fresh survey data is available to
estimate the likely proportions of extra income to be used in different ways,
published information usually shows overall figures, and proportions
calculated from them will only represent average behaviour and not
marginal behaviour. This is not a major problem in some cases (unemployment
benefits or VAT, for instance) when the proportion lost will be the same
independent of the level, but in most other cases (direct taxation, savings,
imports) it is well known that the proportions tend to increase with
income. 

Having calculated the multiplicands – coarse or disaggregated – derived
from the project (see previous section), what we have to do now is to: 

• calculate the multipliers which apply to each multiplicand; 
• multiply each multiplier by its multiplicand; 
• add up all the multiplications, and this sum will be the total economic

impact. 

Sometimes the disaggregation of the multiplicand can introduce compli-
cations that require modifications of the way we calculate the multiplier.
For instance, Brownrigg (1971) modified the standard calculation of the
multiplier to account for in-migration of some of the labour force, breaking
down the calculation of the multiplier into two stages: 

• First, in-migrant workers inject some of their demand for goods and
services into the local economy, with their own propensities to leak
(ignoring the loss of transfer benefits, and using average propensities,
as all their income is used for the calculation) and their first-round multiplier
(M1) can be calculated. 

• Second, this “multiplied” injection into the local economy generates its
own subsequent-rounds multiplier (M2) for the whole local population,
calculated using the normal procedures and propensities (marginal if
possible). 

• Finally, the overall multiplier for this particular labour group can be
calculated as 1 + M2 × (M1 − 1). 

Local area multipliers normally vary between 1.1 and 1.4 (Glasson,
2001) meaning that for each pound brought directly by the project, an
extra 10–40 p is generated indirectly. The range of values is relatively
narrow, and if we are carrying out an aggregate multiplier analysis (maybe
because the budget for the project is not high) it is possible just to
“borrow” these values and assume that they will apply to our project,
expressed as a range (1.1–1.4) or as an average (1.25). 

Even if we are carrying out a disaggregated study of the various multipli-
cands, and given the difficulties of calculating propensities, we can: 
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1 Borrow the multiplier values for some of the multplicands from other
studies of similar projects; for example, power-station impact studies
have produced consistent multiplier values for typical labour groups
(Glasson, 2001): 

• for in-migrant workers without families 1.05–1.11 (between 5 p
and 11 p extra); 

• for in-migrant workers with families 1.3–1.5 (between 30 p and
50 p extra). 

2 Or we can calculate the propensities (to leak) and the multipliers for
the disaggregated multiplicands from scratch. 

Calculating the various propensities associated with each type of multi-
plicand we can sometimes use some simplifications: 

• Some propensities can be ignored (assumed zero) with some multipli-
cands: for example, when calculating the multiplier for outside labour,
we can ignore changes in transfer payments like unemployment benefits,
as incoming labour may prevent a fall in local unemployment. 

• Some propensities will be common to all multiplicands (like Value
Added Tax). 

• Some propensities will be common to several multiplicands (like the
propensity to save or to pay taxes) likely to be similar for all labour of
the same occupational standard irrespective of whether they are local
or not.39 

The single most important propensity, which is likely to show the greatest
range of variation and the greatest influence on the final value of the multiplier,
is the propensity to import. It is also one of the most difficult to calculate for
sub-national economic systems, given the difficulty to find published data on
imports–exports between regions, let alone smaller areas like the ones normally
used in impact assessment. We can try to get around this problem by: 

• “Borrowing” import propensities from studies which have used a
similar breakdown of multiplicands; for instance Glasson et al. (1988)
found when studying power stations in fairly remote locations that the
propensity to import for in-migrant workers with their families could
be as high as 0.6–0.7 (60–70 p). 

• “Approximating” the quantification of imports–exports with indicators,
a typical example of which is the use of Location Quotients, a classic
tool of spatial economic analysis (Florence et al., 1943) which can be

39 But transient staff may be more likely to save than permanent staff.
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adapted to estimate the likelihood of a local area needing to import
from outside. 

9.2.3.2.1 Location Quotients 

Location Quotients (LQs) calculate the level of concentration in a local
area of a particular branch of the economy by comparing the local situation
with the situation in a wider area – the whole country or the region(s)
around the local area – and the Location Quotient of an industry gives a
quantitative measure of that level of concentration. It works industry by
industry (often based on the categories in the Standard Industrial Classifica-
tion (SIC): construction, manufacturing, etc.), and the LQ of an SIC category
in an area is calculated by dividing the proportion which that category
represents in the local area (measured usually in proportion of jobs),
divided by the proportion which that same category represents in the larger
area: 

If LQ(X) ≥ 1, it means that the concentration of industry X in the local area
is the same or more than in the parent area, therefore it is unlikely that the
local area will be requiring any imports of X. On the other hand, if
LQ(X) < 1, it means that the concentration of industry X in the area is less
than in the wider economic system, and this can be taken to mean that the
local area is likely to need to import some of its requirements of X from the
parent area, on the assumption that all areas ultimately require similar
proportions of everything. The proportion of imports of X required can be
estimated as 1 − LQ(X), the extra proportion needed to bring its LQ value
up to one. If we make this calculation for all the relevant SIC categories,
the weighted average of the proportion of imports needed for all the
categories can give an approximation to the overall propensity to import in
that local area.

9.2.4 Social impact prediction 

The estimation of the magnitude (we shall discuss significance in the next
section) of the social impact is based on comparisons between the likely
extra demands on local services and housing derived from the project and
the local situation in the area. These demands will derive from the population
changes generated by the project. Hence the first step in the calculation of
social impacts is a demographic study of the likely population changes in
the area with respect to the baseline (see Section 9.2.2) focussing on
changes directly derived from the labour curves of the project and the

LQ(X) = local jobs in industryX/all jobs in the local area
jobs in industryXin the parent area/all jobs in the parent area
----------------------------------------------------------------------------------------------------------------------------------------------------------------
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family situations likely to be generated (see Section 9.2.1) by increases in
in-migrant households (year by year): 

• temporary (mostly during construction): single persons, whole families;
• permanent (mostly during operation): single persons, whole families; 
• day workers (mostly during construction). 

Some of these categories include very small number and are unlikely to
create any problems. The two main categories usually requiring attention
are (i) temporary single workers during construction; and (ii) whole families
during operation. We are particularly interested in: 

1 numbers of households (one per worker, with or without family); 
2 family sizes for different ages of the heads (from the Census); 
3 total number of persons; 
4 demographic characteristics: 

• proportion of persons in education age by broad age groups: 0–4
years of age (for nursery education) and 5–18 years of age (for
school education); 

• proportion of young people (under 30). 

In addition, the “local share” of the new jobs can generate some demo-
graphic changes in the local community: 

• some would-be “economic” out-migrants (part of the baseline trend)
may find jobs in the project and decide not to emigrate; 

• some local workers may decide to move jobs and start working in the
project, leaving behind vacant jobs which may generate further in-migration. 

The first type of impact that can be estimated from this population study
is demographic: 

• overall size of the incoming population compared with the size of the
local population; 

• proportions of new/old populations by broad age groups. 

The demographic impacts can be calculated in terms of the proportional
increases in the various age groups that the new population represents with
respect to the old. 

In areas of service where needs can be predicted accurately and there is
a recorded “capacity” in the system, impact analysis consists of comparing
the new needs with that capacity. For example, the calculation of housing/
accommodation impacts on the local area follows from a combination of
the accommodation needs of the incoming population, the provisions for
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on-site accommodation made by the developer, and the local accommodation
situation: 

1 From the overall incoming population, deductions must be made to
account for any plans for on-site accommodation (hostels, etc.) especially
during the construction stage. 

2 Single-person households (those not to be accomodated on-site) are a
special category because they can share: 

(a) with other outside workers, 
(b) in “digs” with local families. 

3 Some families will only require temporary accommodation: 

(a) in caravan parks, 
(b) in Bed and Breakfast accommodation. 

These temporary needs must be compared with the local provision of
this type of accommodation. 

4 Most families of two or more persons will require permanent/semi-
permanent accommodation, and their numbers must be compared with: 

(a) the local level of vacancies (over and above the level needed for
normal operation of the market): 

(i) for sale, suitable for permanent workers and even sometimes
for workers in a long construction phase (several years) 10–20
per cent of whom might buy property for that period
(Chadwick, 2001); 

(ii) for rental, for temporary workers, usually in the construction
phase
(Concerning vacancies, it must be remembered that a 4–6 per
cent is always present in a “healthy” housing market, and
when vacancies fall below those levels it is usually accom-
panied by an undesirable rise in prices); 

(b) the local rates of housing renovation/completion. 

5 To these needs for the incoming population must be added the local
housing needs derived from their own situation, which will in fact be
in competition with the needs arising from the project: 

(a) a local housing deficit may exist due to overcrowding or poor
standards;
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(b) additional future housing needs are likely to arise from the dynamics
of the local population itself. 

Similarly, education impacts are calculated by comparing the education
needs of the incoming population with any spare capacity in the local
education system: 

• We can multiply the number of children in the incoming population
calculated in the demographic study by the expected rates of school
participation (national figures can be found in the Department of
Education and Employment Statistical Bulletin) for the various age
groups noted earlier. 

• The impacts of the project on the education system can be calculated
by comparing these expected demands for education for the various
age groups with the existing spare capacity (if any) in the local schools
and colleges. 

• As with housing, to these needs will have to be added the additional
future local needs arising from the dynamics of the local population. 

In the case of health and social services impacts, we can identify the spare
capacity of the system through data such as: 

• General Practitioners’ lists; 
• beds in hospitals; 
• places in old persons’ homes; 
• places in children’s homes; 
• foster-children places. 

What we cannot predict so precisely are the levels of demand to be generated
by the incoming population. The best we can do in this situation is: 

• To identify the typical age groups which tend to be the main “customers”
of such services and quantify them in the new incoming population:
infants (0–4), school-age children (5–18), old-age pensioners. 

• A good measure of the likely impact of these new “potential customers”
(the increased pressure on the services) can be the proportional increase
they represent with respect to their respective numbers in the local
community without the project. 

• We can now compare these percentage increases with the spare capacity
(also expressed as a percentage) and with the expected endogenous
growth in demand from the existing population. 

In the case of some services, the notion of “capacity” cannot be clearly
defined, and the approach has to be adapted accordingly. For example, in
the case of police services: 
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• We can quantify the numbers in the incoming population belonging to
age groups which usually show relatively high crime rates, what can be
loosely described as “young itinerant males” (Glasson, 1994). 

• As with health, we can quantify the proportional increase they will
represent with respect to the local population, which we can take as an
approximation to the magnitude of this impact. 

This is the case also with leisure services, where we can identify the cus-
tomers but we cannot clearly define the capacity of the system, and we can
approach the question in a similar way: 

• quantify numbers in the incoming population in the age groups likely
to participate in these activities (pubs, leisure and sports centres, etc.);

• calculate the proportional increases they represent with respect to those
groups already present in the area and take these as a measure of the
likely impact. 

9.2.5 Impact significance 

The discussion of the “significance” of impacts merits a separate section
because the socio-economic area of impact assessment is one where the deter-
mination of the significance of various impacts is a problem in itself, as there
are no precise standards to meet for most of them. In many other areas of
impact assessment it is the measurement of impacts that is the greatest problem
and, once measured, they only have to be compared with the accepted
standards to establish their significance. The concept of significant socio-
economic impacts on the other hand is a typical example of fuzziness where
the frontier between “belonging” and “not belonging” to a category (being
and not-being significant) is not a sharp dividing line identified by a certain
value, but a grey area extending over a range of values for which there are
varying proportions of people interpreting the situation in one way or the
other. As we emphasised from the beginning of the discussion of socio-
economic impacts, what gives meaning to the effect of the project on the local
society is how they are perceived by the members of that society, and an
important part of the impact assessment job is to determine “who wins and
who loses” (Glasson, 2001) as a result of the project, giving special attention
to the most vulnerable sections of society.40 When discussing the study of the
baseline (see Section 9.2.2) we already covered the different aspects of the
local society we should consider. What is left for our discussion here is to
identify sets of criteria (mostly qualitative) to help us determine if the impacts
measured in the previous section are significant, and we can do this following
the same order in which we discussed both the baseline and the impacts.

40 This is a point also made by Vanclay (1999).



Socio-economic and traffic impacts 295

Economic impacts are normally assumed to be positive (just as social
impacts are normally assumed to be negative) because they represent
economic growth, especially if there is high local unemployment and the
local authority is anxious to boost the local economy. However, the magnitude
and speed of that growth can have negative effects: 

1 It is important how the local business community thinks they will be
affected by rapid growth: 

(a) if there is “spare capacity” in the system, so that increasing
demand can be met without additional capital investment;41 

(b) will growth be seen as an opportunity for expansion; 
(c) or will growth increase competition with others. 

2 Also, the injection of local jobs can raise some anxieties, for example:

(a) if the “local share” of the new jobs is below approximately 1/3
there is likely to be public resentment against the project; 

(b) if, on the other hand, the local share of jobs goes above 2/3 this can
increase the dependence of the local economy on the project and
the danger of a “boom and bust” local cycle when the project
closes down (especially when the project is large compared with
the size of the local economy). 

Social impacts on the other hand are often assumed to be negative, which
is not always the case. One type of positive social impact can be that the
population growth derived from the project can make viable facilities
which could not be sustained before and are either non-existent or strug-
gling to survive – as is the case in many small communities in rural areas –
making it possible to keep them if they were already there, or to open them
anew: 

• post offices; 
• police stations; 
• some particularly vulnerable health facilities like community hospitals

or nursing homes; 
• leisure facilities; 
• local shops. 

On the negative side of social impacts, demographic impacts can generate
potential anxieties (Figure 9.5):  

41 This is one of the assumptions of income multipliers and if new investment is likely to
follow from the increased demand a different type of multiplier applies.
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• the local community being “swamped” by outsiders; 
• the composition of the new social influx being very different from the

local community, for example, a middle-aged middle-class local popu-
lation as opposed to a young working-class incoming population; 

• the nature of the area changing from “rural” to “urban”. 

Housing is an area where something equivalent to “standards” are
available in the form of capacity levels. It is with respect to those levels
that the impact is assessed (see previous section), and its significance should
be indicated by the extent to which capacity is exceeded (not forgetting
to leave a “healthy” level of vacancies) (Figure 9.6). The two housing
aspects that normally remain the source of local anxiety and are difficult
to quantify are:

• Prospects of rising house prices with increasing demand above what
the local population can afford, resulting from the differences in
income levels between the incoming and local populations. 

• Location conflicts between housing for the new population (maybe in
housing estates) and established neighbourhoods when the two groups
are very different in age or composition. 

Education is another area of impact where we have “capacity standards”
and we can judge the significance of any impacts by how much that capacity
is eroded (Figure 9.7):  

• When capacity is exceeded impact significance will be high, propor-
tional to the extent of the excess. 

• Even when capacity is not exceeded the impacts can have some signifi-
cance, as class sizes increase. 

Figure 9.5 Demographic impacts. 
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In the case of health and social services, the significance of the impacts will
derive partly from their measurement (see the previous section), comparing
the percentage spare capacity in different parts of services with the percent-
age increases in the social groups who are likely users of those services
(mainly the young and the old) (Figure 9.8):  

Figure 9.6 Housing impacts.

Figure 9.7 Education impacts. 
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• In objective terms, impact significance will be proportional to any
excesses of the expected demand over the capacity. 

• In socio-cultural terms, what can also exacerbate the significance of any
possible impacts is any existing anxiety about the provision of these services. 

The same applies to police services (Figure 9.9):  

• In objective terms, impact significance will be proportional to the
expected growth in those population groups most prone to crime. 

• In socio-cultural terms, the significance of these trends will be qualified
by existing anxieties about the crime situation in the area. 

Finally, in the case of leisure services (where impacts are predicted on the
basis of the expected growth in the customer population) we can establish
the significance of any impacts: 

• proportional to the expected growth in customer population; 
• exacerbated by any local anxiety about the provision (or lack of) these

services in the area. 

9.2.6 Mitigation 

As we argued at the start, most impacts have ultimately a social dimension,
so it can be argued in the same way that all the mitigations suggested for
other types of impacts (noise, pollution, etc.) are also socio-economic

Figure 9.8 Impacts on social facilities.
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mitigations. However, we shall discuss here only those mitigation measures
directed towards socio-economic impacts as discussed in the previous
sections. The general checklist of measures for the mitigation of socio-
economic impacts can be sketched out as follows: 

1 Facilitating/maximising the positive impacts: 

(a) putting in place training programmes for local labour; 
(b) facilitating the contractual benefits to local firms: 

(i) organising liaison committees to maximise the level of
information;

(ii) organising seminars to advertise what is available on the devel-
opment site and to tell the developer about local firms; 

(iii) involving representatives of the Chamber of Commerce to alert
local businesses to project opportunities; 

(iv) making contractual arrangements so that, where possible for
equal prices, local firms are given priority by the developer. 

2 Minimising/stopping the negative impacts: 

(a) some negative impacts can be stopped altogether: for example,
changing the shifts and labour arrangements to eliminate night
work at the construction and operation stages; 

(b) reducing the impacts by internalising them to the project site or to
resources internal to the project: 

(i) minimising the temporary relocation of workers (for instance,
during the construction stage) by facilitating commuting:
travel/petrol allowances, bussing-in workers; 

Figure 9.9 Negative impacts on police services. 
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(ii) building alternative accommodation on site to accommodate
temporary workers: hostels, caravan parks, site camps; 

(iii) building bars and leisure facilities on site; 
(iv) having an on-site medical centre and health facilities 

(an additional advantage of these measures is that not only do
they mitigate negative impacts, but they can become them-
selves a positive impact for the benefit of the local community,
if they remain in place after the temporary workers have gone);

(v) providing minibuses to ferry back to their accommodation
workers who go out drinking, to minimise the possible impact
of disorderly behaviour and/or drunk driving. 

3 Spreading the impacts among the local facilities with spare capacity: 

(a) encouraging project workers to use unoccupied (or under-occupied)
local accommodation; 

(b) compiling a directory of local capacity (B&B, rooms for rent, etc.).

4 Compensating for impacts you cannot stop or internalise: 

(a) specific compensation to individuals, for instance buying their
property if it is badly affected and cannot be adequately protected;

(b) community compensation (similar to the notion of Planning Gain)42

also known as “amelioration package” (Glasson, 1994) by which
the developer can provide additional facilities for the area (for
example: a new bypass, a swimming pool, leisure or sports facilities).

Even more than with other types of impacts, monitoring any residual
impacts after mitigation is crucial in socio-economic impact assessment. In
the first place, for reasons common to all impacts: (i) as a check on the imple-
mentation of the mitigation measures by the developer; (ii) to gather useful
information that can be used in other impact studies. But second, in the case
of socio-economic impacts, another reason makes monitoring even more
important: the fact that the monitoring itself – for instance by the continua-
tion of the liaison committees and other working groups during the study –
can act as mitigation also, as the changing perceptions and anxieties of the
local population can be detected and quickly responded to as they arise.

9.3 TRAFFIC IMPACTS 

Traffic has the peculiar characteristic that it is at the same time an impact
in itself and the source of other indirect impacts like noise and pollution.

42 Town planning legislation in the UK allows for the negotiation with developers of additional
works to be included in projects in exchange for planning permission, and these “extras”
(usually for the benefit of the local community: an additional road link, or a leisure facility)
are referred to as “Planning Gain”. 
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The study of all these impacts can again be sketched out using the standard
logical sequence (Figure 9.10).  

This logical sequence is common to all the traffic impacts (direct and
indirect) as far as the prediction of future traffic generation, but beyond
this point the different impacts are studied following their own logic.
Traffic is one of the most developed areas of urban and spatial studies and,
as with other types of impacts already discussed, best practice advice on
traffic impact assessment has been appearing mostly since the mid-1990s
(Petts and Eduljee, 1994a; Hughes, 1995; Richardson and Callaghan,
2001) in turn referring the reader to the wide range of official guidelines
which has also appeared, like IEA (1993), DoT (1993), IHT (1994),
DETR (1998). 

9.3.1 The development project 

Concerning traffic, there are two main types of projects: (i) transport-
infrastructure projects (roads, rail) which affect traffic generated by others
(usually by diverting it); and (ii) development projects that generate traffic
themselves. For both types we need similar information about the project
(Ferrary, 1994)43 – this is relatively little compared to what we need to
know for the assessment of other impacts (Figure 9.11):  

1 For the construction stage: 

(a) hours of work; 
(b) vehicles used by construction workers (numbers, access points); 
(c) heavy vehicles (numbers, routes and access points): 

43 The knowledge acquisition for this part was greatly helped by conversations with Chris
Ferrary, of Environmental Resources Management Ltd (London), however, only the
author should be held responsible for, any inaccuracies or misrepresentations of her views.
Julia Reynolds helped with the compilation and structuring of the material for this part.

Figure 9.10 The logic of traffic impact assessment. 
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(i) removing earth and rubble when clearing the site; 
(ii) supplying construction materials; 
(iii) heavy plant and equipment. 

2 For the operation stage: 

(a) when the project is of the “development” type: floorspace – in area
or in units of use – of different landuses (offices, retailing, residential,
etc.); in traditional traffic-modelling style, we could ask for
detailed knowledge of all the traffic generators in the project in
order to simulate their trip-making behaviour and aggregate the
results later: 

(i) vehicles to be used by employees and visitors/customers; 
(ii) goods vehicles needed for the operation of the project. 

However, in practice, all we are after is how many trips they are
likely to make and there are good sources available today which
can estimate trip generation with sufficient accuracy using case-
based or average figures by unit of floorspace 

(b) routes and access points for the traffic; 
(c) parking spaces provided in the project (if the project is of the

“development” type). 

If the project is a linear transport-infrastructure project (like a new road),
we break it up into route sections and study each section separately. 

Figure 9.11 Project information for traffic impact assessment. 
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9.3.2 Baseline study 

The area of study can vary depending on the size of the project and the
likely importance of the traffic effects: 

• if the project is relatively small and the area is not particularly
congested, we only look at the access roads to the project; 

• if the project is large and/or the area is congested, we look at a wider
area around the project, wide enough to include road junctions (usually
starting no further than 500 m). 

In most cases, the study of the baseline is quite focused (Figure 9.12),
concentrating on: (i) the access arrangement between the project and the
local network; (ii) identifying potentially sensitive receptors of traffic
impacts (receptors in the area and network users); and (iii) determining the
existing traffic conditions in the local network. 

Figure 9.12 Baseline study for traffic impact assessment. 
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1 The access situation can be studied from Ordnance Survey maps (or a
GIS) usually concentrating on the area immediate to the project: 

(a) main route(s) to and from the project; 
(b) alternative routes; 
(c) planned modifications (if any) to the network, from the County

Council. 

2 The recommended lists of potential receptors of traffic impacts
(Hughes, 1995, and Richardson and Callaghan, 2001, after IEA, 1993
and IHT, 1994) can be summarised as: 

(a) motorised road users in public and/or private transport; 
(b) cyclists; 
(c) pedestrians; 
(d) people at home and at work; 
(e) sensitive groups and/or locations (the elderly, hospitals, etc.); 
(f) open spaces, leisure and shopping areas; 
(g) ecologically sensitive areas. 

3 Concerning the traffic situation in the network, the Department of
Transport compiles data from regular nationwide traffic counts on
major roads, and County Councils usually have local traffic flow
information: 

(a) it is common to have traffic daily totals for most roads derived
from 12h or 24h surveys and certain formulae (or simple fractions)
can be applied to such averages to derive from them the likely traffic
levels at peak times, for the purposes of comparison with other
relevant information like road capacity; 

(b) if possible, it is also useful to get an idea of the traffic composition
(percentage of heavy vehicles in particular); 

(c) if a wider area of study is used, junctions should also be studied: 

(i) their layout; 
(ii) traffic situation in them (level of congestion and queues). 

(d) if the project is of the transport infrastructure type (especially if the
project is likely to increase the traffic in other parts of the
network), in addition to local data on traffic we shall need to know
more about the generators of that traffic: 

(i) the distribution of trip origins, mainly population; 
(ii) the distribution of trip destinations, mainly: places of work,

shopping areas, schools. 

This information will be needed if we intend to carry out some form of
simulation of the traffic in the area with and without the project (probably
a function of the time and the budget we have for the study). 
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The whole methodology is heavily focussed on private motorised traffic,
but other aspects can be studied also (Richardson and Callaghan, 2001) if
they have been identified as potential receptors, even if in many cases they
are relatively peripheral: 

• The availability and use of public transport is included in the baseline
studies when the level of provision is sufficiently high for it to constitute
a real alternative to private transport. 

• A similar consideration can be made with respect to bicycle traffic. 
• Similarly, pedestrian flows are usually only considered if their levels are

substantial. 

This introduces an element of “scoping” in the study of the baseline: a
general impression of the area is formed and possible traffic impacts are
identified (congestion, pedestrians, cyclists, etc.), leading to the collection
of the baseline information likely to be relevant for the study of those
impacts. Occasionally, when the information is not available and the
resources allow it, traffic surveys can be carried out. This can happen in
remote locations where there are no reasons for the local authority to count
the traffic (Ferrary, 1994). Such surveys should concentrate on counting
traffic at the worst times although sometimes this is not possible: for
example, some areas have seasonal traffic but the time of the study may not
coincide with the high season. 

The baseline should be forecast over a 10–15 year period. Any future
changes to the access situation (future roads or junctions) or the relocation
of receptors should be in the local authority’s planning documents.
Concerning the forecast of traffic data in the UK: 

• It is normal for County Councils to have traffic forecasts for their own
Local Transport Plans. 

• The Department of Transport publishes figures for expected national
growth in traffic, and we can use these figures to multiply present flows
(the so-called “growth-factor” approach to traffic prediction). 

Before using official traffic forecasts it should be clarified if they are based
on existing landuses only (forecasting changes in trip-generation rates) or if
they assume some new developments as well. If the latter is the case, using
those forecasts as baseline could introduce an element of double counting,
as the project being assessed might be part of those new developments
already included in the forecasts (Hughes, 1995). 

9.3.3 Traffic generation 

Two totally different approaches are used to estimate the traffic generated
during construction and operation. For the construction stage, no standard
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pattern is assumed, as the organisation of this phase can be quite specific to
each project, and the estimated traffic derives directly from the description
of the project (see Section 9.3.1 above). For the operation stage on the
other hand, a pattern of traffic generation is usually assumed based on the
type of project it is, and the approach varies considerably depending on
whether the project is a transport infrastructure or another type of development. 

If it is a transport-infrastructure project (apart from the construction
stage), the project does not generate traffic itself but it affects the traffic in
the area, usually by attracting or diverting some. Hence, the traffic generation
we must study is that of the area, and how it is affected by the project. We
can simulate trip distribution with a traffic model like SATURN (Richardson
and Callaghan, 2001) and run the model with and without the project to
see how the traffic in different parts of the network is likely to be affected
by the presence of the project. However, in practice this is not often done as
part of impact assessment, partly because a simulation like this adds a very
expensive element (in time and money) to the study, and partly because the
accuracy of such simulations at the local scale is not guaranteed. Also, it is
common that this type of project is intended to alleviate the local traffic
situation (a bypass, a new road or rail link, a motorway) and it is usually
expected that its traffic impact – leaving aside indirect impacts like noise or
pollution – is likely to be positive on the whole. Although the redistribution
of flows resulting from the project can produce both positive and negative
impacts, it is not considered essential for the purposes of protecting the
environment and the community (which are after all the aims of impact
assessment) to have an accurate simulation. 

When the project is of the development type that generates traffic itself,
the standard approach is to apply to the landuses present in the project
rates of trip generation derived from a database like TRICS (Trip Rate
Information Computer System).44 This is a computer database well estab-
lished in the UK (Hughes, 1995; Richardson and Callaghan, 2001) containing
case-based trip generation information for projects classified by Use Class
(according to the Use Classes Order), type of locations (central, edge of
town, suburban) and size. Sometimes case-based data is not detailed
enough for our project, and other published sources (like some traffic
engineering manuals such as Slinn et al., 1988) can be used, containing
average trip generation information for various landuses (Table 9.1).

Tables like this one containing daily totals and peak flow levels can also
be used to calculate the conversion fractions between daily averages and
any of the peak hours for any specific landuse. For example, if the total
daily trip generation for offices is 4.8 (per 100 m2) and the incoming peak
morning flow is 1.5, we can calculate the proportion of total daily traffic to
be found in the morning peak as 1.5/4.8=0.3125 and we can use this fraction

44 Produced by JPM Consultants Ltd, London.



Socio-economic and traffic impacts 307

if we need to convert one flow into the other for this particular type of
floorspace. 

When the categories covered by either of these approaches are not detailed
enough for the types of landuses present in the project, or when public trans-
port is prevalent and “modal-split” is an intervening factor,45 other approaches
can be used to supplement the above (Richardson and Callaghan, 2001): 

• comparisons with similar developments (in the same area if possible),
using existing information or carrying out traffic surveys of those
developments; 

• using simulation models like SATURN or TRIPS (for public transport). 

9.3.4 Impact assessment 

Traffic produces a wide range of impacts (Petts and Eduljee, 1994a), some are
direct effects of traffic and some are indirect effects which we can consider
under other impact-assessment headings (Figure 9.13):  

1 Direct traffic effects: 

(a) increased traffic and congestion, time delays; 
(b) severance, increased problems to pedestrians wanting to cross the

road; 
(c) nuisance and fear, danger to pedestrians;
(d) danger to cyclists. 

45 The term “modal-split” refers to the relative rates of take-up of different modes of trans-
port when making trips between certain origins and destinations, and it is often narrowed
down to a two-way split between “private” and “public” transport. 

Table 9.1 Trips per 100 m2 of floorspace  

Land uses Peak a.m. Peak p.m. Total daily
each way

Arrivals Departures Arrivals Departures

Offices 1.5 0.1 0.1 1.1 4.8 
Business parks 1.2 0.1 0.2 0.9 4.0 
Warehousing 0.3 0.1 0.1 0.3 2.1 
Industrial 0.7 0.2 0.2 0.6 4.2 
Retail parks 0.5 0.2 0.8 1.0 12.2 
Supermarkets 2.4 0.7 6.2 6.4 68.0 
Residential 

(trips×household)
0.2 0.5 0.5 0.2 3.9 

Hotels
(trips × bedroom) 

0.2 0.2 0.2 0.2 3.2 
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2 Indirect effects that can be considered under other headings: 

(a) noise and vibration (considered under “noise”); 
(b) air pollution (considered under the heading of the same name); 
(c) visual intrusion (considered under “landscape”); 
(d) ecological effects (considered under “ecology”). 

It is rare for impact assessment studies to cover all these impacts, but it is
common practice for good-quality impact assessment reports to look at
what can be seen as the “standard package” of traffic impacts: increases in
congestion, noise and air pollution (ERL, 1991). Here, however, we are
not going to discuss any of the indirect impacts – we considered traffic as
one of the potential sources when discussing each of those impacts in the
previous chapters – and we shall discuss only the direct traffic impacts. 

Figure 9.13 Traffic impact assessment. 
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The direct traffic impacts are “measured” first by calculating the percentage
increase in various types of traffic (usually overall traffic and heavy vehicles
are used as indicators) and, second, their effects on the receptors have to be
worked out. Some impacts – for instance the effects on other traffic on the
roads – are assumed to be proportional to those traffic increases, and those
percentages themselves are taken to represent the impacts. For other receptors,
the effects are more complex and must be simulated using specially
designed models (Richardson and Callaghan, 2001): 

1 For junctions, models can simulate the length of any queues appearing
and the time delays involved: 

(a) PICADY for priority junctions; 
(b) ARCADY for roundabouts; 
(c) OSCADY or LINSIG for signalled junctions. 

2 For public transport, models like TRIPS can simulate the impact on service
and access times. 

3 For pedestrians, specialised models like PEDROUTE can also be used. 

With such simulated information, the increases in delays produced by the
new traffic can be calculated, and the impact of such delays can again be
measured as percentage increases. 

To establish the significance of such percentage increases is more difficult,
and judgement forms an important part of it (Hughes, 1995), helped by
some general standards: 

1 Concerning general impacts on traffic, the IEA (1993) guidelines
suggest that for the two standard measures of traffic impact (percentage
increases in overall traffic flow and in heavy vehicles), the thresholds of
significance should depend on the type of area:

(a) in a normal area, 30 per cent or more;
(b) in a sensitive area (or concerning sensitive receptors), 10 per cent

or more. 

Similar thresholds can also be used for increases in time delays at junc-
tions (although the IEA guidelines say nothing about this) 

2 Concerning impacts on other types of road users like cyclists or pedes-
trians, research suggests (Crompton, 1981, quoted in ERL, 1991) that
increases of 20 per cent or more will make such impacts significant. 

On the other hand, we may want to qualify these thresholds with the
baseline level of traffic: if the baseline traffic is very low, an increase of over
30 per cent may still not represent a significant impact, while if the traffic
in a road or a junction is near its capacity, a smaller increase would make it



310 Building expert systems for IA

significant. Introducing capacity considerations adds certain difficulties:
first, we must have information on the capacities of the roads and junctions
and, second, capacities are usually expressed in vehicles-per-hour while the
traffic figures used in impact assessment come usually as daily totals, and to
use them we have to make some adjustments: 

1 Convert baseline daily flows into peak hour flows using conversion
formulae or fractions (from the data). 

2 Compare these peak flows with the capacity of the road or junction (for
roads for example, about 1000 vehicles per hour per lane, for junctions
it varies with the type of junction) and calculate what percentage of the
capacity is being used at peak time.

3 Add the traffic increases and recalculate the percentage of the capacity
being used: 

(a) the impact is considered significant if the increases make the road
or junction reach or exceed its capacity; 

(b) if the increased flows are still well within the capacity, the impacts
are not significant. 

It is usually at junctions that capacity-related impacts show up best, as the
roads are only likely to reach their capacity after their junctions (Ferrary,
1994). 

In general, development-type projects tend to have negative traffic
impacts with additional “indirect” impacts (noise, pollution, visual intrusion)
also negative, while transport-infrastructure projects (except during the
construction stage) tend to have mainly “positive” traffic impacts and,
again, mainly negative indirect impacts. 

9.3.4.1 Loop-back 

In the assessment of traffic impacts there is an interesting iterative process
between impact assessment and the reconsideration of the study area
discussed in Section 9.2.2 (Ferrary, 1994): 

• To start with, the study focuses on the area immediate to the project,
and the traffic impacts we look for are just the traffic in and out of the
project. 

• If the project is large in traffic terms and/or the area is sensitive to
traffic, we reconsider the area of study, extending it to the next set of
junctions in the network, and we assess the traffic impacts on those
junctions. 

• If the traffic impacts are still significant, we reconsider the area of study
again, extending it further to the next set of junctions, and we assess
the impacts again. 
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• Each time we extend the study further, the traffic becomes “diluted”
further over a wider area, and we repeat this process until the extra
traffic at all the junctions does not generate any significant effects. 

This progressive widening of the geographical extent of the area of study
(and focusing on the “next ring” of junctions) could be automated with a
GIS of sufficient sophistication in its handling of networks. However, there
is no clear way of doing it, with the current generation of off-the-shelf GIS,
without having to engage in potentially complex “macro” programming. 

9.3.5 Mitigation 

Many of the mitigation measures for traffic impacts discussed in the literature
refer to the indirect impacts of traffic (noise, pollution, visual intrusion)
and have in common with socio-economic mitigation the emphasis on
“internalising” the effects to the site, for example to minimise dust or noise.
With respect to the mitigation of direct traffic impacts, mitigation measures
tend to be of a very different nature depending on the stage of the project they
apply to (Ferrary, 1994; Hughes, 1995; Richardson and Callaghan, 2001): 

Measures that can be used during construction relate mainly to the traffic
to and from the site: 

• using more local materials and suppliers to reduce long-distance trips
by construction lorries; 

• using a range of modes of transport to spread the load; 
• using designated specific routes agreed with the Local Authority; 
• using particular times (e.g. overnight) to move highly disruptive, slow-

moving heavy abnormal loads. 

For the operation stage, the development is “fixed” (Ferrary, 1994) and
mitigation measures tend to focus on the network around the project rather
than the project itself: 

• improving specific junctions to reduce congestion; 
• small-scale road widening around the access points; large-scale

improvements are seldom suggested because, if they are necessary it
usually means that the project is “in the wrong place” and it would not
get planning permission (Ferrary, 1994) anyway; 

• traffic calming measures; 
• pedestrian facilities like crossings, central islands and signals; 
• measures and facilities to support cycling; 
• public transport support (bus lanes, etc.). 

While most developers usually can accept the first group of measures
related to the construction stage, they are more reluctant to accept the
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second related to the operation stage, as they tend to feel that their respon-
sibility only extends “within the site” (Ferrary, 1994), and that mitigations
outside are for the Local Authority to apply, although this is now being
overtaken by the increasing focus on “green commuter” planning. In this
sense, it can be said that, when the second group of measures are adopted
by developers, they are perceived more like Planning Gain operations. 

9.4 EXPERT SYSTEMS AND MODELS, PROBLEMS 
AND CHOICES 

In traffic impacts we find again (as with noise and air pollution) an area
where the application of expertise can go through stages of heavy modelling: 

• to simulate the traffic generated; 
• to simulate the impacts on junctions, public transport, pedestrians.

Modelling in this area is quite developed and it can be simply a question
of knowing which model to choose. However, the modelling experience is
far from “seamless” and when asked about what makes a project difficult
to assess (Ferrary, 1994), the case of “big developments with a lot of
modelling to do” was quoted. Also, the interpretation of the output from
models is one of the typical mistakes that “novices” make (as opposed to
experts). Sometimes models are very sensitive to small variations in some of
the data input into them, and small errors in these inputs can make the
models produce abnormal results, which only an expert can detect (and
double-check the inputs accordingly). These are some of the reasons why
hard modelling is not always used; in fact, simulations are one of the first
things (traffic surveys are the other) to be “simplified out” of traffic impact
studies when the time or budget is more limited. As an alternative to simu-
lation, the values we need to proceed can be calculated from databases (as
in the case of trip generation) or using the raw data with simple formulae
(like the calculation of percentage increases in traffic) (Figure 9.14).  

In the case of socio-economic impacts, the modelling is “softer” but still
can be present, mainly at two points in the process (Figure 9.15):  

• when calculating the economic multiplier;
• when making demographic projections on which to base the social

impacts;
• there is also considerable “low-level” modelling going on throughout

the whole study, involving the calculation of percentages, ratios, capacities,
etc., although these do not require “models” as such, as the normal
functionality of any normal expert system or GIS can handle them. The
problem with such calculations is not in their modelling, but in hand-
ling the information they use, and the wide range of formats they use.
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As with traffic, there is a choice of the level of modelling adopted, that in
the case of socio-economic impacts presents quite clear intermediate levels: 

1 At one extreme, the case of modelling everything from raw data, using
a “black-box” style of modelling. 

2 As an intermediate case, simulating the core of the calculations but
“borrowing” some of the parameters: 

Figure 9.14 Simulation and calculation as alternatives in traffic impact assessment. 

Figure 9.15 Simulation and calculation as alternatives in socio-economic impact
assessment. 
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(a) some or all of the propensities for the multiplier; 
(b) the demographic rates (fertility, mortality) necessary for the demo-

graphic modelling. 

3 At the opposite extreme, “borrowing” the overall results from other
sources and avoiding modelling altogether. 

These decisions about the level of modelling are based partly on budgetary
considerations – as usual – but also on the fact that local variations in the
results of some of these models can be relatively small (as with multipliers)
and the error from borrowing existing values can be compensated by the
simplicity of using accepted values (from similar projects for instance).
At Public Inquiries, it is often the actual project which is more challenged
than the socio-economic calculations made for the EIA (Glasson, 1994),
although there is sometimes concern when results are presented as “ranges”
rather than precise, unique figures. The main difficulty with socio-
economic impact assessment is getting all the information needed – about
the project and about the area – and one of the major problems of encapsu-
lating their study in an expert system is that the quantity and format of that
information can change considerably from project to project. Some of the
information comes from standard sources (like the Census) and its handling
can be automated, but the number of ad hoc sources in this type of impact
study is greater than in others. 

Relating the discussion in this chapter to the arguments before, we can
see that the main sources of difficulty – which also mark the potential
boundaries between expert systems and human experts – are emerging
quite clearly: 

1 Complexity, which can be of two kinds: 

(a) complexity of the case in hand, as when dealing with big projects;
(b) complexity of the science behind the assessment, as was the case

with ecology. 

2 Getting the data: 

(a) sometimes from developers, about aspects of the project which are
sensitive or still undecided; 

(b) from surveys, consultees or published sources. 

3 Politics (!), expressed by a hot climate of opinion surrounding the project:

(a) arguments between the Local Authority and the developer; 
(b) public concern and debate, in the press or even in the streets. 

The study of traffic impacts threw up also an interesting variation in the
standard logic of impact assessment, which derives from the nature of traffic
itself: an iterative loop in the logic (Figure 9.16): The study starts assessing
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the impacts at one geographical level and this level is widened if the
impacts are found to be significant. Because traffic gets “thinner” as it
spreads over a wider network, significant impacts become less likely as the
area is widened, and the iterative process continues until no further signifi-
cant traffic impacts are found. This also applies to the determination of
socio-economic commuting zones at the construction stage. 
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10 Water impacts

10.1 INTRODUCTION 

We have discussed in some detail a wide range of types of impacts, reducing
them to relatively simple logical processes with a potential for automation
as expert systems. Although not all the standard areas of impact assess-
ment have been covered, there has been enough variety to illustrate most
of the problems and issues involved when “translating” expert behaviour
and judgement into a simple logical process that a non-expert can follow.
This can be illustrated by discussing one last area of impact that encom-
passes most of the issues raised in other areas: water, which really consists
of a succession of several impact assessments. Water impact assessment is
probably the most difficult, because of the extreme variety of impacts that
can affect water, and because of the extreme variety of standards and
legislation covering them (see Bourdillon, 1995 for an early list). It can be
said that Environmental Impact Assessment is a by-product of the relative
cultural sophistication normally associated in a society with a certain
degree of development, but concerns with the quality and quantity of
water have been central to all societies throughout history, and this makes
it probably the most extensively documented – and regulated – area of
impact assessment. Also, in terms of the line of argument we are following
here, water impact assessment involves really a chain of several areas of
impact, each of which can be looked at as we have been doing in previous
chapters. These areas can be seen as “modules” which form part of
water impact assessment, linking the original source of impacts – the
project – to the ultimate impacts on humans or on the natural environment
(Figure 10.1).  

• The project can produce certain effects directly on a water system
(discharges to it, abstractions from it) and it can also have certain
effects on the groundwater. 

• The behaviour of the groundwater will determine possible indirect effects
on water systems, as well as other effects on the soils and on the usage
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of water as a resource; in impact assessment, these impacts are usually
covered under headings like “hydrogeology and soils”. 

• Be it directly or indirectly, the water system is affected in terms of
“water quality/quantity”: volume, flow and possible contamination. 

• In turn, the water system affected has effects (impacts) on the usage of
water as a resource (for drinking, leisure, etc.) and on the ecology of its
environment. 

• Usually, water ecology impacts are studied under one of two headings:
“freshwater ecology” (rivers and lakes) and “coastal ecology” – with a
third category of “estuarine ecology” used sometimes – depending on the
type of water system. 

We can treat the study of water impacts as a sequence of impact studies,
from hydrogeology to water quality to ecology. As already mentioned, the
literature on each of these areas is vast, and impact assessment manuals can
be good summaries of the field (like the very detailed account in York and
Speakman, 1980) and can also provide good “guides” to the literature
(Westman, 1985; Petts and Eduljee, 1994a and 1994b; Atkinson, 1999;
Biggs et al., 2001; Hodson et al., 2001; Morris et al., 2001d; Thompson and
Lee, 2001). It is also an area with much legislation and regulation,
the latest of which being the EC’s Water Framework Directive (EU,

Figure 10.1 The interlinked logic of hydrogeology, water, and water-ecology
impacts. 
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2002).46 Here, we are going to follow the same logic as before, discussing
each of the main steps in the flow chart above, and treating in greater depth
each of the specific areas of impact study. 

10.2 THE PROJECT 

Since we are looking for both “direct” effects and “indirect” effects (through
hydrogeology) on all the water systems around the project (surface or
underground), we are interested in those aspects of the construction or
operation of the project likely to generate such effects. For the construction
stage, the list concentrates on the type of project it is and its features on the
one hand, and on construction practices on the other (for reasons that will
become clear later, we are marking with an asterix * those aspects with
a link to hydrogeology): 

1 The type of project and the presence/absence of certain features may
involve: 

• tunnelling or mining (*); 
• quarrying or deep excavations involving soil removal (*); 
• site-levelling involving earth movements (*); 
• foundations involving piling (*); 
• temporary modification or manipulation of water systems, changes

in the course of a river, erection of water-protection barriers; 
• construction of drainage systems (*). 

2 Concerning on-site working practices: 

• number of workers; 
• phasing of construction; 
• materials used for construction; 
• policy concerning the control of dust and particulates by vehicle

and earth movements; 
• vehicle movements, and the type of fuel to be used (especially

diesel); 
• on-site policies about storage of fuel and oil tanks and dealing with

losses and leakages (*); 
• policy about disposal of empty fuel and oil tanks (*). 

46 Also available as a consultation document circulated by the UK’s Environment Agency on
the internet in page http://www.environment-agency.gov.uk/yourenv/consultations/305276/
?versione1&lang = _e or by e-mail from waterframeworkdirective@environment-agency.
gov.uk.
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During the operation stage of the project, the presence of any features
which could alter or contaminate the water systems may include (* indicates
a link to hydrogeology): 

1 project areas: area affected, area paved (*); 
2 number of persons using the site: workers, customers/visitors, suppliers;
3 what facilities are included in the project: canteens, toilets, water-

related facilities like swimming pools; 
4 concerning the discharge of foul water from the project: connected to

existing sewers, a new sewer (*); 
5 storage tanks (*): 

(a) their contents, 
(b) their location: above ground, below ground;

6 pipelines and their location (*): above ground, below ground;
7 other discharges apart from foul water from toilets and kitchens: 

(a) composition of the discharges: materials, chemical composition,
flow rate, temperature, 

(b) concentration: from a point source, diffuse, 
(c) location of the discharges: 

(i) to a water system, are there balancing facilities (like a pond)
before the release outside? (*), 

(ii) to the ground (*): as run-off water, to soak-aways. 

8 water abstractions:

(a) from a surface water system, 
(b) from bore-holes from underground aquifers (*), 
(c) flow/volume required. 

This list is really a combination of the individual lists we would require if
we were studying hydrogeology, soils or ecology, which overlap considerably
with each other. How to proceed next is dictated by the project features
present. In the first place, the list of project features can show that the
project will discharge to (or abstract from) a surface water system directly
(and we can study these impacts on the water), or that it will discharge to
the ground or affect the ground in other ways (earth-movements, etc.). If
the latter is the case, these ground-related actions can produce two kinds of
impacts to be studied separately: (i) impacts on the soil itself, which we
would study as a separate area of impact assessment; (ii) impacts on the
hydrogeology beneath it, which we also study as another area of impact
assessment, and finally, the hydrogeological effects in turn are likely to
impact on the surface water system (Figure 10.2).  

This discussion does not cover Soil impact assessment, because the focus
is on direct or indirect impacts on water. Soil impacts merit a whole section
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of their own (they usually do in manuals and in Environmental Statements)
involving baseline studies, impact identification, standards, mitigation, etc.
Good-practice guidance on soil impact assessment can be found in Petts
and Eduljee (1994a), Hodson (1995) and Hodson et al. (2001), which also
contain references to government guidance and standards. 

The focus of our hypothetical study of impacts here depends on what
features are present in the project and whether they are likely to produce
direct or indirect impacts on water: (i) if the project has features that
suggest there are likely to be hydrogeological issues involved (indicated by
the presence of project features marked *), we proceed to the study of
hydrogeological issues; (ii) if the hydrological effects from the project are
only direct ones to a surface water system, we can move on directly to
study water quantity and quality in those systems (Section 10.4 below). 

10.3 HYDROGEOLOGY: THE BASELINE 

Hydrogeology – often studied together with “soil” – is another typical
area of impact assessment, and it follows a logic similar to the others,
from the baseline study to the determination and mitigation of impacts
(Figure 10.3). The baseline study develops from a map-based desk study
into an exercise in consultation with organisations that have the relevant
information (Simonson, 1994),47 and only rarely – for big projects with
a big budget for the impact study – does it involve fieldwork to collect
information. As this process evolves, the area of study also changes,

47 The knowledge acquisition for this part was greatly helped by conversations with John
Simonson, of Environmental Resources Management Ltd (Oxford branch); Mathew Anderson
helped with the compilation and structuring of the material for this part. However, only the
author should be held responsible for any inaccuracies or misrepresentations of views.

Figure 10.2 The chain of project effects on soil, hydrogeology and water. 
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focusing gradually on the site, so that the baseline study is really applied
at several spatial scales (regional, intermediate, immediate), which also
correspond to three time scales, as the diffusion of effects through
groundwater is quite slow. 

At a regional scale, the geological setting is studied with geological and
hydrological maps (some of them also available in digital form)48 from the
British Geological Survey, at what could be seen as the scale of very long-
term effects. The aim is to build a mental model of the geological structure

48 British Geological Survey operates an online “Geoscience Data Index” of all the data and
maps they hold (Hodson et al., 2001) in digital form, and the Centre for Ecology and
Hydrology in Wallingford also has produced the National Groundwater Level Archive
(CEH, 2000) with map-information about wells and major aquifers (see Morris et al.,
2001). 

Figure 10.3 The logic of the hydrogeological baseline study. 
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on which the project site will impact. Such model can be a variation of the
simplest hydrogeological model (Morris et al., 2001d) where there is a
standard series of geological strata below the project: 

• a thin layer of organic soil at the top; 
• next, a thicker layer of more or less permeable sub-soil (clay, sand, gravel);
• then, an impervious bedrock layer below. 

An aquifer may be present in the second layer, saturating it in water up
to a certain level, the water table. When aquifers are present, they can be in
direct contact with the rest of the upper layer (“unconfined” aquifers) or
they can be “confined” by a layer of impervious material above them which
can also protect them from penetration and contamination. 

The main focus of this stage of the study is to identify the various layers –
organic soil at the top, sub-soil, bedrock, and intermediate “confining”
layer if it exists – under and around the site: 

• type of sub-soil (clay, gravel, sand), thickness; 
• type of bedrock beneath it: depth, other types of bedrock in the area; 
• type and thickness of any confining layers; 
• presence of special geological features: faults/fissures, foldings. 

The depths and slopes of the different layers will give an idea of the
direction in which the bedrock is “dipping”, and whether this is an area of
geological complexity or one which can be treated as a standard case. The
latter would have the same layers superimposed all over the project area,
no discontinuities (changes in the type of layer, or breaks in the structure),
and the project not near any edge between layers where vulnerable points
may appear. The ultimate aim of the study is to get a picture of how
any groundwater present is likely to move and “carry” any possible
contaminations: 

1 Identifying the presence and type of aquifers (one or several) under the
area of study: 

(a) the depth of the water-table; 
(b) the depth of the aquifer; 
(c) determining if the aquifer is protected by other hard layers (gravel

for instance), especially from above. 

2 Most importantly, anticipating the likely movement of groundwater: 

(a) the likely direction of flow of groundwater, derived from the way
the bedrock underneath slopes; 

(b) where it is likely to discharge to a water system. 
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Geological data will normally come mainly from already-prepared maps
(Simonson, 1994), but much of this information can also be obtained
through field surveys. Such surveys can come from previous studies of the
same area or can be commissioned by the project developer – if the time and
budget for the study permits. Field surveys usually involve a combination of:

• sampling of the location of the survey-points; 
• thin bore-holes to extract samples from all the layers which can be

measured and analysed; 
• wells for the analysis of aquifers, the water table and water quality. 

Whatever the source of the data, the derivation from it of a mental
“model” of the geology of the area draws on the considerable complexity
of geology as a science, and can present the same type of difficulty for auto-
mation (for an expert system) that was encountered for ecology: the
complexity of the science behind the expert’s approach, which he/she will
need to refer to when the case in hand is “non-standard”. On the other
hand, the prediction of directions of flow for standard situations can be
made easier by automation using GIS if the geomorphology maps are in
digital form and include depth and thickness of strata. Using such maps in
conjunction with Ordnance Survey maps, standard GIS Digital Terrain
Models can be built, from which slopes and directions of flow of potential
streams can be derived for any of the geological strata included in the GIS
maps. 

At an intermediate scale, an area of possible medium-term impacts around
the project (2 km around the site, which could take 10–20 years for
groundwater to reach) is studied to identify potential receptors in the area,
the types of users of groundwater in the area, including: industrial, residential,
leisure, other uses. Ordnance Survey maps can be used, as well as surveys
carried out by the Local Authority. 

The general objective of the baseline study is to establish the site’s vulner-
ability (Simonson, 1994). At one extreme, if the clay is very thick (50 m) the
aquifer below is well protected; at the opposite extreme, if the water table
is high, there is no protecting hard layer, and the aquifer is used for public
water supply, then the situation is highly vulnerable. This vulnerability can
also be established in the UK from maps from the Environment Agency:
degrees of vulnerability are recorded in Groundwater Vulnerability maps
(at 1:100,000) produced in paper as well as digital format, and if the site
is in a Groundwater Source Protection Zones, on maps in digital form for
GIS use. 

After the desk-study of maps (GIS-based or not), the baseline study
moves on to a consultation stage to complement the cartographic informa-
tion: (i) with the Local Authority, to find out if it is a Regionally Important
Geological site; and (ii) especially, with the UK’s Environment Agency (or
equivalent in other countries): 
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• to find out the degree of vulnerability of the area as a: major aquifer,
minor aquifer, non-aquifer; 

• to learn what abstraction licenses there are in the area: location, volume,
type of use; 

• and also, to ascertain the Agency’s general views about the area and if
they have any concerns about groundwater quality. 

At the next scale down, potential receptors in the immediate surround-
ings of the site (100–500 m) are considered, where the effects from the site
could permeate in a short time. Finally, the site itself is studied in its geolog-
ical structure in the greatest detail possible with the available information,
as it is there that the project will produce the impacts (rupturing a layer
of clay, reaching an aquifer, etc.). Sometimes, the project has required a
geological survey by the developer before assessing its feasibility and deter-
mining its structural requirements (foundations, etc.). When this is the case,
the geo-technical reports for that survey of the site and adjacent areas are
another invaluable source of baseline information. 

An important part of the baseline study of the site and the surrounding
area is a historical investigation, based on consultation with the Local
Authority and/or the local library: 

• study of previous landuses, in case there have been previous possible
contaminations of the land/aquifers (if industry has been present on or
around the site); 

• historical waste-disposal practices in the area. 

The aim is to estimate the likelihood of historical contamination of the
area, which is expensive to measure directly with boreholes. 

10.3.1 Hydrogeological impacts 

A comprehensive list of all types of water impacts (not just hydrogeological)
can be found in Morris et al. (2001d), and Hodson et al. (2001) discuss
a short list of more specifically hydrogeological effects. In general, such
effects fall into three main types, which in turn originate from different types
of project actions: 

1 Physical disruption of the geological setting derived from physical/
structural features in the project (Figure 10.4):  

(a) alteration of some layers, in particular by extraction: 

(i) for foundations, 
(ii) for subterranean facilities. 
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(b) affecting the water table: 

(i) exposing it after excavations, 
(ii) reaching the water table, 
(iii) piercing the “confining” layers. 

(c) obstacles to groundwater flow, by subterranean facilities or foun-
dations, resulting in: 

(i) obstructions, 
(ii) changes in direction. 

2 Impacts on the volume of groundwater: 

(a) by reducing aquifer-recharges, typically by paving (or putting
tarmac) over land thus reducing the amount of water making its
way into the ground; 

(b) by abstractions of water for project use; 
(c) by changing the flow-pressure by emissions of water (even if clean).

3 Contamination of aquifers: 

(a) during construction: 

(i) accidental spillages of oils/lubricants or combustion fuels to
the ground, 

(ii) non-accidental effluents derived from vehicle-washing, 

(b) during operation: 

(i) accidental spillages of oils/lubricants or combustion fuels to
the ground,

(ii) accidental spillages from liquids stored on site, 
(iii) discharges of contaminated water from the project to “soaka-

ways” from which it may percolate to reach aquifers if the
geological setting allows it, 

(iv) gradual discharges of leachates/contaminants from underground
projects like landfills. 

Figure 10.4 Physical disruptions from the project. 
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The prediction of physical-disruption impacts is based on an initial qualitative
identification of the presence in the project of features with such potential
effects: excavations, subterranean structures, foundations and piling.
In addition to the presence of these features, some simple calculations have
to be made to establish if they are likely to constitute an impact. Practically
all projects involve the disturbance of the land and a certain amount of
excavation (and foundations work), but these operations will only impact
on hydrogeology if they affect an aquifer by going deep enough to “reach”
it. This can happen directly or by piercing other hard layers protecting it, or
even by piercing through the bedrock under it (providing new “escape
routes” for the groundwater). This possibility can be anticipated by compar-
ing the depth of each subterranean operation (from the project specifications)
with the depth of the aquifers, the water table and the bedrock layers from
the baseline study. 

The other two types of impacts are determined in a more quantitative
way. Impacts on the volume of aquifers can be estimated as percentages of
the existing aquifer (Figure 10.5):  

• Concerning the loss of recharge land, the area lost can be compared to
the area of recharge-land above that section of the aquifer, and the
percentage loss can be calculated. 

Figure 10.5 Impacts on the volume of aquifers. 
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• Concerning the impact of abstractions, the volume of flow required for
the abstraction can be compared to the total flow in the aquifer under-
neath, and the percentage loss calculated in the same way. 

• Similar calculations can be made with respect to any emissions of
extra water into the aquifer, comparing its volume to the flow of the
aquifer. 

With respect to the contamination of aquifers, its determination is also
predominantly quantitative, but it also can go through a simulation stage,
which can involve some modelling (Figure 10.6). Once the likely
discharges to the soil (intentional or accidental) have been determined,
the question is how the polluted water will travel: (i) how much of it will
reach aquifers through the soil (and eventually reach surface water
systems)?; (ii) how much will reach the water systems directly through the
surface?: 

• With respect to discharges and spillages on the surface, run-off models
can be used to separate the contaminated water likely to travel through
the surface from the water likely to filter through the soil. This separation
is expressed as the proportion of water likely to run-off (the “run-off
coefficient”) and Appendix C of Morris and Therivel (1995) show values
for this coefficient for a range of types of soil and landuses. 

• The behaviour of underground pollutants can be approached using
transport models, mostly produced in the US (a good review can be

Figure 10.6 Contamination of aquifers. 



Water impacts 329

found in USEPA, 1988) like MODFLOW or AQUA, or even adap-
tations of air-dispersion models like ISC3.49 

• For the particular case of land-fills, underground leachate leakages and
their behaviour can also be estimated using models which use the “release
rates” of different linings used for landfill projects (Petts and Eduljee,
1994b), models like LANDSIM (Hodson et al., 2001), or the Simplified
Vertical and Horizontal Spreading model researched in Britain by the
Department of the Environment (Eduljee, 1992). 

• Darcy-type models can be used to simulate the movement of contamin-
ated water through the soil. Darcy’s Law applies to groundwater
aquifers and it expresses groundwater velocity as proportional to the
“groundwater slope” (difference in hydraulic heads between two
points divided by their distance) and to the “hydraulic conductivity” of
the soil, whose value for different types of soil can be found in
published sources. 

Such models can be used to estimate the flow of contaminants towards
the aquifers, which in turn will determine the level and speed of the
contamination and the resulting concentration of pollutants in the water at
the point of discharge into the water system. In addition to the speed of
diffusion of the contaminant, its density will also affect its behaviour
(Simonson, 1994), as a contaminant denser than water will travel through
the water table in a very different way to another less dense than water.
A comprehensive list of water models can be found in Morris etal. (2001d),
which also gives a cautionary note about their use, the difficulties they
present and how relatively expensive they are, maybe explaining the reason
why they are not used often (Simonson, 1994). In practice, modelling what
happens two kilometres away is an exception rather than the rule, and
hydrological impact studies tend to concentrate on the project-site and
immediate area and just comment on the potential effects for any sensitive
receptors in the area further away. Normally, a “generic” approach to the
impact study (no field-surveys and no modelling) is used – taking about
five person-days of work. Only if a particularly sensitive area is found,
is the developer asked to undertake a more detailed study (Simonson,
1994), on the grounds that the Environment Agency would not accept it
otherwise. 

The standards for contamination of groundwater are quite fragmented
for various types of projects and are not very clear (Simonson, 1994). As
a result, the assessment of significance of impacts tends to be based on
judgement based on the vulnerability of the site – of the nearest groundwater
receptors – and the type of contaminant. Also, the Environment Agency has

49 Industrial Source Complex 3, by UK-Adams (see the section on air pollution in Chapter 7). 
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a framework that can be used for deciding on the acceptability of development
from the point of view of groundwater (EA, 1998). 

10.3.2 Hydrogeological mitigation and monitoring 

Impacts are produced directly by certain project features, hence mitigating
their effects involves modifying the project to varying degrees. At one end
of the scale, we have impacts produced by the “presence” of certain features,
and mitigating those impacts can only be done by avoiding/modifying those
features, involving some level of redesign of the project: 

1 avoid piling if it would reach the water table; 
2 avoid subterranean work or reduce depth; 
3 in any earthwork involved, compliance with: 

(a) British Standard 6031 (1981) “Code of Practice for Earthworks” 
(b) British Standard 8004 (1986) “Code of Practice for Foundations”. 

At an intermediate level, some mitigation measures involve slight modifi-
cations to the project – sometimes involving the choice of certain materials
over others – without modifying its fundamental design: 

1 Measures to contain polluting substances: 

(a) locating storage tanks and pipelines above ground; 
(b) bunding of tanks in bunds with capacity greater (110 per cent for

instance) than the capacity of the tanks; 
(c) placing storage tanks over impervious surfaces; 
(d) placing diesel/petrol powered fixed plant on impervious drip-trays.

2 Measures to reduce run-off and increase underground recharge: 

(a) removing as little vegetation as possible, and using replanting; 
(b) using gentle gradients in the terrain rather than steep slopes; 
(c) using porous surfaces when paving the ground. 

3 Surface-flow retention measures: 

(a) detention/balancing ponds 
(b) grass swales 
(c) vegetated channels. 

4 Better drainage: 

(a) routing all waste water to sewers or treatment works; 
(b) site-drainage control to reduce polluted run-off; 
(c) routing the drainage through siltation wells/lagoons to allow sedi-

mentation of solids; 
(d) using oil-interceptors before the drainage leaves the site, correctly

dimensioned for the volumes of drainage and of rainfall expected
(sufficient volume and sufficient retention time). 
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Finally, at the other end of the scale, there is mitigation that involves just
improved site management measures, during both construction and operation,
including: 

1 lining excavated areas; 
2 minimising leachate generation; 
3 guarding against spillages/leaks or accidental discharges; 
4 compliance with: 

(a) British Standard 6031 (1981) “Code of Practice for Earthworks”,
(b) British Standard 8004 (1986) “Code of Practice for Foundations”.

Most of these mitigation measures do not eliminate the impacts but only
reduce their effect in a “gradual” way, and this is why monitoring is an
essential part of mitigation if potential impacts have been identified
(Simonson, 1994). A groundwater-monitoring network should be installed
to detect changes in groundwater flow or chemical composition. The mon-
itoring stations should be located on the perimeter of the site: monitoring
measurements should be taken at least yearly (preferably quarterly); and
this monitoring should continue indefinitely, until monitoring reveals no
leakages over several years. 

10.4 WATER QUANTITY AND QUALITY: THE BASELINE 

Whether the “route” from the project to surface water-systems is direct or
indirect (through hydrogeology) the study of the effects on the water itself
is an essential part of any impact study near a water system, in relation to
both water quantity and water quality (Clarke, 1994).50 

The first question (Figure 10.7) is to identify the water systems to be
investigated in relation to the project: (i) first, if the project relates directly
to a water system (by using it, discharging to it, or abstracting from it), that
water system must be included; (ii) second, any water system within a dis-
tance such that the effects of the project may affect it (through the surface
or underground) must also be investigated. The latter can be derived from
a study of catchment areas: 

• Water-catchment areas for surface water systems can be worked out
with GIS using a Digital Terrain Model or a “surface” and basin-
analysis functions available in sophisticated systems (like Arc-Info
GRID).

50 The knowledge acquisition for this part and the “Freshwater ecology” part (see Section
10.5 below) was greatly helped by conversations with Sue Clarke, of Environmental
Resources Management Ltd (Oxford branch); Owain Prosser helped with the compilation
and structuring of the material for this part. However, only the author should be held
responsible for any inaccuracies or misrepresentations of views. 
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• The boundaries of all catchments in the UK greater than 0.5 km2 are
included in the CEH CD-ROM database (CEH, 1999b) described in
Morris et al. (2001d). 

If the project is inside the catchment area of a water system, that system
should be included in the study. The area of study can be estimated by similar
considerations to those for estimating areas around the project for the
hydrogeological baseline: 

• For short-term effects, any water system within 500 m of the project is
worth investigating.

• For medium-term effects (several years), that distance can be extended
to 2 km. 

These limits can be extended if there are particularly sensitive systems
a little further away, based on consultation with the Environment Agency.

Figure 10.7 The water baseline study. 
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Considering each water system in turn, the baseline study looks first at
the hydrological situation in terms of water quantity, based on recent data
(at least the last 3 years): 

• river flow data: yearly maxima, yearly minima; 
• rainfall in the area; 
• soil type: on the banks of the water system, between the water system

and the project; 
• run-off flow. 

The information is obtained mainly from the Environment Agency. Rainfall
data can be obtained from the FEH CD-ROM database (CEH, 1999a)
from the Centre for Ecology and Hydrology (their National River Flow
Archive), or from the Meteorological Office. Run-off can be calculated by
modelling, using run-off models like PC-IHACRES for the UK, from the
centre for Ecology and Hydrology (Morris et al., 2001d). 

The second area of baseline study is water quality, which is normally
monitored by the Environment Agency leading to a nationwide classification
by the National Water Council of all water systems into different “classes”
of quality. Water quality is normally studied based on physico-chemical
and biological considerations. The physico-chemical approach is a quantifi-
cation of the physical and chemical contents of the water system, and
normally relies on the Environment Agency, which regularly monitors rivers
and canals for their “General Quality Assessment”, looking at levels of:
Biochemical Oxygen Demand (BOD), Dissolved Oxygen (DO), ammonia,
some nutrients. To complement this data, other sources can be used to
measure indicators from an “ideal” checklist of substances and characteris-
tics including (Morris et al., 2001d): 

• nutrients (phosphorus, nitrate, chlorophyll A); 
• Dissolved Oxygen; 
• organic matter (BOD); 
• sediment; 
• metals; 
• oils; 
• other pollutants (Ammonia, Hydrogen sulphide, Cyanide, Pathogen from

faecal contamination); 
• acidity and pH; 
• alkalinity; 
• electrical conductivity; 
• temperature. 

Surveys can also be used, although they can be expensive if the sampling
is extensive. So-called “grab” samples at one point are simple enough, but
to get good average values for the whole body of water it is better to use
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composite samples based on “3-D systematic” sampling that can require a
substantial number of sampling stations. 

The extent of pollutants covered in the baseline study should depend on
the types of discharges anticipated (York and Speakman, 1980): 

• if certain chemicals are to be discharged, those same chemicals should
be studied; 

• if nutrients are to be discharged, nitrogen, phosphorus and BOD
should also be studied; 

• if the project involves thermal discharges, the temperature must be studied;
• if organic waste discharges are anticipated, oxygen resources must be

analysed (BOD, DO, temperature); 
• if sanitary sewage is to be discharged, total coliforms and fecal coliforms

must be measured; 
• if dissolved solids will be discharged, such solids should be measured as

well as conductivity, alkalinity, acidity, pH; 
• if suspended solids will be discharged, such solids should be measured,

as well as sediments. 

The baseline study normally uses Environment Agency monitoring data
for the previous three years – because this span fits well the normal life span
of aquatic invertebrates – which are also used for the baseline assessment
(see below). If the water system involves fisheries or the water is particularly
pristine, the time span for data collection can be extended back to five (or
even ten) years. 

Because chemical methods of water quality assessment are limited and
have problems, it is very common to use biological indicators instead, on
the basis that looking at the species – and their concentration – that survive
in the water can tell us most of what we want to know about its pollution
levels. The most common biological indicator is the presence of macroin-
vertebrate families that are regularly monitored by the Environment Agency.
It can be said that while water samples tell us about quality at a spot-point
in time, invertebrates give a longer-term picture of what the environment is
like (Clarke, 1994). If monitoring data is not available, surveys can be
undertaken, using simple methods like “kick” sampling walking along the
water course with a “sweep net” collecting the sample.51 As discussed in
Morris et al. (2001d) the concentrations of invertebrates and the various
indices calculated from them are not sufficient indicators of water quality.
To establish the baseline quality of the water we should compare its situation
with a hypothetical “clean” case, and we can do this with a simulation model:

51 The Freshwater Biological Association has produced useful “identification keys” for
aquatic invertebrates. 
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• Use the RIVPACS model (Morris et al., 2001d) to simulate the various
indices of invertebrate presence for the hypothetical “clean case” of
a water system of similar characteristics. 

• Compare such indices with those calculated from the baseline data for
the system in question, this should give good indicators of baseline
water quality. 

In addition to studying the water quality in itself, to put the project in
context it is useful to know of any discharges by other activities (like
waterworks, or other developments) near the project or upstream from it,
in consultation with: 

• the Internal Drainage Board; 
• the Local Authority; 
• British Waterways (if it is a canal); 
• the Water Authority. 

After water quantity and quality, the baseline study should look at
current water use (often referred to as “water as a resource”) under three
main headings: 

1 abstractions: 

(a) volume, 
(b) type (potable, industrial). 

2 fisheries: 

(a) species, 
(b) abundance, 
(c) whether it is for exploitation or for fishing.

3 uses of the water: 

(a) frequency/intensity of use, 
(b) type: 

(i) transport, 
(ii) leisure: boating, water-contact sports (bathing/swimming,

water skiing, wind surfing), angling. 

The water-use baseline can often be forecast by using trends. However, for
water quality, it is important to anticipate changes by, for example, asking
the Environment Agency about any plans to upgrade the quality level of the
water system, and the Local Authority about other projects in the pipeline. 

10.4.1 Water quantity impacts 

The project can affect the quantity of water in various ways, more or less
direct: 
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1 The most direct influences: 

(a) abstractions, 
(b) discharges. 

2 At an intermediate degree of directness, run-off flow can be affected by:

(a) paving, 
(b) planting, 
(c) changes in the shape of the ground surface. 

3 Indirectly, the flow of groundwater can also be affected by: 

(a) soil water (soakaways, etc.), 
(b) changes to aquifer flow: abstractions, discharges. 

The developer will have already agreed with the Environment Agency the
maximum discharges/abstractions permitted by law. For our calculations of
impacts, we assume that the quantities discharged/abstracted will be the
maximum permitted, even if they will be lower most of the time, and this dif-
ference is usually mentioned in the impact assessment report (Clarke, 1994).

The effects of direct and indirect actions on the aquifer can be quantified
from the project characteristics. Run-off effects, on the other hand, usually
have to be simulated with a run-off model like TF-5552 (see Morris et al.,
2001d, for a discussion). The total extent of the impact will be the total
variation in flow resulting from adding together all the positive additions
resulting from the various project features and subtracting all the negative
values like abstractions and reductions in run-off. The resulting flow
change can be positive (the most common) or negative, and the significance
of the impact is determined by comparison with the natural oscillations in
flow as measured in the data (Clarke, 1994): 

1 If the flow change brings the total flow (normal average flow plus flow-
change) to within the natural range of maxima–minima experienced in
the past, the impact will not be significant: 

• The proportion of past-measurements within which the impact
falls (50, 95, 99 per cent) can be used as a measure of the degree of
confidence in the non-significance of the impact. 

2 If the resulting total flow exceeds the maxima–minima range from past
data, the impact will be considered significant: 

• The proportion of past-measurements the impact exceeds (50, 95,
99 per cent) can be used as a measure of the degree of confidence
in the significance of the impact. 

52 “TF-55 Urban Hydrology for Small Watersheds”. 
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In this approach, the baseline provides the standard of impact significance;
i.e. an impact will be considered significant only when it exceeds the
“normal” oscillations of the baseline. 

10.4.2 Water quality impacts 

As we mentioned at the beginning of the chapter, water quality is one of the
most regulated aspects in the UK and in Europe, and Morris et al. (2001d)
provide quite comprehensive lists of European Directives and UK legisla-
tion relating to water quality. They also note two broad types of standards
and regulations concerning water: (i) controls at source defining the limits
of what a project can discharge to surface water systems, to the ground, to
drainage systems, etc.; (ii) controls at the reception point in the water,
defining the maximum concentrations of various substances allowed in
waters of different types, the temperature ranges allowed, etc. It is likely
that the controls of the first type will have been cleared with the controlling
authorities (the Environment Agency, Her Majesty’s Inspector for Pollu-
tion, British Waterways, etc.) by the project-developer before the impact
assessment is undertaken, therefore those types of standards and possible
infringements can be omitted from the study. What water quality impact
assessment concentrates on is the composition of the water resulting from
the actions of the project after the discharges. 

After assuming away any impacts (infringements) at source, to look at
the effect of pollution on the water we have to distinguish between levels of
pollution at the point of discharge and the impacts at a distance away
(downstream, in a flowing freshwater system). The two are related – in a
way similar to how air-polluting emissions are related to air pollution
downwind – and that relationship is usually simulated with models which
try to replicate the behaviour of the pollution “plume” in the water. There
is a considerable range of water-related models (for a good discussion, see
York and Speakman, 1980) and many have been operationalised into
software-packages (see York and Speakman, 1980, and also Morris et al.,
2001d). The type of “diffusion” models most commonly used addresses
combinations of various types of “transport” and “transformation” processes
(Atkinson, 1999) in the water, including: 

• Mixing, as pollutants get diluted more and more as the water flows
further from the source, a process dependent on the water flow and on
the physical shape of the system; different types of simulations of this
effect are used for flowing rivers, lakes, or sea waters, and some models
also take sedimentation into consideration. 

• Changes in the sedimentation of solids in the waterbed resulting from
the current flow. 

• Biological respiration (aerobic oxidisation) of the pollutants by the
micro-organisms and bacteria in the water, a time-related process
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(influenced also by temperature) which consumes dissolved oxygen
(DO) in the water. 

• Reaeration of the water, renovation of the levels of dissolved oxygen in
the water from contact with the air at the surface and from bio-
chemical processing by some species at the bottom. 

Some models deal with the first effect (“Mixing Zone Models”) and
there are sedimentation models for rivers and for seawater. One of the most
common types (used mainly for rivers) combines all these effects into a
standard Streeter-Phelps model (so-called “Dissolved Oxygen Model”) for
a flowing stream of water (Figure 10.8),  with its typical “dissolved oxygen”
profile away from the pollution source (see York and Speakman, 1980, or
Westman, 1985, for good discussions of all the elements of the model). 

This type of simulation will make it possible to measure the likely levels
of pollution at various distances (and times) away from the point of dis-
charge, so that we can assess their significance. One problem related to this
is to identify which standards apply in each case, which Atkinson (1999)
considers part of the expertise in this field, and should be one of the first
steps before the impact assessment as such. In addition to expertise, a
source for the identification of those standards should be consultation with
statutory and informed bodies: 

• the Environment Agency, the main source of information and advice, in
particular HMIP, if the project involves any “prescribed” substances53;

• British Waterways, if canals are involved; 
• the Local Authority. 

In addition to the transgression of standards, a criterion to establish
significance similar to one used for water quantity can be also applied to
water quality (Clarke, 1994): the comparison of the levels of concentration

53 As listed in the Integrated Pollution Control regulations. 

Figure 10.8 Dissolved Oxygen model for a flowing stream. 
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of various substances resulting from the project with the past levels as mon-
itored in the baseline study: 

• Compare the simulated effects from the project with the monitoring
data from the Environment Agency to see if the new effects fall outside
the range of variations experienced in the past few years. 

• If they exceed the normal range of variation, the excess itself will
provide a measure of the significance on a continuous scale. 

• A more “absolute” measure of significance is to compare the predicted
concentrations of pollutants for the water body in question with the
requirements of the National Water Council Classification, to see if the new
impacts make the class of the water system in question change downwards. 

10.4.3 Water use impacts 

In addition to the intrinsic impacts on water quantity and quality – which
must meet their own standards and thresholds – variations in quantitative
or qualitative aspects can affect the use of water: 

1 Variations in water quantity: 

(a) an increased quantity of water can increase the possibility of
floods, especially in flood-sensitive areas; 

(b) a reduced quantity of water can affect water leisure activities like
boating, water-skiing or fishing. 

2 Variations in water quality: 

(a) drinking water abstractions downstream can be affected; 
(b) water-contact sports (bathing, wind-surfing, etc.) also. 

3 Variations in water temperature: 

(a) fisheries are sensitive to changes in temperature; 
(b) bathing can also be affected. 

The possible significance of any of these impacts can be established in a
variety of ways: 

1 For quality-derived or temperature-derived impacts, there are usually
well-defined standards: 

(a) for drinking water; 
(b) for bathing waters; 
(c) for fisheries. 

2 For quantity-derived impacts on some water uses like boating or
swimming – which require certain depths to be safe – there will be “thresh-
olds” of significance if the water is likely to go below such critical depths. 
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3 Also, an essential fail-safe check on the potential significance of any
of these impacts can be provided by consultation with major (non-
statutory) users of water: 

(a) the public, interest groups; 
(b) Water Authorities; 
(c) industries abstracting downstream; 
(d) recreational groups; 
(e) angling clubs; 
(f) residents along the banks; 
(g) riparian farmers; 
(h) the Internal Drainage Board, if flooding can be a problem. 

The three types of impacts on water – quantity, quality and use – can be
assessed separately but they can also be linked sequentially, as the first two
determine the third. 

10.4.4 Water impacts mitigation 

Impacts on surface water systems are similar to several of the impacts on
hydrogeology already discussed, and they are produced by the same project
features. Hence it is to be expected that the types of mitigation measures for
water systems will quite closely resemble the mitigation measures for hydro-
geology. Some water-mitigation measures involve slight modifications – of
design or just the materials used – and some involve just improved site
management (Figure 10.9):  

1 Measures to contain polluting substances: 

(a) treatment units for particular contaminants; 
(b) bunding storage and oil tanks and placing them over impervious

surfaces; 
(c) placing diesel/petrol powered fixed plant on impervious drip-trays.

2 Measures to reduce run-off and increase underground recharge: 

(a) remove as little vegetation as possible, and use replanting; 
(b) using gentle gradients in the terrain rather than steep slopes; 
(c) use porous surfaces when paving the ground. 

3 Surface-flow retention measures: 

(a) detention/balancing ponds; 
(b) grass swales; 
(c) vegetated channels. 

4 Better drainage: 

(a) routing all waste water to sewers or treatment works; 
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(b) site-drainage control to reduce polluted run-off and routing the
drainage through siltation lagoons; 

(c) using well dimensioned oil-interceptors before the drainage leaves
the site. 

5 Better site management: 

(a) timing construction work to minimise impact on users of the
surrounding water environment; 

(b) guarding against spillages/leaks or accidental discharges; 
(c) metering to minimise water use (if abstractions are a problem). 

10.5 FRESHWATER ECOLOGY IMPACT ASSESSMENT: THE 
BASELINE 

Impacts of a project on freshwater ecology are indirect: the project has certain
impacts on water quantity/quality, and these changes in the water have an
impact on the ecology of the surface water system (a river, a lake, a reservoir)
and its banks. However, apart from this peculiarity, the logic of freshwater

Figure 10.9 Mitigation of water impacts. 
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ecology impact assessment is very similar to that of terrestrial ecology (Clarke,
1994), starting from the impacts on the water quantity/quality and assessing
the effects they are likely to have on the ecological baseline (Figure 10.10). As
with terrestrial ecology, this is again an area of impact assessment char-
acterised by the extent and complexity of the science behind it, but the
sequencing of different tasks for the purposes of impact assessment is very
similar to the terrestrial case (see Biggs etal., 2001 for a good account). 

The first stage is a baseline desk study based on published information –
like national inventories that exist for certain types of ecosystems – and
verbal consultation with well-informed organisations and interest groups: 

• the Environment Agency (the most important source for the water ecology
as such); 

• English Nature; 
• the Countryside Agency; 
• the Institute of Terrestrial Ecology and the Institute of Freshwater

Ecology, for the ecology on the banks of the water system, as well as
for insects and birds dependent on the water system; 

• Local Authorities; 
• local naturalist trusts and interest groups like the RSPB; 
• angling clubs. 

The area of study for the field work is defined, extending in both directions:
downstream from the point of impact because impacts “travel” with the
water; upstream also, to see if there are any other similar projects affecting
the water in similar ways (Clarke, 1994). In both directions, the study
should extend: 

• to the closest “monitoring location” of the Environment Agency and, if
there are none; 

• a minimum of 2 km and a maximum of 5 km depending on the size of
the project and the sensitivity of the area. 

Next, a Phase 1 survey is carried out in the field (a “walkabout”) with
the same aim as in terrestrial ecology of identifying habitats leading to: 

• A classification of the habitat type following the Nature Conservancy
Council methodology (JNCC, 1993) as discussed in Section 8.2.2 of
Chapter 8 (see also Morris and Emberton, 2001a, and Appendix F in
Morris and Therivel, 2001b). 

• Determining the level of interest and complexity of the area to prepare
for the next phase of the survey. 

Phase 2 aims at establishing the ecological importance of the various
habitat areas identified in Phase 1. The class given to that part of the water



Figure 10.10 The freshwater baseline study. 
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system by the National Water Council Classification can be used for this
purpose, or if the Phase 1 has identified areas of some interest/complexity,
then Phase 2 surveys are indicated (see Biggs et al., 2001, for a good discus-
sion). These surveys can be done by: (i) using indicators of overall water
quality like those discussed in Morris et al. (2001d); and/or by (ii) recording
the species directly, including the range of species and numbers present and
the presence of high-status species. 

As discussed for terrestrial ecology (see Section 8.2.2 in Chapter 8), the
aim is to identify the presence of communities and sub-communities, which
are characterised by certain proportions of various species. The vegetal
communities found can then be compared with standard classifications like
the National Vegetation Classification (see also Biggs et al., 2001, for a list
of other classifications used in the UK), and their “conservation status” can
be determined according to national and international standards (Appendices
D and E in Morris et al., 2001d). With respect to animal species, samples
are collected using a range of methods: netting is the most common (for
invertebrates, amphibians and fish) but other methods like trapping or fishing
can also be used (see Biggs et al., 2001, for a good discussion, and also
Morris and Thurling, 2001c). These references also detail the sources to be
used to assess the quality of the species found, some of which are covered
by special status and legislation (like the great crested newt, or salmonid
fish). Authors reiterate also the need for good timing when doing these
surveys, as the time in the year is crucial (see Morris and Thurling, 2001c,
for a yearly chart). 

As in terrestrial ecology, only occasionally are rare species (like salmonids
or trout, among fish) or a very rich diversity of other species (like inverte-
brates) found, requiring a Phase 3 by a specialist. Again, the “bottleneck”
at this stage is expertise, as the identification of species (more than habitats)
requires specialised knowledge and experience, and this problem increases
as the surveys progress from one phase to another. 

After the survey stage, all the information collected from the surveys
and the consultation is put together, and quality assessment criteria are
applied, similar to those used for terrestrial ecology. The criteria originat-
ing from Ratcliffe (1977) and adopted by the Nature Conservation
Review (see Appendix D in Morris and Therivel, 2001b; see also Chapter
8 in this book) can be used, or the more recent version (listed in Morris
and Emberton, 2001a) in the “New Approach to Appraisal” (DETR,
1998) involving a shorter list of indicators. It is with such indicators that
the overall environmental quality of the area is established, as well as the
level of interest (local, regional, national, international) it may have.
Again it must be reiterated that these criteria are applied in a more quali-
tative than quantitative way, and the usual three – rarity, naturalness and
recreatability – tend to dominate (Clarke, 1994), as they reflect the
irreversibility of any impact. 
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10.5.1 Freshwater ecology impacts and mitigation 

Impacts on water ecology can be direct, involving physical change to the
water environment, or indirect, by modifications to the water itself, its
quantity, quality or use. The second type derive from considerations such as
those covered in our previous discussion (see Section 10.4 above), the first
type derive directly from the nature and features of the project, for example: 

• construction of a dam/reservoir; 
• altering the course of a river (sometimes temporarily during construc-

tion); 
• building river-bank facilities (like promenades, or leisure facilities); 
• building flood defences; 
• building in-water facilities supported from the water bed (not floating).

Biggs et al. (2001) contains an extensive list – and discussion – of the
variety of impacts on freshwater ecology and their sources. Whatever the
source, the ecological impacts will manifest themselves in similar ways:
a piece of construction may reduce the area of a particular habitat, and so
can the flooding from an increase in water quantity, just as a decrease in
water quantity can expose the banks and the habitats in them. Whether
they come from a direct or indirect source, these impacts will take the form
of either physical alterations to the habitats or changes in the quality of the
water: 

1 Physical alterations of the habitats and their species (from construction
or changes in water quantity): 

• reduction in habitat area: by paving or building on it, by flooding it;
• exposure of habitats from reductions in water quantity/level or

from modifications in the water course: exposure of banks,
desiccation of water areas.

2 Changes in the quality of the water: 

• changes in temperature; 
• pollution. 

As with terrestrial ecology, in the case of physical changes affecting a
certain extension of an aquatic habitat (all of it, or only part), the percentage
area affected can be used as an indicator of the importance of the impact
(Figure 10.11). If habitats have been mapped (maybe with a GIS), this
extension can be measured by superimposition of the project-map on to the
habitats map, using simple GIS functions. 

To determine the significance of such impacts is not easy, as the ecological
effects may not be proportional to the extent of the area affected (Biggs
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etal., 2001). The area of habitat left may not be sufficient to maintain certain
species, which would disappear altogether; or some species, like some fish,
may need to migrate between several different habitats, and if one is dis-
turbed, the whole process is damaged. To assess the significance in general
terms, we can follow the same logic used for terrestrial ecology (Section
8.2.4 in Chapter 8) based on the combination between how “permanent” the
impact is and how “recreatable” the lost habitat (or the affected species) is. 

With respect to alterations in water quality, the standards of significance
will depend on the species affected, and while some species are protected by
clear standards (like salmonides) others are not, and the problem is to know
what standards to apply (Clarke, 1994). As with habitat loss, to assess the
“general” level of impacts we can compare the changes in water conditions
with the normal oscillations shown in the monitoring data – the “natural
range of perturbation” (Biggs et al., 2001) – as already mentioned when
discussing the impacts on water quality (Section 10.4.2 above). If the alter-
ations are within the range of normal oscillations, they will be considered
non-significant and the reverse will apply if they exceed the natural range.

With respect to mitigation measures, we have to distinguish between
(i) impacts on ecology that derive from changes in the water; and (ii) impacts
that derive directly from the project (an extensive discussion can be found
in Biggs et al., 2001). The literature on water-ecology mitigation tends to
concentrate on the first type, such as controlling pollution, reducing
discharges, maximising aquifer-recharge. Most of this type of mitigation
has already been discussed in Sections 10.3 and 10.4 of this chapter when
dealing with water impacts (quantity, quality, use). The few mitigations of
this type left to mention, overlap with the second type (direct impacts), and

Figure 10.11 Freshwater ecology impacts. 
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they are similar to those already mentioned when dealing with terrestrial
ecology in Chapter 8: 

• “impact avoidance” by monitoring the environmental situation in
areas nearby; 

• timing of construction-operations to avoid the breeding season; 
• “compensation” by recreating lost habitats somewhere else; 
• recreating the communication between parts of habitats which have

become fragmented; 
• restoration of the habitat-areas left; 
• protection of particular species, for instance installing fish-ladders and

screens in any abstraction pipes to prevent the fish being sucked in.

10.6 COASTAL WATER ECOLOGY IMPACT ASSESSMENT: 
THE BASELINE 

Impacts on marine water ecology are also indirect, derived from the
impacts of the project on the quality of the water. Changes in water quan-
tity do not apply to seawater in the same way as to freshwater. Certain
projects – by their very nature – may involve the desiccation of some areas
covered by water (for instance projects for the reclamation of inter-tidal
land), but the impacts from those projects will derive less from the change
in “quantity” of water, but more from changes in the extension of land
covered by it. Apart from this, much of what was said about freshwater
ecology impacts can be repeated here, replicating once again the general
approach to ecological impact assessment (Ackroyd, 1994),54 starting from
the baseline and the water-quality impacts and assessing their likely effects
on the coastal water ecology (Figure 10.12). As with other ecological
impacts, this area of impact assessment is also characterised by the complexity
of the science that supports it. Thompson and Lee (2001) contain a good
discussion of the whole field, and also contain a comprehensive list of legis-
lation, policies and guidance publications in this field, the most important
being the Planning and Policy Guidance Note 20 (DoE, 1992) and the
National Planning and Policy Guidance Note 13 (SO, 1997), both with the
title “Coastal Planning”. 

The first stage – a baseline desk study – is based in the first instance on
general information sources like aerial photographs and bathymetric charts,
and also on geological/coastal maps that provide good national “inventories”

54 The knowledge acquisition for this part was greatly helped by conversations with Dave
Ackroyd, of Environmental Resources Management Ltd (Oxford branch); Andrew Bloore
helped with the compilation and structuring of the material for this part. However, only
the author should be held responsible for any inaccuracies or misrepresentations of views.



Figure 10.12 Baseline study of coastal water ecology. 
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of the ecological resources. Thompson and Lee (2001) list a series of such
maps available online from a variety of sources (* indicates those that we
have already encountered when dealing with other impacts), including: 

• the Environment Agency (and its counterparts in Wales, Northern
Ireland and Scotland) (*); 

• British Geological Survey (*); 
• Joint Nature Conservancy Committee (*); 
• British Oceanographic Data Centre; 
• Coastal Zone Management Centre; 
• Marine Biological Association; 
• Proudman Oceanographic Laboratories (part of the Centre for Coastal

and Marine Services). 

In conjunction with collecting map-based information, the baseline study is
based on consultation with key organisations about the resources in the
area and their relative ecological importance: 

• the Environment Agency (*); 
• Local Authorities (*); 
• local naturalist trusts and interest groups (*); 
• DEFRA (the Department for Environment, Food and Rural Affairs); 
• the Tidal Prediction Services. 

The area of study for coastal water ecology is difficult to define because the
“impact area” has quite indeterminate boundaries, both towards the sea
and inland (Thompson and Lee, 2001): 

• Inland, the rainwater catchment area – defined by the land sloping towards
the coastline – can be used to define the area of study, and GIS can help
define the limits of that sloping land (with a Digital Terrain Model). 

• Towards the sea, the study area should at least include the littoral
(inter-tidal) zone – a few hundred metres at the most – as defined in the
charts, and how far into the sub-littoral zone it is advisable to extend it
will depend on the nature of the project: how far into the sea its struc-
tures extend, how deep its effects are likely to get diffused. 

• The lateral extent of the study area should be determined by “coastal
sediment cells” and management plans (under the auspices of DEFRA)
which may apply to the area (Thompson and Lee, 2001). 

A Phase 1 survey is carried out as usual, and the Nature Conservancy
Council methodology (JNCC, 1993) discussed in Section 8.2.2 of
Chapter 8 (see also Morris and Emberton, 2001a, and Appendix F in Morris
and Therivel, 2001a) can be used for the identification and classification
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of habitat types. But, because this classification does not cover the
sublittoral zone, Thompson and Lee (2001) argue that it is best to use the
MNCR BioMar classification based on biotypes (Connor etal., 1997a and
1997b; Picton and Costello, 1997) for both littoral and sublittoral surveys.

Phase 2 aims at identifying and quantifying species and communities of
various types (see Thompson and Lee, 2001, for a good discussion): 

1 For coastal and littoral (inter-tidal) species, the approach is the same as
for terrestrial ecology (see Section 8.2.2 in Chapter 8), as these areas
can be “walked”: 

(a) vegetal communities found (by “walkabout”) can then be compared
with standard classifications like the National Vegetation classification;

(b) with respect to animal species, samples are collected using quad-
rats, and birds are surveyed from the shore using the instructions
from the British Trust for Ornithology; 

(c) the “conservation status” of the species found can be determined
according to national and international standards (Appendices D and
E in Morris et al., 2001d). 

2 For sublittoral areas (if needed) the problem is that they cannot be walked: 

(a) for benthic species (on the seabed), special equipment and person-
nel must be used; 

(b) pelagic species (free-swimming and floating) present similar problems
and can be surveyed by “capture” or simply by observation: 

(i) vegetal plankton can be sampled by netting or also by detection
from very expensive – hence impractical – aerial and satellite
imagery; 

(ii) the presence of fish can also be recorded with photography or
by fishing (with traps, nets, hook and line); 

(iii) marine mammals can be detected with similar methods, but
are the most difficult to quantify. 

The baseline is assessed with the usual ecological criteria (rarity, naturalness,
recreatability, see previous sections and Chapter 8) and its level of interest
(local, regional, national, international) is also established. Thompson and
Lee (2001) add the importance of considering “secondary” roles that some
habitats can play, as buffers between terrestrial and marine systems: for
example sand-dunes preventing saline intrusion, or saltmarshes acting as
oil-traps for spillages. 

10.6.1 Coastal water ecology impacts and mitigation 

As with freshwater ecology, impacts on coastal water ecology can be more
or less direct, depending on the extent to which they are caused by the
project itself or by its effects on the local hydrogeology or water quality.
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There are many different types of impacts that derive from various types of
projects (see Thompson and Lee, 2001, for a good discussion) which can be
short-listed as: 

• loss of habitat; 
• changes in water quality: pollution, change in salinity, temperature

increases, increased suspended solids, with increased turbidity and light
attenuation; 

• physical changes to the water: alteration of tidal activity, changes in
sedimentation rates and patterns. 

Thompson and Lee (2001) also contain a useful list of modelling software
used for various areas of impact prediction, although it comes with a
cautionary note about the use of models on the grounds of how expensive
they are and the uncertainty associated with their results. 

As before, the percentage area affected can be used as an indicator of
the importance of the impact (Figure 10.13). If habitats have been
mapped (may be with a GIS), this extension can be measured by super-
imposition of the project map on to the habitats map, using simple GIS
functions. The significance of such impacts in general terms can be deter-
mined following the same logic used before (Section 8.2.4 in Chapter 8)
combining the “permanence” and “recreatability” of the habitat or species
affected. Thompson and Lee (2001) suggest basing the assessment of
significance on: 

Figure 10.13 Coastal water ecology impacts. 
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1 sensitivity of the habitat or species affected; 
2 how the environment is likely to respond or recover (related to its

“recreatability”): 

• short-term disturbance; 
• long-term disturbance; 
• catastrophic disturbance (destruction). 

In the UK, mitigation measures for coastal-water impacts tend to be
based on engineering (Ackroyd, 1994), but they are on the whole very similar
to other water impact and ecology mitigations we have encountered
(Ackroyd, 1994; Thompson and Lee, 2001): 

1 At source, controlling emissions and treating pollutants before discharge: 

• applying nutrient stripping to sewage; 
• disinfecting sanitary discharges. 

2 Good management of the construction/operation of the project: 

• using sensible construction methods, like floating platforms; 
• dredging only during ebbtide periods; 
• excluding vehicles from sensitive areas (like sand dunes); 
• protection of coastal areas, for example by re-locating certain

activities. 

3 Restoration of lost habitats/species by replanting, replacing or re-stocking.

10.7 IMPACT SEQUENCES 

We have discussed in this chapter the logic of a number of new areas of
impact assessment, which show many of the features already seen in other
areas. Hydrogeology is strong on science and can use some modelling (where
GIS can help to a limited extent), water is – like noise or air pollution –
strong on modelling – and water ecology (fresh or otherwise) resembles
closely terrestrial ecology, with a small potential contribution from GIS.
Each of these areas have their own “difficulties”, some of which reflect
potential problems of automating them into expert systems. In hydrogeology
(Simonson, 1994) the main difficulty in a case can derive from a problem-
atic geology – like fractured bedrock that makes unpredictable which way
the water will flow and at what rate – but other typical issues (more related
to the “sensitivity” of the case than to its difficulty) usually require the
expert’s experience:  

• previous contamination of the land from previous landuses; 
• the presence of a sensitive/vulnerable major aquifer; 
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• a particularly sensitive client (developer); 
• a particularly sensitive Local Authority. 

In water ecology (Clarke, 1994; Ackroyd, 1994) the greatest difficulty
appears in cases where mitigation is difficult (or impossible, when the project
is already finalised) or involves measures which are still untested. Other
aspects also make cases non-standard: 

1 A case can be “big” when: 

• it involves a major physical change of the water environment
(a dam, re-routing a river); 

• it affects a sensitive water environment, although “water is almost
always sensitive” (Clarke, 1994). 

2 The difference between expert and “novices” can manifest itself in typical
problems of judgement by the latter, including: 

• some of the broad initial questions, like identifying the right standards;
• accepting the results from a model without thinking; 
• over-emphasising the importance of an impact which is only of

temporary significance (water environments are re-colonised quite
rapidly); 

• not consulting all the recreational authorities involved when dealing
with water use. 

Also, what we have encountered repeatedly has been the issue of direct and
indirect impacts, as already mentioned in Chapter 9 in relation to traffic impact
assessment. A project can generate traffic (a direct impact) that, in turn, gener-
ates other indirect impacts like air pollution or noise (Figure 10.14).

Figure 10.14 Direct and indirect impacts. 
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In this chapter we have extended this logic into a more complex
sequence affecting water (see Section 10.1 in this Chapter), but the logic
of the “sequencing” impacts is the same. One of its implications is that
the mitigation of an “end-of-chain” impact (like an ecological impact)
can focus on any of the stages in the chain: mitigating the project source
of the impact or mitigating any of the intermediate impacts. The impacts
that are transmitted “down the chain” are the residual impacts from
the previous link after mitigation (Figure 10.15). For example, for

Figure 10.15 Direct and indirect water impacts.
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water impacts, mitigation “at source” tends to be preferred in the UK,
while mitigation at the “dispersal” end tends to be preferred in Europe
(Ackroyd, 1994). 

Each area of impact assessment has its own internal logic, but some parts
are shared (such as the project description) and some common structures
are replicated, like the logic of direct-indirect impacts or the logic of
impacts–mitigation–residual impacts. Looking at impact assessment and its
possible automation in this light suggests the advantages of using a modular
approach to impact assessment based on the “parts” of different impact
assessment areas which, although different in the information they use and
in some of the details, share a common logic and sequential structure. We
shall say more about all this in the last chapter. 
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11 Reviewing environmental impact 
statements 

11.1 META-ASSESSMENT: REVIEWING 
ENVIRONMENTAL STATEMENTS 

In an impact assessment study, after the various areas of impact are studied,
all the “threads” are joined again to arrive at an overall assessment, and the
whole discussion must be presented in a report containing the main points
of all the areas covered, following specific guidelines. The report as a whole
is also the subject of scrutiny as part of the control process, and this is
discussed in this chapter. The review of environmental statements is really
a completely different stage in the process and requires also a completely
different approach, which we can use now to finish our discussion on
different types of expert systems for impact assessment. 

Reviewing impact-assessment reports can be labelled meta-IA as it
involves “assessing the assessments” of impacts. Advice on how to prepare
Environmental Statements has been forthcoming from the Department of
the Environment (DoE, 1995), and the “reverse” task of assessing the
quality of such statements has also been progressively explored in increas-
ing depth and detail. Early attempts by Lee and Colley (1990) and by the
Commission of the European Communities (CEC, 1993) were followed by
the first good-practice guide from the Department of the Environment
(DoE, 1994), culminating in the definitive report (DoE, 1996) – which we
shall take here as our main source – based on research at Oxford Brookes
University on the changing quality of Environmental Statements (Glasson
et al., 1997). Weston (2000) has also reviewed this question under the
light of the new 1999 legislation, but without developing the methodology
any further. 

The task of reviewing impact-assessment reports can be summarised as
assessing the completeness and presentation of such reports. It does not
involve assessing the project impacts or the acceptability of the project – that
will be for the development control procedures to determine – but assessing
the impact report as a public document in its suitability for use in that
development control process. An obvious implication for our discussion is
that GIS is unlikely to play a part in this evaluation, which only involves
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“comparing” the different parts of the report with some preconceived
ideas about what they should contain and how they should be presented. 

The assessment must involve many different criteria which have to be
assessed on their own merit, and whose partial assessments must be assem-
bled into some form of overall evaluation of the qualities and deficiencies
of the report as a whole, following some form of so-called multi-criteria
evaluation (Voogd, 1983). The questions raised by such an approach can
be grouped under several different headings: 

1 identifying the aspects to be assessed and how to extract the relevant
information about each aspect; 

2 determining how to assess each aspect of the report; 
3 deciding the nature of any – one or several – overall evaluation(s) of the

report to be derived from the partial evaluations of the various aspects; 
4 specifying how the partial evaluations are to be combined into the over-

all evaluation(s). 

The details of how these questions are addressed vary depending on the
approach. The “Environmental Impact Statement Review Package” – by the
Impacts Assessment Unit at Oxford Brookes University (DoE, 1996; Glasson
et al., 1999; Weston, 2000) – presents an expert assessor with a checklist
of criteria grouped under main headings and divided into sections, and the
assessor is expected to “score” each of the aspects of the report and, at
the end of each section, also the overall worth of that section. Similarly, at
the end, the assessor is expected to provide an overall mark for the whole
report and to list overall good and bad points for various agents/groups
involved: the developer, the local authority, the public, etc. In this approach,
the fact that the assessor is an expert has implications for the methodology: 

• The assessor can be asked to judge directly each of the different aspects
of the report and put “scores” to those judgements. 

• Similarly, the assessor can be asked to develop in the process an overall
impression in the assessor’s mind of different groups of aspects (“sections”). 

• Finally, an impression of the overall quality of the report is also
formed in the assessor’s mind as he/she progresses through the detailed
evaluation. 

If, on the other hand, we are to use an expert-systems approach to the same
problem, such an approach would be designed for use by non-experts, and this
has fundamental implications for every step in the process. A non-expert
cannot be expected to form opinions to the same extent as an expert about
the quality of various aspects of the report, let alone the overall quality of
whole sections of the report or of the report as a whole. The aspects of the
report for the assessor to consider must be converted into relatively simple
questions for the expert-system user, and the expert-system designer must
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“translate” as much as possible any evaluative steps involved into “statements
of fact” or descriptive questions which a non-expert can answer. Such questions
can sometimes be yes–no questions to deal with sharply defined issues (“Does
the Statement contain maps/diagrams describing the project?”), and the
answers to such questions can be converted into “scores” automatically (for
example yes is “good” and no is “bad”). Sometimes it is better for questions to
offer a wider range of answers (typically in the form of a menu) to which a
“scale” of possible scores can easily be attached. For example, the aspect
described in the already mentioned ES Review Package by the phrase “Indicates
the nature and status of the decision(s) for which the environmental informa-
tion has been prepared” can translate into an expert-system menu-question like: 

Does the Statement indicate the nature and status of the decision(s) for
which the information has been prepared? 

– yes, in detail 
– it only refers to a planning application being submitted 
– it does not specify what type and status of decision it is prepared for. 

This is an example where the question is simple enough and at the same
time the three possible answers provide the rudiments of a “scoring scale”
from best to worst that is sufficiently detailed for our scoring purposes. The
approach should avoid starting at the lowest level of the assessment using
scales whose excessive detail will get lost once the scores of all the different
aspects begin to combine. This aspect of expert-system design requires
considerable judgement on the part of the designer, as a balance must be
struck between accuracy – trying to reflect the true quality of the aspect
being assessed – and simplicity of the options offered to the non-expert.
Extensive lists of options could be offered to deal with every aspect, showing
all the possible nuances reflecting the different levels of quality that could
be present, but that could make the job of answering those questions exces-
sively onerous for the non-expert. Also, the accumulation of such questions
would make the whole evaluation process too long and complicated, and
therefore impractical. No simple rule can be suggested to solve this problem,55

but it is the designer’s job to provide sufficient range of possible answers to
cover a meaningful scale of “qualities” while at the same time making it easy for
the non-expert to understand the answers and the differences between them. 

Questions can also take the form of lists (multiple-choice menus) from
which the user picks out the items, which are relevant: for instance, the
item that in the ES Review Package reads “Indicates the methods by which

55 This is a variation of the well-known “Law of Requisite Variety” by Ross Ashby (Ashby,
1956), which postulates that an information system should not define its information with
a level of detail greater than it is capable of processing. 
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the quantities of residuals and wastes were estimated, acknowledges any
uncertainty, and gives ranges or confidence limits where appropriate” can be
broken down into several (one for each project-stage) which in turn can
translate into list questions like: 

Does the Statement discuss the calculations used to estimate quantities of
waste and/or residual materials expected during the construction stage? 

– it indicates the methods used to calculate them 
– it defines levels of uncertainty associated with the calculations 
– it gives ranges of confidence limits for the results 
– none of the above (if this one is chosen, all other choices are excluded) 

The user selects one or several of these options, and the scoring for the
purposes of evaluation derives from the combinations of the scores attached
to each of the choices. 

As can be seen, the transition from a review procedure for experts to an
expert-system for non-experts requires a process of translation into simple
questions of each and every aspect assessed, and this simplification often
means that one aspect to be assessed translates into several questions in the
expert system. For example, the item that reads in the ES Review Package
“Describes any additional services (water, electricity, emergency services,
etc.) and developments required as a consequence of the project” can translate
(applied to every project stage) into two questions for the user: 

Does the Statement say if any additional services or development will
be required during the construction/preparation stage? 

– no, it does not say 
– this type of project wouldn’t need any additional services/developments 
– yes, it specifies which additional services/developments it requires. 

(then, if the answer to the previous question is no. 3) 

Which additional services or developments will be required during the
construction/preparation stage? 

– water 
– electricity 
– gas 
– sewage disposal 
– waste disposal 
– additional infrastructure (roads, etc.) to be built 
– other developments 
– emergency services 
– none of the above (if this one is chosen, all other choices are excluded). 
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The range of possible variations extends beyond what can be discussed
here56 but the point of this discussion is to show how the translation of
aspects to be studied into useful questions for the expert-system user is not
trivial and requires careful consideration by the expert-system designer.
The following sections now discuss in greater detail the aspects that such an
expert system should cover. 

11.2 THE BUILDING BLOCKS OF THE ASSESSMENT 

The best-practice ES Review Package (DoE, 1996; Glasson et al., 1999;
Weston, 2000) groups all the aspects to be reviewed into a structure of
numbered sections and headings: 

1 Description of the development 

• principal features of the project; 
• land requirements; 
• project inputs; 
• residues and emissions. 

2 Description of the environment 

• description of the area occupied by and surrounding the project; 
• baseline conditions. 

3 Scoping, consultation and impact identification 

• scoping and consultation; 
• impact identification. 

4 Prediction and evaluation of impacts 

• prediction of magnitude of impacts; 
• methods and data; 
• evaluation of impact significance. 

5 Alternatives 
6 Mitigation and monitoring 

• description of mitigation measure; 
• commitment to mitigation and monitoring; 
• environmental effects of mitigation. 

56 The above examples have been taken from the REVIEW prototype expert system developed at
Oxford Brookes University by Agustin Rodriguez-Bachiller for teaching/demonstration
purposes, and which is “attached” to the SCREEN and SCOPE prototypes mentioned in
Chapter 6. 
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7 Non-technical summary 
8 Organisation and presentation of information 

• organisation of the information; 
• presentation of information; 
• difficulties in compiling the information. 

The assessment of each detailed aspect of the report is likely to take the
form of one or several of the following: 

• stating whether a particular piece of information or elaboration is
present/absent; 

• establishing if certain topics are treated in the depth/detail they deserve; 
• assessing the quality of presentation of the various items. 

When translating these aspects into expert-system questions covering all
possibilities, however, the number of aspects to be covered is multiplied, as
some of these areas of investigation must be repeated several times: 

• some areas of enquiry apply to each stage of the project (at least con-
struction and operation); 

• some areas of enquiry apply to each type of impact covered in the report
(noise, air, ecology, etc.). 

This type of assessment is based implicitly on a comparison between the
Statement being reviewed and some form of “ideal” Statement, a kind of
“template”. However, different parts of this template can originate from
very different sources. The need for certain general aspects (maps, summary
reports, user-friendly explanations, etc.) can be derived from a generic
checklist like the one provided by the ES Review Package, and all the
expert system needs to do is translate its elements into a series of simplified
questions. On the other hand, there are other aspects that are specific to
each project for which no complete checklist could be prepared in advance;
for example some projects may not: 

• involve all three stages (the decommissioning stage may not apply, for
instance) and applying to them a standard checklist would be wasteful; 

• require the investigation of some impacts (in fact, most projects don’t),
hence their investigation would be superfluous. 

The problem is how to let the expert system “know” when some of these
parts need exploration and when they do not – an expert user of the system
would know, but a non-expert user would not – so that the unnecessary
parts of the template are omitted. The REVIEW prototype achieves this by
being linked to another two expert systems (SCREEN and SCOPE, mentioned
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in Chapter 6) that investigate the same project before the review module
comes into operation. This means that these other modules (especially SCOPE)
will have determined already the major characteristics of the project (and
its stages) and will have established in considerable detail (see Chapter 6)
which impacts require investigation concerning this project in each of its
stages. As such, by the time the expert-system “suite” reaches the Review
stage, it has already identified all the impacts that should be explored, and
“knows” a lot already about what an impact assessment report should
contain. This makes the task for the expert system easier, as it guides the
system to enquire only about areas of impact that are relevant – and during
project stages that are relevant – and will automatically score negatively
any noticeable absences in these areas. 

The “dialogue” part of the expert system can be organised in a sequence of
blocks of questions (some repeated, some not) covering all the aspects above
(see Figure 11.1),  for example:57 

1 General project description, finding out if the right details and documents
are provided in the Statement to give an “administrative” description of the
project on the one hand (objectives, identity of the authors, identity of the
developer, local planning authority, type of development application and rel-
evant legislation) and, on the other, a general description – including maps –
of the site and the area around it. 

2 Description of the project stages in the Statement (construction, oper-
ation, decommissioning if applicable), including two or three blocks of
questions covering each stage topic like: 

• if drawings are presented describing the stage; 
• the methods to be used (method of construction, or operation, etc.); 
• description of the materials involved; 
• details of any additional services needed; 
• wastes and residues produced at each stage; 
• details of labour requirements, likely origin, mode of transport; 
• consideration of visitors likely at each stage, and their mode of trans-

port. 

3 Identifying the impacts investigated in the Statement corresponding to: 

• each stage of the project (construction, operation, decommissioning if
applicable); 

• whether they are considered direct or indirect impacts; 
• and the types of impact (socio-economic, air pollution, noise, land-

scape, etc.). 

57 The sequence presented here is used in the REVIEW prototype already mentioned. 



Figure 11.1 The building blocks of Statement review.
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This is done by simply asking the user a series of questions (for each project
stage and impact type) to acknowledge the presence of the different types of
impacts (socio-economic, etc.) and identify on lists the specific impacts (housing
pressures, income multipliers, etc.) studied in the Statement, for example: 

Does the Statement include the forecasting of socio-economic impacts during
the construction stage? 

(if the answer to the previous question is “yes” then) 

What socio-economic impacts does the Statement consider in the construction
stage? 

– pressures on the housing market 
– pressure on social facilities 
– cultural/psychological pressures 
– employment gains 
– none of the above (if this one is chosen, all other choices are excluded). 

Note that the list of impacts should not contain all possible socio-economic
impacts (see Chapter 9), but only those which are present during project con-
struction. This block should include a series of pairs of questions similar to those
above, enquiring about direct and indirect impacts for every stage of the project. 

4 Detailed review of each type of impact present in the Statement, as identified
by the previous “block” of questions. This next block will have to be duplicated
for every type of impact and, although some variations will exist in the ques-
tions asked depending on the specific impact being investigated, it is useful to
consider a typical series of topics to be investigated: 

• the study area suitable to each impact; 
• study of the baseline: information collected relevant to each impact,

documentary sources, identification of any consultees used, forecasting
of the baseline without the project; 

• prediction of the impact in question and explanation of the methods
used for the prediction, description of the data sources and any gaps
identified in them, degree of quantification used for the predictions,
form of presentation used, discussion of likelihoods and uncertainties
associated with the predictions, discussion of time scales and questions
of irreversibility in the predictions; 

• reference to existing standards relevant to each type of impact; 
• discussion/presentation of issues of impact significance and detection of

any adverse impacts; 
• proposition of any mitigation measures and justification for choosing

them, discussion of the probable effectiveness of the mitigation measures
proposed; 

• calculation/discussion of any residual impacts after mitigation and their
significance; 
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• proposition of any monitoring actions; 
• general presentation of the impact section: is the impact chapter/section

overlong, does it have a “summary”, is the presentation of the findings
appropriate, using a variety of presentational devices (graphics, maps, etc.)
and favouring non-technical language. 

As will be seen, the aspects covered in this block – with the exception of
the last one about presentation – replicate quite closely the points discussed
in the previous chapters concerning various impacts. In practice, the questions
and possible answers in the expert system corresponding to these blocks
would be “taken” from analyses and discussions of specific impacts such as
those exemplified in those chapters. For instance, referring to noise
impacts, this block of questions could look like: 

Are there maps of the area surrounding the project? 

(if yes) 

Do they extend as far as the nearest inhabited buildings or sensitive
receptors (hospitals, schools, etc.)? 

Does the Statement contain general information about existing noise
levels? 

– existing noise sources 
– information about noise-related complaints from the public 
– none of the above (if this one is chosen, all other choices are

excluded). 

Does the Statement contain information about background noise-levels? 

– La90 over 18 hours 
– Leq over 24 hours 
– La10 over 18 hours 
– other (La50, etc.) 
– none of the above (if this one is chosen, all other choices are excluded). 

(if “none of the above” is not chosen) 

Does the Statement indicate what sources have been used for the base-
line? 

– field surveys 
– previous studies or impact statements for the same area 
– local authority measurements/forecasts 
– none of the above (if this one is chosen, all other choices are excluded). 

Does the baseline study of the area include a forecast of noise levels
WITHOUT the project? 
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Does the Statement predict the nature and magnitude of the noise impacts? 

– increases in noise levels 
– emphasis within 300 m 
– re-radiated noise 
– vibration levels 
– none of the above (if this one is chosen, all other choices are excluded). 

(if “none of the above” is not chosen) 

What methods does the Statement use to forecast noise levels resulting
from the project? 

– approved noise-simulation models 
– simulation models developed in-house 
– borrow noise-level forecasts from similar projects 
– apply expected vibration levels found in similar projects/situations 
– comparative study of the likelihood of re-radiated noise 
– not specified. 

(if “not specified” is not chosen) 

How does the Statement present the noise impacts? 

– as quantitative predictions of noise levels 
– as deviations from the baseline 
– as yes–no impacts 
– as qualitative descriptions. 

Does the Statement indicate the availability of accepted standards to
assess the significance of noise impacts? 

(if yes) 

What standards does the Statement use for the assessment of the
significance of noise impacts? 

– DoE Advisory Leaflet AL72 
– British Standard 5228 
– DoE Circular 10/73 
– PPG 24 
– British Standard 4142 
– Design Manual for Roads and Bridges 
– etc. 
– no mention of which standards are used. 

Does the Statement find any significant adverse noise impacts? 

– increased noise levels 
– re-radiated noise 
– vibration levels 
– none of the above (if this one is chosen, all other choices are excluded). 
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(if “none of the above” is not chosen) 

Does the Statement propose any mitigation measures to deal with the
significant noise effects? 

– using quieter plant and equipment 
– using silencers or noise insulation at source 
– relocating noisy plant 
– using enclosures 
– screening and landscaping 
– bunding 
– etc. 
– none of the above (if this one is chosen, all other choices are

excluded). 

(if “none of the above” is not chosen) 

Does the Statement mention the reasons for choosing the particular
type of mitigation of noise impacts? 

Does the Statement explain the extent to which the chosen mitigations
of noise impacts will be effective? 

Does the Statement make clear any uncertainty about the effectiveness
of the chosen mitigations of noise impacts? 

Does the Statement consider any adverse environmental effects of the
chosen mitigations of noise impacts? 

(if yes) 

Does the Statement consider the potential for conflict between the pos-
itive and adverse effects of the chosen mitigations of noise impacts? 

Does the Statement indicate the significance of any residual adverse
noise effects after mitigation? 

Does the Statement propose any monitoring of noise impacts? 

Is the Chapter/Section on noise impacts short (5 pages or less)? 

Does the Chapter on noise impacts have a Summary? 

Does the Statement present its information and conclusions on noise
impacts using a variety of presentational devices (in addition to written
text)? 

– tables 
– maps 
– diagrams and drawings 
– none of the above (if this one is chosen, all other choices are

excluded). 

Is the information on noise impacts presented so as to be comprehensible
to the non-specialist, avoiding technical and obscure language? 
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– yes 
– only in parts 
– no, it is quite difficult to follow. 

Different impacts require different lists of the options offered concerning
many of these aspects – the baseline data would be different, the methods
would vary, so would standards and mitigation measures and many more –
but the overall format can be kept fairly uniform to simplify the design of
the system. The type of “prior knowledge” required does not mean that
unless you have designed expert systems to deal with all the impacts you
will not be able to design a Review expert system, but the logic followed in
one type of system is reflected closely in the other. This is another reason
for closing our discussion of “partial” expert systems with one type of system
designed to review the product of all the others. 

5 Going back to aspects concerning the report as a whole, there is a need to
consider alternatives to the project, as proposed, and the range of variations: 

• if the Statement considers alternatives at all (including the “no-action”
alternative); 

• if alternatives are considered, the extent of variation they represent (dif-
ferent operating procedures, different layouts, different design and
appearance, different locations, etc.); 

• the impacts of the alternatives are estimated and compared to those of
the project as it stands; 

• the Statement discusses the relative advantages/disadvantages of all the
alternatives and the reasons for the final choice. 

6 Finally, there is one last block dealing with the overall structure and
presentation of the report: first, whether it contains elements such as a
Table of Contents, an Introduction, Technical Appendices and – most
importantly – a “Non-Technical” Summary and, second, what are the
contents and style of this Non-Technical Summary: 

• a brief description of the project; 
• a brief description of the environment; 
• explanation of the overall approach to the assessment; 
• main results concerning all the impacts considered; 
• the main mitigation measures proposed (if any); 
• description of any remaining impacts (if any) after mitigation; 
• a mention of the degree of confidence which can be placed on the results. 

The previous discussion covers what can be called the “dialogue” part of
the expert system, the aspects of the Statement that the reviewer is
interrogated about when running the system and some ideas about how to
construct such interrogation. The dialogue is all that the user sees of the
expert system, but the point of such “advice” or “diagnostic” expert systems
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is to elaborate the inputs from the dialogue and produce some results, in
this case some idea about the worth of the Statement being reviewed. The
discussion now turns to those levels of a Statement Review expert system
that the user does not get to see and which make up what could be termed
the evaluation part of the expert system. 

11.3 EVALUATION 

In the simplest form of pure-inference expert system – like those used in
Chapter 2 to introduce this technology – the questions in the dialogue are
the “leaf nodes” in the inference tree (the logic tree of the “rules” that
make up the knowledge base). The results from using the information
obtained in the dialogue are the “conclusions” of certain rules, and they are
produced simply by inference from the chain of rules triggered off by the
dialogue. More commonly, however, expert systems must do more that just
derive conclusions from conditions, including: 

• Running particular procedures when some extra information is needed
(like running a model with dialogue data, or running a GIS to get some
geographical information), examples of which have been seen through-
out the discussion of specific impact areas in previous chapters. 

• Producing some form of evaluation of the situation depicted through the
dialogue, usually in quantitative form (qualitative evaluations are no
different from the inference conclusions mentioned above), and this is
what the Statement Review process requires as a conclusion. 

Such evaluation of the overall quality of the Statement – based on the
responses by the reviewer to many questions about individual aspects of it –
is a typical example of multi-criteria evaluation (Voogd, 1983), a logic well
known in fields such as land use planning, where decisions have to be
reached about the suitability of different options (possible locations for
instance) for various requirements (different land uses for example).
Although the complete logic of the evaluation process involves several steps
as listed in Section 11.2 there are two basic types of tasks involved which
present completely different problems to the system designer: 

• evaluating the individual aspects being looked at; 
• combining those partial evaluations into an overall assessment. 

11.3.1 Scoring individual aspects 

When the review is undertaken directly by an expert (as with the ES Review
Package) the evaluation takes place in the expert’s mind and he/she only
registers the result, using a pre-arranged code (DoE, 1996): 
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A – the work has generally been well performed with no important omissions; 
B – generally satisfactory and complete with only minor omissions and

inadequacies; 
C – just satisfactory despite some omissions or inadequacies; 
D – parts are well attempted but on the whole it is just unsatisfactory

because of omissions or inadequacies; 
E – not satisfactory, revealing significant omissions or inadequacies; 
F – very unsatisfactory with important tasks poorly done or not attempted. 

In an expert system to be used by a non-expert, the evaluation has to be
done in the computer automatically, and achieving the richness of the scale
shown above can be quite cumbersome. It can be deemed sufficient to have
a much coarser evaluation of each aspect, as long as it satisfies the overall
objective of the exercise. Such evaluation with an expert system means
translating the answer to every question related to a particular aspect into a
score for that aspect, and the way it can be done will vary depending on the
different forms that questions take. With direct yes–no questions, scoring is
easy, as the score can only take one of the two values: the maximum and the
minimum, whatever they may be (such as 1 and 0). For example, the question
“Does the Statement contain maps/diagrams describing the project?” will
generate an obviously good “yes” answer and a bad “no” answer. With menu
questions that offer a range of possibilities, the conceptual difficulty of this
translation becomes apparent: unless the answers to the question are quan-
titative, only a ranking scale can be matched to the different answers, with
no indication of the interval between successive answers. For example, if
we have the following menu question: 

Does the Statement describe the existing landuses on the project’s site(s)
and its surrounding areas? 
– no, it does not describe present landuses 
– it describes the existing landuses in the site area 
– it also describes landuses in the surrounding area. 

We can attach a “ranked” score to each of the three answers (worst–better–
best) even if we are not able to attach any specific value to the intermediate
options. When the answers to the menu questions are simply lists of
approximately equivalent aspects, the problem is even worse, as we can
only treat such answers as categories without even being able to establish
a ranking between them. For example, in a factual question like the
following: 

Does the Statement indicate what sources have been used for the baseline
study of existing socio-economic conditions? 

– the Census of Population as published 
– the Census Small Area Statistics (or the Local Base Statistics) 
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– the NOMIS database (National Online Manpower Information System) 
– other Environmental Statements or research reports for the same area 
– none of the above (if this one is chosen, all other choices are excluded). 

Apart from the last option (obviously bad) all other answers would have
approximately equivalent value, and the best we can do is count them, unless
we can attach specific score values to each based on additional information. 

These difficulties highlight the problems of trying to derive a quantifiable
evaluation from a set of qualitative answers to questions. One option is not
to try to “quantify the unquantifiable”, which can mean only considering
best/worst cases and putting all others into an “intermediate” category. This
is what a relatively elementary system like the Oxford Brookes REVIEW
prototype does: 

• In yes–no questions, one answer is taken to be “best” and the other “worst”. 
• In best–worst menu questions, one extreme answer is taken as “best”

and the opposite as “worst”. 
• In list-questions, one extreme answer (usually the “none of the above”)

is taken as “worst” and any others as intermediate. 

The scales of scores obtained have a “span” of two or three values (bad–
intermediate–good) and do not have the richness of the A–F scale shown at
the beginning of this section, but they suffice for the exercise. Having
decided – by whatever means – how to score the answers to the individual
questions in the review expert system, the problem remains how to derive
from those an overall evaluation of the Statement being reviewed. 

11.3.2 Overall evaluation 

If individual factors are scored on a quantitative basis, combining them
into an overall index involves well-known steps: (i) transforming all factors
into a common scale (referred to as “standardising”); (ii) working out the
relative importance of every factor (their “weight”); (iii) multiplying each
standardised score by its weight; (iv) combining arithmetically (usually
adding together) the weighted scores involved in the overall index. But when
the scores are themselves not quantitative, it cannot be done so systematically.
The Statement Review Package simply expects the assessor to add an over-
all assessment of each “section” of the review – using the same A–F scale
mentioned at the beginning of Section 11.3.1 – and another overall assess-
ment for the whole report at the end. If an expert system is used, the
difficulty is compounded by having to use a procedure that can be
applied automatically by the computer. The REVIEW prototype simplifies the
scales used for “scoring” all the aspects of the review. Similarly, an overall
evaluation of the Statement and its different sections follows a rather
simplified approach. 
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First, review aspects are classified into two groups: those that are essential
for the quality of the Statement (like the presence of the relevant impact
predictions, or the use of maps/diagrams) and those which are not. Some
aspects can be scored as “bad”, “intermediate”, etc. Combining these aspect
scores with their classification, the system determines that: 

• There is something drastically wrong in one of the review sections (includ-
ing presentation) when an “essential” aspect is missing (there is a gap)
or is scored as “bad” (of low quality). 

• There are problems of “intermediate” level if all the problems found
concerning any of the aspects are no worse than “intermediate”. 

Second, a final three-point scale for the overall assessment is devised: 

• The Statement is good in every respect. 
• It has major problems that put it below the Government’s relevant stan-

dards of acceptability and should be resubmitted. 
• Although of a low overall quality, it meets the minimum standards of

acceptability, but it has gaps and problems which could be corrected
now to avoid future problems. 

The Statement will be in the first category if all its sections are complete
and no essential aspects are missing. It will be in the second category and
will be unacceptable if any one of its sections is drastically wrong in terms
of gaps in it and in terms of quality. The Statement will be judged to be in
the third category (barely acceptable but “improvable”) if the quality of all
of its sections is satisfactory but there are important gaps. At the end of the
review, a feedback message indicating the overall assessment is produced
for the user. In addition, if the diagnosis is not perfect (meaning that there
are still gaps and problems), a list will be added at the end of all the prob-
lems and gaps that should be put right, and this is detailed further in an
Appendix. Seen below is a hypothetical example of such final feedback: 

Environmental Statement Review Report 

SUMMARY/RECOMMENDATIONS 

The Statement seems to have major problems that put it below what
are considered by the Government to be minimum acceptable stand-
ards of quality (see the list below): 

– some areas of impact are not discussed at all 
– the assessment of impact prediction is unsatisfactory. 

The Statement should be re-submitted when all these problems have
been resolved and it meets the required standards. 
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Also, there are smaller gaps and problems in the Statement, and the
need to resubmit it should be seen as an opportunity to put these right
(see the Appendix for further details): 

– general organisation of the Statement 
– gaps in the baseline for some of the impacts 
– the consideration/discussion of alternatives 
– problems with impact mitigation/monitoring. 

APPENDIX: DETAILED COMMENTS 

Minor gaps and problems encountered in the Statement: 

GENERAL ORGANISATION OF THE STATEMENT 
– there is no Table of Contents 
– etc. 

DIRECT IMPACTS 
– the Statement does not study pressures on the housing market during

the construction stage 
– etc. 

LANDSCAPE IMPACTS IN THE STATEMENT 
– the area described around the project for the baseline study does not

include all the areas of likely visibility of the project 
– etc. 

CONSIDERATION OF ALTERNATIVES 
– the developer did not consider the “no-action” alternative 
– etc. 

For this feedback report it is common practice in expert systems to
use canned text, pre-prepared strings of text representing each individual
message: 

• whole paragraphs conveying the overall message; 
• lists of individual strings of text, each string linked to a particular

deficiency of the Statement; 
• link-phrases/paragraphs in between, linking the different parts to make

the whole readable. 

The first part of the feedback report – with the overall impression and the
major reasons for it – is designed for the development controllers, to help
them make a decision about the Statement. The second part is really designed
as feedback to the authors of the report, with all the details of what they
should modify and improve. 
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11.4 CONCLUSIONS: EXPERT SYSTEMS FOR HIGHLY 
STRUCTURED QUANTITY–QUALITY CONVERSIONS 

At the end of our journey through various areas of impact assessment, we
find ourselves again discussing the application of the expert-systems approach
to highly structured problems – problems “dissected” and discussed in the
literature in considerable detail – raising issues similar to those encountered
at the beginning of our journey, when discussing project screening in Chapter 6.
Such well-defined problems present in both cases very simple logics to
the expert-system designer, mainly based on sequences of questions using
checklists to establish the compliance of the case being studied with certain
criteria: 

• In the case of project screening, the aim of the “checks” is to classify the
project in its different parts to determine which category it belongs to
among those determined by the regulations as requiring (or not) impact
assessment. 

• In the case of statement review, the aim is to qualify the different
aspects of the project to establish their level of quality, so that their
compliance with accepted standards can be established and an overall
evaluation of the document can be reached. 

Besides this relatively “trivial” sequential questioning of the user, these two
types of systems are left with problems that are beyond expert-systems
technology as such, in particular, the problem of qualitative–quantitative
conversion, working in opposite directions: 

• In the case of project screening, the determination of significance for
cases in the “Schedule II grey-area” (see Chapter 6) – a qualitative deter-
mination – using information (mostly quantitative) about the project to
determine the likelihood of “significant” effects. 

• In the case of statement review, the conversion is in the other direction:
the transformation of different “qualities” into quantitative values, in
order to combine them into higher-order quality-indices (which may in
turn have to be recombined further) following the logic of multi-criteria
evaluation. 

Expert systems are ideally suited to deal with the first set of problems
but, when it comes to the second set, all expert systems can do is
“present” them in a logical and transparent way to the user to extract
the right information from him/her, but the conversion as such must be
resolved using other methods, maybe statistical, maybe based on
“fuzzy” logic, as already mentioned in Chapter 8 when discussing land-
scape assessment. 
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12 Conclusions
The limits of GIS and expert systems 
for impact assessment 

12.1 EXPERT SYSTEMS FOR IMPACT ASSESSMENT 

We have discussed in some detail a wide range of types of impacts, reducing
them to relatively simple logical processes with a potential for automation as
expert systems. Although not all the standard areas of impact assessment have
been covered, there has been enough variety to illustrate most of the problems
and issues involved when “translating” expert behaviour and judgement into
a simple logical process that a non-expert can follow. The logic followed in
the discussion so far can be summed up in Figure 12.1, showing the structure
of what could be some kind of “super expert system” to deal with the whole
process of impact assessment. After the initial stages focussed on the need for
impact assessment and the areas of impact to be studied (discussed in Chapter
6), the logic breaks out into many different lines of enquiry for the different
areas of impact, as discussed in subsequent chapters. Finally, all the “threads”
are joined again to arrive at some form of overall assessment, and the whole
discussion is presented in a report containing the main points of all the areas
discussed before (covered in Chapter 11), and the report itself is also the
subject of scrutiny as part of the control process (Figure 12.1). 

The first two stages (Screening and Scoping) can be programmed into
reasonably straightforward expert systems, examples of which were discussed
in Chapter 6. Although either of these two systems can be self-contained,
they overlap considerably in terms of the information they require (details
about the project), and the most efficient arrangement is to have both systems
linked into one, so that the information used to screen the project can then
contribute to help with the scoping. Beyond these initial stages, when it
comes to the impact assessment as such, there is a basic choice of strategy,
to design an expert system: 

• for each type of impact (each column in the matrix in Figure 12.1) to
deal with the different stages of the assessment itself (defining the study
area, studying the baseline, etc.); or 
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• for each “stage” of impact assessment (each row in the matrix in
Figure 12.1) including the different variations, to deal with the different
types of impact. 

The discussion in the previous chapters (by impact types) has implicitly
adopted the first approach, but the possibility of adopting the “row”
approach – programming each stage of the impact assessment for all types
of impacts – should be considered, if only for completeness, looking at
what the different approaches have in common that could be handled by
the same type of system. 

Starting with the definition of the study area, there is a basic commonality
of many types of impacts, using the identification of “sensitive receptors”

Figure 12.1 The overall impact assessment process. 
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to define the study area: human receptors in the case of noise, traffic or
landscape impacts, animal and vegetal receptors in the case of the various
ecological impacts, or even physical receptors with the different water-related
or geology impacts. But also, the existence of data for an area can be a major
factor, as with impacts that rely on existing monitoring data, from air
pollution to water quality or traffic. Apart from such common aspects, the
approach and scale can be quite different, from a few hundred metres for
noise to several kilometres for air pollution or for landscape. And the approach
can also vary drastically: from the “fixed” area approach of many impacts
(noise, landscape, etc.) to the “flexible” area-of-study approach typical of
traffic and socio-economic impacts, where the final scale (where to stop
extending the study area) will depend on the findings. 

The consultation stage also has a few commonalities for many impacts,
as typical organisations are always expected to be consulted – like Local
Authorities, Ordnance Survey, local interest groups and newspapers – for
most types of impacts. Beyond these, the diversity of impacts starts to
reflect in the bodies expected to be consulted – some of them by statutory
obligation – particularly the government agencies and organisations respons-
ible for the resources being affected by the impacts (such as the different
sections of the Environment Agency, the Countryside Agency, English
Heritage, etc.). And finally, many different bodies are to be contacted as the
holders of important information needed for the study, like the various
Institutes (for Ecology, for Landscape, etc.). 

The diversity of approaches found in the baseline study is even greater, as
the study is directly linked to the type of information needed for each impact,
and the commonality between impact types virtually disappears. Only impact
types which share common methodologies also share similar approaches to
the baseline study, such as all the ecology impacts (sharing similar “Phase 1 –
Phase 2 – evaluation” approaches) or all water-related impacts, where they
are collecting the same type of data (habitats and species for ecology, bio-
chemical composition for water). Beyond these, the baseline studies are
quite specific to each type of impact in terms of the data collected and even
in the overall approach, some requiring field visits and/or data collection
and some not. Even the relative “weight” that the baseline carries as part of
the impact study can vary: while in impacts like noise or air pollution the
baseline study provides just the starting point for the impact predictions, in
ecological studies the baseline is virtually the impact assessment itself, as it
is the quality of that baseline that determines the magnitude of the impact. 

Moving on, the discussion in the previous chapters has illustrated the
extent to which the logic and the mechanics of impact prediction are specific
to each impact-type, maybe with the exception of the various ecological
impacts. Some parallelisms may be drawn between some areas of impact –
maybe between heritage/archaeology and landscape, or between air and
river pollution – but such similarities are rare. Impacts are even expressed
in totally different units and forms – from decibels to square metres of land,
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from milligrams per cubic metre to multiplier values. Some impacts are
predicted using models (of very different kinds) and some are not, some use
subjective judgement and some do not. The list of “dissimilarities” could be
endless, and it must be concluded that it would be practically impossible to
design a computer framework of the expert systems type that would meet all
such requirements. 

The assessment of impact significance is often undertaken using a common
logic, by comparing the predicted impacts to certain standards, even if each
standard is specific to particular impacts and comes from different sources
(for example, different pieces of UK legislation, or the World Health
Organisation). On the other hand, some impacts derive their significance in
other ways: from the importance of the receptors affected (such as ecological
impacts), from public opinion (such as social impacts), or even from subjective
judgement (as with landscape). 

When it comes to mitigation measures, their degree of diversity varies with
the level of mitigation. At the most general level, mitigation can involve
project changes (from changes in the design or in the layout to relocation)
which affect many impacts in a similar way and can be decided out of a “joint”
consideration of impacts that would benefit from integrated programming.
At an intermediate level, some mitigation measures can have effects on
more than one type of impact (for example, “bunding” can help with noise
and also with run-off water) and can be discussed jointly. At the most
specific extreme, each impact carries its own set of possible mitigation
measures which are specific to that impact alone and cannot be decided and
“shared” with any other impact. 

Finally, monitoring is also quite specific to different impacts, and even its
role in the whole process can be quite different. In most cases, monitoring
is simply a “check” on the performance of the project. But in some cases it
can have in itself a “mitigating” effect, just by being in place, reducing public
anxieties concerning some aspects of the project and the dangers it poses to
local communities, and increasing developer awareness of obligations. 

It can be seen that there would be advantages in automating across the
board some impact assessment stages more than others – consultation and
mitigation seem to be the best candidates. However, an overall approach
based on designing expert systems “by rows” to deal with the central part
of the assessment (baseline-impacts significance) seems out of the question,
suggesting it is more sensible to keep the “columns” approach followed in
the structure of the discussion, at least for that central part of the assessment.
The advantage of such an approach is that each impact type considered
worth encapsulating in an expert system is programmed separately and all
the stages in the process are tailored to that impact – its sources, data and
procedures – instead of trying to design expert system structures that are
applicable to all the possible variations for all the impacts in each stage. 

Once we move past the impact assessment as such in the Figure 12.1 above,
a more synthetic approach is again possible, as all the impact assessments
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are put together into a report that is submitted to the relevant control
authorities for review. This hints at another difference between the stages
in the above diagram, the clientele of the various expert systems which can
be designed also varies: 

• Potential Screening and Scoping expert systems would be directed
mainly to development controllers – to help them decide on projects –
but could also be used by the developer’s advisers to “try out” different
project options and decide before submitting the final design to the
scrutiny of the development controllers. 

• On the other hand, expert systems to predict potential impacts (the
“matrix” in the diagram above) will be of real use to the technicians
undertaking such studies at the developer’s request.58 

• Finally, Review expert systems also share the same clientele with the
first group, as they could be used by controllers or by the developer’s
consultants when deciding how to present the impact report. 

12.2 CONCLUSION: THE LIMITS OF EXPERT 
SYSTEMS AND GIS 

The potential “on paper” of new technologies such as expert systems and GIS
for a fast-expanding field of professional work like impact assessment
seemed quite strong at the start of our discussion. Expert systems could
make a significant contribution to the ongoing diffusion of the best-practice
methods and techniques needed for IA, also adding an element of “political
correctness” to this diffusion by the top-down technology transfer (within
and/or between organisations) implicit in expert systems, seen in this respect
as ideal “enabling” tools. 

And GIS are built to deal quickly and accurately with geographical
information, central to all areas of IA, making them obvious candidates for
incorporation into the mechanics of IA. In order to explore these hypothe-
ses – after reviewing the use of these technologies in IA by others in Part I –
this text has sought to synthesise the best-practice approaches to a variety
of aspects of IA into what could be seen as the rudiments of “paper” expert
systems. This was done with the dual purpose of taking the first step towards
that synthesis on the one hand, and at the same time trying to establish the
true practical feasibility of such an approach. 

58 The introduction of Strategic Environmental Assessment (for example, following the 2001
EU Directive in Europe) would pass on much of the burden of producing impact-
assessment studies to the planners and government technicians in charge of preparing such
documents, and this would make these groups also potential clients for this type of expert
system. 
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12.2.1 GIS and IA in retrospect 

With respect to GIS, its suitability for IA has always carried a “question
mark” – as cost considerations always dominate in the debates about the
practical use of GIS – and the exploration seems to have broadly confirmed
those reservations. First, GIS can be used in purely “presentational” roles
for map production, generating maps showing some of the results of impacts
for instance (like contours of air pollution). In such contexts, GIS can be
useful by improving the appearance of the results, but the real quality of
the results will be dictated by their accuracy (in the case of air, by the
accuracy of the model), and GIS is not really crucial. When it comes to
analytical roles, the list of GIS functions with potential use for IA is
relatively short: 

• Map-overlay, to identify if parts of the project “touch” or overlap with
relevant areas: environmentally sensitive areas (when screening a project),
ecological or agricultural areas (when assessing impacts). 

• Buffering, to find out if environmentally sensitive areas or potential
“receptors” are within a certain distance from some parts of the project
(like roads, or noise sources). 

• Clipping – a logical extension of buffering or polygon overlay, often
used in combination with them – to measure or count the features inside
(or outside) buffered or overlaid areas: for example, the number of
residential properties entitled to compensation for noise pollution. 

• Measuring areas, for example the areas overlaid, clipped or buffered
using some of the other functions: for example the area of good
agricultural land lost by impingement of the project. 

• Measuring distances – a one-to-one version of buffering – between the
project and relevant points or features (like water systems). 

• Visibility analysis – based on 3D terrain modelling – between specific
points or defining visibility areas. 

• Determination of slopes in a terrain or in underground geological
layers – also based on 3D modelling – to identify potential run-off
directions. 

• Map algebra can also be used in IA – although it has not been considered
in the discussion of individual impacts – if the impact study is interes-
ted in combining in space all the impacts, working out some kind of
“overall” index of impact to be calculated for every part of the territory.
The reason it has not been considered is that it only makes sense if all
impacts are expressed quantitatively, and the impracticality of that for
some of the impacts has been discussed. 

Even with respect to these functions, the question must be asked about
the precise contribution of GIS to them. In the specific discussions of areas of
IA in Part II, GIS was introduced at various points by indicating that certain
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tasks could be performed automatically with GIS. But it was more a ques-
tion of pointing out that certain jobs “could be done with GIS”, rather than
GIS being able to perform tasks too difficult by other means. The comparison
between using and not-using GIS was never made, and it is seldom made in
the literature, often too busy trying to demonstrate the qualities of GIS. It
could be said that the discussion there was almost a question of justifying
the feasibility of using GIS rather than the convenience of using it. For
example, identifying potential receptors within a certain distance is a job
that can be done visually with little or no training, in fact it can be done
almost “at a glance” just by looking at a map with a ruler in your hand,
taking virtually no time or resources to do it. The question that should be
asked is whether there are some IA tasks that only GIS can perform (or that
GIS can perform best), and the list above should be qualified in this new
light. With the exception of specialised tasks like buffering and 3D-based
analysis, most other tasks on the list can be performed by non-experts without
difficulty, and even such specialised tasks would not all be impossible “by
hand”, but they would present varying degrees of difficulty: (i) at the lower
level of difficulty, buffering does not present theoretical difficulties if done
by hand, but only the practical problem of “sliding” the buffer-distance
along complex or lengthy lines; (ii) at an intermediate level of difficulty,
slope analysis using topographic or geological maps is probably the easiest
and, even if GIS can do it more accurately and quickly, a human with rela-
tively little experience (or with very little training) in reading topography
maps can also do it visually with sufficient accuracy; (iii) at the top of the
difficulty-scale, visibility analysis is probably one task for which it can be said
that GIS is ideally suited – even if GIS sometimes do not do visibility analysis
with the detail that is assumed59 – as it is a form of calculation that would
prove too difficult to do by hand. It can be argued that these tasks where GIS
can make irreplaceable contributions occupy a relatively small part in the
whole impact assessment, and some (like geology) are quite infrequent. 

Considering these different degrees of contribution that GIS can make to
IA, the final question which must be asked to reach some kind of assess-
ment of the worth of this technology is about the costs of making those GIS
contributions to IA. As mentioned in Chapter 3, the costs of the technology
itself are quite high – even if they are coming down – but the data costs of
maintaining the map bases necessary for IA can be prohibitive. Also, for
GIS linked to an expert system, another type of cost appears, which is the
cost in running time (see Chapter 6): one of the problems of linking GIS to
the expert system is that to run the system you must first pass on to it
the necessary information about the structure and contents of the GIS

59 As pointed out by Hankinson (1999) and as any GIS user with experience in visibility
areas knows, GIS-generated areas are good enough as starting points for the analysis, but
often require adaptation to specific local circumstances (vegetation, etc.) 
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map base: the maps available, their names and contents, the items of
information in each map and their names, etc. This can take some consider-
able dialogue time, and can be a crucial drawback in a type of system
(expert systems) that has precisely as one of its objectives to speed up the
problem-solving process for the non-expert user. 

The moment the emphasis is shifted from technical feasibility to cost-
effectiveness of using GIS, the whole assessment of its worth starts chan-
ging towards the negative, and this is probably what is behind the trend in
the bibliography detected in the discussion in Chapter 3 with the interest in
GIS for EIA increasing fast in the early 1990s and then levelling off. Only in
a professional environment where GIS costs – especially data costs – can be
shared, is it possible to anticipate its use in IA growing, maybe by transfer-
ring the responsibility for impact studies to the public sector (as Strategic
Impact Assessment would probably do), or maybe by subsidising from the
public sector the availability of GIS data in the public domain. 

12.2.2 Expert systems and IA in retrospect 

Turning now to expert systems, the implications of the discussion so far are
less straightforward. That discussion has tried to show how much of IA can
be expressed in a relatively simple sequential logic of successive problems
to resolve. That sequence can be translated into an interactive computerised
system to guide non-experts – maybe as an expert system, maybe as a suc-
cession of expert systems – and the discussion has been presented as the
first step in that translation process, leading to the production of what can
be called paper expert systems. The discussion has used a form of presenta-
tion for these translations that departs from the tree-like structures intro-
duced in Chapter 2 as typical of expert systems. That chapter showed
inference trees that start from a top goal (a conclusion) and branch down
into pre-conditions which, in turn, are taken as sub-goals and branch down
further into more pre-conditions, etc. On the other hand, the “sequences of
problems” into which we translated the different parts of each impact
assessment were presented as flow charts in virtually the opposite order:
starting from the data collection, reaching partial goals (definition of the
study area, baseline), and building up into more ambitious results (impact
prediction, significance, etc.) to reach the final “goal” of determining the
impacts remaining after mitigation. These two approaches can look super-
ficially as opposites, but they are mutually equivalent and the conversion
from one to the other is quite straightforward. For example, from all the
discussions of different types of impacts there is an emerging overall
approach that can be simplified into a flow chart like the one in Figure 12.2. 

This diagram expresses the process visually in the same order in which it
progresses in reality (from data collection to calculations and conclusions)
but the corresponding (virtually symmetrical) inference-tree can be easily
constructed showing the process in a reversed order (Figure 12.3), not as it
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progresses in reality, but how its logic is constructed, deriving the particular
from the general. 

In terms of representation, there is a direct correspondence between the
sequential diagrams used and possible inference trees we might want to
construct. In terms of content, however, the flow charts used contain more
than logical steps in a deduction process, and in this respect there began to
appear more important differences from the simple inference trees intro-
duced in Chapter 2 and often used to exemplify the very essence of expert
systems. The “shape” of such trees is determined by the logical steps in a
deductive process used for problem-solving, and the search for information
(the “dialogue” in an interactive system) is determined by that shape. One
important implication of this is that only the minimum information neces-
sary is used and, as soon as enough has been obtained to complete the
inference, the dialogue stops and the conclusion is reached. Elementary

Figure 12.2 The overall progress of an impact assessment study. 
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“diagnostic” systems following this minimalist approach can be appropri-
ate for the simplest problems, like deciding should I take my umbrella
when I go out this afternoon?. However, when dealing with real problems
like those discussed in this book, we find that very soon their complexity
exceeds the capacity of such an approach. Stopping the investigation as soon
as an answer to the main question has been reached may not even be
appropriate for relatively simple but realistic diagnostic cases. Taking the
screening question for example, to know if a project will require an
Environmental Statement, any one of the possible answers to that question
is going to require a rather exhaustive exploration of the project: 

• To determine that the project does not require a Statement, all its aspects
will have to be investigated and cleared, and the satisfactory conclusion
will only be reached after checking that the project does not fail any of
the criteria; 

Figure 12.3 The backward-chaining logic of an impact assessment study. 
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• and the opposite conclusion (that the project does require a Statement)
also requires an exhaustive investigation, as finding only one – the first –
reason for failure is not sufficient. There may be multiple reasons for
the project to fail, and giving only one could give the erroneous impres-
sion that correcting it would be enough for the project to be acceptable.
Even when the project “fails” the screening, all the reasons for failure
must be detected to help the developer re-submit a new version of the
project; even if the decision to fail only required one such reason.60 

Such need for an exhaustive search suggests that the highly focussed inference
tree is likely to be insufficient, and that other structures common in main-
stream computer programming – maybe less elegant – will be needed to
complement it. Typical examples of these can be: 

• Checklist structures to guide series of enquiries. For example, to review
an Environmental Statement a series of aspects must all be covered:
description of the project, description of the environment, scoping,
consultation, etc. 

• Classification structures to “categorise” the case being examined so
that the enquiry can follow the right direction. For example, when
screening a project, all its elements (roads, infrastructure, buildings,
incinerators, etc.) must be identified so that each can be investigated in
turn. 

• Evaluation structures where different elements are given relative
weights in order to achieve some form of collective assessment of
groups of elements (as in the Review of impact reports). 

• Cyclical structures, repetitions of sequences of operations changing some
of the variables. For example, widening the area of traffic impact
prediction after evaluating the significance at a lower scale and repeating
the whole process all over again until significant impacts are no longer
present. 

In practice, all these structures are usually needed in combination, and it
is relatively common to find the need to put them in standard sequences,
for example: 

1 A project whose Statement is being reviewed is identified and “classi-
fied” according to its type. 

2 For the type identified, a “checklist” of aspects to investigate is followed
exhaustively. 

60 This comment can easily be generalised to other diagnostic expert systems: for example,
one cannot imagine a medical expert system stopping as soon as one problem is diagnosed
without having explored all possibilities of other illnesses being also present. 
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3 Each aspect on that checklist is diagnosed using a standard “pure-
inference” tree. 

4 Weights are attached to each of the diagnoses of all the aspects and an
overall “evaluation” is reached of the project as a whole. 

The effects that these structures achieve can be replicated using the syntax
of pure-inference trees, but it can complicate the programming to such an
extent that it can be more productive to use more traditional programming
syntaxes for the overall framework within which the different elements are
combined. Inference structures can be part of such combinations, but not
necessarily the part that controls the overall performance of the system.61 

Another typical structure that has been encountered that does not conform
to the inference logic is modelling in one form or another, sometimes using
off-the-shelf models, sometimes using homemade ones (with spreadsheets
to do demographic analysis for instance), or just using some form of simple
calculation like the income multiplier. Even expert-systems “shells” have had
to accommodate the possibility of attaching models, routines and “proced-
ures” of any kind at any point in the inference, when the logical process is
suspended while certain calculations or procedures are applied. Modelling
can be one high-level example of such procedures; extracting information
from a GIS can be a low-level example. As seen in previous chapters, modelling
is not always used but, when it is, it can “shape” the structure of the whole
approach (as with air pollution or noise) so that the main objective becomes
selecting the right model and finding the data for it. But even in such cases
modelling is only one of several possibilities, and the modelling option could be
seen embedded in some logical mini-structure like that in Figure 12.4. 

Finally, a major problem encountered in some cases vis-à-vis the possible
automation of the process has been simply the virtual impossibility of
computerising certain operations that need to be performed, highlighting the fact
that sometimes experts are irreplaceable. This appeared to be for several reasons: 

• Theoretical: the theoretical complexity of the problem in hand – as in
the case of ecology or geology – that makes it too difficult to reduce it
to a simple-enough set of rules and procedures that are universally
accepted and can be automated. 

• Perceptual: the necessity to observe “first hand” certain phenomena
during fieldwork (as in ecology) for which the expert is irreplaceable. 

• Judgmental: some problems (like landscape assessment) need to be
addressed involving subjective judgement (by experts and also by others),

61 One of the implications of this is that so-called expert-system “shells” are very rarely
suitable for complex problems like those discussed here, as they tend to be organised
around a central logic of standard inference and, although other functions can be attached
to them, the central control mechanism is usually an inference tree. 
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even if in the case of experts it can be based on professional experience –
“novices” were considered by some of the experts consulted to be lacking
in judgement – which brings this issue also back to the first point above. 

In practice, this means that gaps appear in the structure and any computer-
ised process used needs to be stopped for these tasks to be performed by
humans, and then their results are fed back into the automated process,
which can then proceed. In a way it represents an interruption similar to that
of modelling, but in the case of modelling the “diversion” can still be automated
and “seamless”, while in the case of these difficulties it is probably better
not to try to automatise them, as it could lead to “black-box” approaches
of questionable credibility. 

12.2.3 Conclusions 

It can therefore be concluded that expert systems have a definite potential
for problem solving in IA, but we must once and for all “divorce” the idea
of expert systems from specific forms of computer programming like the
syntax of inference trees, which they have traditionally been associated
with. Expert systems should be just seen as interactive62 computer systems
that encapsulate the problem-solving procedures of experts for the use of
non-experts, without identifying them with any particular form of logic or
computer structures, leaving them open to any type of approach for their
implementation. The discussion clearly points out in the direction of a
flexible framework within which chains of expert systems can be used to

62 Interaction with a human user in the case of diagnostic systems like those discussed here,
or with sensors and control mechanisms in the case of real-time control systems.

Figure 12.4 Modelling and its alternatives. 
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“think through” IA problems (Figure 12.5): some in combination with
models and fully automated (like maybe noise or air pollution), some with GIS
routines or other procedures (like landscape), some even leaving gaps for
some stages where purely human input – expertise – is required (like ecology). 

As we saw in Chapter 5, such situations have been in the past the fertile
ground on which decision support systems (DSS) have flourished. But DSS
were originally designed to support experts with complex management deci-
sions involving forecasting, evaluation, optimisation, etc., using a range of
techniques and data sources to “try out” different approaches and identify the
most robust results – which these systems could “learn” and remember. Such
systems are not supposed to guide the user but be guided by one – because the
user is an expert – and a crucial difference with the type of system envisaged
here is that in these networks of expert systems and procedures there is still a
need for the user (a non-expert) to be guided by the system – this is the point
of the whole approach. Maybe a more appropriate denomination for such
systems could be a more modest decision support systems “with lower case”
or maybe simply Decision Guidance Systems. 

REFERENCE 

Hankinson, M. (1999) Landscape and Visual Impact Assessment, in Petts, J. (ed.)
Handbook of Environmental Impact Assessment, Blackwell Science Ltd, Oxford
(Vol. 1, Ch. 16). 

Figure 12.5 Chains of expert systems, models, GIS and expertise inputs.
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project design/location 190–2 
representative/worst case scenarios 201, 

203–5 
simulation of pollution dispersion 202 
standards of quality 202–5 
traffic 198 
use of ES 229–31 
use of proportionality modelling 193–4 
variations in modelling approach 198–201 
see also pollution 

AML macro-language 93, 94, 180, 182, 183 
area-wide information systems, 

environmental inventories 82 
land cover 82 
regional planning 82 

Artificial Intelligence (AI), classical 
period 28–9 

conscious processes 30 
declarative knowledge-representation 31–2 
declarative methods, conceptual 

dependency 31
frames 31–2 
scripts 32 
semantic networks 31 

definition 27–8 
effective problem-solving 30–1 
and ES 27–36 
and GIS 138 
and GIS in RRLs 123, 125–9 
hill-climbing methods 29 
language 30 
means-end analysis 30 
modern period 30–6 
neural networks 120 
procedural knowledge 32–6 
robotics 30 
romantic period 29–30 
rule-based 120–1 
semantic nets 128 
subconscious activities 29–30 
theorem-proving 30 
tree-searching methods 28–9 
vision 29–30 

ASPENEX model 130 
Automatic Urban Network (AUN) 193 
Avenue macro-language 94 

CADUCEUS 35 
‘Calculation of Road Traffic Noise’ 

(CRTN) 222 
Canada Geographic Information 

System 9 
CASNET 35 
CEH CD-ROM database 332, 333 
Centre for Ecology and Hydrology 333 
Circular (DTR, 1999) 164–7, 173 
CLAIR system 138 
CLIPS expert-system shell 126 
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coastal water ecology, aerial 
photographs 347 

area of study 349 
assessment of significance 351–2 
baseline 347–50 
benthic species 350 
consultation 348 
controlling emissions 352 
desk study 347 
fish 350 
habitat types 349–50 
identifying/quantifying species 350 
impact prediction 351 
impacts/mitigation 350–2 
inland 349 
lateral extent 349 
littoral (inter-tidal) 350 
management of construction/

operation 352 
maps 347 
marine mammals 350 
pelagic species 350 
percentage area affected 351 
restoration of lost habitats/species 352 
sublittoral areas 350 
towards the sea 349 
vegetal plankton 350 
see also freshwater ecology 

Computer Aided Drafting 9 
computer-aided design (CAD) 88, 94 
Countryside Agency 239, 259–60 
Countryside Commission 254, 257, 262 
Countryside Council 259 

Decision Guidance Systems 390 
Decision Support Systems (DSS) 44–5, 

159, 390 
application 45–6 
complementary to ES 47 
environmental management 136–8 
and GIS 127–8, 129 
GIS-ES combination 131, 132–8 
impact assessment 134–6 
methodological issues 133–4 
navigation possibilities 46–7 
theory 46 
use of iterative design cycle 47–8 

Department of Education and Science 221 
Department of Environment (DoE) 221 
Department of Transport (DoT) 222–3, 254 
‘Design Manual for Roads and Bridges’ 

(DMRB) 222–3 
Digital Elevation Models (DEMs) 14, 91 
Digital Terrain Model 331, 349 
direct impact matrices, air quality 176, 

178, 179 
blight 176 
cultural heritage 176 
economic 176 
geology/hydrogeology 177, 178 

landscape 176 
landuse/planning 176, 178 
material assets/resources 176 
noise 176, 178, 179 
social 175 
soil/land 176 
terrestrial ecology 177 
traffic 176, 178, 179 
waste 176 
water ecology 177 
water as resource 177 

EAGLE information support system 69 
ecology see coastal water ecology; freshwater 

ecology; terrestrial ecology 
economic impact prediction, aggregate 

level 283 
construction stage 284–5 
disaggregated approach 284–5 
financial situation 282–3 
investment/jobs 283 
leakages 285–6 
Location Quotients (LQs) 290 
multiplicand 283–90 
multiplier 286–90 
operation stage 285 
overall quantitative growth 282 
see also socio-economic impacts 

Economic and Social Research Council 
(ESRC) 11, 12, 123 

ECOZONE system 117 
electronic data processing (EDP) 46 
EMYCIN 37–8 
English Nature 239 
Environment Agency 324, 329–30, 332, 338 
Environmental Impact Assessment 

(EIA) 130, 164, 314 
environmental management 54–5 

agriculture/farming 83–4, 86, 90 
air 84, 86, 91 
analysis 118 
area-wide information systems 82 
classification 137 
disaster planning 65 
ecology 83, 87, 89, 93–4, 130–1 
forestry 63, 83, 90, 131, 137–8 
general evaluation/purpose 90–1, 95 
geology 84, 91–2, 118, 131 
GIS applications 54–6, 81–95 
GIS without ES 118 
GIS-DSS combination 136–8 
GIS-ES combination 130–2 
hazard risks 92 
heritage sites 83 
knowledge-based approach 137 
land-slide/erosion risk 131 
landscape 83, 87, 90, 92–3, 94, 136 
modelling/forecasting 55 
monitoring 131 
noise levels 63–4 
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and ongoing simulation 55 
pollution 65–6, 84, 137 
risk assessment 65 
rural management 131 
transport facilities 65 
urban development 64–5, 137 
visibility areas 91 
water 62–3, 84–6, 91, 130, 136–7 

Environmental Statements 162 
accuracy/simplicity 359 
actual/ideal comparison 362 
advice on 357 
alternatives 19, 369 
aspect-scores/classification 

combination 373 
automatic computer evaluation 371 
baseline 365 
block questions 366–9 
building blocks of assessment 361–70 
completeness/presentation 357 
description of project 19 
as dialogue of expert system 369–70 
and EU 20–1 
evaluation 370–4 
expert assessor/check-list 358 
expert-systems approach 358–9 
extension of 21 
final feedback 373–4 
general project description 363 
generic check-list 362 
GIS not involved in 357–8 
impact areas 19, 363, 365 
impact predictions 19 
lists/multiple-choice menus 359–60 
menu-questions 371–2 
meta-assessment 357–61 
mitigation measures 365 
monitoring actions 366 
multi-criteria evaluation 358 
nature/status of decisions 359 
overall evaluation 372–4 
prediction of impact 365 
preparation/review 19 
problems 20 
project-stages description 363 
as public document 357 
quality of 20, 357 
ranking scale 371–2 
requirements 19–20 
residual impacts 365 
review of 117, 134, 365 
scoping 173 
scoring individual aspects 370–2 
significance of impact 365 
specific aspects 362–3 
standards 365 
structure/presentation 366, 369 
study area 365 
task of 357–8 
three-point scale of assessment 373 

Environmental Systems Research 
Institute 10 

ESDA expert-system shell 127 
European Union (EU) 202 

Directives 15–17, 164, 243, 318–19 
expert systems (ES) 3 

additional programming 183 
and AI 27–36 
application of 4–5 
black-box approach 38 
building 159–62 
chains of 389–90 
concept of 4 
control 5 
database 37, 42 
definition of 389 
design stages, conceptualisation of 160 

formalisation 160 
identification 160 
implementation 160 
testing 160 

development of 4, 6 
diagnostic/advice 5, 6 
and DSS 132–8 
embedding of 6 
and environment 6–7, 118 
evaluating GIS links 183–6 
explanation 38–9, 43–4 
exploratory stage 6 
eye-opener articles 6, 117, 118, 138 
future prospects 48–9 
and GIS 382–4 
highly structured quantity/quality 

conversions 375 
and IA 117, 377–81, 384–9 
inference engine 36, 37–8, 40, 44 
and interactive computing/software

41, 42 
interface 36 
knowledge-acquisition 40, 120, 160–1 
knowledge-base 36, 183–4 
limits of 7, 267–9, 381–90 
move to decision support systems 44–8 
perceptual difficulty 268, 269 
political difficulty 268 
potential of 389 
problem solving/designing split 39–40 
production rules 42–3 
promise of 41–4 
running costs 184–5 
scientific difficulty 268 
semantic nets/classificatory trees 34–6 
structure/design 5, 36–41 
teaching/training 5 
and technology transfer 5 
uncertainty 39 
user information 184–5 
versatility/proliferation of 43 
without GIS 116–18 
see also GIS-ES combination 
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forestry 86, 87, 89–90 
fires 63, 86, 92, 94, 138 
GIS-ES combination 131, 137–8 
health of 89 
pollution risks 90 
quality 90 
suitability of land use 89–90 
sustainability 90 
visibility 90 

freshwater ecology, alterations in water 
quality 345, 346 

animal communities 344 
area of study 342 
baseline 341–4 
desk-study 342 
downstream/upstream 342 
expertise 344 
identification of habitats 342 
impacts/mitigation 345–7 
importance of habitats 342, 344 
indicators of water quality 344 
natural range of perturbation 346 
need for good timing 344 
percentage area affected 345 
physical alterations 345 
quality assessment criteria 344 
rarity, naturalness, recreatability 344 
recording species 344 
significance of impacts 345–6 
vegetal communities 344 
see also coastal water ecology 

Fugitive Dust Model 199 

GAIA system 117 
Geographical Information Retrieval and 

Analysis System (GIRAS) 10 
Geographical Information Systems (GIS) 3 

3-D modelling 67 
adding to SCREEN-SCOPE suite 179–86 
adoption of 12 
agency/organisation development 10 
analytical role 382 
application 53–5, 61 
background 52 
buffering 67, 382, 383 
clipping 382 
commercial phase 10 
contribution of 382–3 
costs involved 383 
as data provider 159–60 
decision-support tool 57 
determination of slopes 382 
development of 9 
and DSS 46–7 
dual role 85 
environmental management 52–6, 81–4 
estimation 61 
expertise/data bottlenecks 12 
external models 57, 61–4, 84–8 
external software link 64 

feasibility/convenience of using 383–4 
financial cost of 12–13 
general operations/purpose 13, 95 
hardware for 9 
and IA 52–6, 57–69, 382–4 
impact simulation 62–4 
individual/pioneering stage 10, 11 
initial stage 61 
input/output devices 68, 93 
internal functionality 57 
landscape 258–9 
linking of stages 61 
loose/tight coupling 61–2 
macro-languages 68, 93, 94, 95 
and mapping 9, 13, 56, 59–60, 67, 382 
measuring distances 382 
and model building/development 8, 64, 

67, 87–8 
multi-purpose 68–9 
multimedia 93 
official surveys 11 
organisational resistance to 12 
planning stage 62 
portable 89, 93, 96 
pre-programmed 68, 93–5 
presentational role 382 
problems/potential of 12–14, 383–4 
research/application 11–12, 14 
role of 56–7 
satellite imagery 93 
software for 9 
as spatially referenced databases 7–8 
spread of 69 
statistical analysis 68 
as storage/synthesizer of information 282 
technical analytical tasks/power 56, 70 
three-dimensional analysis 14 
two-dimensional analysis 13–14 
user-dominance of 11 
using own functionality 64–8, 88–95 
vector model 8–9 
visibility analysis 382, 383 
see also GIS-ES combination 

geology 95 
GIS-ES combination, advantages/

disadvantages 186–7 
classification 121–2 
development 138–9 
emergence of 118 
for environmental management 130–2 
forms of integration 119–20 
for impact assessment 129–30 
interface tools 120 
methodological issues 118–22 
at Oxford Brookes University 180, 181–3 
screening/scoping 180, 181–3 
visualisation 120–1 

Global Positioning System (GPS) 68, 69, 
70, 93 

Groundwater Source Protection Zones 324 
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hazard risks 87 
avalanches 92 
floods 92 
forest fire 92 
landslides 92 
pollution 92 

hydrogeology 320 
AQUA model 329 
aquifers 323, 326, 327–9 
area of study 321–2 
baseline 321–5 
better drainage 330 
British Standards 330 
contamination 326, 438–9 
Darcy-type models 329 
difficulties 352–3 
geological setting 322 
groundwater 323, 326 
historical investigation 325 
identification of layers 323 
immediate surroundings of site 325 
impacts 325–30 
improved site management 331 
intermediate scale 324 
land-fills 329 
map-based desk-study 321, 324 
mental model of structure 322–3, 324 
mitigation/monitoring 330–1 
MODFLOW model 329 
next scale down 325 
physical disruption 325–7 
qualitative/quantitative identification of 

features 327–8 
regional scale 322 
run-off models 328, 330 
significance of impacts 329–30 
Simplified Vertical and Horizontal 

Spreading model 329 
simulation stage 328 
surface-flow retention 330 
underground pollutants 328–9, 330 
vulnerability 324 

HyperGAIA system 117 

Impact Assessment (IA) 3 
air 135 
analysis 129 
backward-chaining logic 386 
checklist 387 
classification 387 
combination of structures 387–8 
cumulative 67 
cyclical structures 387 
decommissioning stage of project 136 
development of 6 
environmental management 55, 62–7 
Environmental Statements 19–21, 

117, 386–7 
ES without GIS 117 
EU Directive on 15–17 

evaluation 387 
and expert systems 377–81, 384–9 
experts as irreplaceable 388 
and GIS 52–6, 57–69 
GIS-DSS 134–6 
GIS-EI 21–2 
GIS-ES 129–30 
and government projects 15 
hard-modelled 189–231 
impact prediction 18, 117 
inference-trees 384, 385, 387 
interleaving of stages 18 
landscape 135 
maturity in 159 
mitigation measures 18, 130, 136 
modelling 388, 389 
monitoring of 18, 67 
multiple 135 
noise 135 
overall progress of study 384–5 
paper 384 
prediction 67, 129–30, 135 
process 17–18 
project screening 17, 117, 130, 164, 186–7
public participation in 117 
residual impacts after mitigation 18 
scoping 17–18, 117, 130, 134, 186–7 
sequences of problems 384 
significance of predicted impacts 18 
soft-modelled 234–69 
and technology transfer 159 
tight/loose coupling 130 
traffic 135 
as US import 15 
visibility 66–7 
waste 135 
water 135 

indirect impact matrices 177–9 
blight 179 

Information Systems (IS) 46 
Institute for Environmental Assessment 254 
Institute of Terrestrial Ecology 239 
INTERGRAPH 10 
International Association for IA (IAIA) 58 
Internet 68, 93, 193 
INTERNIST 35 

Kent Air Quality Partnership 191 

land, cover 82 
GIS-ES combination 131, 135, 136, 137 
impact matrix 176 
location of activities/facilities 92–3 
management 94 
mapping/monitoring 83, 87, 90 
planning use 94 
site-selection 94 
suitability 92–3, 94 
use of neural networks 121 
use of rule-based systems 122 
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landscape, area of study 256–7 
buildings/structures 255–6 
camouflaging 267 
cartographic imposition 264 
checklist of variables 262 
compensation 266 
consulting agencies 259–60 
field study/baseline assessment 20–3 
impact assessment 254, 263–6 
improvability/recoverability 261–2 
integral/analytical approach 263 
levels of quality 259, 261 
location/numbers 255, 258 
main receptors 258 
mitigation 264–5, 266–7 
as object of perception 255 
objective/subjective approach 260–1, 

264 
partial assessments 264–5 
photomontages 265–6 
as physical object 255 
preliminary quality assessment 257–60 
project characteristics 255–6 
roads/accesses 256 
scales of categories 262 
trade-offs 266 
units 257 
use of GIS 258–9 
visibility 260 
visits 260 
visual impact 265 
visual-amenity 266–7 

Landscape Institute 254 
London Ecology Unit 249 
LUPIS system 138 

Management Information Systems (MIS) 46 
map-algebra 67, 89, 92, 93, 95, 382 
map-overlay 67, 93, 382 
mapping 3, 383–4 

area-wide information systems 82 
coastal water ecology 347 
contour maps of pollution 201 
error-correction 121 
ex-post impact monitoring 60 
and GIS 9, 13, 56, 59–60, 81–4 
human-computer interfacing 121 
hydrogeology 321, 324 
hypertext 60 
impact mitigation 60 
landscape 264 
map generalisation 120–1 
name-placement 121 
participatory IA 60 
projections 121 
siting new facilities 59–60 
socio-economic impacts 282 
symbolisation 121 
terrestrial ecology 238, 242 
use of AI-GIS 125, 126, 129 

Meteorological Office 333 
MIADS system 9 
MIN-CYANIDE system 117 
MYCIN 36, 37–8, 40 

National Air Quality Information Archive 
Internet site 193 

National Science Foundation 123 
National Water Council 333 
Nature Conservancy Council 241, 349 
Nature Conservation Review 239 
neural networks 31, 120, 121 

features 121 
and land-cover 121 
multi-faceted data-sets 121 

NEXPERT shell 120, 130, 131 
Noise Insulation Regulations 223 
noise-impact assessment, administration 228 

air 225 
air absorption 217 
application 209 
atmospheric precipitations 217 
atmospheric turbulence 217 
attenuation with distance 216–17, 

220–1 
barriers between source/receptor 217 
baseline 211–15 
BS4142 218 
BS5228 220, 221, 226, 228 
BS6472 226 
BS7385 226 
complications in calculations 209 
computer packages for 215–16 
construction 219–21 
engineering 228 
excess attenuation 217 
frequency/perception of sound 209 
ground vegetation 217 
identification of sensitive receptors 210, 

212–13 
mitigation 228–9 
noise-levels at source 216 
prediction 207–8, 215–18 
project design 210–11 
project information 211 
propagation 216 
proportion of time 220 
rail 223–5 
re-positioning of sources/interposition of 

barriers 210–11 
re-radiated 226–8 
roads 221–3 
screening 229 
significance of impacts 220 
simple/inexpensive 212 
site layout 228 
sound measurement 208–9, 213–15 
standards for acceptable levels 217–19, 

221 
time of day 220 
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traffic 221–5 
trees 217 
use of ES 229–31 
vibration 225–6 
worst offenders 220 

Oxford Brookes University, adding GIS 
to SCREEN-SCOPE suite 179–86 

linking GIS-ES 180, 181–3 
SCOPE expert system at 173–9 
SCREEN expert system at 170–2 

PC-IHACRES model 333 
pollution 84 

GIS-ES combination 135, 137 
hazardous waste 66 
mining 66 
radiation 66 
risks 92 
soil 66 
traffic 308 
underground 328–9 
see also air pollution; water pollution 

PPG24 223–5 
procedural methods, expert systems 34–6 

inference trees 32–4 
production rules 32 

process-simulation models 87–8 
project screening/scoping see scoping; 

screening 
PROLOG 127 
PROSPECTOR 35–6 

RAISON system 131 
raster model 8, 93 
Regional Research Laboratories (RRLs), 

Development Control 127 
DSS 127–8 
federal GIS 126 
GIS-AI 123, 125, 128–9 
GIS-ES 122–8 
Initiative 123 
intelligent information retrieval

125, 128 
parallel processing 126 
related work/publications 125–8 
Remote Sensing 128 
research agenda 123–5 
risk assessment 127 
role of ES 126 
search techniques 125 
text-animation/knowledge acquisition

127 
vision/pattern recognition 128 
zoned data 125–6 

Regulations (DTR, 1999) 164 
REVIEW system 117, 362, 372 
Rough Terrain Diffusion Model 

(RTDF) 191 
Royal Meteorological Society 198 

rule-based systems 120–1, 122 
identification geographical features 122 
identification of roads 122 
land-cover 122 

‘Rural Traffic Noise Prediction – An 
Approximation’ 223 

SCOPE system 173–9, 362–3 
adding GIS 179–86 

scoping 17–18, 117, 130, 134, 163, 180 
adding GIS to SCREEN-SCOPE 

suite 179–86 
construction/preparation stage 175, 

178, 179 
decommissioning stage 175, 179 
described 172–3 
inference-tree 169 
linking GIS-ES 180, 181–3 
location in/near sensitive area 173–4, 175 
magnitude/intensity of project-

activities 174 
operational stage 175, 178, 179 
Oxford Brookes University 173–9 
potential impacts 175 
sequence 165 
step-by-step 168 
terrestrial ecology 239 
traffic 305 
types of projects 174 
use of matrices 174, 175 

SCREEN system 130, 170–2, 362–3 
adding GIS 179–86 

screening 17, 117, 130, 180 
adding GIS to SCREEN-SCOPE 

suite 179–86 
advantages/disadvantages of GIS-ES 

link 186–7 
automation of 163 
background 163–4 
expert perceptions 167 
as gateway into EIA 163 
as good testing ground for ES 163–4, 186 
linking GIS-ES 180, 181–3 
logic of 164–70 
minimum/maximum criteria 164–7, 169–70
at Oxford Brookes University 170–2 
problems concerning 187 
reasons for failure 170 
Schedule1 and 2 164–7, 169–70 
use of inference-tree 167–9 

SIBILLA system 129 
simulation models 55, 62–4, 87–8, 160, 

202, 207, 304, 309, 328, 334–5, 337–8 
SIRO-MED system 138 
social impact prediction, demographic 

study 290–3 
education 293 
extra demands 290 
health/social services 293–4 
housing/accommodation 291–3 
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social impact prediction, demographic 
study continued

local share of jobs 291 
magnitude 290 
old/new proportion 291 
size of incoming population 291 
see also socio-economic impacts 

socio-economic impacts, aggregate level 
analysis 276 

area/s of study 278 
attitudes/sensitivities 27, 279 
background 272 
baseline 277–82 
capacity/deficit of area 278–9 
capital investment 274 
check-list approach 27, 279–80 
combination/separation of elements 273 
compensating 300 
construction stage 274, 275 
culture 27 
data-collection area 278–9 
demographic 295–6 
Department of Employment 279 
economic prediction 282–90 
education 281, 296 
employment/planning officers 279 
employment/unemployment 280 
family/housing situations 276 
GIS 282 
health/social services 281, 297–8 
housing 280–1, 296 
human-resources 274, 275 
information sweep 279–80 
key individuals 279 
leisure services 298 
liaison groups 279 
local press 279 
local share of project 276 
local suppliers 276 
logic of assessment 273 
minimising/stopping the negative

299–300 
mitigation 298–300 
negative 295–8 
operation stage 275 
physical factors 274–5 
police/emergency services 282, 298 
population 280 
positive 295 
proportions of local labour expected 276 
public opinion 279 
purchasing agreements 276 
qualitative level 275 
scoping 273 
significance 294–8 
social facilities 282 
social prediction 290–4 
spreading 300 
training policies 276 
understanding the project 274–7 

visiting users/customers 276, 278 
working practices 275–6 
see also economic impact prediction; 

social impact prediction 
soil, classification 87 

impacts 320–1 
pollution 66 

SOLAPS system 11 
solar radiation 87 
SPANS 10 
Spatial Decision Support Systems (SDSS) 46, 

126, 129 
SPEARS (Spatial Environmental Assessment 

and Review System) 130 
SPOT data 128 
strategic environmental assessment (SEA) 21 

TEIRESIAS 40–1 
terrestrial ecology 86 

accessibility 248–9 
agency contacts 239 
animals 244–5 
area characterisation/ecological 

baseline 238–47 
area of survey 240–3 
Braun-Blanquet classification 245 
breadth/complexity 234–5 
descriptive/evaluative strands 240 
diversity 248 
Domin values 245 
elements 236–7 
estimated impacts 250–1 
EU Directive 243 
flora/fauna 235 
functional impacts 236, 237 
impact assessment 235, 249–52 
intrinsic appeal 248 
investigations 235 
irreversibility 249 
land-take 236, 237–8 
level of society 249 
mapping of project 238, 242 
MATCH program 245 
mitigation 251, 252–4 
naturalness 248 
New Approach Appraisal 249, 252 
non-recreatability 248 
operation stage 254 
overall evaluation 247 
phase 1 240–3 
phase 2 243–5 
phase 3 245–7 
plants 244 
positive/negative impacts 252 
postponing/anticipating project 237–8 
potential of area 248 
pre-construction/construction stages

253–4 
presence/areal extension 237 
primary/secondary criteria 248 
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project characteristics/potential 
impacts 236–8 

quality assessment 247–9 
quantitative approach 245 
rare species details 245–7 
rarity 248 
recorded history 248 
scoping study 239 
secondary criteria 248 
sensitivity/fragility 248 
size of area 248 
species-lists/communities 243–5 
stages 237 
standard classifications 242 
survey/check-list 242 
temporary/permanent features 237 
time/money resource allocation 246–7 
typicalness 248 
use of cartographic superimposition

249–50 
see also ecology 

Toxic Organic Micropollutants 
(TOMPS) 193 

traffic, access situation 304 
alleviation 306 
area of study 303 
baseline study 303–7 
bicycle 305, 309 
case-based trip-generation 306 
construction 301–2, 305–6, 311 
conversion fractions for daily average/peak 

hours 306–7 
development 301–3, 306 
direct effects 307, 309 
experts systems/models, problems, 

choices 312–15 
floorspace 302 
forecast 305 
general impacts 309 
generators 304 
impact assessment 307–11 
impacts of 300–1 
indirect effects 308, 311 
infrastructure 304, 306 
junctions 309, 310 
loop-back 310–11 
measurement 309 
mitigation 311–12 
operation 302, 311–12 
pedestrians 305, 309 
pollution 308 
potential receptors 304 
private motorised 305 
public transport 305, 309 
route-sections 302 
SATURN model 306 
scoping 305 
significance of increases 309–10 
simulations 304, 309 
situation 304 

surveys 305 
TRICS 306 
trip origins/destinations 304, 306 

Transport and Road Research 
Laboratory 198, 223 

Triangulated Irregular Networks (TINs) 14 
Trip Rate Information Computer System 

(TRIC) 306 

US National Centre for Geographic 
Information and Analysis 123 

vector model 8–9 
virtual reality (VR) 88 

water, ecology 86, 353 
GIS-ES combination 135, 136–7, 138 
impact matrix 177 
see also coastal water ecology; freshwater 

ecology 
water impact assessment, background 317–19

direct/indirect effects 317–18, 353 
ecology 318, 341–52 
EU Directive 318–19 
experts/novices difference 353 
hydrogeology 321–31 
on-site working practices 319 
operation 320 
presence/absence of features 319 
problems/difficulties 352–3 
project 319–21 
quality/quantity 318, 331–41 
residual 354 
sequences 352–5 

water modelling 84–5 
climate-change models 85 
flood risk 85 
GIS-ES combination 130 
glaciological analysis 91 
ground-water 85, 91, 94 
LANDSIM 329 
landslide risk 95 
rainfall 85, 87 
run-off 85, 91, 94–5, 328 
surface 91 
tide/wave propagation 94 
transport models 328–9 
watersheds 91 

water pollution 62–3, 84, 85–6, 91, 334 
biological respiration 337–8 
comparison of levels 339–40 
containment 340 
downstream 337 
ground-water contamination 62 
measurement 339 
mixing 337 
monitoring of quality 84 
oil/chemical spills 63 
point of discharge 337 
reaeration 338 
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water pollution continued
run-off in urban areas 62 
sedimentation 337 
significance 339 
simulation models 62, 337–8 
soil pollution 62–3 
standards 339 

water quantity/quality 84, 94 
baseline 331–5 
biological indicators 334 
catchment areas 331–2 
comparisons 334 
composite samples 334 
consultation with users 340 
direct/indirect 336 
discharges by other activities 335 
drainage 340–1 
floods 339 
GIS 331–2 
grab samples 333 
impact mitigation 340–1 
kick sampling 334 

leisure activities 339 
macroinvertebrate families 334 
mixing 337 
physico-chemical approach 333 
pollution 334, 337–40 
quality impacts 337–9 
quantity impacts 335–7 
RIVPACS model 335 
run-off 336, 340 
significance of impact 336 
simulation 334–5 
site management 341 
surface-flow retention 340 
surveys 333–4 
temperature 339 
use impacts 339–40 
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