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Introduction

Human behavior seldom lends itself to black and white assertions. 
Learning and education in particular involve countless intersecting influ-
ences that are often difficult to study in isolation, and that can seldom be 
portrayed accurately with brief, simplistic claims. Some of the beliefs 
presented in this book are completely at odds with scientific evidence, 
while others contain kernels of truth that provide some validity under 
limited conditions or in certain contexts. The beliefs as stated in the chap-
ter titles are demonstrably at odds with the bulk of scientific evidence. 
None of the chapters represent (or could represent) a comprehensive 
review of every existing study on a particular topic, but I have striven to 
accurately represent the scientific evidence as it currently stands. Some 
chapters are longer than others – reflecting differences in the amount and 
complexity of the research on various topics.

Scientifically weak ideas often persist rather than fading over time. 
One reason for this is confirmation bias, in that once we come to believe 
something, we tend to notice and remember confirming evidence even 
against a backdrop of broad contrary evidence. Social influences also 
play a role in maintaining beliefs. Since many of the beliefs examined in 
this book are widely shared, they are constantly reinforced and strength-
ened by those around us. Finally, sheer repetition of the ideas over time 
makes them seem ever more credible. In preparing this book, I have 
endeavored to allow the existing published scientific evidence on each 
topic to speak for itself. All beliefs in this book have wide endorsement, 
and each is represented by invested proponents who would assert that it 
is a myth to claim that these claims are myths. Many of the beliefs are 
repeated over and over without supporting evidence. It is not uncommon 
to read statements asserting that research supports some claim, with 
no  reference to actual research. Claims of the existence of supporting 
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x | Introduction

research are then repeated – sometimes giving the impression that there is 
strong evidence and scientific consensus when in fact there is little actual 
evidence.

One of the most meaningful insights I acquired while researching and 
writing this book is that the line of belief between adherents and skeptics 
is often the same line that separates those who conduct the research in a 
particular area from those who do not. For example, it is difficult to 
identify neuroscientists – experts who study brain function – who agree 
that people are left- or right-brained, or that education can be tailored to 
activate one brain hemisphere or the other. It is similarly challenging to 
identify psychometricians – those who study the measurement of psycho-
logical characteristics – who assert that standardized tests do not predict 
important outcomes including academic performance, or cognitive 
scientists who assert that teaching should be matched to student learning 
styles. 

The nature of scientific inquiry is such that research findings are not 
necessarily final. However, this book includes topics about which there is 
a divide between what many people believe and what the scientific 
evidence currently supports. As is always the case when a widely-held 
belief is portrayed as a myth, reactions to the research presented in this 
book are likely to include claims that I have missed or ignored evidence. 
I would encourage anyone – teachers, administrators, journalists, stu-
dents, parents, etc. – to demand that claimants favoring any belief about 
education provide references to specific, obtainable, and peer-reviewed 
scientific studies. Too often, research findings are misunderstood or 
misrepresented, or claims that “researchers have found …” are created 
seemingly out of thin air. I would further encourage readers to remember 
Gottfredson’s (2007) admonition that “scientifically successful explana-
tions rest not on single studies (all of which have limitations) but on a 
dense nomological network of empirical evidence.” Isolated contradic-
tory studies – when they exist – do not justify abandoning established 
scientific trends. This assertion is not meant to communicate cynicism; 
rather, it is merely an endorsement of an evidence-based perspective.

References

Gottfredson, L. S. (2007). Applying double standards to “divisive” ideas: Commentary 
on Hunt and Carlson (2007). Perspectives on Psychological Science, 2, 216–220.
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“Uncertainty is an uncomfortable position. But certainty is an absurd one.”
Voltaire



Great Myths of Education and Learning, First Edition. Jeffrey D. Holmes. 
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

Myth: Students 
are accurate 
judges of how 
much they know

1
Most teachers have probably had the experience of asking students 
whether they have any questions on a particular topic and receiving 
confirmation from the students that they understand the material, only to 
learn from later exam results that this was not the case. Sometimes 
students may be too shy or anxious to speak up, but often they genuinely 
believe that they know more than they do. Students often express a great 
deal of confidence in the degree to which they have learned something 
(e.g., Shaughnessy, 1979; Sinkavich, 1995). However, students’ evalua-
tions of their own learning can be extraordinarily inaccurate. Bjork, 
Dunlosky, and Kornell (2013) assert that students’ overconfidence arises 
because they misinterpret information about their learning and have 
inaccurate views about what learning strategies are most effective. It is 
therefore possible for students to be confident that they know something 
without actually knowing it. One team of researchers even found that 
students’ predictions regarding how well they would remember informa-
tion they had studied were negatively correlated with their actual mem-
ory (Benjamin, Bjork, & Schwartz, 1998). That is, students had poorer 
memory for information they were more confident they would remember 
than for information about which they were less confident. Students’ 
ability to accurately assess their own knowledge has enormous implica-
tions for their capacity to select appropriate study strategies, effectively 
allocate their study time, and know when they have reached an appropri-
ate level of mastery (Nelson & Dunlosky, 1991; Bjork et al., 2013).

Researchers have used two types of studies to test the accuracy of 
students’ estimates of their own knowledge pertaining to academic 
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information. In some studies, students judge their own performance 
relative to a given standard by estimating how well they did on an exam 
or how many items they answered correctly. In other studies, students 
judge their knowledge or performance relative to other students. As 
demonstrated by the research results reported below based on both 
types of studies, students’ judgments of their own learning are often 
quite inconsistent with objective measures of that learning. However, 
the accuracy of self‐judgments of learning is not consistent across 
students. Specifically, high‐performing students are much more accurate 
than low‐performing students in judging their own knowledge. Moreover, 
high‐performers tend to underestimate their own performance, whereas 
low‐performing students tend to exhibit overconfidence in their 
performance.

In one illustrative study (Langendyk, 2006), advanced medical students 
in Australia completed an assignment requiring them to make a complex 
diagnostic assessment. The assignments were then evaluated according to 
specific criteria by the students themselves, by student peers, and by 
faculty. Low‐achieving students tended to give themselves and their peers 
higher ratings than those provided by faculty, but high‐achieving students 
gave themselves lower ratings than those provided by faculty. According 
to Langendyk, students who were low achievers with respect to the 
assignment were simply “unable to assess accurately the quality of their 
own work” (p. 173). Because the students in this study were advanced 
medical students, most of them performed adequately in an absolute 
sense; however, the study shows that even academically advanced gradu-
ate students do not always have insight into their own performance and 
are sometimes unable to distinguish high‐quality from low‐quality work. 
The low‐achieving students were unable to accurately judge the quality 
of their own performance or the performance of higher‐achieving peers.

The tendency for lower academic performers to have difficulty judging 
the quality of their own performance has more frequently been the subject 
of research involving undergraduate students. Shaughnessy (1979) 
studied introductory psychology students as they completed four multiple‐
choice exams over the course of a semester. As students responded to 
each exam item, they also rated their degree of confidence that their 
answer was correct. For the first three exams, students later studied their 
answers and their confidence judgments; therefore, they received feed-
back both on their test performance and the accuracy of their judgments. 
Shaughnessy reported that students’ self‐judgment accuracy was posi-
tively correlated with test performance. That is, students who knew more 
information were much more capable of evaluating how much they knew.
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Similarly, Sinkavich (1995) assessed students’ confidence in their 
responses on multiple choice exams. Students rated their confidence in 
their responses and later received individualized feedback, compared 
their feedback with that of other students, and received encouragement 
to try to improve their ability to identify what they did and did not know. 
Consistent with earlier findings, and despite repeated individualized feed-
back, students who did well on the exams (those in the top third of the 
class in terms of exam score) judged their level of performance much 
more accurately than did poor performers (those in the bottom third of the 
class). In a more recent study (Ehrlinger, Johnson, Banner, Dunning, & 
Kruger, 2008), college students completed a difficult exam in class and 
then rated their performance immediately afterward. Students in the 
bottom quartile in terms of exam performance rated their performance at 
the 61st percentile, and their estimates of their own raw scores were 
inflated by an average of 20%. In contrast, those in the top quartile were 
more accurate, but tended to underestimate their performance both in 
terms of test score and standing relative to other students.

In a more complex classroom study (Hacker, Bol, Horgan, & Rakow, 2000), 
researchers again had undergraduates estimate their exam performance – this 
time both before and after taking exams. Immediately prior to taking an 
exam, students estimated the proportion of items they expected to get 
correct. Immediately following the exam, students reported the propor-
tion of items they believed they had answered correctly. This procedure 
was repeated twice as the semester progressed. Throughout the course, 
the instructor emphasized the importance of accurate self‐assessment and 
provided instruction on how to accomplish it. The week before each 
exam, students also completed practice tests on which they received feed-
back. The researchers replicated the results of other studies and provided 
even greater detail: students earning As and Bs were most accurate in 
their judgments; students earning Cs and Ds were highly overconfident in 
their predictions before the exam, but were much more accurate in their 
self‐judgments after they had completed exams; and students whose 
exam scores were below 50% were grossly overconfident in their self‐
judgments both before and after taking the exams. Students in this 
lowest‐performing category overestimated their actual exam perfor-
mance by as much as 31 percentage points, and the lower their exam 
scores, the greater their overconfidence.

Laboratory studies of student self‐knowledge provide additional 
insight into the findings from classroom research cited above. Kruger 
and  Dunning’s (1999) research allowed them to evaluate student self‐
knowledge in a more controlled environment than that of a conventional 
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classroom. In one of their studies, college students completed a logical 
reasoning test. The students then estimated the number of items they 
had answered correctly and reported how they believed they had 
performed relative to other students. Similar to classroom studies, stu-
dents in the bottom quartile of test performance greatly overestimated 
their performance on the test itself as well as their performance relative 
to others. Not only did these low‐performing students overestimate their 
performance, they also estimated their performance as above average: 
on average rating their performance at the 62nd percentile when it was 
actually at the 11th. Again mirroring classroom studies, students in the 
top quartile were more accurate and tended to underestimate their 
performance. Kruger and Dunning reported similar findings with respect 
to grammatical skills. Students in the bottom quartile of performance on 
a grammar test grossly overestimated their performance – rating them-
selves at the 61st percentile when their performance fell at the 10th 
percentile. Students in the second and third quartiles also overestimated 
their performance, but were more accurate than the lowest‐performing 
students. Only students in the top quartile were accurate in their 
estimates of their absolute test performance, but, again, they tended to 
underestimate their performance relative to other students.

It is interesting to note that judgments of students’ own knowledge and 
performance – particularly among the majority of students whose 
performance is at or below the level that would earn them a B according 
to conventional grading standards – tend to be quite inaccurate whether 
the students predict their performance before or after taking an exam. 
Kruger and Dunning (1999) explained the inaccuracy of self‐judgments, 
in particular those made by low performers, by asserting that “incompetence … 
not only causes poor performance but also the inability to recognize that 
one’s performance is poor” (p. 1130). To illustrate, they cited the ability 
to write grammatically correct sentences which, they observed, requires 
the same skills necessary to recognize grammatical errors. In other words, 
someone who is incapable of good writing will be unable to recognize 
and correct bad writing. Dunning and his colleagues referred to this as a 
“double curse” because “in many intellectual and social domains, the 
skills needed to produce correct responses are virtually identical to those 
needed to evaluate the accuracy of one’s responses” (Dunning, Johnson, 
Ehrlinger, & Kruger, 2003: 84–85). Skill or knowledge deficits prevent 
students from knowing whether their answers are correct, and also from 
recognizing that other students’ performance is superior.

High‐performing students sometimes misjudge their own performance, 
but to a lesser degree. Moreover, high performers tend to underestimate 
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their performance – at least relative to that of other students. Dunning 
(2005) explained that strong students underestimate the uniqueness of 
their performance. Because they are more knowledgeable, they are better 
able to accurately evaluate the quality of their work. Therefore their self‐
evaluations tend to be more accurate than those of low‐performing 
students with respect to the proportion of test items answered correctly. 
Because they are more knowledgeable, they are likewise better at recog-
nizing when they do not know something. However, strong students 
often make the false assumption that because they know something, most 
other students must know it as well. This leads them to overestimate the 
performance of other students (Ehrlinger et al., 2008).

Yet another factor contributing to students’ difficulty in making 
accurate judgments of their own knowledge is hindsight bias: the tendency 
to assume once something happens that one knew all along that it was 
going to happen (Fischhoff, 1975; see also Hawkins & Hastie, 1990, for 
a review). When students receive feedback suggesting that their knowl-
edge is incomplete, such as getting an exam item incorrect, they may 
respond by telling themselves that they actually did know the information. 
Although they do not have a strong grasp of the material, they feel as if 
they do because they recognize something about the item content. 
Looking back, once they know the answer, the solution seems obvious. 
This feeling of familiarity can lead students to have an exaggerated sense 
of what they know. Hindsight bias therefore reinforces the feeling that 
their failure was due to the nature of the assessment rather than the 
nature of their knowledge – which makes it more difficult for them to 
learn from feedback.

Koriat and Bjork (2005) postulated a contrasting phenomenon that 
they termed foresight bias, which leads people to overestimate how well 
they will recall information when they predict their future performance 
at a time when the information to be learned is available to them. That is, 
people fail to account for the fact that the memory cues available to them 
while studying will not be available when they are asked to recall the 
information. The relevance to academic performance is clear, in that stu-
dents often judge their own learning and make decisions about additional 
studying at times when they have the relevant academic material availa-
ble to them. Bjork and colleagues (2013) similarly explained that learners 
often mistake their sense of fluency regarding information to be learned 
as evidence of actual learning. When information seems easy to learn, or 
seems to come to mind easily in the presence of specific memory cues, 
students believe that they genuinely understand the information even 
when they do not.
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Ehrlinger (2008) pointed out that one’s motivation also plays a pivotal 
role in the accuracy of one’s self‐judgments. She noted that people will be 
motivated to recognize the limits of their knowledge only if their primary 
objective is to increase that knowledge. If, instead, one’s primary goal is 
to see oneself in a positive light, the person will tend to avoid or distort 
feedback that suggests a lack of knowledge. Ehrlinger suggests that 
people motivated primarily by a desire to maintain a positive self‐image 
will have difficulty acknowledging and learning from feedback indicating 
that they are not doing well. This observation is consistent with the 
finding that despite repeated testing and ongoing feedback and reflection 
on their performance, students tend to base their self‐assessments on their 
beliefs and expectations about themselves, rather than on their past 
performance (Hacker et al., 2000).

There is mixed evidence concerning the extent to which students can 
improve the accuracy of their self‐evaluations. As cited earlier in this 
chapter, Kruger and Dunning (1999) gave students a test of grammar and 
had the students rate their own performance. Several weeks later, the 
researchers invited participants who had scored in the top and bottom 
quartiles on the grammar test to return to the lab to grade tests completed 
by five other participants, and then to rate their own performance once 
again. Students in the top quartile became more accurate in their self‐
judgments after seeing the work of other students. Those in the bottom 
quartile failed to gain insight into their poor performance even after 
seeing the work of stronger students. Hacker and colleagues (2000) 
likewise found that although high‐ and low‐performing students were 
inaccurate in their self‐judgments at the start of a course, the high‐
performing students became much more accurate over time while the low 
performers showed no improvement in accuracy. Kruger and Dunning 
found that it might be possible to train students to judge their work more 
accurately. The catch is that the way to do this is simply to help them 
improve their skills on the relevant task. That is, students rated their skills 
more accurately as their skills increased. Nonetheless, they still overesti-
mated their performance relative to other students.

A slightly different pattern of results emerged in another classroom 
study. Miller and Geraci (2011) noted that improving student metacog-
nition (i.e., knowing what they know) is more challenging in the class-
room than in the laboratory. These researchers had students predict their 
own exam performance immediately prior to completing each of four 
exams. High scorers were again more accurate than low scorers, and 
accuracy did not improve over time despite the incentive of extra credit 
for making accurate predictions. In a second study, Miller and Geraci 
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provided students with more explicit feedback on the accuracy of their 
self‐judgments. This time, low‐performing students demonstrated some 
increase in accuracy over time, but appeared to reach an accuracy ceiling. 
The researchers speculated that there may be a limit to how much low‐
performing students can improve their self‐evaluations. More impor-
tantly, however, the increase in accuracy did not lead to an improvement 
in exam performance. Low‐scoring students improved their accuracy by 
lowering their predicted scores, rather than by improving their test scores.

Other researchers have similarly investigated whether students can 
improve the accuracy of their self‐judgments if provided with adequate 
incentives. As noted above, Miller and Geraci (2011) found that offering 
extra credit for accurate predictions did not lead to increased accuracy. In 
a more complex test of the effects of incentives (Hacker, Bol, & Bahbahani, 
2008), researchers again found that offering points for accuracy had no 
overall effect on judgment accuracy. However, the researchers qualified 
this conclusion because high‐performing students were accurate throughout 
the course so a ceiling effect would have prevented significant improve-
ment. In contrast, low performers were less accurate, but improved 
slightly in their ability to judge their performance after taking an exam. 
Unfortunately, there was no such improvement in their ability to predict 
their performance before the exam, which is arguably more important 
because it is this factor that would help them to determine whether they 
were sufficiently prepared.

The findings from laboratory studies on the effectiveness of incentives 
for increasing the accuracy of student self‐judgments parallel the findings 
from classroom research. Ehrlinger and colleagues (2008) tested the 
impact of a particularly strong incentive. The researchers had students 
complete a 20‐item multiple‐choice test of logical reasoning ability and 
then predict the number of items they answered correctly. Students were 
offered $100 if their predicted score exactly matched their actual score, and 
$25 if their predicted scores were within 5% of their actual scores. 
Consistent with other studies, low scorers overestimated and high scorers 
underestimated their own performance. The large monetary incentive 
had no effect on the accuracy of self‐judgments. The researchers reported 
similar results with respect to social incentives. Students taking a test of 
logical reasoning ability who were told that they would be interviewed by 
a professor regarding their rationale for their responses on the test were 
no more accurate in judging their performance than students with no 
such incentive.

Aside from finding ways to help students learn more, which is always a 
priority in education, the best hope for helping students to become better 
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judges of their own knowledge and performance is to have them engage 
in frequent and repeated self‐assessment. Lopez and Kossack (2007) 
conducted a study in which students in one class did not engage in self‐
assessment of their knowledge, students in a second class self‐assessed on 
the first and last days of class, and students in a third class self‐assessed 
on the first day of class and also following each of four exams. Only 
students who self‐assessed after each exam became more accurate in their 
judgments by the end of the course. The researchers concluded that 
students can improve their ability to gauge their own knowledge if they 
do so repeatedly and systematically. Unfortunately, the findings do not 
permit a comparison of students at various performance levels, which is 
an important consideration given research (e.g., Kruger & Dunning, 
1999; Miller & Geraci, 2011) suggesting that interventions to improve 
students’ self‐assessment accuracy have only modest effects on low‐
performing students whose self‐ratings tend to be the least accurate.

Accurate self‐evaluation can play an important role in student learning. 
As Shaughnessy (1979) points out, students who cannot judge their 
knowledge accurately are likely to study less efficiently and effectively: 
spending too much time reviewing familiar content and failing to recog-
nize and review content they do not know well. Existing research suggests 
that students often misjudge their level of understanding and performance 
with respect to academic material, and that low‐performing students are 
at particular risk because they tend to grossly overestimate their perfor-
mance. This pattern creates a paradox, in that low‐performing students 
might improve their self‐evaluation skills if they more effectively mastered 
course content, but their deficient self‐evaluation skills make learning 
more difficult. Current research suggests that, although the overall effects 
may be small, the most promising strategy for improving the accuracy of 
students’ self‐judgments is to have them in engage in ongoing, systematic 
self‐evaluation and to provide them with feedback on the accuracy of their 
evaluations. Moreover, students should not assess their knowledge imme-
diately after studying because self‐evaluations become more accurate after 
a short delay (Dunlosky & Nelson, 1992). With continued practice and 
feedback, students may learn to be better judges of what they know.
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Myth: Students 
learn better 
when teaching 
methods are 
matched with 
their learning 
styles

2

The nature and importance of student learning styles are among the most 
written about and least agreed upon issues in the educational literature. 
Broadly speaking, learning styles refer to students’ individual preferences 
for particular educational environments and techniques for learning new 
information. Scholarly attention to the potential role of learning styles in 
education began in earnest in the 1970s, but the concept is rooted in 
much earlier research on cognitive styles (Cassidy, 2004). A long history 
of research on cognitive styles demonstrates that people do in fact tend to 
think in different ways. For example, people who are field‐dependent 
prefer to analyze information as part of a larger context, whereas those 
who are field‐independent prefer a more objective analysis of informa-
tion independent of the surrounding context (Willingham, 2009). Some 
people prefer to think mainly in concrete terms, while others prefer 
abstract concepts (see Kozhevnikov, 2007, for a review of cognitive style 
models). Claiming that such differences in thinking styles do not exist 
would be akin to claiming that extraversion does not exist.

Students will often report a preference for one type of thinking or 
another. Debate about learning styles pertains to a separate but related 
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claim made by many educators – that instruction tailored to match 
students’ learning preferences leads to more successful learning regard-
less of the nature of the material to be learned (e.g., Gregorc & Ward, 
1977; Dunn, 2000; Zapalska & Dabb, 2002). This idea is very widely 
endorsed among educators. Nearly four decades ago, Arter and Jenkins 
(1977) reported that 99% of the teachers they surveyed agreed that 
“A child’s modality strengths and weaknesses should be a major con-
sideration when devising educational prescriptions,” and 96% believed 
that their students learned more when teachers matched their teaching 
approach to students’ modality preferences (p. 290). Recent data sug-
gest that such assumptions have changed little over time. In a survey of 
primary and secondary school teachers, 94% endorsed the belief that 
learning is improved when students are taught in a manner consistent 
with their learning style (Dekker, Lee, Howard‐Jones, & Jolles, 2012). 
Learning style matching is also widely endorsed in higher education 
and among parents (Pashler, McDaniel, Rohrer, & Bjork, 2009), and 
college students likewise tend to view their own perceived learning 
styles as important (Krӓtzig & Arbuthnott, 2006). Popular websites 
(e.g., “Overview of learning styles,” n.d.) and even the websites of uni-
versity learning centers (e.g., “Three learning styles,” n.d.) assert that 
people learn in different ways and that matching learning styles with 
teaching methods improves learning.

The literature on learning styles is extensive, complex, and fragmented. 
There is no uniformly accepted definition of what a learning style is, nor 
is there a universally accepted model of specific learning styles. One 
useful definition that helps to illustrate the broad concept of learning 
styles is that they refer to “the way people absorb, process, and retain 
information” (De Bello, 1990: 204), although many other more complex 
definitions have been offered (see Hyman & Rosoff, 1984; Cassidy, 2004, 
for reviews). What is perhaps more important is the remarkable prolif-
eration of learning‐style models that scholars have devised over the past 
several decades. In an important review, Coffield, Moseley, Hall, and 
Ecclestone (2004) identified 71 different learning‐style models. Whereas 
the established idea that people differ in their cognitive styles originated 
in psychological research, much of the literature on learning styles has 
been produced outside the field of psychology – specifically in such fields 
as education and business – which led to a poorly integrated field of 
research with “complexities and convolutions difficult to comprehend 
and assimilate” (Cassidy, 2004: 419). Kozhevnikov (2007) blames this 
lack of coherence on researchers’ shift toward using self‐report measures 
to assess conscious learning‐style preferences, replacing an emphasis on 
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assessments of abilities. Often there is little attention to whether such 
perceptions of one’s own learning are accurate or important.

Given the proliferation of learning‐style models, it is not possible to 
provide a detailed description of even a meaningful sample of such models 
here. Several comprehensive reviews are available for readers wishing to 
better understand the specifics of various models (Cassidy, 2004; Coffield 
et al., 2004). Instead, this chapter will focus primarily on the evidence for 
the broad hypothesis that learning is reliably enhanced when teachers 
attempt to match their style of teaching – irrespective of content – to 
students’ self‐reported learning styles. Despite the popularity and wide-
spread endorsement of the learning‐styles approach to instruction, many 
researchers have noted that there are few methodologically sound studies 
that provide support for its efficacy (Coffield et al., 2004; Pashler et al., 
2009). Unlike most fields of research, more than half the available schol-
arly literature on learning styles comes from doctoral dissertations. 
Although dissertations often include well‐conducted research, they are 
student projects that are held to a lower threshold of quality than is found 
in published, peer‐reviewed research.

The most broadly researched and applied model of learning styles 
addresses students’ preferences for learning through specific sensory 
modalities – usually visual, auditory, and kinesthetic (Arter & Jenkins, 
1977; Stahl, 1999). In their review of several early studies on student 
learning preferences, Arter and Jenkins first outlined the type of evidence 
required to conclude that matching instruction to learning styles actually 
enhances learning. Such evidence, they explain, must come from experi-
mental rather than correlational research, and must meet several specific 
methodological criteria. First, the method of categorizing students by 
learning style must have demonstrated reliability and validity. Second, 
there must be evidence that students classified as particular types of 
learners perform differently on corresponding ability measures; for exam-
ple, students with an auditory learning style must perform significantly 
better on auditory tests than on visual tests. This criterion helps to 
demonstrate that learning‐style instruments are assessing something 
other than simple preferences. Third, some students must be taught using 
methods matched to their preferred style, while others are taught with 
methods that are contrary to their preferred style. Finally, students in all 
conditions must be assessed with the same outcome test after instruction. 
Furthermore, to ensure that the experimental findings have utility, the 
participants must be representative of classroom populations and the 
teaching objectives and methods must be consistent with actual educa-
tional environments.
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Perhaps not surprisingly, Arter and Jenkins (1977) found relatively few 
studies that met all their criteria. They identified 14 such studies assessing 
the effects of matching teaching styles to auditory or visual learning styles 
when teaching reading to schoolchildren. The studies they reviewed were 
diverse with respect to the age of student participants, the duration and 
method of instruction, and the type of outcome test used to evaluate 
learning. Only one of the studies yielded a significant result supporting 
the matching approach, and Arter and Jenkins identified several meth-
odological limitations that limited the validity of this single study. Tarver 
and Dawson (1978) conducted a similar review, and likewise found virtu-
ally no evidence that matching instruction to learning style improves 
learning. They concluded that the lack of observed benefit across a vari-
ety of instructional and assessment methods supports the conclusion that 
students’ preferences for specific modalities cannot be matched with 
teaching methods to produce better outcomes.

Kampwirth and Bates (1980) conducted an even more extensive review 
of 22 studies of elementary school children in which researchers com-
pared learning outcomes when students with preferences for either visual 
or auditory learning learned via either a matched method or an unmatched 
method. In only two of the studies was there an effect of matching con-
sistent with learning‐styles predictions. In the other 20 studies, there was 
either no consistent effect of matching or, in some cases, the observed 
effect was the opposite of what learning‐styles models would predict. 
That is, students in some studies actually learned more when they were 
taught in their less‐preferred modality. Kampwirth and Bates also pointed 
out that many researchers first screen participants to identify those with 
a distinct preference for learning via one modality or the other, and 
exclude from their studies participants with less distinct preferences. This 
practice would tend to exaggerate the effects of matching, while simulta-
neously making the results less applicable to real‐life educational settings 
where all students are included.

In 1987, Kavale and Forness touched off a particularly interesting and 
contentious professional debate about learning styles. These researchers 
sought to conduct a more rigorous integration of learning‐styles research 
than had previously been conducted. Using a statistical technique called 
meta‐analysis – a method for combining the results of many existing 
studies – the researchers analyzed data from more than 3,000 elementary 
and secondary students collected during 39 studies in which learning 
styles were assessed, teaching materials and techniques were designed to 
match those styles, and an outcome test was administered. Only 16 of 
the  studies came from published articles; the rest came mostly from 
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dissertations, with a few coming from books. Kavale and Forness found 
that 13 of the 39 studies revealed some small positive effect of matching. 
Interestingly, when the researchers classified the 39 studies based on 
methodological quality using an established procedure, they found that 
studies of poor quality showed the largest – but still very small – effects 
of matching, while studies of high quality showed extremely small effects 
not statistically different from no effect at all. They also reported that 
more than one‐third of students receiving matched instruction performed 
more poorly on outcome tests than control students who did not receive 
customized instruction. Kavale and Forness concluded that there was no 
support for the hypothesis that matching improves learning.

Kavale and Forness’s (1987) analysis and conclusions were met with 
derision by one of the staunchest advocates of matching instruction to 
students’ learning styles. Dunn (1990) was highly critical of Kavale and 
Forness for including studies in their meta‐analysis that Dunn claimed 
were methodologically flawed. Ironically, Kavale and Forness attempted 
to account for methodological quality and found that the studies that 
were most flawed were those that provided the strongest support for 
matching. Dunn cited 10 studies that she claimed provided support for 
matching instruction to learning style, but 9 of the 10 studies came from 
unpublished dissertations – mostly from her own institution. As noted 
above, most dissertation research has the distinct limitation of lacking 
rigorous peer review.

A few years later, Dunn and her colleagues (Dunn, Griggs, Olson, 
Beasley, & Gorman, 1995) published their own meta‐analysis of 36 studies 
conducted on Dunn’s own model of learning styles. The researchers con-
cluded that there was an overall average positive effect whereby students 
performed better after instruction that was consistent with their learning 
style than with instruction that was inconsistent. Again, however, the 
quality of the data included in the analysis is indeterminate. Of the 36 studies, 
35 came from unpublished dissertations. Dunn and colleagues also elimi-
nated several studies that they claimed had serious methodological flaws, 
but provided few details on the nature of either the included or excluded 
studies. It is particularly difficult to evaluate the validity of the research-
ers’ conclusions when nearly all the data came from unpublished sources. 
Furthermore, it is difficult to comprehend why research seemingly 
demonstrating the validity of such an important educational principle 
has largely failed to appear in peer‐reviewed sources. The evidence sup-
porting other learning‐style models likewise suffers from the limitation of 
consisting nearly entirely of unpublished projects not subject to peer 
review (Stahl, 1999).
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A few years after the publication of Dunn and colleagues’ (1995) analysis, 
Kavale and colleagues (Kavale, Hirshoren, & Forness, 1998) provided a 
critique. They concluded that Dunn et al. could not have conducted a 
comprehensive review of research on the Dunn learning‐styles model, as 
evidenced by the fact that nearly all included studies were dissertations 
and that many relevant databases were not searched. The critics also 
pointed out that Dunn and colleagues reported average effects of match-
ing, but did not report variability around those averages as is customary 
in meta‐analyses and is necessary for interpreting the findings. Kavale 
and colleagues cite some evidence from Dunn et al.’s report suggesting 
that the omitted information could potentially invalidate the findings. 
They also criticized Dunn for including studies that were likely to be 
statistical outliers, as evidenced by effect sizes so large as to be unrealistic 
given the nature of the research. Kavale and colleagues bluntly concluded 
that the meta‐analysis had “all the hallmarks of a desperate attempt to 
rescue a failed model of learning style” (p. 79).

Harsh critiques aside, recent research evaluating the benefits of match-
ing instruction to students’ preferred learning modality have continued 
to yield little positive evidence. For example, Massa and Mayer (2006) 
conducted two experiments comparing visually‐oriented learners with 
verbally‐oriented learners in terms of learning from a multimedia lesson 
that emphasized either verbal or visual presentations of content. In one 
experiment involving college students and a replication involving non‐
college‐educated adults, the researchers used self‐report measures to 
categorize participants as either visualizers or verbalizers. Participants 
were then randomly assigned to study a computerized lesson in electron-
ics under training conditions emphasizing either verbal or visual learn-
ing. The researchers observed no interaction between student learning 
preference and the type of instruction in determining performance on 
any of four composite learning measures. The researchers then analyzed 
effects on separate components of the composite tests. Among 51 specific 
outcome measures, significant matching effects occurred in only two 
cases, which is less than the number of positive effects that would be 
expected due to chance. Moreover, nearly half of the effects were in the 
opposite direction to what would be predicted by the matching hypothesis. 
Massa and Mayer concluded that they had found no support for the 
claim that learners with visual and verbal orientations will benefit from 
different methods of instruction.

Other recent research further calls into question the premises of the 
matching hypothesis with respect to various learning modalities. For 
example, Constantinidou and Baker (2002) had adults ranging in age 
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from 19 to 77 complete a learning‐styles instrument to assign scores for 
visual and verbal learning preferences. Participants attempted to learn lists 
of objects presented under one of three conditions: an auditory condition in 
which participants heard the words out loud, a visual condition in which 
participants saw drawings of the objects, and a combined condition in 
which participants saw a drawing and heard the name of the object at the 
same time. Constantinidou and Baker found no correlation between pref-
erences for a visual learning style and performance under any of the three 
methods of instruction. Interestingly, preferences for auditory learning did 
not correlate with performance on the auditory memory task as would be 
predicted by the matching hypothesis, but did correlate with performance 
on the visual memory task – contradicting the matching hypothesis.

In a similar study, Krӓtzig and Arbuthnott (2006) had university students 
complete an established inventory to assign scores for visual and auditory 
leaning preferences, as well as kinesthetic preferences. In addition, partici-
pants separately reported which of the three learning styles they believed 
best fitted them. Finally, they completed measures of visual, auditory, and 
kinesthetic memory. There were no significant positive correlations 
between scores on the learning style inventory and objective measures of 
memory associated with the corresponding modality. That is, a preference 
for visual learning was not associated with better visual memory, nor were 
auditory and kinesthetic preferences associated with performance on relevant 
memory tests. The same pattern of findings emerged when researchers 
used participants’ self‐categorizations of learning style. Importantly, only 
29 of the 65 participants were classified the same way by the learning‐
styles inventory and their own self‐classification. The researchers repeated 
their analysis using only the data for those participants who were catego-
rized the same way using both assessments, and still there was no support 
for the learning‐styles hypothesis. Krӓtzig and Arbuthnott state that, con-
trary to the predictions associated with learning‐style models, they found 
no evidence that visual, auditory, or kinesthetic learners learn better in 
their preferred modality.

In the most recent test of the assumptions associated with the matching 
hypothesis, Rogowsky, Calhoun, and Tallal (2014) had 121 college‐
educated adults complete an established leaning‐styles survey assessing 
preference for auditory or visual learning, as well as actual aptitude 
measures assessing auditory comprehension and visual comprehension. 
The 61 participants who could be definitively categorized as having a 
specific learning style were randomly assigned to learn content from a 
nonfiction book by either reading an ebook or listening to an audiobook. 
They then answered questions assessing their comprehension of the 
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content immediately after exposure and again two weeks later. Across all 
participants, preference for an auditory learning style was not associated 
with better performance on a listening comprehension test than on a 
reading comprehension test; similarly, a preference for visual learning 
was not associated with better performance on a reading comprehension 
test than it was on a listening comprehension test. Moreover, self‐reported 
visual learners scored higher than auditory learners on both listening and 
reading aptitude tests. With respect to the modes of instruction 
implemented among participants with the most distinctive learning 
preferences, there was no significant interaction indicating that partici-
pants with a particular learning style learned more – in terms of either 
immediate performance or longer‐term comprehension – from a particu-
lar instructional method. Rogowsky and colleagues found that only the 
general comprehension aptitude measures – and not the learning style 
measures – were associated with how much participants learned.

As noted at the beginning of this chapter and illustrated by the research 
described thus far, learning styles associated with specific sensory modalities – 
visual and auditory and to a lesser extent kinesthetic – have been the most 
widely studied preferences, and the existing research yields little support for 
matching instruction to these preferences. Research on other learning‐style 
models leads to very similar conclusions. For example, Lundstrom and 
Martin (1986) tested the matching hypothesis based on Gregorc’s (Gregorc & 
Ward, 1977) model in which learners are categorized into one of four 
learning styles based on their preferences for concreteness versus abstrac-
tion and sequentialness versus randomness. Based on Gregorc’s model, the 
researchers predicted that students with certain styles would perform better 
studying independently and students with other styles would learn more as 
part of a group. The researchers had college students complete a learning‐
styles instrument as well as achievement tests and measures of attitudes 
toward the styles of instruction. Students then participated either in an 
instructional method involving individual study or one involving interac-
tions between groups of students. There was no interaction between any of 
the learning styles and either of the instructional methods in affecting either 
student achievement or attitude toward instruction.

Bostrom (1990) reviewed four studies investigating learning‐style 
matching for purposes of software training. The studies all tested the 
efficacy of matching on a learning‐styles model proposed by Kolb 
(1984), whereby learners are categorized as having one of four possible 
styles depending on their preference for concrete versus abstract experi-
ences, and for active versus reflective learning activities. Of the four 
studies, only the single published study yielded significant results. 
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Nonetheless, Bostrom interpreted all four studies as having a “consistent 
pattern of findings” supporting the importance of these learning styles 
(p. 101). This is a curious conclusion given that even for the single 
published study, only one out of three tested effects was significant 
according to accepted standards and all effects were extremely small.

Hayes and Allison (1993) reviewed 17 studies investigating the effects 
of matching based on several different learning‐styles models. They 
reported that 10 of the 17 studies provided some support for the 
effectiveness of matching, but that the findings were inconsistent. Often 
the findings supported matching for one particular learning style within 
a model and not for other styles; some studies revealed support for 
matching when learning was measured in one way, but not when it was 
measured in another. Moreover, positive effects tended to be very small in 
magnitude – suggesting that matching was associated only with very 
weak effects or no effects at all.

In one of the most recent tests of the effects of matching instruction to 
learning styles, researchers investigated yet another model (Cook, 
Thompson, Thomas, & Thomas, 2009). Cook and colleagues used a 
learning‐style measure to assess medical students’ preference for a sensing 
learning style emphasizing applied learning such as data collection and 
experimentation, versus an intuitive learning style emphasizing broader 
patterns and theories. The researchers predicted that participants with a 
sensing learning style would prefer and learn more from an instructional 
approach where applied problems were presented in advance of didactic 
information, and that intuiting learners would prefer and learn more 
when didactic information was presented in advance of applied problems. 
Medical residents each completed web‐based learning modules containing 
both didactic content and medical case problems to be solved; all modules 
contained identical content, but varied in terms of whether the didactic 
information or case problem was presented first. Participants completed 
two modules from each format presented in randomized order; they com-
pleted a test of applied knowledge after each module and a cumulative 
final exam at the end of the academic year. Cook and colleagues found no 
significant effect where sensing or intuitive learners learned more from 
instructional methods designed to match their learning preferences. There 
was also no evidence that learning styles predicted faster learning when a 
matched instructional method was used. The researchers conducted 
additional analyses of other learning‐style dimensions assessed by the 
instrument they used, and found no evidence that any of the dimensions 
were associated with improved learning either independently or in 
conjunction with particular teaching methods.
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Researchers have proposed many explanations for why matching teaching 
methods to learning styles does not have the benefits that most teachers 
assume. From a measurement perspective, many tests used to identify 
students’ learning styles have poor reliability which may indicate that 
students’ preferences are not necessarily stable across time (Stahl, 1999). 
Stahl also argues that inventories purportedly assessing learning styles often 
are actually assessing abilities. For example, some students classified as 
auditory learners might prefer auditory presentations simply because they 
have poor reading skills, so emphasizing auditory teaching methods could 
deprive them of opportunities to improve their reading comprehension 
skills. Accordingly, Stahl recommends tailoring teaching methods to stu-
dents’ developmental skill level rather than to their supposed learning styles.

Many researchers have also criticized advocates of learning‐style 
models for failing to consider the nature of the content being taught 
(Snider, 1992; Pashler et al., 2009). Hyman and Rosoff (1984) cited this 
failure as a major weakness of the learning‐styles concept, stating that 
effective teaching requires attention to the subject matter being learned. 
For example, learning to read a map requires a visual representation 
rather than an auditory explanation only (Willingham, 2009). Snider 
puzzled over the question of why people agree that one cannot learn to 
play basketball solely through discussion, but believe that students can 
learn to read solely through visual or kinesthetic methods. Reading, she 
insists, requires some skills that are neither kinesthetic nor visual. Cook 
and colleagues (2009) agree that teaching methods should be tailored to 
learning objectives rather than to students’ learning styles.

Arter and Jenkins (1979) proposed that learning‐style models simply 
may not describe students’ characteristics accurately, the assessed charac-
teristics may not have a meaningful effect on learning, or the effect may 
be weak compared with the effect of other factors. Accordingly, a very 
large number of studies indicate that there are many techniques that 
improve student learning more powerfully and consistently than match-
ing teaching to learning styles (see Walberg, 1984; Kavale et al., 1998). 
Kavale and Forness (1987) explained that learning‐style assessment itself 
is problematic because when people are assessed and categorized in this 
way, there is a great deal of overlap across groups in their actual prefer-
ences. In other words, most people’s preferences do not follow a clean 
categorical model where one style is preferred strongly and consistently 
above all others. Kavale and Forness state that for students with less dif-
ferentiated preferences – which is most of them – learning preferences 
make very little difference in comparison with many other factors that 
affect learning.
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Pashler and colleagues (2009) question the very notion that students 
differ greatly in the ways in which they learn. They assert that although 
many factors may affect the type of teaching that is most effective for 
individual students, the assumption that there are vast differences 
between students in terms of the way they learn can distract from the 
application of empirically supported principles that can improve learn-
ing across the board. Willingham (2009) agrees stating, “Children are 
more alike than different in terms of how they think and learn” (p. 113). 
He goes on to explain that although people differ in memory ability asso-
ciated with specific senses, most memories are stored based on meaning 
rather than the specific sensory mode through which the information 
was absorbed. Therefore, having strong auditory memory or strong 
visual memory does not help when the objective is to learn meaning, 
because the meaning is not stored based on sense‐specific information 
such as visual and auditory details.

Other researchers have pointed out additional ways that learning‐style 
models neglect important details about how the brain works. Geake 
(2008) emphasized that that “focusing on one sensory modality flies in 
the face of the brain’s natural interconnectivity” (p. 130). In general, 
neither learning nor teaching practices can be cleanly differentiated 
according to learning‐style assumptions, so it is likely all modalities are 
important for learning (Kavale and Forness, 1987; Arter & Jenkins, 
1979). Accordingly, teaching that integrates multiple modalities simulta-
neously tends to produce greater learning gains across all students than 
teaching that is tailored to specific modalities (Massa & Mayer, 2006; 
Tight, 2010). Finally, researchers have questioned the utility of any learn-
ing model that neglects or denies – as learning‐style models do – the role 
of intelligence (Hyman & Rosoff, 1984).

Clearly, there is a disconnect between what most teachers assume about 
students’ learning styles and the experimental evidence supporting such 
assumptions – a disconnect that Pashler and colleagues (2009) character-
ized as “striking and disturbing” (p. 117). Researchers have provided a 
number of explanations for this disconnect. Pashler and colleagues noted 
that learning‐style models are appealing because they classify people into 
neat categories and focus on treating students as individuals. The models 
are also consistent with the idea that everyone can learn very effectively if 
only the right individualized teaching method is used, and justify blaming 
the educational system rather than any lack of ability if a child is not 
succeeding academically. Willingham (2009) suggests that the vast 
majority of teachers believe in the importance of learning styles because 
the concept is so widely accepted that it seems that it must be true, 
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and because confirmation bias causes people to interpret ambiguous data 
as confirming their expectations. Other researchers have elaborated by 
pointing out that teachers do not usually systematically collect data com-
paring the effectiveness of different teaching methods so they may tend to 
remember times when matching seemed to work, interpret what they 
observe primarily in terms of what they expect to see, or misattribute 
students’ progress to learning‐style matching when many other factors 
could have been at play (Arter & Jenkins, 1977).

Those who criticize the practice of matching instruction to learning 
styles assert neither that all students are the same nor that all teaching 
methods will be equally effective across all students and all situations. 
However, given the pressure on teachers to assess learning styles and 
develop lesson plans to match those styles (Rogowsky et al., 2014), as 
well as the commercial interests helping to drive such an agenda (see 
Pashler et al., 2009), it is important to determine whether such efforts are 
in the best interest of students. Arter and Jenkins (1977) adeptly pointed 
out that if matching does not yield benefits under controlled research 
conditions, it is even less likely to be beneficial in classrooms. Pashler and 
colleagues noted that even if a study provided the necessary experimental 
evidence, it would support only a specific type of classification rather 
than learning‐style models in general. Furthermore, they argue, the ben-
efits of implementation would need to be evaluated in the context of the 
increased cost – in terms of teacher training and other factors – of assess-
ing styles and customizing teaching methods. Others fear that students 
may be hindered by being told that they have one learning style rather 
than the ability to learn in a variety of ways (Henry, 2007). It would 
certainly appear to be good news that, as researchers have found, students 
can learn via many modes and can shift to learning strategies other than 
those they most prefer when the situation or content demand it (Krӓtzig & 
Arbuthnott, 2006; Constantinidou & Baker, 2009). Arter’s and Jenkins’ 
admonition regarding learning‐style matching made nearly 40 years ago 
is no less apropos today: “no matter how strongly a given model of learn-
ing may appeal to conventional wisdom, that model’s validity and utility 
is still an empirical question” (p. 282).
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Myth: Lecturing 
is broadly 
inferior to 
other teaching 
methods

3
Lecturing has become a much maligned teaching method in recent 
decades. One need only perform a brief Internet search or attend a teach­
ing conference to understand the frequency with which the lecture format 
is criticized in the educational field. Many educators and administrators 
strongly emphasize small‐group learning and other interactive techniques, 
and educational accrediting agencies sometimes place explicit limits on 
the amount of class time devoted to lecturing (Gunderman, 2013; 
Walthausen, 2013). Matheson (2008) summarizes a variety of common 
criticisms of lecturing, including that it is an outdated method, that it is 
ineffective due to students’ limited attention spans, and that student pas­
sivity during lectures is unlikely to promote effective learning. However, 
Matheson also points out that claims about the relative effectiveness of 
various teaching techniques are often based on little evidence. It is possi­
ble that alternatives to lecturing are more effective for achieving certain 
learning outcomes or educating certain types of students, but research 
findings fail to justify a broad indictment of the lecture method.

One particular difficulty in evaluating the relative effectiveness of 
teaching methods is the inherent lack of experimental control possible 
when conducting classroom research. Perhaps the most noteworthy 
obstacle is the difficulty in defining exactly what lecturing means. The 
term “lecture” may call to mind ideas about a person standing at a 
podium reading from a written speech, rather than a teacher who is 
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dynamic, engaging, and interactive. Although many instructors work 
from a lecture model, what actually happens in the classroom varies 
widely. It is therefore difficult to standardize procedures for research 
comparisons because there are so many variables to control. Burkill, 
Dyer, and Stone (2008) noted that people tend to envision lecturing as 
instructors talking to students in a unidirectional fashion, but that in fact 
there are many ways for lectures to be interactive. They surveyed 106 
academic lecturers in the United Kingdom. Nearly all the respondents 
agreed that good lectures should include student discussion, and that stu­
dents in lecture courses should be encouraged to participate. More than 
90% of the respondents reported that they try to activate student interest, 
increase student motivation, and encourage student participation. Most 
of the instructors reported that their teaching approach – even in lecture 
courses – is student‐centered. These findings raise questions about the 
assumption that lecture classes are by nature unidirectional and focused 
exclusively on the transmission of information. Therefore, the line 
between lecturing and other teaching approaches is far from clear.

Research comparing lecturing with alternative teaching methods is noth­
ing new. Two reviews provide evidence that statements regarding the broad 
inferiority of lectures relative to other methods may be exaggerated. Dubin 
and Taveggia (1968) reviewed findings from 36 studies, published between 
1924 and 1965, in which researchers compared lecture to discussion 
methods in terms of students’ performance on examinations. They found 
virtually no overall differences between the methods in terms of exam 
performance; students taught via lecture performed better in 51% of the 
comparisons, and students taught via discussion performed better in 49% 
of the comparisons. The authors also reported that the average difference 
in outcome scores between methods was not significantly different from 
zero – leading them to conclude that the two methods tend to produce 
equivalent learning outcomes. Dubin and Taveggia also compared lecture‐
only techniques to techniques that combined lecture with discussion. Again, 
they found that the average difference between the methods was not 
significantly different from zero.

Approximately 30 years after Dubin and Taveggia’s review, Bligh 
(2000) published an updated and more sophisticated analysis of experi­
mental findings on the effectiveness of lectures relative to other methods 
such as discussion. Bligh reported that when the learning objective is 
acquisition of information, most comparisons showed no significant 
difference between teaching methods. When differences were observed, 
they were as likely to favor lectures as they were to favor alternative 
methods. Bligh also noted that existing published research probably 
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represents an underestimate of how frequently data reveal no differences 
between methods, because studies showing no difference are less likely to 
be published. Bligh concluded from his review that lectures are as effec­
tive as other methods for teaching content. However, he suggested that 
discussion techniques may be more effective for encouraging students to 
think about content. He reviewed several studies showing that students 
tend to be more thoughtful during discussions than during lectures, and 
noted that it is difficult to use lectures to get students to think. Nonetheless, 
Bligh’s review further demonstrates that the lecture method is not univer­
sally inferior to alternative methods.

Research conducted since Bligh’s (2000) review has led to similarly 
mixed conclusions regarding the relative effectiveness of teaching methods. 
For example, Schwerdt and Wupperman (2011) examined data from 
nearly 9,000 students at hundreds of schools who took a national math 
and science exam given to many eighth grade students in the United States. 
The classroom teachers reported the proportion of time they spent teaching 
via traditional lecture versus having students work on problems. Schwerdt 
and Wupperman controlled for variables such as school and class size, as 
well as numerous teacher variables such as certification, motivation, age, 
and years of training. The researchers reported that students in classes 
with teachers who devoted more time to lecture tended to score higher on 
the math exam than students whose teachers emphasized actively working 
on problems – with or without guidance. Differences in scores on the 
science exam were not significant. The authors asserted that simply 
encouraging teachers to devote more time to active problem‐solving is 
unlikely to increase student learning and may even detract from it.

In another recent study (Costa, van Rensburg, & Rushton, 2007), 
undergraduate students in medical training were randomly assigned to 
either 12 formal lectures or 12 discussion classes covering the same 
content and utilizing the same textbook. Students in the discussion condi­
tion performed slightly better than those in the lecture condition on a 
written exam, although the researchers emphasized that the difference 
was small. There were no differences between the methods when the 
assessed outcome was performance on an oral exam.

One contemporary technique that has been offered as an active‐learning 
alternative to lecturing is known as problem‐based learning, in which 
students engage in active problem‐solving with instructor facilitation. In a 
study of problem‐based learning, Beers (2005) compared the learning 
outcomes of students in two sections of a nursing course. Students in one 
course were taught specific content via lecture, and students in the other 
course were taught the same content via problem‐based learning. There 
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were no significant differences between the two groups of students in 
terms of their scores on either a pre‐test or post‐test of the course material. 
Smits and colleagues (2003) conducted a similar study, but this time 
physicians receiving specialized training were randomly assigned either to 
problem‐based learning or to a lecture course. Although there was no 
difference in acquired content knowledge as a function of teaching method, 
physicians trained using problem‐based learning showed slightly better 
performance on a measure of actual task‐relevant job performance. This 
finding is consistent with assertions that lecturing may be as effective as 
alternative methods for communicating content, but that some alternative 
methods may be preferable for teaching applied skills (Bligh, 2000).

Yet another alternative teaching technique that has emerged in recent 
years is known as interteaching – which involves classroom interactions 
between students working in pairs. The students engage in instructor‐
facilitated discussions of course materials provided in advance (Saville, 
Zinn, Neef, Van Norman, & Ferreri, 2006). Saville and colleagues 
conducted two studies comparing interteaching to lecture, and found that 
students in the interteaching conditions performed somewhat better on 
content exams than students who heard lectures. Interestingly, the differ­
ence in outcome was greater in their first study in which the measure of 
effectiveness was scores on brief quizzes than it was in their second study 
in which the outcome measure was scores on more comprehensive exams. 
This pattern could indicate some role for measurement error in the 
observed differences. Since measurement error tends to decrease as the 
length of a test increases, the larger observed differences on the short 
quizzes may in part reflect imprecision in measurement.

Saville et al. (2006) provide an excellent analysis of the components of 
interteaching that might be responsible for its apparent effectiveness, but 
they also note that interteaching has many components that, thus far, 
have not been independently evaluated. Interestingly, one of these 
components is lecture. In a follow‐up study (Saville, Cox, O’Brien, & 
Vanderveldt, 2011), Saville and colleagues investigated the role of lecture 
as part of interteaching – noting that lecture generally takes up about 
one‐third of interteaching class time and specifically targets content with 
which students report having difficulty. The researchers compared exam 
scores for students taught via interteaching with or without a lecture 
component. Students whose interteaching experience included a lecture 
component scored significantly higher across all five exams than students 
who experienced interteaching without lecture.

In one of the most important and influential recent studies evalu­
ating the benefits of alternatives to the lecture method, Freeman and 
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colleagues (2014) used meta‐analysis – a method for combining existing 
studies to reveal more reliable patterns – to integrate 398 published and 
unpublished studies comparing traditional lecture to a variety of active‐
learning strategies for teaching undergraduates in science, technology, 
engineering, and math (STEM) courses. They found that students 
enrolled in STEM courses in which some type of active learning was 
employed earned grades, on average, one‐half letter grade higher than 
students in lecture‐only courses. Moreover, students in courses with an 
active‐learning component were much less likely to fail compared with 
students in lecture‐only courses. The authors asserted that that their 
findings support the objective of “abandoning traditional lecturing in 
favor of active learning” (p. 8410).

Although Freeman and colleagues provide important data to inform 
teaching strategies, several caveats must be noted. First, the average 
failure rate was indeed lower in active learning than in lecture courses, 
but the failure rate in both types of courses was extraordinarily high – 
with one in five active learning and one in three lecture students failing. 
The apparent reduction in failure rates is impressive, but the high failure 
rate in both types of classes makes it unclear to what extent the students 
were representative of college students in general. Second, although active 
learning provided average benefits in classes of all sizes, the benefits 
decreased as class size increased. This finding is grist for arguments in 
favor of reducing class sizes, but represents a limitation when smaller 
classes are not an option. Third, the instructors participating in all studies 
in the analysis volunteered to teach an active‐learning course, so it is 
likely that they valued the method. As the researchers note: “It is an open 
question whether student performance would increase as much if all 
faculty were required to implement active learning approaches” (p. 8412). 
Finally, Freeman and colleagues defined lecturing as a practice in which 
an instructor speaks continuously to students and does not encourage 
discussion or interact with students aside from answering an occasional 
question. In comparison, the active‐learning studies they analyzed 
included a wide variety of activities – some vague and some specific, 
taking as little as 10% and as much as 100% of class time. The research­
ers reported that the available data were insufficient to determine whether 
some activities were more effective than others, or whether incremental 
increases in time spent on active‐learning exercises were associated with 
incremental learning benefits. Moreover, the distinction between lectur­
ing and its alternatives as represented in the reviewed studies may not 
reflect the way that many courses are taught. Based on the categorization 
of studies for the meta‐analysis, it appears that a course taught by an 
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instructor who employs a lecture format but punctuates the lectures with 
interactive questions and discussion would be classified as an active‐
learning course – likely increasing student learning beyond what is typical 
in a lecture environment. As noted earlier, most lecturers report that they 
already do this. Freeman and colleagues certainly provide evidence that 
active‐learning exercises are likely to enhance student learning, but such 
activities are part of many lecture‐based courses so the distinction drawn 
for research purposes may be blurred in practice.

The relative merits of any teaching method cannot be adequately eval­
uated in isolation from student preferences and individual differences. In 
one recent study (Venkatesh et al., 2012), researchers surveyed more 
than 15,000 students and more than 2,600 instructors from universities 
in Quebec regarding their preferences for traditional lecture methods 
versus interactive instructional techniques. For instructors, perceptions 
of effective student learning were positively associated with interactive 
methods and negatively associated with a lecture format. In contrast, 
effective lecturing was the strongest predictor of perceived course effec­
tiveness among students. It appears therefore that instructors’ views 
about the merits of traditional lecture do not necessarily match up with 
students’ views.

Baer (2010) speculated on a possible aptitude–treatment interaction 
whereby students’ preferences for particular teaching methods may be a 
function of their ability level. Based on his review of past research, Baer 
suspected that the structured nature of lectures might be more beneficial 
for lower‐performing students, whereas higher‐performing students 
could benefit more from student‐centered methods. However, he noticed 
that students he had observed at Yale University – virtually all of whom 
presumably have high ability – were much more likely to attend lectures 
than they were to attend discussion sessions. This pattern occurred 
despite the fact that attendance was taken during discussion sessions but 
not during lectures. Baer conducted a series of four studies of college 
students to investigate student preferences as a function of ability. In gen­
eral, students reported liking group work better than lectures, but they 
believed they learned more from lectures. High‐achieving students liked 
lectures more than low‐achieving students did, and higher grade point 
average was associated with stronger perceptions of the superiority of 
lectures over group work. Baer speculated that high‐ability students may 
not believe that group work with lower‐ability students will be beneficial. 
He noted that his study did not assess actual learning outcomes, so it is 
possible that students are simply wrong about what methods are most 
effective. Nonetheless, students do not agree that lectures are ineffective – a 
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finding that Baer finds especially compelling given that students’ greater 
enjoyment of group work would seem to bias them toward thinking 
group work is more effective. The preference for the lecture format 
among high‐achieving students has emerged in other studies as well 
(Beers, 2005). Baer emphasizes that presumably the strongest students 
know something about how best to learn, so instructors should pay 
attention to these students’ opinions.

Some research does suggest that certain types of students may benefit 
more from group work than from lecture. Opdecam, Everaert, Van Keer, 
and Buysschaert (2014) studied nearly 300 students taking an advanced 
accounting class who were allowed to select either a lecture course or a 
team‐learning course in which students prepared materials beforehand 
and discussed the content during class. The researchers went to great 
lengths to be sure the team‐learning strategy included many important 
elements for effective group interaction based on group process research. 
Consistent with earlier research, lower‐performing students were more 
likely to choose the team‐learning format. The average grade point aver­
age (GPA) of those who opted for the lecture format was significantly 
higher than the GPA of those who chose team learning; those opting for 
team learning also had earned lower grades in the previously‐taken intro­
ductory accounting course. By the end of the advanced course, however, 
team learning students’ scores on an advanced accounting exam were 
similar to the scores of students who had chosen the lecture class and 
who initially were higher achieving. It should be noted that the difference 
in observed effectiveness between the two methods was small. Further, it 
does not appear that the lecture format was detrimental to learning, but 
rather that the team‐learning approach helped lower‐performing students 
to catch up.

Anderson and Scott (1978) found that students with low aptitude and 
poor opinions of their own academic abilities showed greater academic 
involvement during discussion and group work than during lecture. 
High‐achieving students showed high involvement in both class formats, 
but during group work spent more time off‐task than they did when 
being taught by lecture. Accordingly, Baer (2010) advises college instruc­
tors to be cautious about making pedagogical decisions based primarily 
on the needs of low‐performing students – noting that eliminating lectures 
might mean high‐achieving students learn less.

It is worth noting that ability level is not the only student factor that 
helps predict the effectiveness of various teaching methods. Dowaliby 
and Schumer (1987) studied college students’ performance in an intro­
ductory psychology course as a function of trait anxiety levels. Students 
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low in anxiety learned more in a discussion class than in a lecture class. 
In sharp contrast, students high in anxiety learned more in a lecture class 
than in a discussion class. Perhaps forcing anxious students to participate 
in group work actually has a negative effect on their ability to learn. 
Dowaliby and Schumer suggest that in regard to research on the effec­
tiveness of various teaching methods, “Perhaps there are no ‘main effects’ 
to be found and significant treatment effects will be evidenced only when 
successful attempts are made to account for individual differences” 
(p. 130). In other words, there may not be a single teaching technique 
that is most effective regardless of student characteristics.

Most instructors, especially at the college level, do not receive formal 
training in effective lecturing. Instead, they tend to base their approach 
on their experiences as students (DeGolia, 2013). Cooper and Foy (1967) 
had university students and instructors rate the importance of various 
teacher characteristics that could enhance the effectiveness of lectures. 
The researchers acknowledged that students’ views may not be the best 
way to evaluate teaching methods, but they asserted that students’ atti­
tudes influence the effectiveness of any strategy. Moreover, students and 
instructors provided quite similar rankings of the importance of various 
teacher characteristics. Fortunately, many of the characteristics rated as 
most important had to do with clear and logical presentation of content. 
Only further down on the list did personality characteristics, such as the 
lecturer having a good sense of humor, show up. This suggests that the 
aspects of lecture most highly valued by students can be learned by 
instructors, because they pertain to the quality of the presentation rather 
than to the personality of the lecturer.

A common criticism of the lecture method is that students’ attention 
spans only last between 10 and 15 minutes, and therefore students are 
unlikely to retain content delivered in a typical lecture (see Wilson and 
Korn, 2007, for a review of such criticisms). Wilson and Korn found that 
these claims are mostly anecdotal, that in fact there are few controlled 
studies of student attention span, and that a variety of empirical findings 
are inconsistent with the 10–15‐minutes claim. Notwithstanding the 
limited evidence that students’ attention spans prohibit them from learn­
ing via lectures, instructors can implement classroom techniques to peri­
odically reset students’ attention. For instance, Ruhl, Hughes, and Schloss 
(1987) found that a strategy as simple as using periodic two‐minute 
pauses during lectures was correlated with increased student recall of 
course content and improved exam performance. It seems that a small 
intervention to change the pace of a class can reduce the potential effects 
of students’ waning attention.
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Parker (1993) asserted that critics of the lecture model are actually 
criticizing bad lectures, and that lectures are more effective when they 
promote information processing. He stated that lectures are particularly 
appropriate when the objective is for students to increase their knowledge 
and comprehension of content, and especially when there is a lot of con­
tent for students to learn. Based on established information‐processing 
research, Parker recommended several strategies to enhance student 
learning during lectures. For example, instructors should help students 
link new content with information already learned. This process is facili­
tated when instructors state learning objectives at the beginning of class 
and connect them with students’ existing knowledge. Since rehearsal 
facilitates the transfer of information to long‐term memory, instructors 
should present information repeatedly in addition to linking it with past 
experience. Instructors can also explicitly draw students’ attention to 
particularly important information, thereby enhancing information 
processing and retention. Finally, Parker points out that sensory adapta­
tion processes can mean that an instructors’ voice becomes less novel to 
students as a lecture progresses, so instructors can use brief silences, 
demonstrations, or questioning to reset students’ attention. Although 
much of this advice has not been tested specifically in classrooms, the 
cognitive principles upon which it is based are well established.

White (2011) questions the idea that instructors must choose between 
lectures and interactive approaches. He asserts that lectures can include 
interactive elements – between students and also between students and 
the instructor. Other researchers agree that it is possible to introduce 
active‐learning techniques – even in large lecture classes (Ebert‐May, 
Brewer, & Allred, 1997). For example, Van Dijk, Van Den Berg, and Van 
Keulen (2001) studied engineering students who were randomly assigned 
to one of three teaching conditions – each 90 minutes long and covering 
the same content. One condition included only traditional lecture, a 
second condition included lecture combined with students responding to 
questions via an electronic response system, and the third condition con­
sisted of brief lectures only on key topics along with the electronic 
response system and peer‐to‐peer instruction. Van Dijk and colleagues 
found that, based on a test of the course content, students learned as 
much from lecture as from interactive methods.

Ernst and Colthorpe (2007) similarly compared students – this time in 
a physiology course – who were taught either with traditional lecture or 
an interactive lecture format that included brief activities every 10–20 
minutes. Students in the interactive lecture courses performed slightly 
better on exams than students experiencing only traditional lecture. 
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However, the classes taught using the two different approaches were also 
taught in different years, introducing the possibility that the observed 
differences were not the result of differences in instruction. The evidence 
is therefore not yet conclusive that introducing interactive components to 
lectures has a definitive positive effect on learning. Van Dijk and colleagues 
(2001) suggest that active processing of information is probably more 
likely when active or interactive techniques are used, but this is not 
always the case and traditional lecturing does not always lead to passivity 
or lack of critical thinking.

Instructors seeking guidance to improve their lecture skills have a host 
of resources available to them (e.g., Bligh, 2000; Di Leonardi, 2007; 
DeGolia, 2013). For example, DeGolia provides excellent step‐by‐step 
guidance for preparing and implementing lectures. She provides strate­
gies for identifying learning objectives, identifying interesting content, 
understanding the audience, capturing attention and activating students’ 
interest, encouraging participation, establishing rapport, and establishing 
an effective classroom environment. Much of DeGolia’s advice is 
grounded in empirical research. It is not clear how many instructors seek 
out such resources in an effort to improve their lecture skills, but training 
in such skills does not appear to be the norm.

Evidence supporting the general inferiority of the lecture method 
relative to alternatives in terms of student learning is equivocal. Therefore, 
it is important to consider additional variables that might affect peda­
gogical decisions. One advantage of lectures is their efficiency relative to 
most other approaches. Lectures enable instructors to communicate 
information to large numbers of students simultaneously. In an ideal 
world, efficiency of method might not be an important consideration; 
however, reality has long dictated that educators consider the efficiency 
of their methods – especially given persistent increases in class size at 
many institutions (Degering & Remmers, 1939; Dubin & Taveggia, 
1968; Weir, 2009; DeGolia, 2013). Bligh (2000) acknowledges that both 
discussion and lecture can be effective, but he advises against using 
discussion methods for teaching content because they are more expensive 
in terms of instructor time and yet are no more effective than lectures. 
Likewise, in discussing the merits of problem‐based learning versus 
lecture, Beers (2005) suggests that educators choose lecture, because 
problem‐based approaches require greater resources but have not been 
shown to reliably increase student learning.

Even contemporary techniques designed to introduce peer interaction 
into lecture courses appear to have limitations in terms of efficiency. A 
recent test of the interteaching method described earlier included classes 
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consisting of only 15–16 students (Saville et al., 2011). This means that 
the instructor had to facilitate only seven or eight discussions during a 
class meeting. The practicality of this method in large classes where the 
instructor would have 20, 30, 40, or more dyads to manage remains an 
open question. Many teachers might prefer that all classes have only 10 
or 15 students, but this is not the reality in contemporary education. 
Therefore, any potential advantage of alternatives to lecture must be 
weighed in terms of efficiency.

Even some ardent critics of lectures acknowledge that lectures are 
useful for some purposes, such as providing a broader context for 
course content and demonstrating how an expert evaluates that content 
(Talbert, 2012). Other scholars have pointed out that lectures allow 
teachers to inspire students by demonstrating enthusiasm for course 
content, and help students to understand content that is particularly 
difficult (Matheson, 2008; White, 2011). Lectures also provide an 
opportunity to challenge students’ assumptions about course content 
(DeGolia, 2013).

Although some educators assume that student‐centered approaches are 
superior to lecture, Burgan (2006) expresses concern about what students 
actually do in classes where instructors use these methods. She questions 
whether advocates of student‐centered learning have taught large intro­
ductory courses or courses in which many students’ main objective is 
getting a good grade. She also ponders how to prevent unmotivated 
students from taking advantage of hard‐working students when the two 
must work together. Burgan points out that even at the college level, 
students are at different levels of cognitive and social development, and 
therefore it is unlikely that all can benefit equally from alternative teach­
ing methods. She notes, “being clueless in a discussion class is much more 
embarrassing and destructive of a student’s self‐confidence than strug­
gling to understand in the anonymity of a lecture” (p. 32). Kotsko (2009) 
likewise questions the wisdom of subjecting students to class discussion 
when they do not understand the readings, and also questions the notion 
that most students have adequate reading skills to comprehend and 
evaluate material read outside classes. Saville and colleagues (2006) 
noted that students in the interteaching classes they studied often arrived 
for class unprepared for peer discussions, which could have impacted 
their partners’ learning. In contrast to claims from one cognitive scientist 
that people learn best through interaction with the environment (see 
MacKlem, 2006), Burgan cites a different cognitive scientist who argues 
that, for most disciplines, a great deal of knowledge cannot be learned in 
the absence of direct instruction.
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Lectures have limitations like any other teaching method, so the nature 
of the course material may dictate the best teaching approach. Lectures 
may be less effective than some alternatives in helping students to improve 
critical thinking or communication skills (Parker, 1993), and having 
students learn by doing is likely to be more effective when the learning 
objective is acquisition of specific behavioral skills (Bligh, 2000; White, 
2011). Bligh points out that lecturing is likely to be ineffective for teach­
ing applied skills such as performing surgery or using a library, but that 
even these skills require students first to have background knowledge 
which they can acquire via lecture.

Evaluating the relative effectiveness of various teaching methods is 
remarkably difficult. Specific methods are often made up of a variety of 
techniques, there are many variables that are out of researchers’ control, 
and people who conduct the research often have a bias against certain 
techniques – especially lectures (Bligh, 2000). Given the lack of experi­
mental control that is possible when conducting classroom research, the 
potential for experimenter bias should be noted. In a meta‐analysis of 
studies of small‐group learning, Springer, Stanne, and Donovan (1999) 
found that the observed effectiveness of the small‐group method was 
significantly greater for studies where the researcher and instructor were 
the same person than they were when the study did not indicate that the 
researcher was directly involved in class teaching. When alternative strat­
egies are compared with lecture, one must consider the quality of the 
research and the size of the effect in light of the many other variables that 
affect teaching decisions. Perhaps making broad claims about lecture 
versus other formats is ill‐advised. There are simply too many variables 
to account for, and no method is likely to be implemented the same way 
across instructors.

The effectiveness of any teaching strategy is a function of both the 
method itself and student and instructor preferences. Weir (2009) argues 
that poor lecturing is likely to result when instructors do not work to 
refine their lectures because they do not value the method. If an instructor 
enjoys a particular method and believes that it is effective, he or she will 
try harder to make it effective. Bligh (2000) asserts that students will 
engage in thoughtful inquiry during lectures if they are disposed to do so, 
but the same could be said for any teaching method. Indeed, Burgan 
(2006) claims that motivated students can probably learn from any teach­
ing method. Moreover, there are certainly high‐ and low‐quality class 
discussions and group interactions, just as there are high‐ and low‐quality 
lectures. While criticisms of lecture are widespread, they are far from 
universal. In fact, some current scholars have argued that lectures have 
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“immense value” (Walthausen, 2013: para. 3), and that removing lectures 
from education would be a “grave error” (Gunderman, 2013: para. 15). 
All teaching methods have weaknesses, so no single method represents a 
perfect tool for promoting student learning. Varied learning environ­
ments, learning objectives, and learner characteristics demand varied 
instructional methods, and lectures are likely to remain important among 
these methods.
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Myth: Using 
PowerPoint in 
the classroom 
improves 
student 
learning

4
It is virtually impossible to calculate the number of PowerPoint presenta-
tions given each day. One estimate puts the number at approximately 30 
million (Parks, 2012), but the precise number is unimportant. Certainly, 
electronic presentation software – most notably PowerPoint – has become 
ubiquitous in education in a relatively short period of time. Although 
PowerPoint has both advocates and critics, it is difficult to find many 
critics among students. Nearly all researchers surveying students about 
their attitudes toward classroom PowerPoint presentations report that 
the students identify a variety of advantages with the software and believe 
that PowerPoint leads to more effective learning (Mantei, 2000; Roehling & 
Trent‐Brown, 2011; Hill, Arford, Lubitow, & Smollin, 2012). However, 
most empirical comparisons to date show no meaningful learning 
advantage from PowerPoint relative to other methods of presentation. 
A few studies show small positive effects, but these studies typically have 
methodological limitations that preclude conclusions about the unique 
effects of PowerPoint; a comparable number of studies suggest potential 
negative learning outcomes associated with PowerPoint. Research on the 
educational effectiveness of PowerPoint, like research in many areas of 
education, is often hindered by researchers’ inability to control all aspects 
of the learning process in order to isolate the effects of a single factor. 



Chapter 4 PowerPoint | 41

Nonetheless, it is possible to draw some general conclusions from the 
existing research.

In one early investigation conducted as PowerPoint was becoming 
broadly popular for classroom use, Szabo and Hastings (2000) conducted 
three studies to examine student preferences and learning outcomes asso-
ciated with the software. Using a survey, they found that the vast majority 
of undergraduate students believed that lecture classes that include 
PowerPoint slides are more interesting and maintain student attention 
better than classes without PowerPoint. The majority of students also 
believed that PowerPoint enhanced learning over traditional teaching 
approaches. Szabo and Hastings then collected learning data from 25 
students in a research methods course. In each of three class meetings, the 
students took mock exams testing their learning of content from the class 
meeting one week earlier. During one class, the instructor used overhead 
transparencies and wrote on the chalkboard; a second lecture was accom-
panied by PowerPoint slides; and a third lecture included PowerPoint 
slides, but students were provided with printouts of the slides prior to the 
class. The students scored significantly higher on exams when the instruc-
tor used PowerPoint than when the instructor used transparencies; there 
was no difference in performance between the PowerPoint class where 
students received copies of the slides and the class where they did not. 
Despite a small positive effect seemingly attributable to PowerPoint, the 
authors interpreted their findings with caution. They noted that the num-
ber of students in the study was very small, and that learning was assessed 
with mock exams rather than by genuine classroom tests. Furthermore, 
the study involved comparisons of only a single class meeting for each 
teaching approach.

In their third study, Szabo and Hastings (2000) failed to replicate the 
PowerPoint effect they had observed in their previous study. This time 
they studied college students enrolled in two classes. Each class had one 
meeting in which the instructor used transparencies and one meeting in 
which the instructor used PowerPoint. A week after each class meeting, 
the students took a genuine class quiz to assess learning. The researchers 
observed no consistent benefit from using PowerPoint, in that one class 
performed better on the quiz that followed a PowerPoint lecture and the 
other class performed better following the transparency lecture. Szabo 
and Hastings speculated that PowerPoint may produce some benefits in 
certain situations, but concluded that no generalized learning benefit 
occurs from adding PowerPoint to traditional lectures.

Other studies conducted over brief time periods have similarly failed to 
reveal learning benefits attributable to PowerPoint. For example, Corbeil 
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(2007) compared student performance in two college French classes. In 
one class, the instructor used PowerPoint slides for 180 minutes of class 
time to explain grammatical concepts. In the other class, the same instruc-
tor used the textbook and wrote on the chalkboard to explain these con-
cepts. There was no significant difference between the classes on a pre‐test 
of the information, indicating that the classes had similar knowledge 
prior to the lessons. There was also no significant difference between the 
classes on exams assessing students’ learning of the grammatical concepts 
immediately following the instruction or six weeks later. However, all 
students who completed a survey about the course felt that the PowerPoint 
slides were effective, helped them to understand the grammatical con-
cepts, and maintained their attention more effectively than the textbook. 
Corbeil acknowledged that the differences between the classes were not 
limited to the presence or absence of slides, in that using PowerPoint 
permitted the instructor to include a greater number of examples and 
more elaborate explanations for the concepts. Nonetheless, these benefits 
did not translate to any observed learning advantage.

Subsequent researchers further tested PowerPoint learning effects by 
comparing teaching methods in real classrooms over extended periods of 
time. For example, Nouri and Shahid (2005) studied students in two sec-
tions of an undergraduate accounting class. In one section, the instructor 
used transparencies containing only black text. In the other section, the 
same instructor taught the same content using PowerPoint slides in full 
color with graphics and animation. The students took quizzes at the end 
of each class and three exams containing both conceptual and problem‐
solving items over the course of the semester. The students also completed 
a survey at the end of the semester evaluating the course and instructor. 
Students in the PowerPoint class rated the class as more understandable 
and the instructor as more prepared than did students in the transparency 
class. However, quiz scores indicated significant differences only twice – 
once favoring the PowerPoint class, and once favoring the transparency 
class. In both cases the score difference was small. There were no signifi-
cant differences between the classes in exam performance on either 
conceptual or problem‐solving items.

Other researchers studying student learning over entire semesters have 
observed outcomes similar to those reported by Nouri and Shahid (2005). 
Based on data from four introductory economics courses, there was no 
significant difference in course achievement between classes where the 
instructor used PowerPoint slides and courses where the same instructor 
did not use slides (Rankin & Hoaas, 2001). Daniels (1999) found no 
significant difference in student performance between an economics class 
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taught one year using only the chalkboard and the same course taught a 
year later using PowerPoint. Again, the majority of students reported a 
preference for PowerPoint rather than the chalkboard, and 98% of the 
students rated the slides as at least somewhat useful.

In a more complex study, Beets and Lobingier (2001) alternated three 
teaching methods across three introductory accounting classes. All classes 
were taught by the same experienced instructor using the same textbook. 
The three methods consisted of the instructor using only the chalkboard 
to supplement lecture, using overhead transparencies containing text, 
and using slide presentation software. PowerPoint was not specifically 
identified, but it was likely the software used. The instructor systemati-
cally alternated methods so that each class experienced one‐third of the 
semester with each method. All presentations contained identical content 
and the students did not receive any additional notes. The students took 
a short quiz at the end of each class and an exam after each third of the 
semester. Beets and Lobingier reported no significant differences in quiz 
or exam scores based on teaching method. Nonetheless, on a survey 
completed during the last week of class, the majority of students reported 
a preference for the computerized slides.

Two studies conducted by Susskind (2005; 2008) illustrate even more 
vividly the effects of PowerPoint use on student beliefs and attitudes 
despite the absence of any significant increase in learning. Susskind’s first 
study included two introductory psychology courses taught by the same 
instructor. For the first half of the semester, the instructor taught one 
section using traditional lecture including notes on a white board, and 
the other section using the same content but presenting the lecture notes 
on PowerPoint. For the second half of the semester, the sections were 
reversed so that both classes experienced both presentation methods. 
Despite no significant difference in exam performance, the students 
reported that the class was more interesting, more organized, and more 
enjoyable when the instructor used PowerPoint. They also reported that 
they took more and better notes, felt greater self‐efficacy, and were more 
confident about the exam that followed PowerPoint lectures.

Susskind (2008) replicated his first study and demonstrated that 
PowerPoint use might even affect student perceptions of factors unre-
lated to classroom events. For the first half of the semester in an under-
graduate psychology course, the instructor taught one section using a 
traditional lecture format, including overhead transparencies of actual 
PowerPoint slides. The instructor taught the other section using identical 
slides presented on a computer. For the second half of the semester, the 
methods were switched between the two sections. Replicating previous 
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research, Susskind (2008) found no differences in exam scores based on 
whether the course content was presented on transparencies or comput-
erized PowerPoint. However, students again preferred the PowerPoint 
lectures and rated them as better organized, more interesting, and more 
enjoyable. Students further reported that that the instructor was more 
effective, that they took more notes, that their notes were more useful, 
and that it was easier to understand the material during PowerPoint 
lectures. As a result, students reported greater confidence in how well 
they had learned the material. Perhaps most interestingly, Susskind 
observed a kind of halo effect where PowerPoint use appeared to improve 
students’ perceptions of unrelated aspects of the course. Students rated 
the course website as more useful during the time that PowerPoint was 
being used in class – despite the fact that both classes had access to the 
exact same website. Such varied perceptions are especially noteworthy 
given that the instructor used identical slides in both classes and only 
varied the method of projection.

Other researchers have similarly concluded that PowerPoint can affect 
subjective student perceptions even when it does not improve learning. 
Apperson, Laws, and Scapansky (2006) collected data from college 
students in ten separate classes across four academic disciplines. Five 
instructors taught a course using the chalkboard and transparencies one 
semester, and the same course using PowerPoint the following semester. 
The instructors used the same textbook, exams, and lecture materials for 
both semesters. Students taking PowerPoint classes were more likely to 
report ease in staying focused on the course content, that the instructor 
did a good job of maintaining their interest, and, most importantly, that 
PowerPoint improves student learning. They also rated the professor 
more positively and were more likely than students in the non‐PowerPoint 
classes to report that they wished to take another class from the same 
instructor. Replicating the halo effect that Susskind (2008) reported, 
students in the PowerPoint classes provided higher ratings of how well 
the instructor explained the importance of the material, felt that the 
instructor provided more opportunities to apply their learning, made 
course goals clearer, gave more assignments requiring critical thinking, 
and provided better and more rapid feedback on tests and assignments. 
Such subjective differences emerged despite these variables being kept 
constant and despite the absence of any significant difference in average 
grades between the PowerPoint and non‐PowerPoint classes.

Some researchers have found evidence that PowerPoint may occasion-
ally detract from student learning. Savoy, Proctor, and Salvendy (2009) 
randomly assigned undergraduate and graduate students in a human 
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factors course to lecture conditions in which two topics were taught using 
two methods. The instructor presented each topic using either the chalk-
board or PowerPoint slides containing both text and tables. Students 
attended the lectures one week apart and took a quiz two weeks later 
covering content from both lectures. Savoy and colleagues observed no 
significant difference in performance between the PowerPoint and non‐
PowerPoint sections on quizzes assessing content that the instructor had 
presented visually. Students retained both text and graphic content equally 
well whether the material had been presented on the chalkboard or on 
PowerPoint slides. However, for information communicated out loud by 
the professor, students in the traditional lecture performed 15% better on 
the quiz than students in the PowerPoint lecture. The researchers inter-
preted this finding as indicating that the PowerPoint slides had distracted 
students from the spoken information delivered by the professor. 
Amazingly, there was no significant difference in quiz performance cover-
ing auditory material between students in the PowerPoint lecture and 
students who did not attend the lecture at all – providing validation for 
instructors who suspect that students sometimes focus excessively on slide 
content and fail to attend to the instructor’s spoken words.

In another study revealing possible reductions in learning as a function 
of PowerPoint use, Bartsch and Cobern (2003) examined the effect of 
utilizing various visual and auditory features of the software. An instruc-
tor in an undergraduate social psychology course randomly varied his 
teaching method in one‐week increments throughout the semester. The 
instructor varied between using transparencies, PowerPoint slides 
containing only text, and PowerPoint slides that included pictures, sound 
effects, and variations in text characteristics. Students completed periodic 
quizzes and a survey after each class asking them to report how much 
they enjoyed the class and how much they thought they had learned. 
Students thought that they learned more from PowerPoint lectures than 
lectures with transparencies. On actual quiz performance, however, there 
was no significant difference between transparency and text‐only 
PowerPoints, but students scored about 10% lower on quizzes assessing 
content presented with the elaborate PowerPoint slides. At the end of the 
semester, students reported enjoying the transparency approach less than 
the PowerPoint methods, and believed they learned less from the trans-
parency lectures.

In a final study suggesting a possible negative PowerPoint effect, 
Amare (2006) assessed students in four sections of a technical writing 
course. The instructor taught two sections using text‐only PowerPoint 
slides and two sections using a more traditional lecture approach that 
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included providing handouts and writing on the chalkboard. Students in 
all sections studied the same content, completed the same assignments, 
and took the same exams. Although students were not randomly assigned 
to the four classes, the students took a pre‐test at the beginning of the 
semester and a post‐test at the end so the researcher could evaluate pro-
gress over time. Amare reported that students tended to prefer PowerPoint 
over non‐PowerPoint lectures, but that students in the non‐PowerPoint 
sections improved more over the course of the semester than students in 
the PowerPoint sections.

Some researchers have observed positive learning effects associated 
with PowerPoint, but most such studies have noteworthy methodological 
limitations. For example, Erwin and Rieppi (2000) studied more than 300 
college students distributed over two sections each of abnormal psychol-
ogy, development, and statistics courses. In one section of each course an 
instructor used PowerPoint, and in the other section there were no restric-
tions on what technologies the instructor could use. Students took the 
same final exam regardless of the teaching style of the course, and students 
in the PowerPoint sections scored higher on the exam in all three subjects. 
However, there was no standardization of content within the specific 
courses, because each of the six courses was taught by different instructors 
who each developed their own lecture and presentation materials. The 
researchers in fact acknowledged that each instructor’s general teaching 
style, rather than any PowerPoint effect, could have led to the observed 
differences. The instructors were aware of the varying conditions, and it is 
likely that the students were similarly aware. Furthermore, the PowerPoint 
lectures included an interactive component that was not available in the 
non‐PowerPoint sections. Although the nature of this interactive compo-
nent was not fully described by the researchers, any such factor might 
explain the differences in test performance.

In another study showing positive PowerPoint effects, Blalock and 
Montgomery (2005) compared students in two sections of an undergrad-
uate economics course which met during consecutive hours during the 
same semester, taught by the same instructor in the same classroom. The 
instructor taught the earlier class using only the chalkboard, but based 
lecture content on PowerPoint slides provided by the textbook publisher; 
the instructor taught the later class using the actual PowerPoint slides. 
Students took four identical exams on the same dates. The researchers 
performed several analyses – some of which indicated that PowerPoint 
did not have an effect on learning and others that indicated a very small 
effect. However, the students were not randomly assigned to the two 
classes, nor was there a pre‐test to determine initial equivalence of the 
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students in the two sections. The researchers also noted that students in 
the earlier class could have communicated test content to some students 
in the PowerPoint class – leading to slightly higher scores in the later 
section. It is important to note that even if these limitations were absent, 
the difference in performance between the two sections had limited prac-
tical utility. Students in the PowerPoint section answered an average of 
four more exam items correctly out of 185 items administered over the 
semester – a difference in performance of only 2%.

Mantei (2000) compared exam data from ten sections of an under-
graduate geology course taught over five years by an instructor who used 
the chalkboard and transparencies, with data from four sections of the 
same course taught over two years by the same instructor using PowerPoint 
along with lecture notes that students accessed online. Students in all 
sections followed the same policies, completed the same activities, learned 
the same topics using the same textbook, received the same practice test 
questions, and completed the same exams. However, the notes provided 
online for the PowerPoint sections included detailed outlines of the lectures 
used in the earlier non‐PowerPoint sections, along with figures and tables 
from the textbook. The slides themselves were also available to students, 
who were instructed to print the slides and lecture notes in advance, 
review them, and bring them to class. Mantei reported a significant 
increase in student exam scores beginning in the first semester that 
PowerPoint was used, and the class average of all PowerPoint sections was 
about 5% higher than the average of all non‐PowerPoint sections. 
However, since students in the PowerPoint sections had access to lecture 
notes and slides in advance, it is possible that this was the factor that led 
to better exam performance. It is therefore not possible to conclude that 
PowerPoint had an independent effect on learning.

In a subsequent study, Bartlett and Strough (2003) found that using 
PowerPoint produced no learning benefits that were not attributable to 
providing students with a course guide containing questions for students 
to answer and activities to demonstrate class concepts. More than 900 
students from seventeen sections of a college psychology course over three 
semesters were taught using one of three methods: traditional lecture, 
lecture with the course guide as a supplement, or lecture with both the 
course guide and PowerPoint. Students in the sections with the course 
guide earned significantly higher grades than students in sections without 
the course guide; adding PowerPoint did not result in any additional 
increase in students’ grades. Interestingly, the same effects emerged regard-
ing student evaluations. Students receiving the course guide rated their 
classes more positively in terms of organization and fairness of exams 
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than students who did not receive the course guide, and PowerPoint was 
not associated with any additional improvement in student attitudes.

A final study suggesting a possible positive PowerPoint effect was con-
ducted by Lowry (1999), who compared student performance across 
three consecutive years of an introductory environmental science course. 
During the first year, the instructor taught the course using transparencies 
to explain concepts; for complex diagrams, the instructor used multiple 
layers of transparencies. Students worked on problems outside class and a 
tutor then worked through the problems in class. In the second and third 
years of the course, the instructor used PowerPoint to present content that 
had previously been presented on transparencies. The slides included ani-
mations to present the complex diagrams and were partially automated so 
the tutor could interact individually with students who were struggling. 
Lowry reported that students scored significantly higher on exams when 
the instructor used PowerPoint. Although students were not randomly 
assigned to classes, the apparent improvement in student learning was 
sustained for two consecutive years. It is important to note that the pres-
entation of information in the course was considerably altered by the 
switch to PowerPoint. Lowry reported that presenting certain content 
such as complex, multilayered diagrams had been awkward when using 
transparencies and that switching to PowerPoint made the process simpler 
and smoother. The computerized animation also allowed the instructor to 
interact with struggling students. Although not a precise comparison of 
PowerPoint versus non‐PowerPoint because more than one factor varied 
across classes, Lowry’s data provide some support for the potential advan-
tage of PowerPoint when instructors use it to communicate information 
that cannot easily be communicated using other methods.

Shapiro, Kerssen‐Griep, Gayle, and Allen (2006) completed a very 
small meta‐analysis of both published and unpublished experimental 
studies on the effectiveness of PowerPoint for increasing student learning. 
As noted elsewhere in this book, meta‐analysis is a method for combining 
the results of many studies to reduce the effects of limitations associated 
with smaller individual studies. Although the researchers did not report 
the specific methods with which PowerPoint was compared in each indi-
vidual study, they combined 16 comparisons from 12 studies and found 
a very small average positive effect associated with PowerPoint. Despite 
the average effect however, nine of the 16 comparisons showed no signifi-
cant effect, and another comparison showed a difference in favor of 
traditional instruction over PowerPoint; six comparisons showed an 
effect in favor of PowerPoint and only four of these were published. 
Therefore, of 16 comparisons, there were only four published effects in 
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favor of PowerPoint. The researchers concluded that caution is warranted 
when interpreting their findings, given the very small average effect asso-
ciated with PowerPoint use and the impossibility of controlling for 
numerous other variables that could have affected the results of the indi-
vidual studies.

Existing research suggests that learning benefits associated with 
PowerPoint, as they have been investigated thus far, are either very small 
or nonexistent. This pattern echoes a conclusion reached by Clark (1983), 
who completed a review of media learning research years before 
PowerPoint became a fixture in educational environments. Clark 
reviewed a large body of literature on the effect of various media on 
learning. He concluded “that media are mere vehicles that deliver instruc-
tion but do not influence student achievement any more than the truck 
that delivers our groceries causes changes in our nutrition” (p. 445). 
Clark argued that only content can affect learning and that researchers 
are unlikely to find clear evidence of learning that can be uniquely cred-
ited to any specific type of media.

Despite Clark’s (1983) admonitions, conclusions regarding PowerPoint 
effectiveness must remain tentative. Kosslyn, Kievit, Russell, and Shephard 
(2012) noted that there is little research on how to most effectively design 
PowerPoint presentations, but they developed a set of recommendations 
based on broader research regarding how people learn. For example, they 
emphasized that slides should promote encoding by drawing learners’ 
attention to important information. Since people notice things that stand 
out from the background, slide designers can use animations and high 
contrast text to emphasize important details. Designers must also recog-
nize that human working memory is very limited in capacity, so slides 
must not overwhelm learners’ ability to process information. Finally, 
effective learning requires that new information must become linked with 
knowledge already in the learner’s long‐term memory, so the presenter 
must connect the content with what the audience already knows and 
avoid unfamiliar jargon. Kosslyn (2007) provides additional guidance for 
slide design grounded in principles of cognitive psychology, and other 
scholars have provided guidance informed by human factors research 
(Durso, Pop, Burnett, & Stearman, 2011).

Kosslyn and colleagues (2012) collected a random sample of PowerPoint 
presentations from the Internet and had two judges use specific guide-
lines to independently rate the presentations for violations of the identi-
fied principles. The slide shows violated an average of six out of nine 
principles, and no slideshow in the sample had zero flaws. The research-
ers also conducted a survey of more than 200 people who regularly view 
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PowerPoint presentations and found that audience members often notice – 
and are distracted by – violations of principles for optimal slide design. 
Kosslyn and colleagues concluded that important guidelines are often 
missed or ignored by people developing PowerPoint presentations. It is pos-
sible, therefore, that researchers have found little evidence that PowerPoint 
enhances learning because they have thus far failed to distinguish good 
PowerPoint presentations from bad PowerPoint presentations.

There is no shortage of PowerPoint critics who have identified reasons 
why PowerPoint could be detrimental to learning. Perhaps most notably, 
Tufte (2003) argued that PowerPoint promotes a particular way of think-
ing characterized by linear understanding of complex material, fragmen-
tation of information into a format consistent with individual slides and 
bullets, and an emphasis on format over content. Adams (2006) argued 
that PowerPoint encourages teachers to present information in certain 
limited ways, such as in the form of bulleted lists, a format that Tufte 
fears “can make us stupid” (p. 5). Adams partially blames the software’s 
default settings, which she feels deter teachers from presenting informa-
tion in other ways and encourages them to focus on content that can be 
presented on a single slide rather than more complex information. 
Another critic of PowerPoint has similarly lamented the “bulletization of 
education,” asserting that PowerPoint conveys the idea that only what is 
presented on slides is important (Isseks, 2001: 74).

Just as there are compelling intuitive reasons why PowerPoint might 
hinder learning, there are also reasons why it might enhance learning. 
Daniels (1999) points out that PowerPoint makes it possible for instruc-
tors to include animations during class, that the software helps with 
organization and permits instructors to include more content or activities 
using the time they would otherwise be writing on the chalkboard, that 
PowerPoint’s color and transition features might enhance instructors’ 
ability to maintain student attention and interest, and that instructors can 
provide slides to students in advance to improve note‐taking. Furthermore, 
Doumont (2005) disagrees with Tufte’s (2003) broad indictment of 
PowerPoint, stating that Tufte criticizes the software for ineffectiveness in 
accomplishing objectives it was not designed to accomplish. Doumont 
asserts that Tufte demonstrates only that “inappropriate use yields inap-
propriate results” (p. 67), and argues that “what comes out of PowerPoint 
depends largely on what goes into it, and the tool will likely neither 
improve poor thinking nor corrupt sound reasoning” (p. 69).

To date, there is little direct evidence that using PowerPoint in educa-
tional settings has any broad consistent effect – positive or negative – on 
student learning. However, most researchers provide little or no specific 
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description of how PowerPoint slides are designed for various studies, so 
it is often impossible to identify how the slides were actually used in 
classes (Levasseur & Sawyer, 2006). Susskind (2005) suggests that, given 
the overall lack of effect, researchers might be wise to examine more 
specific features of PowerPoint such as animation, video, graphics, and 
other features to determine if there are specific properties that can enhance 
learning. Several researchers have speculated that PowerPoint may pro-
vide unique advantages and benefits when an instructor seeks to teach 
complex concepts using graphs, charts, or diagrams that cannot easily be 
drawn on a chalkboard (Bartsch & Cobern, 2003; Savoy et al., 2009).

Based on the research to date, PowerPoint appears to affect students’ 
subjective attitudes about classes, while having little impact on their actual 
learning (Apperson et al., 2006; Susskind, 2008). Some researchers have 
gone so far as to speculate that PowerPoint may enhance student enter-
tainment rather than student learning (Szabo & Hastings, 2000), and that 
“multimedia technology may consist of more flash than substance” 
(Bartlett & Strough, 2003: 337). However, Apperson and colleagues note 
that improving students’ attitudes about their courses and their education 
is a nontrivial outcome and that this benefit on its own may be quite 
powerful.
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Myth: Minimally 
guided 
instruction 
is superior 
to traditional 
direct 
instruction

5

Minimally guided teaching strategies have become popular over the 
past several decades. Minimally guided methods include a variety of 
techniques that involve students working on problems or discussing 
issues without specific instruction on how to solve the problems, and 
sometimes even without instruction about what they are supposed to 
accomplish. In contrast, direct instruction involves teachers providing 
students with all the information they need to learn (Clark, Kirschner, & 
Sweller, 2012). Minimally guided techniques are based in constructivist 
learning philosophy, proponents of which assume that learning involves 
construction of knowledge and that people learn most effectively when 
they engage in the discovery of knowledge rather than having knowl­
edge imparted to them. Many authors advocate for the effectiveness of 
constructivist teaching methods, and many assume the superiority of 
these methods over direct instruction (Steffe & Gale, 1995; Mayer, 
2004). Such methods are quite popular and are a central component of 
the Common Core educational standards that have been adopted by 
nearly all states in the United States.
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Bruner’s (1961) article is often cited as the origination point of 
minimally guided instruction – often referred to as discovery learning – 
although the philosophical roots extend back at least to the work of 
Dewey (1897; 1902). Bruner distinguished between methods that are 
essentially teacher‐centered, wherein the teacher sets the pace of instruc­
tion and decides on the mode of teaching, and those that are student‐
centered, wherein teachers and students are more collaborative and 
students take an active role in the learning process. He hypothesized that 
the process of students learning by discovery might have unique benefits 
over traditional instructional processes, speculating that “discovering 
for oneself teaches one to acquire information in a way that makes that 
information more readily viable in problem‐solving” (p. 26).

Around the same time that Bruner (1961) expressed his hypotheses 
regarding the effectiveness of discovery as a learning method, Piaget 
(1965) summarized trends he had observed in education over the preced­
ing 30 years. He noted a growing emphasis on the idea that students 
should discover knowledge and learn concepts independently rather than 
having someone else impose that knowledge. He further emphasized the 
importance of active learning, although he noted that classroom activities 
are not ends in themselves, but instead become valuable to the extent that 
they promote cognitive activities such as reflection and abstract thinking. 
Piaget was critical of methods where students are provided with concepts 
rather than discovering them, arguing that direct instruction methods are 
less likely to lead to learning that transfers to broader contexts.

Over the subsequent decades, the hypotheses of Bruner (1961) and 
Piaget (1965) formed the backbone of various constructivist teaching 
approaches. Jonassen (1991; 1998) describes constructivist perspectives 
of learning as based on the assumption that knowledge cannot be 
transmitted to learners, but rather must be constructed by them based on 
individual experiences with the world. Jonassen contrasts constructivist 
views, where reality is assumed to exist primarily in individuals’ minds, 
to objectivist views that assume an external reality that students can 
come to understand through direct instruction.

The literature on minimally guided instruction is particularly challeng­
ing to summarize because many terms are used inconsistently which 
makes it difficult to clearly understand what teachers actually do when 
they apply various techniques. Conducting research on minimally guided 
learning is likewise difficult because there is no consistently applied defi­
nition of what it is (Klahr & Nigam, 2004; Alfieri, Brooks, Aldrich, & 
Tenenbaum, 2011). As a consequence, there is surprisingly little direct 
experimental research comparing fully guided and minimally guided 
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instruction. Many claims concerning the effectiveness of different methods 
are based on interpretations of related educational research rather than 
on direct experimental comparisons. Moreover, there is much disagree­
ment among educational researchers concerning what broad techniques 
even qualify as minimally guided. Since teachers virtually never provide 
students with a problem to solve or a topic to discuss without any guid­
ance at all (Brunstein, Betts, & Anderson, 2009), the distinctions between 
differing levels of guidance quickly become blurred.

One of the few well‐controlled direct comparisons of discovery learning 
with direct instruction was conducted by Klahr and Nigam (2004), who 
compared the techniques in terms of both initial learning and transfer of 
learning to other tasks. The researchers randomly assigned third and fourth 
grade students to learn to design experiments via either direct instruction 
or discovery learning. In both conditions, students engaged in active learn­
ing by developing experiments to test scientific questions pertaining to the 
motion of balls of different materials rolling down ramps varying in steep­
ness, length, and roughness. In the direct instruction condition, the teacher 
presented and explained examples of good and bad experimental designs; 
in the discovery condition, students spent the same amount of time design­
ing experiments, but without any explanations or examples. Immediately 
after this phase, students each designed four new experiments; a week later, 
they each evaluated science fair posters produced by sixth grade students 
from a different school. The data were collected by an experimenter who 
was blind to the experimental conditions, and the students’ responses were 
coded by independent evaluators.

Klahr and Nigam (2004) found that students in the direct instruction 
condition improved far more in their ability to design quality experiments – 
ultimately performing twice as well as students in the discovery condition. 
The majority of students (77%) in the direct instruction condition achieved 
mastery of the learning task, whereas only 23% of the students in the dis­
covery condition achieved mastery. Direct instruction led to much greater 
success for students at all levels of initial performance. Moreover, students’ 
ability to critique science posters did not vary as a function of the learning 
method. Mastery of the learning task was the critical variable determining 
students’ ability to evaluate the posters – whether students had achieved 
that mastery through direct instruction or discovery learning. In sum, 
direct instruction led to greater learning overall, and discovery learning 
did not lead to greater transfer of learning to another context.

In an interesting partial replication of Klahr’s and Nigam’s (2004) 
study, Dean and Kuhn (2006) compared discovery with direct instruction 
over a longer time frame. They randomly assigned fourth grade classes to 
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one of three conditions with the same learning objective used by Klahr 
and Nigam. Students in a practice condition worked on computerized 
problems without teacher guidance for 12 sessions over 10 weeks. 
Students in a second condition engaged in the same 12 practice sessions 
preceded by a single direct instruction session at the outset where a 
teacher presented two good and two bad examples of experiments along 
with explanations. The length of this direct instruction session was not 
reported, but it appears from the procedure that it was quite brief. 
Students in a third condition received only the single direct instruction 
session with no subsequent practice. When students were tested seven 
weeks after the last session, those who had received both practice and 
direct instruction were no better off than students who had only prac­
ticed. The authors concluded that, at least in this case, direct instruction 
was not a necessary part of the learning process.

There are several reasons to be wary of this conclusion. First, the single 
direct instruction session was apparently very brief and was followed by 
12 practice sessions for both groups. It is perhaps not surprising that the 
effect of the direct instruction session would be diluted after students’ 
participation in 12 practice sessions. Second, students in the practice only 
condition still received guidance in the form of an introductory session 
where the learning activities were explained, as well as reminders during 
some practice sessions of information from earlier sessions. This would 
further dilute any direct instruction effect since students in all groups were 
in fact receiving guidance. Finally, the researchers did not compare equiva­
lent amounts of unguided practice and direct instruction. The finding that 
very minimal direct instruction increased learning only slightly beyond a 
great deal of practice is of uncertain value.

In another test of learning with minimal guidance, Rittle‐Johnson 
(2006) assigned children in grades three through five to two conditions in 
which the students solved math problems. In the instruction condition, 
the experimenter directly taught students a specific strategy for solving 
the problems; in the discovery condition, the experimenter provided no 
instruction and told students to think of a way to solve the problems. 
Students then solved a series of problems, each of which was followed by 
feedback and the correct answer. They then took an immediate post‐test 
and another post‐test two weeks later. When solving the initial problems, 
students who received direct instruction averaged nearly twice as many 
correct answers as those in the discovery condition – despite the fact that 
all students received feedback on their performance as they worked 
through the problems. Students who had received direct instruction also 
did better on both the immediate and delayed tests, which included 
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problems that were analogous to those they had seen previously, as well 
as problems that had some similarities but were different from what the 
students had seen before. Rittle‐Johnson concluded that direct instruction 
was a more reliable way of teaching students the correct way to solve 
problems. She also noted that many students in the discovery condition – 
but no students in the instruction condition – used incorrect strategies, 
and she found no evidence that the discovery method led to greater 
transfer of learning.

Alfieri and colleagues’ (2011) meta‐analysis provides a broad perspec­
tive on the relative effectiveness of discovery learning versus guided 
instruction. These researchers emphasized that a host of varying tech­
niques have been included under the heading of discovery learning, but 
that the term is most commonly used to refer to methods in which 
students must acquire knowledge and understanding independently 
rather than having it provided to them. Alfieri and colleagues integrated 
the findings from more than 100 studies comparing minimally guided 
discovery methods with explicitly guided techniques. Overall, guided 
instruction led to greater learning, although the effects varied widely in 
strength due to the wide variety of samples, learning objectives, and 
research methods. Interestingly, studies published in top‐tier journals 
demonstrated larger benefits of direct instruction over unguided instruc­
tion than studies published in lower‐tier journals. Although the superiority 
of guided instruction was observed across learning domains, it was 
stronger when students learned verbal and social skills than when they 
learned math and science topics. Some types of explicit instruction were 
more effective than others, but all were more effective than unguided 
discovery. The researchers concluded that unguided discovery is not an 
effective strategy in terms of student learning, and that techniques such as 
direct teaching, having students do worked examples where they have 
access to all steps in the problem‐solving process, and providing students 
with explicit feedback on their performance are much more effective. 
They further concluded that direct instruction is usually necessary to 
teach students problem‐solving approaches before discovery methods 
can be employed, and that optimal teaching methods all involve some 
kind of meaningful guidance, instruction, or feedback.

There is evidence that student learning can sometimes be enhanced 
under conditions of minimal guidance. Brunstein et al. (2009) argue that 
discovery learning and direct instruction represent ends of a continuum 
ranging from one extreme at which students are told what to learn, to the 
other extreme at which they must figure out what to learn. However, 
Brunstein and colleagues also point out that all discovery learning methods 
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involve some guidance and that pure discovery can therefore be distin­
guished from guided discovery. They randomly assigned undergraduate 
students to use a computerized tutoring program to solve complex math 
problems under one of four conditions: receiving verbal instructions, 
receiving a direct demonstration of how to solve the problems, receiving 
both verbal instructions and a demonstration, and receiving neither instruc­
tion nor a demonstration – which was intended as a discovery learning 
condition. The researchers reported that students in the minimally guided 
condition were ultimately most successful in that they completed a lengthy 
problem set more quickly. However, Brunstein and colleagues noted that in 
fact their discovery condition did provide guidance by providing general 
instructions on the purpose of the problems to be solved, limiting the 
options that students had for exploring possible solutions, and providing 
feedback on student performance. They speculated that additional instruc­
tion throughout the process would likely have led to similar success and 
even greater efficiency. The researchers concluded that students may some­
times be able to learn with minimal guidance but only when they search 
within a limited number of possible solutions, and engage in extended 
practice, on tasks that are not too cognitively demanding.

There are several reasons why instruction with minimal guidance tends 
not to have the dramatic advantages that advocates expect. First, the 
emergence of minimally guided instructional philosophy and techniques 
occurred prior to the publication of much of the existing research on 
human cognitive processing, and the techniques are in some ways incon­
sistent with that research (Kirschner, Sweller, & Clark, 2006; Sweller, 
2009). Perhaps most relevant are the now well‐known limitations of 
human short‐term memory (Miller, 1956), which are particularly striking 
when a person is trying to actively work with the information in his or 
her immediate consciousness rather than merely maintaining it in memory 
(see Cowan, 2000, for a review). Sweller argues that educational methods 
that require teachers to deliberately withhold knowledge from students 
so that the students can discover it themselves are problematic because 
they ignore the limitations of working memory.

In his review of cognitive load theory, Artino (2008) similarly con­
cluded that students will learn less effectively when teaching methods 
place excessive demands on their working memory. He cites the perils of 
teaching approaches characterized by extraneous cognitive load, which 
he defines as the extra load placed on working memory when students 
have to engage in cognitive tasks unrelated to the material or skills to be 
mastered. He argues that good teaching should minimize such extraneous 
demands on working memory, and that teachers can accomplish this by 
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directly providing students with the background information they need 
to solve a particular problem, and then giving students the opportunity to 
solve increasingly complex problems. He questions the wisdom of 
employing minimally guided techniques with students learning novel 
information, because such techniques are likely to overwhelm students’ 
working memory. Other researchers agree that direct instruction places 
fewer demands on working memory, because students can focus their 
attention on relevant information and need only understand the problem 
and how to solve it rather than having to expend cognitive energy search­
ing for the problem itself (Clark et al., 2012). Artino asserts that any 
teaching method must be adapted to the current knowledge level of the 
students involved. When students are learning truly novel material, they 
will likely need direct instruction; as their knowledge of the topic deep­
ens, they will be able to perform more complex tasks with greater auton­
omy. This perspective is consistent with Bjork’s and Bjork’s (2011) 
description of what they term desirable difficulties relevant to learning. 
They explain that engaging in tasks that make learning seem more 
difficult – such as varying the methods used to learn – can lead to more 
effective learning, but only if the learner has “the background knowl­
edge or skills to respond to them successfully” (p. 58). In the absence of 
such knowledge, they state, the same methods create difficulty that is 
detrimental to learning.

The full relevance of this progression from novice to expert, and its 
implications for instructional methods, is evident when one considers the 
cognitive skills necessary to demonstrate true expertise in any particular 
domain. Kirschner et al. (2006) cite evidence that people who become 
very effective at solving problems in a specific domain are successful 
because they have a great deal of relevant past experience stored in long‐
term memory. Novices have access only to the information immediately 
available to them, and their ability to process that information is greatly 
restricted due to the limitations of working memory. In contrast, experts 
can draw on the vast experience stored in their long‐term memory, making 
working memory limitations far less pertinent. Experts can therefore 
quickly determine how to solve a problem because they can recognize 
similarities to past problems. Kirschner and colleagues assert that mini­
mally guided teaching approaches require novice students to tax their 
working memory capacity by trying to identify relevant information and 
an effective problem‐solving strategy, thereby leaving students with less 
working memory capacity to transfer information to long‐term memory. 
Without relevant knowledge, students can only “blindly search for possible 
solution steps” (Clark et al., 2012: 10).
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Neglecting to consider the limitations of working memory may have 
especially dire consequences for low‐achieving students. Clark (1982) 
reviewed nine studies examining the interaction between teaching method 
and student ability in determining student achievement. In the majority of 
studies, lower ability students learned more effectively from less cognitively 
demanding methods characterized by greater structure and guidance. 
High ability students tended to learn more from methods that provided 
less guidance and therefore imposed greater cognitive demands. 
Paradoxically, students reported greater enjoyment of teaching methods 
from which they learned less – although they were not aware that they 
were learning less. High ability students tended to report greater enjoy­
ment of structured methods characterized by lower cognitive load, 
whereas low ability students preferred unstructured methods that imposed 
greater cognitive load. Three decades after Clark’s review, he and his 
colleagues continued to express concern that minimally guided approaches 
pose the risk that only high‐achieving students will discover knowl­
edge, and other students will become frustrated and disinterested (Clark 
et al., 2012). Even Bruner (1961), an early advocate of discovery learning, 
asserted that “Discovery … favors the well‐prepared mind” (p. 22).

A second factor that may limit the effectiveness of minimally guided 
approaches is the nature of the material taught as part of formal educa­
tion. Sweller (2009) cites a number of constructivist arguments regarding 
the human ability to learn many skills outside formal educational environ­
ments and with little or no conscious effort. For example, most children 
learn to speak and engage in meaningful social interaction simply by being 
around others who are engaging in those behaviors. However, there are 
important distinctions between these type of skills and the skills that teach­
ers typically want students to learn. Geary (2012) argues that skills that 
were relevant to daily survival throughout human evolutionary history 
develop with little effort on the part of learners. He considers skills such as 
speaking and social interaction to be examples of such biologically pri­
mary knowledge. In contrast, Geary categorizes skills such as reading, 
writing, solving math problems, and critically evaluating evidence as bio­
logically secondary knowledge because these skills have existed only for a 
tiny portion of human evolutionary history. Developing these skills requires 
conscious effort and explicit instruction. Geary asserts that children are 
inherently motivated to learn primary knowledge but not secondary 
knowledge, stating “We would not need modern schooling, or at least 
not 12 or more years of it, if children found the activities that promote 
secondary learning as engaging as they find interacting with friends, 
and secondary learning as effortless as native‐language learning” (p. 613).
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Finally, minimally guided approaches often inappropriately equate 
cognitive activity with behavioral activity. In his critique of minimally 
guided techniques, Mayer (2004) agrees with other critics (Kirschner et al., 
2006; Sweller, 2009) that the constructivist educational philosophy indeed 
has merit due to its emphasis on active student involvement, student con­
struction of knowledge, and practical application of knowledge. However, 
Mayer takes issue with the assumption that active learning requires actual 
behavioral activity and unguided discovery. He questions constructivist 
assumptions that teaching methods such as interactive activities and group 
discussions are effective, whereas supposedly passive methods such as 
reading books and listening to lectures are ineffective. He refers to this 
assumption as the constructivist teaching fallacy because it “equates active 
learning with active teaching,” and notes that discussing a problem 
guarantees neither active cognitive processing, nor a solution (p. 15). His 
critique parallels Piaget’s (1965) observations from four decades earlier – 
that cognitive activity is a far more important factor in the learning process 
than behavioral activity. Mayer acknowledges that it is difficult to develop 
strategies that treat behavioral activity as a means to facilitate cognitive 
activity rather than an end in itself. Nonetheless, he emphasizes that think­
ing, rather than behavioral activity, is the most important factor in the 
learning process and that “guidance, structure, and focused goals” are 
critical for promoting thinking (p. 17).

It is important to note that there is much disagreement among research­
ers regarding what specific teaching methods are appropriately defined as 
minimally guided. For example, Kirschner et al. (2006) place discovery 
learning, inquiry learning, constructivist learning, and problem‐based 
learning all under the heading of minimally guided techniques, calling 
them “essentially pedagogically equivalent approaches” (p. 75). Artino 
(2008), likewise, refers to all these techniques as similar to one another in 
their withholding of direct instruction. Other researchers disagree that 
techniques such as problem‐based learning are in fact minimally guided 
(Hmelo‐Silver, Duncan, & Chinn, 2007; Schmidt, Loyens, Van Gog, & 
Paas, 2007). Schmidt and colleagues agree that minimally guided instruc­
tion is not effective for teaching students novel information. However, 
they argue that problem‐based learning – where students work in small 
groups on problems that include a description of an event that students 
must attempt to understand – is actually characterized by flexible and 
adaptive guidance. They note that group members usually study relevant 
background material on their own between discussions, and that discus­
sions are often guided by a tutor who may at times provide information 
to assist the process. Hmelo‐Silver and colleagues agree, arguing that in 
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both problem‐based learning and inquiry learning, teachers sometimes 
provide necessary information – although only after students’ need to 
have such information becomes apparent.

Kirschner and his colleagues responded to these advocates by citing 
evidence that problem‐based learning is by definition self‐directed 
because students must search for possible solutions rather than being 
directly taught how to reach solutions (Sweller, Kirschner, & Clark, 
2007). They assert that requiring students to search for solutions strains 
working memory resources and inhibits learning in ways that would not 
occur if students were simply provided with the necessary information. 
Interestingly, they also argue that collaboration itself taxes working 
memory resources because students must cope with the cognitive demands 
of group interaction. Hmelo‐Silver and colleagues (2007) claim that scaf­
folding in the form of providing information to students when necessary 
can increase the effectiveness of problem‐based and inquiry learning. 
Kirschner and colleagues criticize this view as ignoring the most obvious 
and direct form of scaffolding which begins with providing students with 
a problem and teaching them how to solve it.

Based on the educational research to date, as well as related research on 
human memory and cognitive processing, there appears to be little basis 
for claims that minimally guided teaching methods are more effective 
than guided approaches. Importantly, many critics of withholding guid­
ance do not find fault with discovery‐based learning when such learning 
includes direct instruction. Mayer (2004) cites several studies dating to 
the 1950s suggesting that guided discovery is more effective than unguided 
discovery. Moreover, Alfieri and colleagues (2011) provided evidence 
through their meta‐analysis that guided discovery may in fact lead to 
greater student learning than either unguided discovery or explicit instruc­
tion. Mayer concludes that students will benefit most from a balance of 
appropriate guidance to help them identify what must be learned, and 
appropriate freedom to become engaged with the learning process and to 
actively work to make sense of what they are learning. Other scholars 
agree that such a balance is desirable, but note that it is challenging to 
implement because it is difficult to know when it is best to teach students 
a solution and when it is best to let them discover a solution (Brown & 
Campione, 1994).

Withholding guidance from students may have negative consequences 
beyond ineffective learning. Researchers have cited evidence that mini­
mally guided approaches can lead students to discover false information, 
which results in confusion and the establishment of misconceptions (Brown & 
Campione, 1994; Kirschner et al., 2006; Clark et al., 2012). Students may 
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also become frustrated when they are unsure what to do. Brunstein and 
colleagues (2009) reported that in one of their studies, half of the discovery 
learning students – but none of the direct instruction students – quit the 
experiment because “they felt totally lost and did not want to continue” 
(p. 798). Minimally guided methods may also lead to expanded achievement 
gaps between groups of students. Von Secker and Lissitz (1999) cited US 
National Education Standards that advocate student‐centered learning, 
assert that active learning must involve interaction between students, and 
deemphasize the importance of teachers presenting information in favor of 
students discovering knowledge. To investigate the wisdom of these stand­
ards they studied US Department of Education data on a sample of more 
than 2,000 tenth graders who were representative of a much larger US 
student sample and found that a shift away from teacher‐centered instruc­
tion did not lead to any significant improvement in average student 
achievement, and actually increased gender and ethnicity achievement 
gaps. The researchers concluded that using student‐centered methods 
rather than teacher‐centered methods will not improve student learning 
unless students first acquire some basic knowledge so that self‐directed 
activities and group collaboration can be effective.

It is interesting to note that one of the most frequently cited articles 
ostensibly advocating minimally guided methods actually contains a 
more balanced perspective than secondary sources imply. Bruner (1961) 
presented many of his ideas in the form of hypotheses and did not make 
broad claims about the effectiveness of discovery methods. For example, 
as noted earlier, he stated that “discovering for oneself teaches one to 
acquire information in a way that makes that information more readily 
viable in problem‐solving” (p. 26), but he followed immediately with the 
infrequently cited statement, “So goes the hypothesis. It is still in need 
of testing” (p. 26). It is also apparent from Bruner’s article that he, like 
other scholars, had difficulty describing exactly what various proposed 
discovery methods would look like in practice.

Critics of minimally guided instruction generally do not question the 
potential value of having students engage in independent work to practice 
skills they have been taught, but rather the belief that knowledge students 
gain via minimally guided approaches is somehow more valuable or more 
useful than knowledge that teachers present in a direct fashion (Sweller, 
2009; Clark et al., 2012). Indeed, it remains to be empirically demon­
strated that teachers can enhance student learning by deliberately with­
holding information from students. Sweller et al. (2007) make this point 
effectively, and point out that the superiority of discovery methods over 
direct instruction has been a dominant assumption in education for many 
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years, and has proven to be “sufficiently attractive to be impervious to 
the near total lack of supporting evidence from randomized, controlled 
experiments” (p. 120). There may be conditions under which specific 
minimally guided techniques are superior to direct instruction for 
particular learning objectives assuming particular student characteristics, 
but such parameters have not been adequately identified and tested. 
Consequently, there is little evidence to conclude that minimal guidance 
in general is superior to direct teaching methods.
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Myth: Rewards 
always 
undermine 
students’ 
intrinsic 
motivation

6
For more than 40 years, many scholars and educators have expressed 
concern that overtly rewarding students ultimately reduces their intrinsic 
motivation to engage in activities for which they have been rewarded. 
According to researchers, intrinsically motivated people engage in activi-
ties because they find the activities themselves rewarding (Deci, 1971). 
Consistent with the philosophy that students should be self‐motivated 
(Workman & Williams, 1980; Eisenberger & Cameron, 1996), it is likely 
that most educators would prefer that students be intrinsically motivated 
to learn and would oppose the use of strategies that could undermine that 
motivation. Early research findings were quickly translated into broad 
concerns that rewards often “do more harm than good” (Levine & 
Fasnacht, 1974: 816), and broad indictments against the use of rewards – 
particularly in education – continue today despite the availability of a 
remarkably complex and nuanced body of research (Lavorata, 2013; see 
also Eisenberger & Cameron, 1996; Flora & Flora, 1999). Kohn’s (1993) 
popular book Punished by Rewards reflects common concerns about the 
potential downsides of many kinds of rewards.

Researchers have offered two primary rationales for why rewards 
might reduce people’s intrinsic interest in an activity. According to the 
overjustification hypothesis, intrinsic motivation for an activity is reduced 
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when a person is induced with some external reward because the person 
no longer sees the activity as its own end (Lepper, Greene, & Nisbett, 
1973). In other words, the reward signals that the activity does not have 
value in its own right and is not worth doing in the absence of an external 
reward. According to cognitive evaluation theory, rewards reduce intrin-
sic motivation when people perceive the rewards as controlling their 
behavior rather than providing information about performance (Deci & 
Ryan, 1985). Deci and Ryan assert that rewards can reduce people’s sense 
of self‐determination which shifts their attributions for a behavior to 
extrinsic factors rather than intrinsic interest.

Decades of concern about the potential negative effects of rewards 
began in the 1970s. Deci (1971) performed the first three of what would 
become well over 100 experiments on the effect of rewards on intrinsic 
motivation. In his first experiment, Deci had 24 college students work on 
a puzzle game over three sessions. All students simply performed the task 
during the first session, half of the students received money for each 
puzzle they completed during the second session, and all students again 
performed the task without reward during the third session. At the end of 
the third session, the experimenter left the room for 8 minutes, during 
which time participants could do whatever they wanted such as continu-
ing with the puzzle task or reading magazines. Deci assessed students’ 
intrinsic motivation by measuring how long they engaged in the puzzle 
task during their free time, and their ratings of how enjoyable they found 
the task to be – two measures of intrinsic interest that researchers have 
used in scores of subsequent studies. Students who had been paid for 
completing the task spent less of their later free time on the task than 
students who had not been rewarded. However, the difference between 
the conditions was not statistically significant. Moreover, there was no 
significant difference during any of the three sessions between rewarded 
and unrewarded participants in the degree to which they rated the puzzle 
task as interesting and enjoyable.

In his second experiment, Deci (1971) conducted a field study in which 
four out of eight college students working as headline writers for a 
student newspaper began to receive 50 cents for each headline they wrote; 
later this payment was removed. The other four students never received 
pay. Whereas performance among the rewarded students remained stable, 
students who were never paid gradually increased the speed at which 
they wrote headlines, which Deci interpreted as evidence for increased 
intrinsic motivation. However, final data were unavailable for two of the 
control participants so this conclusion was based on a sample of just four 
rewarded participants compared with two unrewarded participants. 
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Despite the modest findings of Deci’s first two experiments, the results 
have been cited over 3,000 times – often as the foundation for various 
critiques of the use of rewards in education.

In his third experiment, Deci (1971) foreshadowed the results of 
numerous subsequent studies, suggesting that any potential negative 
effect of rewards on intrinsic motivation does not generalize to rewards 
provided verbally. Deci replicated his first experiment with a different 
sample of 24 college students engaging in a puzzle game; however, instead 
of monetary rewards, students in the reward condition received verbal 
praise during the second session. For students who did not receive praise, 
the free time spent on the puzzle task declined significantly over the three 
trials; for students who received praise, free time spent on the task 
remained steady. Deci noted the contrast to his first experiment in which 
the intrinsic motivation of unrewarded students did not decline over the 
three sessions, and speculated that the differing pattern might have been 
due to differences in the student samples across the two experiments. In 
any case, Deci stated that praising students seemed to increase their 
intrinsic motivation relative to students who were not rewarded. However, 
there was little indication of an actual increase in intrinsic motivation 
among praised students when their free time spent on the task was 
compared with their time on task prior to being rewarded. Only when 
compared with nonrewarded students, whose intrinsic motivation 
appeared to decline greatly over the three sessions, was there a significant 
effect. Furthermore, there were again no differences between the groups 
for any of the sessions in students’ ratings of how interesting and enjoy-
able they found the tasks to be. Deci summarized his three experiments 
by asserting that money reduces intrinsic motivation but praise does not.

Two years after Deci’s (1971) initial studies, Lepper and colleagues 
(1973) conducted a classroom experiment in which 51 preschool children 
who initially demonstrated intrinsic interest in a drawing activity were 
randomly assigned to one of three reward conditions. The researchers 
told some children that they would receive a certificate and a ribbon as 
rewards for engaging in the drawing activity; a second group of children 
received the same rewards, but learned of the rewards only after they had 
completed the activity; and a third group of children engaged in the activ-
ity with no reward. When the children engaged in the drawing activity 
between one and two weeks later without any rewards, the children who 
had previously received an expected reward spent less time on the activity 
than they had two weeks earlier – in contrast to children in the other two 
groups for whom there was no decline in time on task. Moreover, the 
drawings produced by children in the expected reward group were of 
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lower quality than the other two groups. Lepper and colleagues concluded 
that the expected reward decreased intrinsic interest in the drawing activ-
ity, but that the same reward did not undermine intrinsic motivation 
when it was unexpected. This latter finding is particularly noteworthy 
because it demonstrated early on that although rewards may reduce 
intrinsic motivation under some conditions, they do not appear to do so 
under all conditions.

Adding further nuance to early findings on the effects of rewards on 
intrinsic motivation, Greene, Sternberg, and Lepper (1976) investigated 
the impact of rewarding fourth and fifth grade math students with credit 
toward school math awards over an extended period of time rather than 
in a single session. Some students were rewarded for math activities in 
which they had previously shown the most interest, some were rewarded 
for their least preferred math activities, and some were rewarded for 
math activities of their own choosing. Students in a control condition 
were rewarded for all activities. After a reward period of 13 days, the 
researchers withdrew the rewards and monitored the time students spent 
on each task for 13 more days. Students in all three experimental groups – 
those rewarded for high interest, low interest, and personally chosen 
activities – spent less time on rewarded tasks following removal of the 
rewards than they had during the baseline period, but the effect was 
significant only for the high interest and choice groups. Students rewarded 
for activities they had specifically chosen showed the greatest decline in 
intrinsic interest following removal of rewards. However, students 
rewarded for high interest activities did not differ from students who 
were rewarded for all four activities in terms of their time spent on previ-
ously rewarded tasks. Moreover, students who were rewarded for all 
activities actually spent more time on task after reward withdrawal than 
students who were rewarded only for certain activities. Green and 
colleagues concluded that reductions in intrinsic motivation following 
longer‐term reward programs emerge “under some conditions” (p. 1229), 
and acknowledged ambiguities given that students rewarded for high 
interest activities – who presumably would have demonstrated the great-
est reduction in intrinsic interest after being rewarded and having the 
reward removed – in fact showed no less intrinsic interest than students 
who were rewarded for all activities.

A significant limitation of Greene and colleagues’ (1976) study is that 
there was no true control group of students who were not rewarded at 
all, so the researchers could not assess the absolute effect of rewards 
relative to no rewards. It is possible that the apparent declines in intrinsic 
interest occurred due to task repetition rather than to the retraction of 
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rewards. Suspecting this to be the case, Mynatt et al. (1978) replicated the 
study by observing 20 first grade students as the children chose among 30 
educational games during two daily free‐play periods for 9 days. 
Following this baseline period, the children were randomly assigned to 
groups and provided with target games that were either the most popular 
or least popular during the baseline period. Half of the children in each 
of these groups were told that they would receive a reward of candy if 
they played with any of their target games, while the remaining students 
received no incentive. The children played with the games under these 
contingencies for 11 days, at which time the children in the reward 
condition were told that they would no longer receive the rewards. The 
play sessions continued for another nine days, with both rewarded and 
nonrewarded children demonstrating a decline in intrinsic interest over 
time. There was no significant difference in intrinsic motivation between 
the rewarded and nonrewarded groups. Importantly, among children 
playing games that held low initial intrinsic interest, there was no change 
in interest by the end of the experiment, but the reward greatly increased 
their use of the educational games. Mynatt and colleagues concluded that 
they had found no evidence of a reduction in intrinsic motivation attrib-
utable to rewards, and that any such effect “may be a limited and tempo-
rary one” (p. 177).

Despite the equivocal results of early studies, the idea that rewards can 
undermine intrinsic motivation caught on quickly and resonated with 
many people concerned about educational strategies. During the 1970s 
and 1980s, numerous conflicting studies emerged. Eventually two 
researchers (Cameron & Pierce, 1994) conducted a meta‐analysis to better 
assess the effects of rewards on intrinsic motivation. As noted in other 
chapters of this book, meta‐analysis is a method for combining the results 
of multiple studies to minimize the limitations of specific studies and 
provide a more comprehensive picture of research findings in a particular 
area. Cameron’s and Pierce’s meta‐analysis of 96 published experimental 
studies turned out to be the opening salvo in a contentious debate. They 
concluded that rewards generally do not reduce intrinsic motivation as 
measured by willingness to engage in, enjoyment of, or positive attitudes 
toward rewarded activities. More specifically, Cameron and Pierce 
asserted that when intrinsic motivation is assessed by participants’ free 
time spent on a task, verbal praise increases intrinsic motivation, unex-
pected tangible rewards have no effect on intrinsic motivation, and 
expected tangible rewards do not undermine intrinsic motivation if they 
are contingent on the quality of task performance rather than on mere 
participation in an activity. Interestingly, when the measure of intrinsic 
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motivation is self‐reported attitudes and enjoyment of the activity, verbal 
praise again increases intrinsic motivation and tangible rewards do not 
undermine intrinsic motivation – even when the rewards are expected and 
based only on participation. Moreover, rewards for quality performance 
actually increase intrinsic motivation as measured by participants’ self‐
reported enjoyment. In summary, Cameron and Pierce concluded that the 
negative effect of rewards is very narrow, in that it emerges only when 
rewards are expected and not linked with the quality of performance, and 
when intrinsic motivation is measured by free time on task rather than 
how much participants actually report that they enjoy the task.

Cameron’s and Pierce’s (1994) conclusion that “teachers have no 
reason to resist implementing incentive systems in the classroom” 
(p. 397), did not sit well with critics. Ryan and Deci (1996), two long‐time 
investigators advocating that rewards generally tend to decrease intrinsic 
motivation, called the meta‐analysis “flawed” (p. 33), and accused 
Cameron and Pierce of omitting some relevant studies and inappropri-
ately combining others. Cameron and Pierce (1996) countered by criticiz-
ing Ryan and Deci for failing to reanalyze the actual data. They further 
asserted that they had included “all relevant studies” (p. 40) in their 
meta‐analysis, and argued that reanalysis based on Ryan’s and Deci’s 
critique would only reveal further limitations to the undermining effect 
of rewards and would not change the overall conclusions.

In light of such disagreement, Deci, Koestner, and Ryan (1999) 
conducted their own meta‐analysis of 128 experiments – including many 
published after Cameron’s and Pierce’s meta‐analysis or omitted by 
Cameron and Pierce because they came from unpublished doctoral 
dissertations. Deci and colleagues included only studies in which initial 
task interest was neutral or greater. In contrast to Cameron and Pierce, 
they concluded that based on free time on task, intrinsic interest was 
reduced by rewards in general, and that undermining effects were present 
for rewards that were expected, tangible, and provided for performing a 
task, completing a task, or doing well on a task. However, when the 
measure of intrinsic motivation was self‐reported interest in the task, the 
researchers detected no overall negative effect of rewards. Furthermore, 
they concluded that rewards based on the quality of performance did not 
reduce intrinsic motivation. Importantly, Deci and colleagues concurred 
with Cameron and Pierce that, based on both free time and self‐report 
measures, unexpected rewards did not undermine intrinsic motivation 
and verbal rewards actually increased intrinsic motivation.

The same year that Deci and colleagues published their meta‐analysis, 
Eisenberger, Pierce, and Cameron (1999) published yet another meta‐analysis 
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of 50 published and unpublished studies. They again concluded that rewards 
contingent on quality of performance had no overall effect on intrinsic 
motivation as measured by free time spent on activities. Interestingly, 
Eisenberger and colleagues found that in studies where the standard for qual-
ity performance was vague – such as when participants were simply told that 
their objective was to do well on the task – rewards reduced free time spent 
on the task. In contrast, rewards for meeting specific standards for quality of 
performance, such as solving a specific number of problems or outperforming 
a specific proportion of people, increased intrinsic motivation. In terms of 
self‐reported interest, rewards for meeting vague standards had no effect on 
intrinsic motivation and rewards for meeting specific standards again 
increased intrinsic motivation.

In a final meta‐analysis, Cameron, Banko, and Pierce (2001) attempted 
to resolve the discrepancies between prior studies by analyzing 145 
studies, including 21 from doctoral dissertations. The researchers detected 
no overall negative effect of rewards on intrinsic motivation, but noted 
that reporting only this general effect is insufficient to fully understand 
the effect of rewards. Consistent with Deci and colleagues (1999), they 
concluded that expected tangible rewards provided simply for engaging 
in an activity that is already of high interest reduce intrinsic motivation, 
unexpected tangible rewards have no effect on intrinsic motivation, and 
verbal rewards increase intrinsic motivation. In contrast to Deci and 
colleagues, they found that rewards for outperforming other participants 
in an activity also increase intrinsic motivation, and that rewards based 
on the number of problems solved in an activity reduces free time spent 
on the activity but increases self‐reported interest. The nuanced results of 
these dueling meta‐analyses demonstrate the complexity of the effects of 
rewards on intrinsic motivation and should preempt simplistic conclu-
sions that rewards have universal negative or positive effects. Researchers 
on both sides of the debate agree that there are contingencies under which 
rewards do not undermine intrinsic motivation; results from specific 
studies provide important context regarding these contingencies.

In one early study qualifying the negative effect of rewards, researchers 
observed that the impact of rewards on intrinsic motivation was affected 
by whether the rewards were contingent on simply performing a task or 
succeeding at the task. The importance of this distinction, as it turned 
out, further depended on whether students had performed at a high or 
low level on the task. Karniol and Ross (1977) taught children a game in 
which they had to guess which of two images would make a light go on. 
The game was programmed so that all children were correct on 10 out of 
20 trials, but half of the children were told their performance was above 
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average and half were told that their performance was below average. 
Some children received marshmallows as an expected reward for good 
performance, whereas some children received the marshmallows simply 
for performing the task or received no rewards at all. High‐performing 
children receiving rewards merely for engaging in the task later showed 
less intrinsic interest than those who had been rewarded based on success 
at the task and those who had not been rewarded at all. However, among 
low‐performing children, rewards based simply on performing the task 
increased intrinsic motivation relative to rewards contingent on good 
performance or no rewards. Karniol and Ross were among early observ-
ers to suggest that “the detrimental effects of rewards on children’s intrin-
sic motivation may be limited to a narrow set of circumstances” (p. 486).

In a more recent study, researchers investigated whether the effect of 
rewards would vary depending on the nature of the rewarded activity. 
Cameron, Pierce, and So (2004) randomly assigned college students to 
engage in either an easy or difficult version of a task in which they had to 
identify differences between cartoons. Half the students received an 
expected $2.00 reward for successfully completing sets of problems, 
whereas the other half were not rewarded. During a subsequent free choice 
period, students who had been rewarded for an easy task did indeed spend 
less free time on the task than those who had not been rewarded. However, 
those who had been rewarded for a more difficult task spent more free 
time on the task than those who had not been rewarded.

Several studies clarify such findings that even expected tangible rewards – 
those most condemned by reward critics – sometimes increase intrinsic 
motivation. It appears that the most important contingency is that the 
reward be closely tied to specific levels of task performance. For example, 
Eisenberger, Rhoades, and Cameron (1999) used the same task employed 
by Cameron and colleagues (2004) requiring college students to identify 
differences between cartoons. Half of the students received an expected 
monetary reward for meeting each performance standard and half 
received no reward. Students who had been rewarded for their achieve-
ment spent more subsequent free time on the task, and reported greater 
enjoyment and even a greater sense of self‐determination in the decision 
to engage in the task than students who had not been rewarded. These 
differences occurred despite the fact that all students received the same 
feedback that they had achieved excellence on the task. Eisenberger and 
colleagues concluded that providing a reward for success on a task 
increases intrinsic motivation for the task.

In an even more sophisticated study using the cartoon task, Cameron, 
Pierce, Banko, and Gear (2005) randomly assigned college students to 
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receive monetary rewards during a learning phase, a test phase, both 
phases, or to receive no rewards at all. During the learning phase, 
students worked on nine puzzles and could not advance to a new puzzle 
until they met each increasingly demanding performance goal; rewarded 
students received increasingly large rewards as their performance 
improved. During the test phase, students worked on ten new puzzles. 
Students who received rewards for successful performance during either 
the learning or test phases spent more free time on the task and rated it 
as more interesting and enjoyable than students who had not been 
rewarded. The researchers even found evidence of transfer of intrinsic 
interest to different activities, in that rewarded students spent more free 
time than nonrewarded students on other puzzle solving tasks. In a 
similar study, Pierce, Cameron, Banko, and So (2003) had Canadian 
college students engage in a complex puzzle‐solving task in which half of 
the students were randomly assigned to maintain a steady level of perfor-
mance and half were encouraged to meet increasingly high standards of 
performance. Furthermore, half of the students received an expected 
reward of $1 for each puzzle solution and half were told nothing about 
rewards. Students who received rewards spent more free time engaged in 
the task than students who had not received rewards. Moreover, those 
who received rewards for increasingly strong performance spent more 
free time on the task than students in any other condition.

Researchers have also observed that rewards informing participants 
about their competency at a task do not tend to diminish intrinsic 
motivation. Rosenfeld, Folger, and Adelman (1980) randomly assigned 
college women engaging in a crossword task to receive monetary rewards 
that either were or were not contingent on the number of tasks they com-
pleted, and that either did or did not provide information on each partici-
pant’s supposed ability level. When the monetary reward communicated 
to participants that their task‐specific ability was superior to others’ 
ability, the reward led to participants spending more free time on the 
task, as well as to greater self‐reported enjoyment and a greater willing-
ness to perform the task in the future. In contrast, monetary rewards not 
tied to participants’ ability led to less free time being spent on the task 
and reduced interest and willingness to return to the task. The authors 
concluded that rewards undermine intrinsic motivation when they do not 
provide information regarding task competence, but increase intrinsic 
motivation when they do. Nearly 30 years later, Eisenberger and Aselage 
(2009) similarly found that rewards communicating to college students 
that they had outperformed their peers increased the students’ intrinsic 
motivation relative to unrewarded students.
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Rosenfeld and colleagues (1980) proposed that when rewards do not 
provide feedback about a person’s competence or ability on a task, they 
merely serve as inducements to act which can ultimately reduce intrinsic 
motivation. In contrast, rewards providing feedback about competence are 
not merely inducements and therefore do not reduce intrinsic motivation. 
Pierce and colleagues (2003) agree and propose that rewards communicating 
skill or ability preserve a person’s focus on his or her own characteristics 
rather than on external inducements. However, many researchers suggest 
that providing such information has a potential downside. Cameron and 
colleagues (2005) pointed out that in their study, they rewarded participants 
for achievement, but they arranged the experiment so that all participants 
believed they had succeeded. They proposed that rewards based on achieve-
ment might undermine intrinsic motivation when participants – students in 
particular – do not perform at the highest possible level and therefore do 
not receive the highest possible reward. Other researchers are likewise 
particularly wary of rewards that might communicate to students a sense 
of failure or incompetence by signaling that they did not reach the highest 
level of performance (Deci et al., 1999).

The authors of one recent study even found that personality character-
istics may play a role in the effects of rewards on intrinsic motivation. 
Replicating an earlier study (Thill, Mailhot, & Mouanda, 1998), Hagger 
and Chatzisarantis (2011) studied the difference in reward effects between 
students with an autonomy orientation and students with a control 
orientation. The researchers explain that people with an autonomy orien-
tation tend to perceive the cause of behaviors as internal to themselves, 
see themselves as engaging in activities based on their own choice, and 
have high intrinsic motivation. People with a control orientation tend to 
perceive their behavior as being caused by external events and are there-
fore motivated primarily by external factors such as rewards. Based on a 
questionnaire, Hagger and Chatzisarantis identified 80 college students 
who scored highly on one orientation or the other. The students engaged 
in an activity requiring them to solve puzzles, which all students could 
solve after a few minutes. Half of the students received a monetary reward 
for each solved puzzle, while the remaining students received no reward. 
Among students whose personalities were characterized by a control 
orientation, rewarded students later spent less free time on the task than 
those who had not been rewarded – supporting the undermining effect of 
rewards. However, among students with an autonomy orientation, there 
were no differences in free time on task between the reward and no 
reward conditions. The researchers concluded that an autonomy orienta-
tion offers protection from the negative effects of rewards on intrinsic 
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motivation. In fact, the effect of orientation on intrinsic motivation was 
stronger than the effect of rewards, and intrinsic motivation was highest 
among students with an autonomy orientation who received rewards.

Although scores of studies concerning rewards and intrinsic motiva-
tion have been conducted over the past four decades, many scholars have 
questioned the generalizability of many of these studies to applied educa-
tional environments. Most researchers have studied the impact of rewards 
in controlled laboratory environments using short‐term procedures and 
often employing tasks that, although cognitive in nature, do not closely 
resemble typical academic tasks. In the midst of the early studies, 
Davidson and Bucher (1978) noted that most studies demonstrating that 
rewards undermine intrinsic motivation involved scenarios unlike those 
in which rewards are actually used. They conducted a very small study of 
preschool children engaging in academic tasks and concluded that 
rewarding children on a continuous basis as is usually done in educational 
settings increases intrinsic motivation. Flora and Flora (1999) surveyed 
college students about their reading habits and found that students who 
had been rewarded for reading as children spent no less time reading for 
pleasure and reported no less enjoyment of reading than students who 
had not received such rewards.

One caveat of virtually all the research on the effects of rewards on 
intrinsic motivation that is particularly relevant to educational issues is 
that any undermining effect requires that students initially possess intrin-
sic motivation. That is, virtually all studies suggesting that rewards can 
undermine intrinsic motivation involve tasks in which research partici-
pants are already interested. Researchers who have included low‐interest 
activities in their studies have generally found that rewards increase 
students’ level of engagement in the activity and even increase intrinsic 
motivation (e.g., Hall, Lund, & Jackson, 1968; Mynatt et al., 1978; Hitt, 
Marriott, & Esser, 1992). Although some scholars have cited critiques 
blaming the educational system for failing to maintain the intrinsic moti-
vation for learning with which students begin their education (e.g., 
Lepper et al., 1973), others argue that it is false that students are intrinsi-
cally motivated by default (e.g., Cameron et al., 2001). Workman and 
Williams (1980) noted that teachers use rewards as motivators for 
academic activities in which many children would never engage without 
some extrinsic reward. Rewards, they explain, would be unnecessary if 
children could be left to learn whatever most interested them at the time 
they felt like learning it, but the activities necessary to gain skills such as 
reading and math are unlikely to be intrinsically motivating for all 
children. One scholar asserted that “The image of a boundlessly curious 
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child is more of an ethical idea than a result of research,” and went so far 
as to call the work of many researchers “silly,” because it involves exam-
ining the effects of rewarding behaviors that do not need to be rewarded 
(Sidorkin, n.d.: 3, 5).

Researchers who question and those who defend the wisdom of using 
rewards agree that the undermining effects of rewards on intrinsic 
motivation are circumscribed. There is still vigorous debate about just 
how circumscribed the effects are, but virtually all established researchers 
agree that rewards do not always reduce intrinsic motivation. For 
instance, there is widespread agreement that verbal rewards tend to 
increase intrinsic motivation. In contrast, the impact of tangible rewards 
on intrinsic motivation is less clear. Although it may be tempting to 
assume from the research that praise is superior to tangible rewards, it is 
important to remember that unexpected tangible rewards do not under-
mine and, like praise, tend to increase intrinsic motivation. Furthermore, 
Carton (1996) identified several reasons why existing studies do not 
permit a fair comparison between verbal and tangible rewards. He 
pointed out that researchers typically provide tangible rewards just once 
following the conclusion of task sessions or even weeks later following 
free time follow‐up sessions, whereas praise is usually provided repeat-
edly during the reward session itself. The apparent benefits of praise 
relative to tangible rewards may therefore reflect the frequency and 
immediacy with which the rewards are provided. Even tangible rewards 
most likely to reduce intrinsic motivation – rewards offered in advance 
that are not contingent on the quality of task performance – tend to 
produce weak effects of uncertain practical significance (Cameron 2001; 
Cameron et al., 2001). It is therefore clear that there is no universal 
negative effect of rewards on intrinsic motivation.
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Myth: 
Multitasking 
does not inhibit 
academic 
performance

7
Modern life provides many opportunities and incentives for people to 
multitask; that is, to perform more than one task at a time. Many 
researchers also consider the related process of task switching – rapidly 
switching back and forth between tasks – to be a form of multitasking. 
Despite the incentives, researchers have long known that performance on 
virtually all tasks that require any kind of conscious thought declines 
when people attempt to perform multiple tasks simultaneously. Most of 
the large body of research supporting this conclusion was conducted by 
researchers using simple, well‐controlled laboratory tasks. In recent years, 
however, researchers have paid increasing attention to the impact of 
multitasking on more complex outcomes, such as student learning. This 
broadening of focus has coincided closely with the rapid proliferation of 
personal technologies, which have dramatically altered many aspects of 
life, including what students do while studying both inside and outside 
the classroom.

Given the proliferation of personal technologies over recent decades, it 
would be reasonable to suspect that multitasking habits might vary with 
age. Many researchers have investigated this possibility. One group of 
researchers surveyed more than 1,300 people from three generations 
ending with those born since 1980, and found that each generation 
reported significantly more multitasking than the one before (Carrier, 
Cheevor, Rosen, Benitez, & Change, 2009). Researchers studying a large 
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sample of third through twelfth grade students found that young people 
use “recreational media” such as television, videos, and computers an aver-
age of more than six hours per day (Roberts, Foehr, & Rideout, 2005: 36). 
For at least one quarter of this time students use more than one form of 
media simultaneously, and more than half of the respondents reported that 
they multitask most or some of the time while reading. In a subsequent 
study, Foehr (2006) reported that 35% of the time young people are read-
ing and 60% of the time they are doing homework on a computer, they are 
also engaged in other tasks such as instant messaging, surfing the web, and 
watching television. It is interesting to note that the data for these latter 
two studies indicating frequent multitasking among young people were 
collected before the majority of young people owned cell phones.

Like their younger counterparts, college students frequently multitask 
and they often do so while engaged in academic tasks. Judd (2013) evalu-
ated more than 3,000 computer logs from sessions at a university computer 
lab in Australia and concluded that students multitasked during at least 
half of the sessions. In a similar study, Judd (2014) found that students 
multitasked during virtually all computer lab sessions and that Facebook 
use was a particularly common off‐task activity. Calderwood, Ackerman, 
and Conklin (2014) observed college students studying their own academic 
material and found that they engaged in off‐task behaviors, such as using 
their cell phones and laptops for activity unrelated to academic work, an 
average of 35 times during a three‐hour session. Finally, Tindell and 
Bohlander (2012) found that of 269 college students surveyed, 92% 
reported that they had sent or received text messages in class and 30% said 
they texted in class daily.

Not only do current students multitask a great deal, they tend to doubt 
that doing so will have any negative impact on their academic perfor-
mance. Compared with previous generations, young people today 
perceive multitasking to be easy (Carrier et al., 2009). Furthermore, they 
tend to believe that they are proficient at multitasking and that multitask-
ing does not interfere with learning (Karpinski, Kirschner, Ozer, Mellott, & 
Ochwo, 2013: 1190) or academic performance (Rekart, 2012). In a study 
of nearly 300 college students, only one in three students doubted his or 
her ability to engage in texting and follow a lecture simultaneously, and 
only 29% of the students believed that their academic performance 
would be affected by texting in class (Clayson & Haley, 2012). Some 
young people even think that multitasking helps them to concentrate and 
get schoolwork done (Wallis, 2006). Aagaard (2014) cites claims that 
because current students grew up with many different technologies, they 
think differently and are used to doing several things at a time. One 
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scholar even referred to the idea that students can learn effectively while 
multitasking as a “widely held axiom” (Abaté, 2008: 7). In stark contrast 
to this axiom, Chabris and Simons (2010) provide numerous examples to 
illustrate how grossly people tend to overestimate their ability to attend 
to more than one thing at a time and underestimate the negative effects 
of divided attention. They demonstrate repeatedly that people often fail 
to notice or remember seemingly obvious objects and events when their 
attention is focused elsewhere.

As noted earlier, multitasking occurs when a person performs two or 
more tasks simultaneously, and task switching occurs when a person 
switches rapidly between tasks although only a single task is performed 
at any given moment. For many researchers this distinction is artificial 
because people are nearly always switching between tasks rather than 
truly performing multiple tasks at the same time (Pashler, Johnston, & 
Ruthruff, 2001; Willingham, 2010). Salvucci (2013) accommodated the 
distinction between multitasking and task switching by conceptualizing 
multitasking on a continuum along which tasks are located based on how 
much time people tend to focus on one task before changing to another 
task. For example, when having a conversation while driving, a person’s 
attention shifts back and forth every few seconds. In contrast, when a 
person checks email while working on a school project, he or she may 
spend several minutes on each task between switches. The common effect, 
as Salvucci emphasizes, is that performance gets worse when people 
multitask no matter where a particular pair of tasks falls on the contin-
uum. The distinction between multitasking and task switching is so blurry 
that the American Psychological Association (2006) defines multitasking 
as the simultaneous performance of two tasks or quickly and repeatedly 
changing from one task to another. Therefore, the research presented in 
this chapter addresses both types of processes.

For more than a century, researchers have been studying what happens 
when people attempt to perform more than one task at a time (Pashler, 
1994). Pashler reviewed the work of researchers who had studied how 
people perform on simple laboratory tasks that usually take less than a 
second to complete. As one example of this type of research, Rogers and 
Monsell (1995) conducted four experiments in which participants switched 
between two simple computerized laboratory tasks: classifying numerical 
digits as odd or even, or classifying letters as consonants or vowels. The 
researchers found that switching between these simple tasks – even when 
participants were well trained and practiced on the individual tasks – 
caused large increases in the time taken to perform the tasks and in the 
number of errors committed. Moreover, performance declined even though 
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the switches occurred on a specific schedule so participants knew when 
they would have to change tasks. Monsell (2003) reviewed additional 
evidence that switching between simple tasks that are well learned causes 
people both to slow down and to make more mistakes, and that being 
forewarned of impending switches does not eliminate the effects on perfor-
mance. Reviewing research on simultaneous task performance, Pashler 
(1994) similarly concluded that “people have surprisingly severe limita-
tions on their ability to carry out simultaneously certain cognitive processes 
that seem fairly trivial from a computational standpoint” (p. 241).

Researchers have proposed many explanations for why performance 
declines when people multitask. Two of the most commonly cited and 
broadly supported models have to do with capacity sharing and cognitive 
bottlenecks (Pashler, 1994). According to Pashler, capacity‐sharing 
models are based on the fact that human beings have limited cognitive 
processing capacities. Therefore, when people try to do more than one 
thing at a time, their cognitive resources are divided between the tasks so 
the capacity devoted to any particular task decreases and performance 
suffers. In comparison, bottleneck models are based on the observation 
that for many cognitive processes, it is simply not possible to perform 
two tasks at the same time. If cognitive processing is devoted to one task, 
it cannot simultaneously be devoted to another task so performance 
declines because one task must be put on hold while the other is com-
pleted. The decline in performance associated with such bottlenecks is 
amplified due to a sort of “psychological refractory period,” which causes 
performance to suffer because the process of switching between tasks is 
itself a task that drains cognitive resources (Pashler et al., 2001: 642).

Until relatively recently it was unclear to what extent the large body of 
research on multitasking might be relevant to academic learning, which 
is more complex than most laboratory tasks. Sweller (1988) proposed 
that off‐task activities reduce the cognitive processing capacity available 
for learning, later asserting that “our limited processing capacity is one of 
the most important and well known of our cognitive characteristics” 
(Sweller, 1994: 310). In fact, there is reason to expect that performance 
declines resulting from multitasking would be even greater for more 
cognitively complex tasks such as academic learning than for simple lab-
oratory tasks. One group of researchers conducted four experiments 
using two different types of tasks: classifying simple visual images and 
solving math problems (Rubinstein, Meyer, & Evans, 2001). They found 
that multitasking costs increased as task complexity increased. That is, 
the more complex the task, the more performance declined when people 
switched between tasks.
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In contrast to the perspective that multitasking is likely to inhibit 
learning, some authors have proposed that current students are in fact 
less susceptible and perhaps even immune to performance declines due to 
multitasking. Carrier and colleagues (2009) point out that people born 
since 1980 grew up with many computerized technologies as integral 
parts of their lives, and that these young people often report that multi-
tasking is easy. The authors speculate that current young people may 
have greater cognitive resources for multitasking than members of earlier 
generations. Other authors likewise claim that since technology is such a 
major component of daily life, young people have developed the ability 
to successfully multitask even while learning (see Kirschner & Karpinski, 
2010). Recent studies shed light on these claims.

Nearly all of the research specifically addressing the impact of multi-
tasking on academic learning has been published since 2000. However, 
research conducted somewhat earlier on the effects of watching television 
while reading and doing homework laid the groundwork for later studies. 
In experiments in which researchers controlled for a host of variables, 
including previous academic performance, college placement test scores, 
and general reading comprehension ability, students who read newspaper 
articles or completed homework assignments with a television on in the 
room performed more poorly and took longer to complete their work 
than students who read in silence (Armstrong, Boiarsky, & Mares, 1991; 
Armstrong & Chung, 2000; Pool, van der Voort, Beentjes, & Koolstra, 
2000; Pool, Koolstra, & van der Voort, 2003a; Pool, Koolstra, & van der 
Voort, 2003b). These researchers foreshadowed later findings on multi-
tasking, even though they investigated only background television effects 
and their participants were not required to perform any secondary task 
related to television viewing.

Recent correlational studies reveal consistent associations between 
multitasking and poorer academic performance. In a large survey of 
undergraduate and graduate students in the United States and Europe, 
Karpinski and colleagues (2013) found that students who reported 
frequent multitasking had lower grade point averages than students who 
were not regular multitaskers. Junco (2012; Junco & Cotton, 2012) 
surveyed more than 1,700 college students and found that more frequent 
multitasking such as accessing Facebook or texting during class and 
while studying was correlated with lower overall grade point average – 
even after controlling for variables such as high school grades and self‐
reported Internet skills. In a survey of more than 1,100 Canadian college 
students, those who reported more frequent classroom laptop use for 
activities unrelated to the course material also reported lower academic 
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satisfaction and lower grade point average (Gaudreau, Miranda, & 
Gareau, 2014). Fried (2008) observed the same pattern in a sample of US 
college students after controlling for student ACT scores, high school 
ranking, and class attendance. Fried also found that in‐class laptop use 
was associated with lower student perceptions of lecture clarity, as well 
as lower levels of attention and understanding of lectures.

Researchers employing more sophisticated methodologies have 
similarly found that multitasking is negatively correlated with academic 
performance. Grace‐Martin and Gay (2001) used a proxy Internet server 
to record the computer browsing activities of 82 college students in two 
upper‐level courses. They found that the amount of time students spent 
on the Internet during class was negatively associated with final course 
grades. Kraushaar and Novak (2010) studied college students in a 
business course in which all students were required to bring laptops to 
class. Students reported their frequency and type of laptop use during the 
class and during their classes in general; with their permission, their 
laptop use was also monitored via spyware installed on their laptops. 
Students opened an average of 65 computer windows per lecture – nearly 
two‐thirds of which were unrelated to class material. Academic perfor-
mance was lower among students who opened a greater proportion of 
distracting windows relative to class‐relevant windows than among 
students with lower proportions of distracting windows. Moreover, the 
frequency of instant messaging windows was associated with poorer 
performance on quizzes, exams, and assignments. Similarly, Clayson and 
Haley (2012) found that the number of text messages that college students 
sent during class was negatively correlated with their course grades – 
even after controlling for grade point average and number of absences. 
Finally, Rosen, Carrier, and Cheever (2013) found that middle school, 
high school, and college students who accessed Facebook at least once 
during a brief independent study session had lower grade point averages 
than students who did not access Facebook.

The authors of these studies generally interpret their results as evidence 
of the perils of multitasking while engaging in learning activities, but they 
also acknowledge the correlational nature of their data. Their findings 
are certainly consistent with the hypothesis that multitasking hinders 
learning, but the same results would be observed if weak students simply 
tended to engage in more frequent multitasking than strong students. 
Perhaps students with weaker academic skills, those who are less satisfied 
with their educational experience, those who are less academically moti-
vated, and those who struggle to pay attention and understand lectures 
engage in more multitasking to pass the time and entertain themselves. 
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Fortunately, a number of recent researchers have used controlled 
experiments, based on which they can draw conclusions about causality, 
to investigate whether multitasking actually hinders learning.

One consistent finding from experimental research is that people take 
longer to complete academic tasks if they are multitasking. Fox, Rosen, 
and Crawford (2009) randomly assigned college students to study reading 
comprehension passages from SAT and GRE practice exams either as a 
single task or while simultaneously exchanging instant messages with a 
confederate. Students in the multitasking condition took longer to read 
the passage and to complete the test – even though they exchanged instant 
messages only during the reading portion and not during the actual test. 
Another group of researchers (Bowman, Levine, Waite, & Gendron, 
2010) randomly assigned college students to read a passage from an 
abnormal psychology book on a computer screen. Students responded to 
five instant messages either before or while reading the passage, or read 
the passages without instant messaging. Again, students who engaged in 
instant messaging while reading took significantly longer to read the 
passage than students who messaged before reading the passage, or who 
did not message at all. Finally, Subrahmanyam and colleagues (2013) had 
college students read two academic passages; half the students were 
allowed to multitask by using their cell phones and surfing the Internet 
while reading, and half were not. Even after controlling for students’ 
working memory capacity which is associated with multitasking ability 
(see König, Bühner, & Mürling, 2005; Colom, Martínez‐Molina, Shih, & 
Santacreu, 2010), students who multitasked took significantly longer to 
read the passages than students who did not multitask.

Two important threads run through these experimental studies. First, 
multitasking students took longer than students who did not multitask to 
read academic material – even after controlling for the time they actually 
spent on the secondary tasks. Second, in all of the aforementioned experi-
ments, the multitasking students did not score significantly lower on tests 
assessing their knowledge of the reading content. In other words, students 
took longer to study the passages if they were multitasking, but they 
ultimately appeared to learn as well as non‐multitasking students. 
However, students in all three studies were allowed unlimited time to 
read the passages. The often large differences in time taken to effectively 
complete the task (e.g., in the 2010 study by Bowman and colleagues, 
multitasking students took 22–59% longer to read the passage than 
non‐multitasking students) could become more relevant in real‐life 
environments where students have far more material to master and far 
greater demands on their time.
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In an important series of experiments, Pashler, Kang, and Ip (2013) 
demonstrated that the impact of multitasking on learning is much greater 
when time is limited and when learners do not control the pace at which 
information is presented. In their first experiment, Pashler and colleagues 
had college students read academic passages on a computer screen with 
the goal of learning as much information as possible. All students read 
three passages – each under a different multitasking condition with a 
secondary task designed to be similar to sending text messages. While 
reading one passage students performed the messaging task at the end of 
paragraphs, for the second passage they performed the messaging task at 
random times within paragraphs, and they read a third passage without 
interruption. After reading each passage, students completed a test of 
their passage comprehension. As in previous studies that did not involve 
time limits, multitasking students took longer to read the text, but there 
was no significant difference between multitaskers and non‐multitaskers 
in how well they scored on comprehension tests. Pashler and colleagues 
replicated this experiment using auditory recordings of the passages 
rather than having students read. When students multitasked, the audi-
tory recording stopped while they completed the messaging task and then 
resumed when the secondary task was complete. Again, there was no 
significant difference in scores on comprehension tests of the passage 
content based on whether students multitasked.

Finally, Pashler and colleagues (2013) conducted a third experiment in 
which students listened to two passages either without interruption or 
while engaged in random multitasking. The noteworthy difference in this 
experiment was that the recorded passages continued to play while 
students engaged in the secondary messaging task – much like the flow of 
content during a classroom lecture. In this case, students performed 
significantly worse on the comprehension test when they had multitasked 
than when they had listened without interruption. The researchers 
concluded that multitasking is likely to have a negative impact on learn-
ing in settings where the presentation of content is controlled by someone 
other than the student. However, they were also careful to state that their 
results do not indicate that multitasking while studying is harmless as 
long as students can control the pace of presentation. Pashler and 
colleagues noted that the learning task they used did not require students 
to integrate information or solve higher‐level problems. The researchers 
speculated that multitasking might have an even more powerful impact 
on higher‐level learning and skill development.

Several other experimental studies substantiate the conclusion that at 
least in environments akin to classroom settings, multitasking inhibits 
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learning. Some researchers have studied how multitasking affects 
learning in actual classrooms, while others have used simulated lectures 
to avoid contamination from extraneous factors that might affect learn-
ing in real classrooms. One group of researchers (Ellis, Daniels, & 
Jauregui, 2010) tested students in a college accounting course who were 
randomly assigned to listen to a lecture with their cell phones turned off, 
or to send the professor three text messages at any point during the 
lecture. Students’ scores on a test of the lecture content were significantly 
lower in the texting condition than in the non‐texting condition. It is 
noteworthy that the methodology in this study was not particularly well 
controlled to mimic typical student texting behavior. Students could 
have sent all three texts at one time, and could also have sent other texts 
in addition to the ones assigned. Nonetheless, students who used their 
phones during class learned less effectively than students whose phones 
were turned off. In a similar study, Dietz and Henrich (2014) recruited 
college students to watch a video of a psychology lecture in a classroom. 
Even after the researchers controlled for students’ self‐reported texting 
ability and level of distraction during the lecture, students randomly 
assigned to send text messages during the video performed significantly 
more poorly on a test of the lecture content than students whose phones 
were turned off.

In a more systematic study of the effects of texting on classroom learn-
ing, Rosen, Lim, Carrier, and Cheever (2011) randomly assigned college 
students in classrooms to receive zero, four, or eight text messages during 
a video lecture. The text messages required simple responses unrelated to 
lecture content. Despite the researchers’ efforts to systematize the experi-
mental conditions, many students reported that during the lecture they 
received and responded to texts in addition to those associated with the 
study. Therefore, the researchers categorized students based on the 
number of texts sent and received, and found that infrequent texters 
scored significantly higher on a test of the lecture content than frequent 
texters. The length of texts also was negatively associated with test scores. 
Interestingly, although the researchers instructed students to respond 
immediately when they received the assigned text messages, some waited 
more than four minutes to respond. These students scored higher on the 
knowledge test than students who responded to texts more quickly. 
Conrad and Marsh (2014) likewise studied the impact of systematic 
messaging interruptions on learning. Paralleling the results from texting 
studies, students who were interrupted by instant messages during a 
simulated lecture scored significantly lower on a test of lecture content 
than students who were not interrupted.
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Texting and instant messaging are certainly not the only secondary 
tasks in which students engage during class. In one relatively early study, 
Hembrooke and Gay (2003) randomly assigned students in an actual 
class to listen to a lecture either with or without access to a laptop. During 
one class meeting, students in the control condition left the room to 
complete a laboratory activity, while the rest of the students listened to a 
lecture and were encouraged to use their laptops as they usually would 
during class. Next, these multitasking students left the room and the 
control students returned to hear the same lecture, but were instructed to 
keep their laptops closed. Students in the laptop condition scored signifi-
cantly lower on a test of lecture content than students whose laptops 
remained closed. Two months later the researchers replicated their study, 
but reversed the conditions so that students from the original no‐laptop 
condition used their laptops during a lecture, and those who had used 
their laptops in the previous lecture kept their laptops closed. Once again, 
students who used laptops scored significantly lower on a test of lecture 
content than students who did not use laptops. Interestingly, Hembrooke 
and Gay acquired information on the specific types of laptop activity in 
which students engaged during class and found that using laptops for 
Internet searches related to course content was not associated with better 
test performance than using laptops for unrelated searches and activities. 
In other words, laptop use distracted from learning even when students 
conducted Internet searchers relevant to class material.

In another study conducted in an actual classroom, Wood and colleagues 
(2012) randomly assigned college students to listen to statistics and 
research methods lectures under a variety of multitasking conditions. 
Students assigned to texting, emailing, and instant messaging conditions 
interacted during class with research assistants following scripts. The 
researchers also included a condition in which students searched for infor-
mation in Facebook profiles during class. Students in control conditions 
took notes on paper, on a laptop, or had no restrictions on their technol-
ogy use. There were some clear findings such as the observation that 
Facebook users learned significantly less of the lecture content than 
students who simply took notes. However, the researchers were limited in 
the extent to which they could draw conclusions because only 57% of all 
participants reported fully adhering to the instructions for their condition. 
Many students used technology when they were not supposed to, or used 
more than just their assigned type of technology. It is noteworthy that 
across all conditions, students who reported not using any technology 
scored significantly higher on the test than those who reported using tech-
nology. Moreover, there was no significant difference in test performance 
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between light, moderate, and heavy multitaskers. It appears that any level 
of multitasking inhibits learning.

The difficulty in getting students to comply with assigned research 
instructions in real classrooms illustrates the value of using simulated 
environments, which permit greater experimental control, to study 
multitasking. In one such study, Risko, Buchanan, Medimorec, and 
Kingstone (2013) randomly assigned students to watch a video lecture 
either while performing simple computer tasks such as writing emails, 
posting on Facebook, and searching the Internet, or to focus only on the 
lecture. Students who did not engage in the computer tasks spent much 
more time attending to the lecture and scored significantly higher on a 
test of lecture content than students who engaged in the computer tasks.

Multitasking during class may even reduce learning among students 
who do not directly multitask themselves. Sana, Weston, and Cepeda 
(2013) had college students attend a lecture with all students taking notes 
using their laptops, but with half randomly assigned to engage in 
online  tasks unrelated to the lecture content. Consistent with other 
studies, students who multitasked performed significantly more poorly 
than students who did not multitask on a test assessing their knowledge 
of simple facts from the lecture as well as their ability to apply their 
acquired knowledge to novel scenarios. Sana and colleagues then con-
ducted a second experiment in which non‐multitasking students were 
randomly assigned to classroom locations where they either could or 
could not see the laptops of peers who were multitasking. Despite taking 
notes of similar quality, students who could see other students multitasking 
learned significantly less from the lecture than students who could not see 
other students multitasking. Moreover, seeing others engage in off‐task 
activates had an even greater negative effect on learning than actually 
engaging in those activities.

One team of researchers who studied multitasking in terms of specific 
brain functions provided some interesting insight into why many people 
are unaware that their performance and learning are negatively affected 
by multitasking. Foerde, Knowlton, and Poldrack (2006) explained that 
declarative memory requires conscious thought and is relevant to acquiring 
flexible knowledge, whereas habit memory is relevant to task performance 
that does not require much conscious thought. They used functional 
magnetic resonance imaging (fMRI) to scan the brains of participants 
learning a novel classification task requiring them to predict weather 
based on patterns of data. Participants learned this exercise either as 
a  single task or while simultaneously performing a task requiring them 
to count different auditory tones. All participants then performed the 
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classification tasks without any distractions and were assessed on their 
flexible declarative knowledge about the tasks. Although performance on 
the classification task itself differed only slightly based on whether or not 
participants engaged in a secondary task while learning, participants 
possessed significantly more declarative knowledge after learning the task 
without distraction. Foerde and colleagues concluded that “performance 
of the secondary task effectively impaired acquisition of flexible knowl-
edge” (p. 11779). Moreover, their fMRI data showed that the presence of 
the distractor task during learning led to greater activation in an area of 
the brain associated with automatic, habitual learning, whereas learning 
without distraction led to greater activation of areas associated with more 
flexible declarative knowledge. In other words, learning with distraction 
led to memorization of content, but not to knowledge that could be 
applied to novel situations. As Bradley (2011) points out, this pattern may 
help explain why students who multitask often think they are learning 
effectively. Since they can remember some information they are less likely 
to become aware that they are not learning as deeply or as effectively as 
they could if they avoided multitasking.

Despite life‐long exposure to numerous personal technologies and 
frequent attempts to do more than one thing at a time, there is virtually 
no evidence that young people are able to successfully multitask in ways 
that members of previous generations could not (Willingham, 2010; 
Aagaard, 2014). Bennett, Maton, and Kervin (2008) are critical of the 
whole concept that young people think differently because they are digital 
natives, arguing that such claims are not based on scientific evidence. In 
fact, some evidence suggests that people who multitask more frequently 
actually suffer greater performance deficits than people who multitask 
less often. Ophir, Nass, and Wagner (2009) found that although high and 
low multitaskers did not differ in SAT scores, creativity, or scores on any 
of five primary personality traits or need for cognition, high multitaskers 
were more affected by distractors when trying to perform a task. High 
multitaskers were less able than low multitaskers to ignore irrelevant 
stimuli both from the environment and from their own memories. In a 
study directly relevant to classroom learning, Risko and colleagues (2013) 
found that students who regularly used a laptop during class were no 
better at laptop multitasking than students who did not usually use 
laptops in class. At least for complex cognitive tasks, there is little evidence 
that people can learn to be highly effective multitaskers.

The large body of research demonstrating performance declines when 
people try to do more than one thing at a time appears to translate well 
to academic learning. When students engage in secondary tasks while 
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studying independently – and especially when they do so in classrooms – 
they reduce the amount of working memory and processing capacity that 
they can devote to academic material and their learning is likely to be less 
than optimal. Willingham (2010) astutely points out that “we remember 
what we think about,” so everyone performs better when they focus on 
one task at a time (p. 27). Therefore, dividing attention between academic 
work and anything else is likely to reduce learning.
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Myth: People 
are either  
left‐brained  
or right‐brained

8
The belief that the two hemispheres of the brain are highly specialized to 
perform different types of cognitive tasks is well entrenched among 
educators and the general public. In one survey, 89% of primary and 
secondary school teachers endorsed the belief that differences in hemi-
spheric dominance across students can help to explain differences in 
learning (Dekker, Lee, Howard‐Jones, & Jolles, 2012). Such beliefs lead 
educators to categorize students as either left‐brained or right‐brained 
based on students’ preferences for particular types of task – a process that 
often leads to the assertion that instruction can and should be tailored to 
activate processing in one brain hemisphere or the other (e.g., Freed & 
Parsons, 1998). Although there is a large and fascinating body of research 
illustrating the relative lateralization of certain specific brain processes, 
many interpretations of this research reflect extreme oversimplifications 
and neglect realities of how the brain actually functions.

Researchers often use the term hemisphericity to refer to the idea that 
people tend toward particular ways of thinking based on predominance 
of function in one brain hemisphere or the other (Beaumont, Young, & 
McManus, 1984). The most common assumptions associated with 
hemisphericity are that language and logical analysis are the province of 
the left hemisphere, whereas the right hemisphere is the nonverbal center 
for emotional processing, spatial abilities, creative and artistic tasks, and 
holistic thinking (Corballis, 1999; Lindell & Kidd, 2011). These 
assumptions have been translated into countless proposals for enhancing 
learning and education.
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Most proposals focus on enhancing functioning of the nonverbal and 
holistic right hemisphere, since education is ostensibly biased toward left 
hemisphere verbal and analytic skills (Klein, 1980; see also Hardyck & 
Haapanen, 1979). Beaumont (1983) cited many claims that Western 
educational methods neglect right hemisphere processes and that instruc-
tion targeting the right hemisphere would improve learning and human life 
in many ways. Samples (1975) claimed that “education is contrived to focus 
on the functions of the left,” and that “right cerebral functions and intuition 
have been demeaned” (p. 23). Prince (1978) echoed this claim, asserting that 
children are born with the ability to use both hemispheres, but that cultur-
ally valued skills cause the left hemisphere to gradually suppress the right 
hemisphere. Therefore, by adolescence, he claims, people are only using 
between 5% and 20% of their potential. Although he offered no evidence to 
support these statistics, he claimed that learning would be greatly improved 
if people relearned to use their right hemispheres. Harris (1988) cited many 
more claims that the educational system is too focused on the left hemi-
sphere to the detriment of students’ creative abilities, as well as many claims 
that right‐brain training would bring about improvements in math skills, 
creativity, and even mental health. Such claims have not diminished over the 
years. Recent researchers cite evidence of belief among teachers that tradi-
tional educational strategies emphasize skills relevant to the left hemisphere, 
but not the creative right hemisphere, and cite many examples of educa-
tional interventions designed to improve learning by focusing on the right 
hemisphere (Bruner, 2008; Lindell, 2011; Lindell and Kidd, 2011).

Some authors took hemisphericity assumptions a step further. Sonnier 
and Sonnier (1995) interpreted evidence of hemispheric specialization to 
mean that some people think – from birth – exclusively in either a visual 
or analytical way, and that most people have a preference for one think-
ing style over the other. They reasoned that people must also learn in very 
different ways according to their hemispheric dominance. Other scholars 
similarly interpreted hemispheric specialization research to indicate 
that students may learn more if teachers match their instructional style to 
students’ preferences for linguistic and analytical versus spatial and 
holistic thinking (Wheatley, Frankland, Mitchell, & Kraft, 1978; see also 
Chapter 2, above, on learning styles for more information on the match-
ing idea). For example, Wheatley and colleagues proposed that students 
who struggle in math might improve if teachers focused on their spatial 
abilities. Klein (1980) claimed that some learning‐disabled students are 
simply right‐hemisphere dominant and only appear disabled because 
society disproportionately emphasizes verbal skills. Moreover, educators 
might assume that students who lack interest or proficiency in creative, 
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artistic, empathic, and nonverbal activities rely too heavily on their left 
hemispheres or have underdeveloped right hemispheres.

Researchers have traced the origins of the right‐brain, left‐brain dichot-
omy to cultural factors long predating modern knowledge about brain 
function. For thousands of years, most people believed that left‐handed 
people systematically differed from right‐handed people in a variety of 
ways, and associated right and left with divergent types of morality and 
behavior (Corballis, 1980). Wieder (1984) cites historical examples going 
back to the Greeks to support his contention that modern assumptions 
about the distinctions between left and right hemisphere function merely 
represent a repackaging of an earlier assumed – and debunked – dichotomy 
between cognition and emotion. Corballis similarly concluded that the 
concept of hemisphericity is driven more by millennia‐old beliefs about 
right and left than by scientific evidence.

Contemporary views regarding hemisphericity are certainly based on 
evidence more sophisticated and more scientific than long‐standing 
cultural assumptions. The first major neuropsychological advance rele-
vant to hemispheric specialization was Paul Broca’s nineteenth‐century 
report on patients with localized damage in the left hemisphere who 
largely lost the ability to speak (Berker, Berker, & Smith, 1986). Subsequent 
research confirmed that a region of the brain necessary for speech that 
came to be known as Broca’s area is nearly always located in the left 
hemisphere, and that damage to specific areas of the left hemisphere often 
cause people to lose the ability to read, speak, or comprehend language 
(Sperry, 1982). According to Sperry, these patterns led to the generaliza-
tion that the left hemisphere is the dominant, language‐based hemisphere 
whereas the right is nondominant and nonverbal.

Research on hemispheric specialization catapulted into scientific and 
public consciousness as a result of landmark research conducted in the 
1960s on patients who had undergone split‐brain operations. In normal 
brains, the two cerebral hemispheres are connected via a band of nerve 
fibers called the corpus callosum, as well as several other neural pathways 
or commissures. These connections allow neural impulses to travel between 
the hemispheres – allowing the two halves of the brain to communicate. 
Although such interactivity is usually adaptive, it poses problems for 
patients with severe epilepsy whose seizures are not adequately controlled 
by medication. For such patients, the links between the hemispheres 
provide a conduit for localized seizures to spread throughout the brain. In 
rare cases, such patients underwent a procedure – almost never used 
today – in which surgeons cut all neural fibers connecting the cerebral 
hemispheres in order to control the seizures.
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Split‐brain operations had been conducted on animals for many years 
before any humans underwent the procedure. Sperry (1961) described 
findings from early animal research – most notably observing that the 
surgeries made it appear in some ways that the animals had two brains 
because each hemisphere appeared to have no access to the experiences 
of the other. Later research with humans who had undergone the proce-
dure led to similar conclusions. Each hemisphere appeared to have its 
own separate memories, perceptions, and experiences, but no awareness 
of processes occurring in the other hemisphere (Sperry, 1982).

In a series of fascinating tests, Sperry and his colleagues made a variety 
of remarkable observations regarding the potential localization of certain 
functions to one hemisphere or the other. The researchers designed labo-
ratory procedures that allowed them to present visual, auditory, or tactile 
information to a single hemisphere and observe how the patient 
responded. By far the most noteworthy hemispheric differences involved 
language. Sperry (1964) reported that when an object was presented only 
to the right hemisphere of the brain, the patient could recognize the object 
and respond appropriately, but could not name the object or use language 
to describe it. In contrast, patients had no difficulty naming objects that 
were presented to their left hemispheres. Such findings appeared to 
substantiate existing theories about the localization of language in the 
left hemisphere. Other research suggested left hemisphere dominance for 
mathematical calculations as well (Gazzaniga & Sperry, 1967).

Split‐brain research findings gave rise to the idea that people with 
normal brains might in fact have two minds (Samples, 1975; Ornstein, 
1977); this idea “proved irresistible” because it fit so well with long‐
standing cultural beliefs that left and right have different characteristics 
(Corballis, 1980: 286). Almost immediately a host of authors extrapo-
lated from split‐brain studies and earlier research on patients with brain 
damage to assert the importance of the dichotomous nature of brain 
function. Some authors asserted that the right hemisphere becomes idle 
during language tasks and the left hemisphere becomes idle during 
spatial tasks (Ornstein & Galin, 1976). Other authors concluded that 
the left hemisphere is expressive, rational, logical, and dominant, whereas 
the right hemisphere is perceptive, emotional, intuitive, and subordinate 
(see Dobbs, 1989). Still others asserted that the right hemisphere 
processes information simultaneously, whereas the left employs a sequen-
tial approach (Samples, 1975).

Split‐brain research played a profound role in the evolution of hemi-
sphericity assumptions, but it appears that many consumers of the 
research did not consider the limitations of applying data from split‐brain 



Chapter 8 Left-brained or Right-brained | 101

patients to the general population. Split‐brain patients by definition do 
not have normal brains. They have suffered from a life‐long brain disorder 
severe enough to require dramatically invasive brain surgery. In addition 
to potential effects of the surgery itself, there is some evidence that the 
patients’ life‐long brain abnormalities could have caused brain reorgani-
zation prior to the surgery – further differentiating their brains from 
normal brains (Hardyck & Haapanen, 1979). Moreover, the large early 
literature on split‐brain effects was based on extremely small samples – 
usually only three or four patients who showed up in repeated studies 
(Beaumont, 1981). Perhaps most importantly, the apparent hemispheric 
differences observed in split‐brain patients were usually not detectable 
outside the laboratory. Even in his early work, Sperry (1964; Gazzaniga & 
Sperry, 1967) emphasized that the split‐brain operation caused little 
change in everyday behavior or broad intellectual ability. Sperry observed 
no substantial effects until patients were tested with specific laboratory 
procedures while blindfolded, engaged in specialized visual tasks where a 
word or image is very quickly flashed only to one hemisphere, or when 
only allowed to use one hand to perform tasks. As fascinating as the 
effects were, neither the brains of split‐brain patients nor the experimen-
tal tasks necessary to detect effects of the surgery are particularly relevant 
to learning or cognitive functioning in normal populations.

Split‐brain research is certainly not the only source of evidence for 
the relative hemispheric lateralization of some cognitive functions. 
Researchers also have developed laboratory techniques to study laterali-
zation in people with normal brains. In dichotic listening studies, research-
ers present verbal information to participants via only one ear so that it 
is first accessible to a single hemisphere rather than both hemispheres 
simultaneously. In visual field studies, researchers present visual stimuli 
so that it is initially accessible to only one hemisphere. Researchers 
employing such strategies assess the speed with which participants 
respond to various kinds of stimuli presented to each hemisphere. For 
example, responses to verbal stimuli sometimes occur more rapidly when 
the information is presented to the left hemisphere, which people often 
interpret as evidence for broad left hemisphere dominance for language 
(e.g., Wheatley et al., 1978). Researchers have also used electroencepha-
lograms (EEG) and, more recently, brain imaging technologies to assess 
brain function while participants perform different types of tasks. The 
findings emerging across these diverse methodologies demonstrate that 
brain function does not conform to a simple right–left dichotomy.

The most broadly cited hemispheric differences in brain function 
involve language tasks. As noted above, many scholars have concluded 
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that language is a left‐hemisphere function and that the right hemisphere 
is primarily or even exclusively nonverbal (see Beaumont, 1981). 
However, a thorough review of the research indicates a far more nuanced 
picture. Lindell (2006) provides perhaps the best summary of this nuance 
in her review of the role of the right hemisphere in language. She cites a 
great deal of evidence from brain‐imaging research that both hemispheres 
play important roles in both speech production and comprehension. She 
concluded that while the left hemisphere is dominant for speech intended 
for deliberate, rational communication, the right hemisphere is highly 
influential for automatic speech that does not communicate new ideas 
such as counting, reciting memorized rhymes, and reciting the days of the 
week. Lindell also cited evidence that the right hemisphere helps process 
the broader meaning of linguistic information. She explains that inter-
preting the meaning of language requires not only the ability to under-
stand words, but also to understand the links between many phrases and 
sentences. The right hemisphere is therefore critical for integrating various 
components of language into a meaningful whole. Lindell also points out 
that when the right hemisphere is damaged, a person’s ability to interpret 
language in nonliteral ways (e.g., understanding metaphor, sarcasm, or 
humor) also suffers. Furthermore, the right hemisphere plays a major role 
in altering the pitch and rhythm of speech to communicate different 
meanings using the same words. Accordingly, it also dominates in 
comprehending paralinguistic information; people with right hemisphere 
damage often do not recognize emotions conveyed by tone of voice. 
Amazingly, Lindell cited evidence that hemispheric dominance for 
language processing even varies as a function of the specific visual char-
acteristics of the message. When language is presented in the form of 
handwriting, script‐like text, or unfamiliar fonts, the right hemisphere 
appears dominant for processing the information; however, when the 
fonts are simple and familiar, the left hemisphere appears dominant.

Other researchers have similarly questioned the exclusivity of the left 
hemisphere’s role in language. Even in their early work on split‐brain 
effects, Gazzaniga and Sperry (1967) explained that the language deficits 
in the right hemisphere are mostly expressive rather than receptive. That 
is, the right hemisphere can comprehend both written and spoken 
language – even language that is complex – but cannot produce speech 
(see also Sperry, 1982). Gazzaniga and Sperry speculated that findings 
that the right hemisphere has little or no language ability may be attribut-
able to the use of insufficient experimental tests. Researchers have also 
noted that although typical brain development usually results in left 
dominance for many language functions, the right hemisphere has the 
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potential to develop such abilities if the left is damaged early in life – 
indicating that there is no inherent biological limitation that makes the 
right hemisphere nonverbal (Corballis, 1999). Even Broca, who more 
than 100 years ago discovered an area of the left hemisphere associated 
with speech production, asserted that his findings did not indicate that 
language was exclusively a left‐hemisphere function (Lindell, 2006).

In contrast to claims about left‐hemisphere function, abilities suppos-
edly associated with the right hemisphere are more diverse and include 
spatial skills, visual perception, musical perception, and creativity 
(Corballis, 1980; Runco, 2004). Similar to presumed left‐hemisphere skills, 
the evidence is sparse that any complex cognitive processes involve near or 
complete right‐hemisphere dominance. Lindell (2011) reviewed numerous 
studies investigating hemispheric dominance in creativity – usually 
defined in research as the ability to produce original, useful ideas. She cited 
several studies suggesting that the right hemisphere is often somewhat 
more active during creative verbal tasks such as divergent thinking and 
producing original stories, as well as nonverbal tasks such as mentally 
improvising a dance routine or creating drawings. However, she also cited 
several studies in which researchers using fMRI, EEG, and measures of 
cerebral blood flow found that creative thinking requires integrated activa-
tion of both hemispheres, and that better hemispheric integration is associ-
ated with greater creativity. Interestingly, highly creative people show 
activation across both hemispheres when solving problems, whereas the 
brain activity in people low in creativity is more lateralized to the right 
hemisphere (Carlsson, Wendt, & Risberg, 2000). Lindell proposes that 
“enhanced integration enhances creativity,” because creativity requires the 
ability to access a broad array of memories, as well as the ability to 
conceptually link many divergent ideas (p. 487). She explains that the 
discrepancy between studies showing right dominance during creative 
tasks and those showing that hemispheric integration is more important 
may be due to the use of very different creativity and brain activation 
measures across studies. She also noted that the relative activation of the 
hemispheres would vary based simply on the point during the task when 
activation measurements are taken. It is likely that for many creative tasks, 
areas of the right hemisphere would be dominant at some stages of the 
task, whereas the left hemisphere would be dominant at other stages.

Other researchers have similarly concluded that creativity is anything 
but a predominantly right‐brain process. Katz (1997) asserted that “The 
claim that creativity is located ‘in’ the right hemisphere should be dispelled 
with at once” (p. 204). He cited a host of studies indicating that creativity 
requires the integration of numerous cognitive processes in both 
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hemispheres, and pointed out that the evidence that does exist for hemi-
spheric specialization of some very specific creative tasks is based on very 
few studies. He further noted that the dominant hemisphere for creative 
endeavors may depend on the specific domain. For example, the processes 
necessary for artistic creativity are likely different from those necessary 
for mathematical creativity. Moreover, creativity is not purely intuitive 
but requires logic (Runco, 2004). Therefore “any creative act, from solving 
a puzzle to composing an aria, requires the integration of processing in 
both hemispheres” (Lindell, 2011: 485).

One particularly interesting example of how empirical evidence has 
not conformed to assumptions about hemispheric dominance pertains to 
musical abilities. Common conceptualizations of hemispheric dominance 
usually include the assumption that musical abilities are localized in the 
right hemisphere. Bever and Chiarello (1974) cited research suggesting 
that people are more proficient at recognizing melodies presented only to 
the right hemisphere than melodies presented only to the left hemisphere. 
However, Bever and Chiarello adeptly observed a noteworthy exception 
to this pattern in a study of musicians. They conducted their own study 
and found that while nonmusicians performed better on a melody recog-
nition task when the melodies were presented to the right hemisphere, 
musicians performed better when the melodies were presented to the left 
hemisphere. The researchers suggested that trained musicians process 
melodies as a sequence of interrelated components, whereas nonmusi-
cians process melodies holistically. In contrast to the assumption that the 
right hemisphere is dominant for musical abilities, the researchers 
concluded that the left hemisphere plays an increasingly significant role 
in music processing as musical skill increases.

In a more technologically sophisticated study conducted 35 years later, 
researchers used brain imaging to compare the brain activation of musi-
cians and nonmusicians on a divergent thinking task (Gibson, Folley, & 
Park, 2009). The task did not involve musical ability, but rather required 
participants to think of possible uses for a variety of objects. During the 
task, nonmusicians showed greater left‐hemisphere activation – not 
right‐hemisphere activation as many would expect to occur during a 
creative task. Moreover, the brain activity of musicians was more inte-
grated across hemispheres. The researchers suggested that since playing 
a musical instrument requires integrated cooperation of both hemi-
spheres – coordinated movement of both hands – musicians must draw 
on both hemispheres simultaneously, which, over time, might increase 
integration. In any case, neither musical ability nor creativity are 
exclusively right‐brain processes.
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Visual–spatial abilities constitute another type of skill often attributed 
to the right hemisphere. Kalbfleisch and Gillmarten (2013) define visual–
spatial abilities as those reflecting mental processing and manipulation of 
images and patterns, and holistic approaches for solving problems. They 
reviewed many studies revealing slightly greater right‐hemisphere activa-
tion when people completed visual–spatial tasks, but noted that the relative 
differences in hemispheric activity are slight and too weak to suggest right‐
hemispheric dominance. Moreover, they cited additional studies showing 
activation across both hemispheres during visual–spatial tasks, and even 
some studies indicating left‐hemisphere dominance. Kalbfleisch and 
Gillmarten further observed that when the right hemisphere is damaged, 
the left hemisphere can learn to perform visual–spatial tasks usually 
associated with the right hemisphere – further demonstrating that laterali-
zation is flexible and that the left hemisphere is not inherently deficient 
with regard to spatial abilities. Bruner (2008) agrees that “It makes no 
sense to claim that spatial reasoning is a right hemisphere task” (p. 56).

Perhaps most interestingly, Kalbfleisch and Gillmarten (2013) reported 
that greater hemispheric lateralization is generally observed in people of 
low cognitive ability, but not in those with normal or higher ability. They 
concluded that giftedness with respect both to visuospatial ability and 
general mental ability is associated with greater hemispheric integration 
rather than lateralization. Other researchers have similarly observed that 
compared with average students, gifted students’ brains are characterized 
by greater integration across hemispheres for both verbal and spatial 
tasks, which may actually help to explain their advanced cognitive abili-
ties (Alexander, O’Boyle, & Benbow, 1996; Singh & O’Boyle, 2004). 
Singh and O’Boyle compared gifted middle‐school students with middle‐
school students of average ability and also with college students. The 
participants performed a visual processing task in which information was 
variously flashed either to the right or left hemisphere, or was divided 
between the hemispheres so that interaction was required in order to 
respond correctly. Some trials required global pattern recognition usually 
dominant in the right hemisphere, and some trials required analysis of 
fine detail usually dominant in the left hemisphere. The researchers found 
that across all the tasks, gifted students’ brains operate in a more coordi-
nated fashion than other groups’ brains, and this greater coordination is 
associated with better performance.

As illustrated thus far, the research showing hemispheric dominance 
for cognitive tasks has always been extremely nuanced and equivocal. 
Despite this fact, researchers have developed a variety of techniques 
meant to identify people’s presumed hemispheric dominance. Beaumont 
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(1983; Beaumont et al., 1984) summarized a number of these techniques 
which include monitoring lateral eye movements given the assumption 
that the direction in which a person gazes indicates activation in the 
opposite cerebral hemisphere, using questionnaires assessing preferences 
for different types of thinking, and interpreting differential performance 
on tests of verbal and nonverbal skills as indicating hemispheric differ-
ences. Beaumont points out that all these techniques are problematic 
because there is little evidence that any of them are actually associated 
with predominant processing in one hemisphere or the other; rather, they 
require that researchers assume at the outset the validity of the right‐
brain, left‐brain dichotomy.

Hemisphericity advocates have also proposed many strategies intended 
to activate one hemisphere or the other. Alferink and Farmer‐Dougan 
(2010) cited claims that students must read or write to activate the left 
hemisphere, and must create their own visual images to activate the right 
hemisphere. Harris (1988) cited numerous supposed strategies for enhanc-
ing right‐hemisphere functioning such as observing art, listening to music, 
adding visual elements to supposedly left‐brain academic material, adding 
activities such as yoga and meditation to school curricula, moving the eyes 
in certain prescribed directions, and many others. Perhaps most intriguing 
is the claim that a person can “energize” a chosen hemisphere by lying 
down on the opposing side of the body or breathing only through the 
opposing nostril (Ostrander, Schroeder, & Ostrander, 1994: 180).

Unfortunately, the findings from research on brain function simply do not 
conform to the right brain–left brain dichotomy. As reported above, lan-
guage and creativity, as well as musical and spatial abilities, all are heavily 
influenced by processing in both hemispheres. Very few consistent patterns 
have emerged from research on hemisphericity, and the literature is plagued 
with countless contradictions. For example, Harris (1988) cited some studies 
showing that the right hemisphere is the center for negative emotions, while 
the left is dominant for positive emotions, along with contrary studies 
showing the exact opposite pattern, and still others suggesting that the right 
hemisphere is dominant for all emotional processing. More recently, 
researchers conducting a meta‐analysis of brain‐imaging studies similarly 
concluded that lateralization of brain activity pertaining to emotions is far 
more complex than a simple right–left dichotomy suggests (Wager, Phan, 
Liberzon, & Taylor, 2003). Such nuanced findings correspond well with 
Sperry’s (1982) assertion that it is inaccurate to attribute emotional process-
ing to the right hemisphere because emotional processing spreads very 
quickly between the hemispheres, and also with Wieder’s (1984) observation 
that both emotional and cognitive processing involve reasoning.
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A particularly vivid example of the inconsistency that characterizes 
hemisphericity research comes from two studies conducted by the same 
team of researchers. Fink and colleagues (1996) cited research suggesting 
that the left hemisphere is dominant for processing the details of a stimulus, 
whereas the right hemisphere is dominant for holistic processing. They 
conducted an experiment using brain imaging to assess brain function 
while participants focused either on specific details of a letter‐based 
image – a single large letter made up of different small letters – or on 
the holistic characteristic of the image. They found that attending to 
the details of the image activated a particular area of the left hemisphere, 
whereas attention to the stimulus as a whole activated a different area of 
the right hemisphere. Fink and colleagues concluded that they had found 
“direct evidence for hemispheric specialization in global and local 
perception” (p. 626). However, just one year later the same researchers 
attempted a replication of their study (Fink et al., 1997). Instead of a 
letter‐based image, this time they used the outline of a single large cup 
made up of a large number of small anchor shapes. The authors again 
found evidence of lateralization, but in the opposite direction to that of 
their previous study. This time, focusing on the holistic context resulted 
in greater activation in the left hemisphere, whereas focusing on details 
produced greater activation in the right hemisphere. Fink et al. (1997) 
concluded that the degree to which there are hemispheric differences in 
detailed versus holistic processing depends on the specific nature of the 
stimuli being perceived.

The findings of an earlier study even more directly contradict typical 
claims that people are left‐ or right‐brained. Arndt and Berger (1978) 
cited evidence that although some relative differences in hemispheric 
activation are associated with different types of tasks, the differences are 
not associated with different types of people. In other words, hemispheric 
differences that do arise reflect task differences rather than differences in 
people’s brains. Therefore, engaging in certain verbal tasks tends to 
activate the left hemisphere more than the right, but people who are 
particularly good at verbal tasks do not get their expertise from greater 
left‐hemisphere activation relative to people who are poor at such tasks. 
Arndt and Berger had adult men complete several cognitive tests to deter-
mine whether they performed better on verbal–analytic tasks suggesting 
left hemisphere dominance, or spatial–holistic tasks suggesting right hem-
isphere dominance. Next, the participants completed a discrimination 
task assessing their reaction time when letters or faces were presented to 
either the left or right hemisphere only. Across all participants, the right 
hemisphere was faster at discriminating faces and the left hemisphere was 
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faster at discriminating letters. However, there was no interaction where 
participants who were initially categorized as right‐ or left‐hemisphere 
dominant were more proficient at processing information presented to 
the corresponding hemisphere. The researchers concluded that there was 
no evidence to assert that a person’s mode of thinking – proficiency on 
what are often thought of as right‐ or left‐hemisphere tasks – actually 
reflects individual differences in lateralized brain function. Researchers 
conducting a recent study of brain‐imaging data reached virtually the 
same conclusion (Nielsen, Zielinski, Ferguson, Lainhart, & Anderson, 
2013). Nielsen and colleagues analyzed fMRI scans from more than 
1,000 people and concluded that lateralization exists for specific types of 
abilities, but that there is no evidence that people are left‐ or right‐brained 
in a global sense. Moreover, most people have some relative strengths 
usually associated with the right hemisphere and some strengths associ-
ated with the left (Dobbs, 1989).

Perhaps the most critical fact that hemisphericity advocates tend to 
overlook is the remarkable structural and functional integration of the 
brain. Normal human brains have “massive cross‐hemisphere connec-
tions,” and brain‐imaging research demonstrates that the hemispheres 
work in an integrated fashion when performing all types of cognitive 
tasks (Goswami, 2004: 11). Geake (2008) asserted that not only can the 
hemispheres communicate, they cannot help but communicate. Lindell 
and Kidd (2011) argued that the degree of integration in normal brains 
“renders any claims for dichotomous brain function baseless” (p. 124). 
Many other researchers have likewise noted that the hemispheres always 
work together (Harris, 1988; Banich, 1998; Hellige, 2000), and even the 
pioneers of split‐brain research recognized decades ago that in normal 
brains, the hemispheres work as an integrated whole (Sperry, 1982).

The right‐brain–left‐brain dichotomy arose in part from misinterpreta-
tion and overgeneralization of laboratory research. Virtually all studies of 
brain lateralization are highly controlled laboratory studies designed to 
isolate minute components of cognitive functioning. Out of experimental 
necessity, the tasks that researchers use in such studies bear virtually no 
resemblance to cognitive or educational tasks in which people engage 
every day. Hardyck and Haapanen (1979) note that there is little evidence 
that hemispheric differences in function occur outside these laboratory 
environments. They note that “in our speech, our communicative acts, 
our reading, we do not encounter such limited amounts of information 
and make such simple judgments” (p. 228). Following an extensive review 
of research on hemispheric specialization, Hellige (1993) concluded that 
for any cognitive task beyond the most simple, “it is usually impossible to 
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state in simple terms that one hemisphere is superior” (pp. 63–64). When 
laboratory studies reveal hemispheric differences, the differences consti-
tute relative patterns; they do not show that all processing takes place in 
one hemisphere, but rather that there is somewhat more activation in one 
hemisphere than the other (Corballis, 1980; Geake, 2008). Since observed 
hemispheric differences are relative, categorizing people as right‐brained 
or left‐brained inadequately accounts for individual differences in complex 
thought (Hiscock & Kinsbourne, 1987).

Just as the scientific evidence does not support the right‐brain–left‐brain 
dichotomy, there is little justification for the application of hemispheric 
specialization research to inform educational methods. There is no 
evidence that traditional educational methods selectively favor the left 
hemisphere, that individuals favor one hemisphere or the other, or that 
teaching methods can selectively activate or educate a single hemisphere 
(Alferink & Farmer‐Dougan, 2010; Lindell & Kidd, 2011). Researchers 
have asserted that right‐brain–left‐brain distinctions are based on folk 
theory that is “too crude and imprecise to have any scientific, predictive, 
or instructional value” (Bruner, 2008: 61), and that hemisphericity is 
“irrelevant to curriculum planning” (Hiscock & Kinsbourne, 1987: 139). 
Numerous authors have lamented that people advocating the application 
of neuroscientific research to education usually have no training in 
neuroscience and are therefore ill equipped to recognize or communicate 
the limitations of the research (see Dobbs, 1989; Jorgenson, 2003; Lindell & 
Kidd, 2011). Goswami (2004) noted that beliefs about right‐ and 
left‐brain capacities illustrate how easily neuroscientific research can be 
misinterpreted when applied to education.

More than 30 years ago, Beaumont (1983) questioned why hemispheric 
specialization should be considered relevant to education since there is no 
evidence that different ways of thinking reflect differences in hemispheric 
function. He suggested that any references to neuropsychological processes 
lend “some added aura of validity and respectability,” but are really only 
distractions (p. 216), and he called hemisphericity assumptions “misleading 
and dangerous” because they appear to legitimize unjustified educational 
interventions (p. 222). Corballis (1999) agreed, asserting that assumptions 
regarding the scientific validity of the right‐brain–left‐brain distinction 
represent a “legitimizing force that gives scientific credence to dubious 
practices” (p. 40). In an even more blunt assessment, Bruner (2008) 
referred to the idea that people are right‐brained or left‐brained simply as 
“one of those popular ideas that will not die” (p. 54).

It is easy to focus on apparent differences between the hemispheres 
while overlooking their functional overlap, and it may be reassuring to 
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think that the deliberate activation of one hemisphere or the other could 
release hidden abilities or lead to greater learning (Corballis, 1980; 1999). 
The literature on differential hemispheric function is remarkably vast 
and cannot be fully described in any single source. On the first page of 
his 400‐page book published more than two decades ago, Hellige (1993) 
acknowledged that he could not “provide anything even remotely close 
to an exhaustive review” of the existing research. Accordingly, the 
simplistic dichotomization of people as right‐brained or left‐brained 
belies the fact that “very little about the brain is ever straightforward” 
(McCrone, 1999: 29).
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Myth: There 
are many 
independent 
varieties of 
intelligence

9
Defining and measuring human intelligence are probably more broadly 
researched and written about than any other topics in either psychology 
or education (Roberts & Lipnevich, 2012). The literature on intelligence 
consists of many thousands of studies, as well as countless books, 
chapters, and popular articles. This broad base of information reflects the 
reality that the topic of intelligence is extraordinarily complex and often 
interwoven with strongly held social, political, and educational ideologies. 
According to most traditional theories going back more than 100 years, 
intelligence includes a single unifying mental ability that underlies all 
specific types of abilities. In contrast, according to some contemporary 
and popularized views, intelligence is made up of several essentially 
separate mental abilities with little or no role played by a central underly­
ing component. The debate has numerous implications for educational 
practice and policy. Many scholars and educators favor the perspective 
that there are different varieties of intelligence because the theory seems 
more egalitarian and optimistic than a focus on core mental ability (Hunt, 
2011; Roberts & Lipnevich, 2012). However, reconciling theories posit­
ing multiple intelligences with the enormous body of existing intelligence 
research has proven to be difficult.

Interest in formally measuring human intelligence began with the work 
of Francis Galton (1869) whose early work on the potential heritability 
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of mental ability laid the groundwork for a great deal of controversy that 
lingers to this day. In the more than 100 years since Galton’s work, 
researchers and scholars have faced chronic difficulty in achieving con­
sensus about what intelligence actually is. The complexity of human 
thought makes it challenging to develop a definition that encompasses 
the core aspects of mental ability while satisfying the perspectives of a 
myriad of stakeholders from a variety of disciplines. Despite the varying 
definitions that have been proposed, a few common threads run though 
most conceptualizations of intelligence. Nearly all scholars who study intel­
ligence agree that intelligence involves “the ability to reason, solve problems, 
think abstractly, and acquire knowledge” (Gottfredson, 1997: 93).

For the past 100 years, the prevailing models of human intelligence 
have emphasized a single central characteristic, referred to as general 
intelligence, that links and perhaps powers all other cognitive abilities. 
Galton (1869) was the first to propose that intelligence consists of a 
broad general component, and general intelligence was first identified 
statistically by Charles Spearman (1904; 1927). Spearman observed that 
people’s performance on cognitive test items tended to correlate with 
their performance on similar items. Perhaps few observers were surprised 
that test‐takers who did well on one type of math item tended to do well on 
other math items. However, Spearman also found that performance on 
one type of task tended to predict performance on very different types of 
tasks. For example, people who did well on math items also tended to do 
well on items measuring language skills.

Spearman found that scores on a wide variety of cognitive ability tests 
were positively correlated: people who did well on one type of test tended 
to do well on others. In his first major publication on the topic, Spearman 
(1904) analyzed data from children completing a variety of sensory and 
cognitive tests. He found positive correlations between the scores on the 
various tests – even in cases where the tests were very different in nature. 
For example, he reported that scores on a test of simple auditory 
discrimination – the ability to identify two sets of tones as the same or 
different – correlated with tests of academic ability and common sense. 
Spearman hypothesized that correlations between measures of different 
sensory and cognitive abilities are due to a “common intellective function” 
(p. 272). He initially proposed this idea somewhat tentatively, noting that 
the idea of a unifying cognitive component was so radical that a great 
deal more corroborating evidence needed to accumulate before more 
definitive conclusions could be drawn.

Spearman invented a now well‐known statistical technique called 
factor analysis that enabled psychometricians – those who measure 
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psychological characteristics – to reduce a large number of measured 
variables to a smaller and more useful number of underlying elements. 
For example, one could begin with the responses from a large number of 
people to a large number of mental ability test items and determine 
whether there were broader common abilities underlying people’s perfor­
mance on different types of items. This technique allowed Spearman and 
subsequent researchers to conduct a much more sophisticated evaluation 
of the cognitive components underlying performance on ability tests. 
Spearman observed that there was nearly always one main factor that 
emerged tying together all the diverse cognitive tasks – explaining the 
correlations between very different types of skills. He referred to this 
factor as general mental ability, or g. On intelligence tests, this general 
factor is represented by IQ scores. Spearman also noted that differences 
between people on the general ability factor did not account for all the 
differences in test performance. He therefore concluded that performance 
on any particular type of test is a factor of both general mental ability 
and some more precise ability or talent specific to the particular test.

To explain how a core general ability could affect performance on a 
broad array of diverse mental tasks, Gottfredson (1997) asserted that over­
lapping higher‐order thinking skills underlie success across cognitive 
tasks regardless of the specific test content. She further states that the 
more complex the task, the more the ability to engage in higher‐order 
thinking will affect performance. In a metaphorical illustration, Kaplan 
and Saccuzzo (2013) use the analogy of a power station providing 
electricity for a city. They explain that although some lights in some 
places are brighter than others, a change in the amount of power from the 
main station would affect the brightness of all the lights in the city. 
Similarly, greater or lesser g would affect the functioning of all specific 
mental abilities. Spearman himself (1927) likened g to a kind of mental 
energy that powers a variety of more specific abilities.

Over the 100 years since Spearman claimed the existence of a broad 
general factor of human intelligence and psychologists began formally 
measuring intelligence, researchers have conducted thousands of studies 
supporting the existence of the general ability factor. Two recent exam­
ples from this long history serve to illustrate the durability of the finding 
that some common factor underlies performance on different types of 
tests. In the first of these studies (Johnson, Bouchard, Krueger, McGue, & 
Gottesman, 2004), researchers had 436 American adults complete a total 
of 42 ability subtests from three test batteries. The subtests varied in 
terms of the skills emphasized (verbal knowledge, nonverbal reasoning, 
inductive reasoning, pattern recognition, etc.) and also in format 
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(multiple‐choice versus free response). Johnson and colleagues separately 
factor analyzed the subtests associated with each of the three test batter­
ies. Consistent with hundreds of previous studies, they found a common 
factor underlying performance on each battery. Moreover, they found 
that the general factors underlying the three batteries correlated virtually 
perfectly with each other despite divergent test content and response for­
mats. The researchers concluded that this pattern constituted the “most 
substantive evidence of which we are aware that psychological assess­
ments of mental ability are consistently identifying a common underlying 
component of general intelligence” (p. 104). In a replication of their 
study, Johnson and colleagues (Johnson, te Nijenhuis, & Bouchard, 2007) 
analyzed data from 500 adults who had completed 46 separate ability 
tests from five batteries. All the tests were different from those used in 
their 2004 study. The researchers again found that the g components 
from the five batteries correlated highly with each other – again suggesting 
the existence of a single factor underlying performance both within and 
across diverse cognitive test batteries.

The statistical evidence for the existence of general mental ability might 
not be particularly compelling if it was limited to correlations between dif­
ferent types of tests. Just as there is a long history of research suggesting the 
presence of a general factor underlying human intelligence, there is likewise 
a great deal of research indicating the importance of this general factor in 
predicting positive outcomes in a host of domains. To name just a few, g is 
positively associated with income, health behaviors, longevity, and job per­
formance; g is negatively correlated with criminal behavior (Lubinski, 
2004). General mental ability is also more highly correlated with occupa­
tional level than any other variable (Jensen, 1986). With respect to job 
performance in particular, g is correlated with performance on jobs at all 
levels of complexity (Gottfredson, 2002; Schmidt & Hunter, 2004). Schmidt 
and Hunter also reported that g is associated with performance in job train­
ing programs because people with greater general mental ability learn more 
and learn faster. They also noted longitudinal data indicating that g is associ­
ated with later income even after researchers control for other variables such 
as family socioeconomic status, neighborhood characteristics, and school 
quality. In fact, general mental ability measured in childhood is positively 
correlated with income more than 30 years later.

Most researchers agree that specific abilities exist along with g, but 
research suggests that none approach g in terms of their role in a variety 
of life circumstances (Jensen, 1986; Gottfredson, 1997). For example, 
tests of specific abilities designed to predict performance on specific jobs 
tend to provide no useful predictive information beyond what is indicated 
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by general mental ability (Schmidt & Hunter, 2004). That is, specific 
ability tests may measure both specific abilities and g, but it is g that is 
predicting job performance. Jensen cited further evidence that if it were 
possible to develop an ability test that did not measure general mental 
ability, the test would not predict performance in any domain and would 
therefore be useless. More conceptually, Traub (Gardner & Traub, 2010) 
asserts that to conclude that there is no general intelligence would mean 
claiming that the brain has “little or no executive capacity to direct and 
integrate the mind’s activity” (p. 46).

The preceding evidence on general mental ability provides the back­
drop with which alternative models of human intelligence are compared. 
Gottfredson (2002) referred to g as “probably the best measured and 
most studied human trait in all of psychology” (p. 25). Reviewing many 
decades of research, Jensen (1986) reasserted that all varieties of mental 
tests – no matter how diverse the actual tasks – are positively correlated, 
which indicates that they are all – at least in part – measures of some 
common intellectual component. He referred to this pattern of correla­
tions among tests as “about as inexorable as gravitation” (p. 305). Jensen 
further pointed out that the central g factor accounts for more variation 
in test performance than any other factor, and often for more variation 
than all other factors together.

Throughout the history of intelligence research there have been critics 
of the idea that human cognitive ability is characterized by a central 
common element. Thanks in part to the work of Galton (1869) and sub­
sequent researchers studying the heritability of intelligence, the concept 
of g long ago acquired connotations of biologically determined and 
environmentally immutable notions of intelligence. As time went on, 
concerns about fairness and social justice grew – particularly regarding 
racial disparities in test performance – causing people to question the 
reality of g. Critics correctly claimed that g cannot account for all aspects 
of human cognitive ability and performance. This claim in itself does not 
contradict the evidence for the existence of g; Spearman himself (1927) 
emphasized that performance on any particular task is affected by both 
general and specific abilities. However, there is quite a distinction to be 
made between this defensible viewpoint and the claim that there is sim­
ply no such thing as general mental ability, or that g is not important 
except with respect to a narrow range of academic tasks – claims that 
often coincide with models positing independent types of intelligence 
(e.g., Gardner & Moran, 2006).

Among the many models portraying cognitive ability as consisting of 
multiple independent varieties of intelligence while downplaying the idea 
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of general mental ability, a few in particular stand out. One of the earliest 
models was developed by Thurstone (1938), who proposed that intelli­
gence was made up of thirteen separate abilities – although in subsequent 
models he reduced the number to seven. Later Guilford (1967) proposed 
a model of intelligence consisting of 120 abilities that operate indepen­
dently. However, the multiple intelligence model that has been most 
influential was proposed by Howard Gardner (1983). Perhaps the most 
noteworthy difference between Gardner’s model and those of Thurstone 
and Guilford is that Gardner’s model includes several abilities that most 
researchers – and perhaps most laypeople – do not generally consider to 
be part of intelligence. This conceptual expansion is the source of much 
of the difficulty in reconciling multiple intelligence models with the 
concept of general mental ability.

Gardner defined intelligence as “a biopsychological potential to process 
information that can be activated in a cultural setting to solve problems 
or create products that are of value in a culture” (1999: 33–34). He proposed 
seven distinct types of intelligence with the labels linguistic, logical‐
mathematical, spatial, musical, bodily‐kinesthetic, interpersonal, and 
intrapersonal (Gardner, 1983). The first three abilities in this list are 
consistent with skills assessed on traditional intelligence tests, as is 
Gardner’s eighth intelligence – naturalistic – proposed in a later edition of 
the model (Gardner, 1999). The remaining intelligences consist of abilities 
that are not usually included in definitions of intelligence (see Table 1 for 
Gardner’s description of each intelligence).

In developing his theory, Gardner (1983) drew on literature from a 
variety of disciplines, including psychology, biology, sociology, anthro­
pology, and even the humanities. By his own acknowledgment (Gardner, 
2011), he was not trained in psychometric principles when he developed 
his model of intelligence. This fact might be seen as a strength or a liabil­
ity depending on one’s point of view. He also acknowledges that his 
choice to use the term “intelligences” was “primarily strategic” in order 
to garner attention for the model (Gardner, 2011: 128). Other research­
ers have suggested that Gardner’s work was in part motivated by his 
moral objection to what he perceives to be Western society’s emphasis on 
a narrow definition of what it means to be intelligent (Barnett, Ceci, & 
Williams, 2006).

Gardner (1983) identified eight criteria to determine whether a 
particular characteristic constituted a separate form of intelligence. These 
criteria include localization in a particular area of the brain as indicated 
by the potential for the ability to be destroyed in isolation by brain 
damage, and the existence of “prodigies” or “idiot savants” (p. 63) who 
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display widely varying abilities – often to the extent that a single ability 
is exceptionally high while the rest are exceptionally low. Gardner has at 
times implied that all eight of the criteria must be met to demonstrate that 
an ability reaches the status of a separate intelligence (1983; Gardner & 
Moran, 2006), but has sometimes asserted that an intelligence must meet 

Table 1  Gardner’s eight intelligences

Linguistic The “sensitivity to spoken and written language, the ability to 
learn languages, and the capacity to use language to accomplish 
certain goals,” demonstrated in the skills of those such as 
“lawyers, speakers, writers, and poets.”

Logical‐
mathematical

The “capacity to analyze problems logically, carry out 
mathematical operations, and investigate issues scientifically,” 
demonstrated in the skills of those such as “mathematicians, 
logicians, and scientists.”

Spatial The “potential to recognize and manipulate the patterns of wide 
space as well as more confined areas,” demonstrated in the skills 
of those such as “navigators and pilots,” as well as “sculptors, 
surgeons, chess players, graphic artists, or architects.”

Musical “Skill in the performance, composition, and appreciation of 
musical patterns,” demonstrated in the skills of those such as 
“composers, conductors, and musical performers.”

Bodily‐
kinesthetic

The “potential of using one’s whole body or parts of the body 
to solve problems or fashion products,” demonstrated in the 
skills of those such as “dancers, actors, and athletes,” as well as 
craftspersons, surgeons, bench‐top scientists, mechanics and 
many other technically oriented professionals.”

Interpersonal The “capacity to understand the intentions, motivations, and 
desires of other people and, consequently, to work effectively 
with others,” demonstrated in the skills of those such as 
“salespeople, teachers, clinicians, religious leaders, political 
leaders, and actors.”

Intrapersonal The “capacity to understand oneself, to have an effective 
working model of oneself – including one’s own desires, fears, 
and capacities – and to use such information effectively in 
regulating one’s own life,” as demonstrated in “those who excel 
in introspection.”

Naturalistic “Expertise in the recognition and classification of the numerous 
species of his or her environment,” demonstrated in the skills of 
those such as “hunters, farmers, and those who study the 
natural world.”

Note: Content quoted from Gardner (1999: 41–43, 48; 2011: 126).
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“all or a healthy majority” of the criteria (2006a: 7). Roberts and 
Lipnevich (2012) argue that such inconsistency serves to “strip the 
process of selection of its scientific rigor” (p. 44), and assert that most of 
the criteria are easy to meet so there is potentially no limit to the number 
of characteristics that could be identified as intelligences. They suggest 
that such a slippery slope of inclusion might mean that intelligences such 
as bodily‐kinesthetic would need to be further divided into even more 
specific intelligences such as football, golf, and dance intelligence. To do 
otherwise, they suggest, would be to assume that someone who is good at 
football could have been just as good at dancing.

Gardner’s theory resonated with educators – many of whom were 
disenchanted with the concept and presumed implications of general 
mental ability (Waterhouse, 2006; Roberts & Lipnevich, 2012). Kincheloe 
(1999) advocated rethinking the concept of intelligence based on a more 
inclusive view of education that validates alternative forms of intelligence to 
those currently recognized by psychology. He proposed that doing so 
would increase inclusiveness by “admitting new members to the exclusive 
community of the talented” (p. 1). Hunt (2011) asserts that multiple 
intelligence theory was “an easy sell to educators” (p. 117) because it was 
so optimistic. According to Hunt, the theory is consistent with the way 
many people think about intelligence: that there are many separate types 
of ability and that everyone is good at something. The multiple intelligence 
model therefore seems more egalitarian than the general intelligence 
model. Roberts and Lipnevich note the appeal of being able to refer to a 
child who does poorly in math but is a good musician as having musical 
intelligence. The model became popular with both teachers and parents 
because it supported the assumption that “all children are special” 
(Lohman, 2001: 221). Lohman also points out the potential risk of 
equating different abilities. Having low musical or bodily‐kinesthetic 
intelligence would be very different in terms of likely life circumstances 
than having low general intelligence.

Despite its popularity among educators, multiple intelligence theory 
has been the subject of a great deal of debate and criticism from intelli­
gence researchers. Indeed, the idea that there are many distinct and 
independent forms of intelligence is difficult to reconcile with the large 
body of empirical research indicating the existence of general mental 
ability. Gardner does not deny that statistical analyses of cognitive tests 
reveal a central factor emerging from correlations between test scores, 
but he claims that this g factor emerges primarily because the tests share 
similar formats, and are all affected by a very limited array of abilities – 
specifically verbal and logical‐mathematical skills (Gardner, 2006a). 
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He also claims that g predicts little outside traditional school performance 
(Gardner & Moran, 2006). In response to such propositions, Lohman 
(2001) bluntly states that “even the most cursory examination of human 
abilities literature shows that every one of these claims at best overstates 
and at worst is simply false” (p. 221). Moreover, there has been little 
research directly investigating the validity of multiple intelligence theory 
(Gregory, 2011).

In perhaps the only attempt to directly test the validity of the multiple 
intelligence framework relative to the general intelligence model, Visser, 
Ashton, and Vernon (2006a) administered a variety of tests to 200 under­
graduate and graduate students, university employees, and friends and 
relatives of the undergraduates. The participants ranged in age 17–66. 
The researchers used a variety of established tests to measure abilities 
corresponding to each of Gardner’s eight intelligences – two tests for each 
intelligence. To ensure that shared verbal demands would not inflate the 
correlations between tests, Visser and colleagues included nonverbal 
measures in their study. Some tests were completely nonverbal, and for 
others the verbal demands were so minimal as to preclude the possibility 
that they could lead to inflated correlations – particularly among such an 
educated sample. Many of the tests involved tasks beyond those required 
on traditional paper‐and‐pencil tests such as identifying routes on a map, 
folding paper for a spatial ability test, and performing physical dexterity 
tasks. The researchers also administered a well‐established measure of 
general intelligence.

Visser and colleagues (2006a) found that most of the correlations 
between tests assessing traditional cognitive abilities akin to Gardner’s 
linguistic, spatial, logical‐mathematical, naturalistic, and even inter­
personal intelligences were positive and significant, and all five of these 
abilities were substantially correlated with a separate measure of general 
mental ability. Tests assessing abilities not typically considered part of 
intelligence because they are heavily affected by noncognitive factors – 
specifically musical, intrapersonal, and bodily‐kinesthetic skills – were 
not significantly correlated with the test of general mental ability. 
However, a factor analysis of all 16 tests revealed a first ability compo­
nent that accounted for far more variation between test takers than any 
other factor.

Visser and colleagues (2006a) concluded that the correlations 
between diverse tests, the emergence of the general factor, and the cor­
relations of specific tests with a separate measure of general intelligence 
are inconsistent with multiple intelligence theory. They also emphasized 
that common verbal influences across tests could not account for the 
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results because the tests minimized verbal influences; even the spatial 
ability tests – which were almost entirely nonverbal – were positively 
associated with g. This pattern is consistent with the established 
evidence going back to the work of Spearman a century ago that “A 
test’s relative standing on g could not be inferred from its superficial 
characteristics, such as the sensory or response modality involved, 
whether verbal or nonverbal, numerical or figural, paper‐and‐pencil 
test or performance test, or other formal features” (Jensen, 1986: 310). 
Jensen asserts that tests measure g to the extent that they require 
complex cognitive processing or mental manipulation – regardless of 
the specific nature of the test itself.

Not surprisingly, these conclusions were met with skepticism from 
Gardner (2006b), who criticized Visser and colleagues for using tests 
emphasizing skills traditionally thought of as cognitive. He stated that 
the spirit of multiple intelligence theory is to expand the definitions of 
cognition and intelligence. He further argued that the common factor 
linking various abilities might arise because the tests all in some way 
reflect a narrow set of cognitive skills emphasized in traditional schools. 
In a response to Gardner’s critique, Visser, Ashton, and Vernon (2006b) 
cited evidence that many tasks containing no academic content – such as 
putting blocks together to copy particular shapes – are highly associated 
with general mental ability. They went on to cite evidence that g is 
correlated with biological processes such as cerebral glucose metabo­
lism. Researchers have also found that g is correlated with speed of 
neural transmission (McRorie & Cooper, 2004), clearly a factor not 
taught in schools. Perhaps most compelling, Jensen (1986) summarized 
research linking measures of average brain wave activity with general 
mental ability. He cited research using a paradigm where participants’ 
brain wave activity is measured via electrodes on the scalp while the 
participant sits in a reclined chair listening to random auditory clicks, 
making no voluntary responses whatsoever. Average brain wave meas­
urements taken during this task are strongly correlated with general 
mental ability – despite the fact that the task requires no conscious 
problem‐solving or cognitive response.

Researchers have also taken issue with Gardner’s (1983, 1999) criterion 
that separate intelligences reflect localized neural processing in specific 
brain regions, and his claim (Gardner, 2006a) that evidence for multiple 
intelligences is provided by the fact that brain damage can cause the loss 
of some skills and not others. Roberts and Lipnevich (2012) point out 
that most cognitive abilities cannot be localized to specific parts of the 
brain, referring to this fact as a “major problem with Gardner’s view” (p. 45). 
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Waterhouse (2006) cites evidence that not only cognitive abilities, but 
even motor abilities such as walking and gesturing are not localized to 
specific regions of the brain but rather involve multiple brain regions. 
Barnett and colleagues (2006) further assert that the loss of certain 
abilities due to brain damage and the localization of certain abilities in 
the brain do not suggest that those abilities are different intelligences, nor 
does it disprove the existence of some central ability that drives perfor­
mance on all cognitive tasks. White (2004) agrees, noting that the loss of 
specific functions due to brain damage demonstrates only that some 
physiological condition necessary to perform the function is absent – not 
that there are distinct types of intelligence.

It often appears that the contrasting conclusions reached by scholars 
agreeing that intelligence consists of a general ability and those favoring 
a model of intelligence consisting of multiple independent components are 
due primarily to differing perspectives on the nature of intelligence and 
the nature of scientific evidence. Hunt (2011) argued that Gardner’s 
approach to identifying support for his theory is heavily weighted by 
subjective reasoning and reflection, which differs from the more purely 
data‐driven approach favored by most intelligence researchers. Indeed, 
Gardner (2006a) provides interesting anecdotal examples for each intel­
ligence that would be compelling to some students of the theory but not 
to others. His opinion that “it is up to educators to decide whether ideas 
derived from, inferred from, or catalyzed from MI theory are useful to 
them” (Gardner & Moran, 2006: 229) appears to reveal a willingness to 
accept subjective impressions as evidence. Other researchers have argued 
that Gardner’s model is not based on statistical evaluation, but rather 
on  Gardner’s subjective view of how human abilities are organized 
(Roberts & Lipnevich, 2012). Even Gardner’s definition of intelligence 
differs from traditional definitions centered on cognitive abilities in that 
it includes several largely noncognitive capacities. In some ways, those 
favoring g and those favoring multiple intelligences are not even talking 
about the same thing.

Intelligence scholars have often been harsh in their criticism of the 
multiple intelligence model, with many concluding that there is no 
evidence for the theory (Waterhouse, 2006; Hunt, 2011; Roberts & 
Lipnevich, 2012). One particular difficulty is that Gardner has not arti­
culated specific ways that each of the intelligences could be measured. 
He is unapologetic about this fact, stating that multiple intelligence 
theory is a work of “scientific synthesis” (Gardner, 2006b: 505) that 
does not lend itself to traditional testing, but is revised as new findings 
from various disciplines emerge (Gardner & Moran, 2006). This 
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approach renders the theory somewhat immune to direct empirical 
evaluation. Gardner and Moran go on to refer to paper‐and‐pencil 
measurement as an “intrusion,” advocating instead for “intelligence‐
fair” assessments where abilities are assessed as they are naturally 
expressed (p. 230). Lohman (2001) questions this assertion, pointing 
out that the types of assessment advocated by Gardner can assess know­
ledge and skills beyond those on standardized tests, but they overlap 
greatly with standardized tests in terms of what they measure, they are 
more time‐consuming, and they are more expensive. Barnett and 
colleagues (2006) likewise question the wisdom of using broader, long‐
term ability assessments not only because they demand far greater 
resources, but because such unstandardized measures preclude appro­
priate comparisons of students or programs because they are vulnerable 
to so many subjective judgments and personal biases. Moreover, 
Gardner’s (1999) insistence on real‐life assessment, coupled with his 
assertion that real‐life tasks often require a combination of intelligences, 
would seem to make it difficult or impossible to satisfactorily assess the 
separate intelligences (Visser et al., 2006a).

Although Gardner has not involved himself with assessing multiple 
intelligences, he is not opposed to others attempting to do so (Gardner & 
Moran, 2006). However, most tests that have been developed to assess 
the intelligences are self‐report measures rather than true ability tests. In 
other words, researchers collect data by having participants rate them­
selves on the various intelligences (e.g., Furnham, 2009). This method is 
problematic because self‐report measures of ability tend to correlate only 
modestly with actual ability measures (Visser et al., 2006a). One study 
showed that participants’ self‐ratings of their ability on each of Gardner’s 
eight intelligences correlated weakly with ability tests selected to assess 
the intelligences – with correlations ranging from 0 to .38 (Visser, Ashton, & 
Vernon, 2008). Such findings suggest that self‐report measures are 
exceptionally imprecise indicators of actual ability.

Through his work on his multiple intelligence theory, Gardner has 
certainly made many important points about the nature of intelligence. 
Barnett and colleagues (2006) note that although Gardner has not 
provided sufficient evidence for his theory’s validity, his work has had 
the valuable effect of drawing attention to the topic of intelligence and 
the limitations of traditional models. He has emphasized the diverse nature 
of mental abilities, pointed out that no two people exhibit the exact same 
pattern of cognitive abilities, advocated that teachers should nurture a 
variety of student talents, and questioned the idea of selecting people for 
opportunities based only on a measure of general mental ability (Gardner, 



Chapter 9 Independent Varieties of Intelligence | 125

1999; 2006a). Importantly, there is nothing inherent in the theory of 
general intelligence that conflicts with any of these concerns. Virtually all 
scholars of general intelligence from Spearman onward agree that perfor­
mance on any mental task is affected both by general intelligence and 
specific abilities. They simply deny that the different abilities operate in 
isolation from a common factor of ability. Hogan (2007) notes that the 
emphasis on maximizing all students’ potential may be appropriate in 
education, but is not a sufficient basis for intelligence models.

There is no question that Gardner’s model of intelligence has been 
quite influential in educational settings. There are many programs in 
schools across the world – in both Western and non‐Western countries – 
whose developers based their work on the multiple intelligence frame­
work (see Visser et al., 2006a; Waterhouse, 2006; Chen, Moran, & 
Gardner, 2009). Despite the influence of the theory, however, evidence for 
the existence of intelligences that operate independently without the 
influence of a general intelligence factor is sorely lacking. Gottfredson 
(2002) asserts that g involves the ability to “reason, learn, and solve 
problems” (p. 27), which helps to explain why it is affects performance 
across domains and across the lifespan. She also notes that no one has 
been able to develop a meaningful ability test that does not measure 
general intelligence. Without evidence for the existence of intelligences 
that are independent of each other and independent of a unifying ability, 
developing new teaching strategies emphasizing alterative educational 
values could do students a disservice if real‐life opportunities continue to 
demand traditional intellectual abilities such as language, math, and 
reasoning skills (Barnett et al., 2006). Unfortunately, claims that multiple 
intelligence theory is “a proven approach to education for the twenty‐
first century” (Hoerr, 2003: 94) are generally made with little or no 
systematic evidence to support them.

Gardner (2011) criticized “the psychometric establishment …who 
believed (and continue to believe) that they have the right to define 
intelligence, to determine how it is measured, and to resist efforts to 
pluralize the concept” (pp. 127–128). In stark contrast to Gardner’s 
perspective, Waterhouse (2006) suggested that the multiple intelligence 
model is easy to understand because it simply divides intelligence into 
separate components based on specific content, and therefore allows 
people to believe that they understand how human cognitive processes 
work even if the evidence is at odds with the theory. To date, there 
are many anecdotes and opinions, but little empirical evidence to con­
clude that human cognitive ability consists of many independent 
intelligences.
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Myth: 
Self‐esteem 
improves 
academic 
performance

10
A popular assumption among both educators and the general public is 
that self‐esteem plays an important role in determining students’ academic 
success. Self‐esteem usually refers primarily to one’s global self‐evaluation 
rather than to beliefs about one’s specific talents or abilities. It is parti­
cularly important to recognize that self‐esteem pertains to perceptions of 
one’s own characteristics rather than any objective evaluation of those 
characteristics (Baumeister, Campbell, Krueger, & Vohs, 2003; Baumeister, 
2005). Therefore, one’s self‐evaluation may or may not be based on any 
specific accomplishments.

The idea that self‐esteem might enhance academic performance goes 
back at least as far as the 1960s. Many researchers observed positive 
associations between students’ self‐reported levels of self‐esteem and the 
grades those students earned in school. That is, students with higher 
self‐esteem tended to perform better in school than students with lower self‐
esteem. Although it was certainly plausible that feeling good about 
oneself might enhance school performance, it was equally plausible that 
succeeding in school might enhance self‐esteem, or that other factors 
might promote both high self‐esteem and academic success. Despite the 
commonly known perils of confusing correlation with causation, many 
educators began to assume that increasing students’ self‐esteem would 
help students to be more successful in school.
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There are many intuitively appealing reasons why self‐esteem should 
lead to improved academic performance. Students with high self‐esteem 
might set higher academic goals for themselves and persist longer if they 
encounter challenges obtaining those goals (Bachman & O’Malley, 
1977). Students with high self‐esteem also might work harder to achieve 
success in order to maintain their positive self‐view (Valentine, DuBois, & 
Cooper, 2004). In light of such appealing explanations and the evidence 
that self‐esteem is correlated with school performance, educators began 
focusing on ways to increase students’ self‐esteem as a means to enhance 
academic performance (Schreier & Kraut, 1979; Byrne, 1986). By the late 
1980s, the potential for self‐esteem interventions to improve school 
performance seemed so compelling that the state of California estab­
lished a task force to investigate the positive impact of high self‐esteem 
and make public policy recommendations (California Task Force to 
Promote Self‐Esteem and Personal and Social Responsibility, 1990). 
Despite identifying little evidence of a causal link between self‐esteem 
and academic performance, the task force concluded from correlational 
studies and various testimonials that “good education requires good self‐
esteem” (p. 2). Consequently, the members of the task force recommended 
that all schools engage in an effort to raise student self‐esteem, and that 
teacher training and credentialing requirements include self‐esteem 
content. Such beliefs and interventions certainly have not disappeared as 
time has gone by (e.g., Zimmerman, Copeland, Shope, & Dielman, 1997; 
EduNova, 2012; Nabayunga, 2013; see also Forsyth, Lawrence, Burnette, & 
Baumeister, 2007; Stupnisky et al., 2007).

Many researchers have observed that self‐esteem is positively corre­
lated with academic performance for students across a wide variety of 
age groups. For example, in a small early study of American fifth graders, 
scores on a self‐esteem inventory were positively associated with scores 
on an academic achievement test (Simon & Simon, 1975). In a much 
larger study more than 20 years later, Zimmerman and colleagues (1997) 
collected data from more than 1,000 students when the students were in 
sixth, seventh, eighth, and ninth grades. At each point in time, the students 
completed a self‐esteem scale and also reported their grades. The research­
ers reported that self‐esteem and grades were associated at each point of 
data collection, and that decreasing self‐esteem over time was associated 
with decreasing grades, while increasing self‐esteem was associated with 
increases in grades.

Although the majority of self‐esteem research has been conducted in the 
United States, some researchers have studied students in other countries. 
For example, Seabi (2011) collected data from university engineering 
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students in South Africa and found that self‐esteem was positively associated 
with exam performance across several academic domains, including math, 
physics, and chemistry. In contrast, Leeson, Ciarrochi, and Heaven (2008) 
used standardized test scores and self‐esteem survey scores from more than 
600 Australian seventh graders to predict those students’ academic perfor­
mance in tenth grade. The researchers reported that the correlation 
between self‐esteem in seventh grade and course grades three years later 
was nonsignificant. Moreover, the best predictors of course grades by far 
were the measures of actual academic ability. Interestingly, Leeson and 
colleagues’ findings mimic those of Demo and Parker (1987), who found 
no association between self‐esteem and grade point average in a sample of 
nearly 300 American college students. Unlike the study reported above by 
Zimmerman and colleagues (1997), in which self‐esteem was correlated 
with student grades, Demo and Parker assessed academic performance by 
accessing college records rather than by relying on student self‐report of 
their own grades.

In light of such inconsistent findings, integrative reviews of multiple 
studies are particularly valuable. Perhaps the two most important reviews 
were both published more than 30 years ago. The first of these was 
conducted by Wylie (1979), who cited many studies where self‐esteem 
was positively correlated with students’ grades and standardized test 
scores. She also suggested that the variations across studies in the degree 
to which self‐esteem correlated with academic performance may be 
attributable to the wide variety of measures that researchers used to 
assess self‐esteem and academic performance. Importantly, Wylie 
concluded more than three decades ago that “the correlations of achieve­
ment indices and over‐all self‐regard indices tend to be small in absolute 
terms, offering no support to the commonly accepted lore that achievement 
and self‐regard are strongly associated” (p. 406).

The second important review was conducted by Hansford and Hattie 
(1982), who performed a meta‐analysis statistically integrating the find­
ings from studies of more than 39,000 participants. Like Wylie (1979), 
the researchers identified a large range of correlations across studies due 
to variations in self‐esteem measures, outcome measures, and participant 
samples. They reported an overall correlation of .22 between academic 
performance and self‐esteem measures, meaning that only 5% of the vari­
ation in student achievement was associated with variation in self‐esteem. 
Hansford and Hattie also found that the average correlation for studies 
using nationally representative student samples was essentially zero – the 
positive overall association being accounted for entirely by smaller, less 
representative samples.
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Although study results vary widely, there appears to be a small positive 
association between self‐esteem and academic performance. However, 
this association often shrinks considerably when researchers control for 
other factors associated with achievement. For example, in a study of 530 
twelve‐year‐olds, self‐esteem was positively correlated with scores on a 
variety of achievement tests, but self‐esteem accounted for very little (less 
than 3%) of the variation in student test scores after researchers accounted 
for students’ IQ and socioeconomic status (Rubin, Dorle, & Sandidge, 
1977). The researchers concluded that the practical significance of self‐
esteem as a predictor of academic performance was “negligible” (p. 506). 
Similarly, based on data from 800 college students, Stupnisky and 
colleagues (2007) reported a very weak correlation between self‐esteem 
and first‐year college grade point average, but this correlation was 
reduced to nonsignificance after the researchers controlled for students’ 
age, sex, and high‐school grades. In both of these studies, as well as 
several more reviewed by Wylie (1979), measures of ability and past aca­
demic performance were the best predictors of later academic perfor­
mance and accounted for most, or all, of the variation in performance 
associated with self‐esteem.

Personality variables may also supersede self‐esteem in predicting 
academic performance. Crocker and Luhtanen (2003) collected data from 
more than 600 first‐year college students and found, similar to other 
researchers, that self‐esteem measured prior to the start of college was not 
associated with students’ first‐semester grade point average. Although 
self‐esteem was weakly correlated with the number of academic problems 
that students reported during their first semester of college, the correla­
tion was reduced to nonsignificance when the researchers controlled for 
personality variables such as neuroticism. It therefore appears that the 
association between self‐esteem and academic performance may be better 
explained by other characteristics associated with both variables.

The most important question regarding the role of self‐esteem in 
education – assuming the existence of at least a weak correlation – is whether 
self‐esteem plays a causal role in academic performance. Drawing causal 
conclusions about the effects of self‐esteem is challenging since it is not 
possible to conduct an experiment where participants are randomly 
assigned to have either high or low self‐esteem. However, Baumeister and 
colleagues (2003) note that causal determinations can be informed by 
correlational findings. At a minimum, they state, causes must come before 
effects, so self‐esteem at one point in time must first be shown to correlate 
with school performance at a later point in time. Accordingly, researchers 
have used longitudinal methods to study links between self‐esteem and 
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academic performance. A second approach has been for researchers to 
use a complex statistical technique known as structural equation modeling – 
often in conjunction with longitudinal data collection methods – to help 
determine the likely direction of influence between variables.

In one early longitudinal study, Bachman and O’Malley (1977) 
analyzed data from more than 1,600 tenth‐grade boys who participated 
in a national study in the United States. Data were collected at five points 
in time beginning when the students were in tenth grade and continuing 
for eight years. A composite intellectual ability measure was administered 
in tenth grade, and students reported their course grades from the year 
before data collection began. At each point of data collection, students 
completed self‐esteem surveys and reported information on their academic 
achievement. Each time data were collected, higher self‐esteem was 
associated with greater educational attainment. The researchers then used 
structural equation modeling to examine possible causal links between 
the variables and determined that self‐esteem in high school is correlated 
with later academic achievement because both variables are affected by 
other important factors such as actual academic ability, past academic 
performance, and family socioeconomic status. Bachman and O’Malley 
concluded that “self‐esteem adds very little by way of a contribution to 
later attainment” (p. 377, italics in original). The researchers later reana­
lyzed the data from the same sample (Bachman & O’Malley, 1986). They 
concluded that actual academic ability is by far the most important 
determinant of academic performance and that self‐esteem is not a causal 
factor, but rather that academic success leads to improved self‐esteem.

In another longitudinal study, Ross and Broh (2000) analyzed data 
from 8,800 US students from whom data were collected in eighth, tenth, 
and twelfth grades. At each point in time, students completed academic 
achievement tests and the researchers recorded students’ grades. The 
researchers found that earlier academic success predicted later self‐
esteem, but that increases in self‐esteem did not predict later improve­
ments in academic performance. Like other researchers, Ross and Broh 
found that the factor most highly correlated with academic performance 
was previous academic performance.

Researchers reached a similar conclusion based on an analysis of data 
from more than 23,000 high school students who were part of a national 
longitudinal study (Pottebaum, Keith, & Ehly (2001). Students in this 
study completed several standardized ability tests, a self‐esteem measure, 
and a family background questionnaire during their sophomore year of 
high school and again two years later. Based on structural equation 
modeling, Pottebaum and colleagues found no evidence that self‐esteem 
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was a causal factor in academic performance and concluded that other 
variables are responsible for both self‐esteem and school achievement. 
Using data from a representative US sample of nearly 1,900 boys who 
were likewise tested in tenth grade and again two years later, Rosenberg, 
Schooler, and Schoenbach (1989) found evidence that academic success as 
measured by class grades has a significant effect on later self‐esteem, but 
that self‐esteem has no significant impact on later academic performance.

In another study, researchers examined data from younger children 
assessed over a longer period of time (Maruyama, Rubin, & Kingsbury, 
1981). Maruyama and colleagues analyzed data from a longitudinal 
research project involving children born in Minnesota over four consecu­
tive years. The children’s’ socioeconomic status was assessed at birth, IQ 
was measured at age 7, standardized achievement tests were administered 
at ages 9, 12, and 15, and self‐esteem was assessed at age 12. The research­
ers found no evidence of a causal link – in either direction – between 
self‐esteem and academic success; rather, they concluded that the associa­
tion between the two variables was due to the fact that intelligence and 
socioeconomic status caused both.

Some evidence even calls into question the very existence of a correla­
tion between self‐esteem measured at one point in time and academic 
performance measured at a later time. In her study of more than 900 high 
school students, Byrne (1986) observed only a very small correlation 
between self‐esteem and academic achievement, and found no evidence 
to suggest a causal link. Valentine and colleagues (2004) performed a 
meta‐analysis integrating the findings from 55 studies where researchers 
used a longitudinal design to examine the association between self‐beliefs 
and later academic performance. In all the studies, the original research­
ers had controlled for initial academic achievement. Valentine and col­
leagues found that the overall link was extremely weak and concluded 
that “evidence is lacking to support theoretical or applied perspectives in 
which self‐beliefs are characterized as a strong and pervasive influence on 
student achievement” (p. 127). Following their analysis of high school 
students, Stupnisky and colleagues (2007) likewise “found no evidence 
that students’ level of self‐esteem directly influences their academic 
achievement” (p. 316). Although most studies have been conducted in the 
United States, researchers studying more than 600 Norwegian elemen­
tary school students (Skaalvik & Hagtvet, 1990) and more than 5,000 
German seventh graders (Trautwein, Lüdtke, Köller, & Baumert, 2006) 
have reached similar conclusions.

As noted early in this chapter, the emphasis on increasing students’ 
self‐esteem as a means to improve their academic performance was borne 
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largely out of intuitive appeal and early correlational evidence. Many 
teachers and parents have assumed that how students feel about them­
selves plays a critical role in determining their academic success 
(Pottebaum et al., 2001). This assumption has triggered the develop­
ment of countless interventions designed to directly increase student 
self‐esteem. There is evidence that such interventions can in fact enhance 
self‐esteem. Haney and Durlak (1998) meta‐analyzed findings from 
120 interventions and concluded that, on average, such interventions 
lead to a modest increase in participants’ self‐esteem. However, the 
researchers also found that interventions were far more effective in 
increasing self‐esteem among participants with behavioral or mental 
health problems than participants without such problems. The average 
effect of such interventions among participants with no preexisting 
problems was very weak – calling into question the premise that self‐
esteem in normal populations can be meaningfully increased via educa­
tional interventions.

Despite the apparently modest effects of self‐esteem interventions, it is 
important to test whether such interventions improve students’ academic 
performance. Schreier and Kraut (1979) reviewed eight published and 18 
unpublished studies on the effectiveness of self‐concept improvement 
interventions for improving academic performance. The studies included 
students from preschool to high school, and several of the studies were 
based on large samples. Schreier and Kraut concluded that there was no 
reliable link between self‐esteem interventions and academic achieve­
ment, and referred to the evidence for a causal link between self‐views 
and academic performance as “overwhelmingly negative” (p. 145). They 
noted that many studies have methodological flaws such as lack of 
random assignment, but doubted that such limitations could account for 
the chronic lack of effect across studies. They argued that there have been 
too many trials to continue asserting that self‐esteem interventions were 
bringing about significant changes in academic performance. It is 
noteworthy that this review was published over 30 years ago, but did 
little to dispel the belief that increasing student self‐esteem would improve 
academic achievement.

Surprisingly, emphasizing students’ self‐esteem may sometimes be 
detrimental to their academic success. In a particularly thought‐provoking 
study, researchers found that focusing on student self‐esteem caused a 
decline in student performance (Forsyth et al., 2007). Forsyth and colleagues 
predicted that an intervention to increase self‐esteem would boost 
academic performance in college students. They randomly assigned 90 
students who earned a C, D, or F on the first exam in a large undergraduate 
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psychology course to receive either six weekly emails containing review 
questions regarding course content, or six weekly emails containing both 
the review questions and messages indicating the importance of self‐
esteem. The self‐esteem messages encouraged students to maintain a posi­
tive self‐view. The researchers’ prediction that the self‐esteem messages 
would boost test scores was not supported, and in fact the opposite effect 
occurred. Students who had earned Ds and Fs on the first exam with 
an average of 57%, and who received the self‐esteem intervention, earned an 
average of 38% on the final exam. The authors noted that this change 
was both statistically and practically significant – in that the average score 
dropped from nearly passing to far below passing. The average score 
of D and F students in the control condition did not change significantly 
from the first exam to the final, and C students’ grades declined slightly 
across both conditions. Forsyth and colleagues recommended that self‐
esteem interventions used in schools be carefully evaluated, asserting 
that it may actually be detrimental to boost self‐esteem without more 
directly helping students improve school performance. They concluded 
that “persuading students to think well of themselves despite having 
performed poorly on a first test seems, if anything, to make students do 
even worse” (p. 458).

A noteworthy body of evidence has emerged suggesting that academic 
achievement is more strongly associated with specific elements of self‐
esteem than with general self‐esteem. Marsh and Craven (2006) argue 
that many inconsistent findings regarding the link between self‐concept 
and academic performance can be explained by conceptualizing self‐
concept as a multidimensional factor rather than as a single global 
characteristic. General self‐concept, they assert, can be better understood 
by considering specific components of self‐worth – both academic and 
nonacademic. Accordingly, they maintain that academic self‐concept will 
be a much stronger and more important factor than general self‐esteem 
in predicting academic performance. Since aspects of self‐concept that are 
relevant to a specific outcome will be better predictors, it is perhaps not 
surprising that global self‐esteem is often associated minimally or not at 
all with academic performance.

A number of studies provide support for Marsh’s and Craven’s (2006) 
proposal. For example, Shavelson and Bolus (1982) had seventh and 
eighth grade students complete measures of both global self‐esteem and 
academic self‐esteem, as well as a standardized achievement test. Data 
were collected in February approximately two weeks after fall semester 
grades were distributed, and again in June just before the school year 
ended. The researchers also obtained students’ class grades for both 
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semesters. Shavelson and Bolus found that global self‐esteem was only 
slightly associated with grades, academic self‐concept was more strongly 
associated with grades, and subject‐specific academic self‐concept was 
even more strongly associated with grades in specific courses. For example, 
science grades correlated .12 with global self‐esteem, .37 with academic 
self‐concept, and .43 with self‐concept specific to science ability. The 
same pattern emerged for math and English. The researchers concluded 
that self‐esteem is actually a multifaceted and hierarchical characteristic 
in that subject‐specific self‐concept is a component of academic self‐
concept, which in turn is a component of global self‐concept; prediction 
of performance improves with increasing specificity of the self‐concept 
measures.

Many other studies similarly show that measures of self‐esteem specific 
to academic ability are much stronger predictors of academic perfor­
mance than are measures of global self‐esteem (Wylie, 1979; Hansford & 
Hattie, 1982; Skaalvik & Hagtvet, 1990; Trautwein et al., 2006). 
Moreover, there is evidence that academic self‐esteem accounts for the 
association between global self‐esteem and academic performance. 
Pullman and Allik (2008) studied more than 4,500 Estonian students 
ranging from second graders through university applicants who com­
pleted measures of general and academic self‐esteem – the latter defined 
as beliefs about one’s competence specific to academics. The correlations 
between general self‐esteem and grade point average fell primarily in the 
.20–.28 range, and they tended to decline as students progressed through 
school so that the correlation for students in twelfth grade was only .09. 
In contrast, the association between academic self‐esteem and grade point 
average was much higher with an average correlation of .53. Moreover, 
the link between general self‐esteem and grades was no longer significant 
when the researchers accounted for academic self‐esteem. Pullman and 
Allik concluded that academic self‐esteem can contribute to overall self‐
esteem, but is only one component. It is interesting to note that, consist­
ent with this conclusion, most researchers reporting the strongest 
correlations between general self‐esteem and academic performance have 
used a measure of self‐esteem that includes some items pertaining to self‐
concept regarding academic ability (e.g., Simon & Simon, 1975; Rubin 
et al., 1977; Seabi, 2011).

Other researchers have likewise emphasized the difference between 
general and specific self‐esteem. Rosenberg, Schooler, Schoenbach, and 
Rosenberg (1995) described self‐esteem as an attitude and asserted that 
like any attitude, self‐esteem consists of both cognitive and affective 
components. They suggested that global self‐esteem is primarily affective 
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in nature and is therefore more relevant to psychological health, while 
specific types such as academic self‐esteem are more cognitive in nature 
and are more relevant to behavior and behavioral outcomes. Accordingly, 
they suggested that researchers have often studied the “wrong type of 
self‐esteem” when examining the link with academic achievement, and 
argued that studying predictors of a specific outcome requires studying 
specific types of self‐esteem relevant to that outcome (p. 54).

Rosenberg and colleagues (1995) analyzed data from nearly 1,900 
tenth grade boys who were part of a longitudinal study of students across 
the United States. Like Pullman and Allik (2008), they found that the link 
between academic self‐esteem and grades is twice as strong as the link 
between general self‐esteem and grades. Rosenberg and colleagues also 
found that controlling for academic self‐esteem shrinks the correlation 
between global self‐esteem and grades to an extremely small link, but the 
reverse is not true – controlling for global self‐esteem barely affects the 
link between academic self‐esteem and grades. The researchers then used 
structural equation modeling to estimate causal effects and found 
evidence that although global and academic self‐esteem affect each other, 
the effect of academic self‐esteem on global self‐esteem is stronger than 
the reverse. Interestingly, Rosenberg and colleagues repeated their analysis 
after splitting the sample based on students’ self‐report of how much they 
valued academic success. The association between global and academic 
self‐esteem was only replicated for students who highly valued academic 
success. The impact of academic self‐esteem on global self‐esteem for this 
group was nearly three times greater than the impact observed among 
students reporting low valuing of academic success. The researchers 
concluded that academic self‐esteem affects global self‐esteem only for 
students who value academic performance, and that neither global nor 
academic self‐esteem cause students to value academic success. Instead, 
valuing academic success increases the role that academic success plays in 
one’s global self‐esteem.

The notion that self‐concept affects behavior and that confidence in 
oneself leads to greater success is embedded in individualistic cultural 
beliefs (Schreier & Kraut, 1979; Forsyth et al., 2007). Therefore, it is per­
haps not surprising that correlational studies have often been interpreted 
as evidence for a causal link, ultimately leading to a “fascination with 
self‐esteem” among teachers, parents, and even researchers (Baumeister 
et al., 2003: 2). Educational objectives often emphasize teaching students 
that self‐esteem is important for academic success (Stupnisky et al., 2007). 
Advocates of the so‐called self‐esteem movement often begin from the 
premise that a great many people suffer from low self‐esteem, but in 
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fact – at least in the United States – most people score above the midpoint 
on measures of self‐esteem, which suggests that most people actually feel 
quite good about themselves (Baumeister et al., 2003). It also appears that 
overall self‐esteem scores for people from elementary age through college 
have increased over the last several decades (Twenge & Campbell, 2001). 
Interestingly, this increase in population self‐esteem over time coincided 
with a decrease in average SAT scores (Forsyth et al., 2007).

Researchers have concluded that self‐esteem even among very young 
children tends to be very high. Bridgeman and Shipman (1978) studied 
404 children who were between 3.5 and 4.5 years old at the beginning 
of  a longitudinal study. Each year for four years, the children took a 
preschool version a self‐esteem test that involved having adults ask ques­
tions using visual stimuli. They also completed various measures of 
academic achievement. Even in this sample, which was ethnically diverse 
and consisted mostly of low‐income students, self‐esteem scores among 
preschoolers were high. The vast majority of children expressed positive 
self‐views before they entered school, and it was not until third grade that 
there was more variation across children in self‐esteem. Since the varia­
tion in self‐esteem arose following variation in school performance, 
Bridgman and Shipman concluded that differences in self‐esteem emerge 
as an effect of school performance rather than a cause. Interestingly, 
Bridgman and Shipman also found that preschool self‐esteem scores pre­
dicted third grade academic achievement. However, they speculated that 
given the nature of the preschool self‐esteem task, the positive association 
may have actually been due to differences in students’ ability to pay 
attention to and understand the tasks rather than actual self‐esteem. This 
pattern would be consistent with other researchers’ conclusions that the 
critical factor in educational success is actual ability rather than views 
about the self (Bachman & O’Malley, 1986).

If self‐esteem results from academic success rather than causing it, educa­
tors wishing to improve students’ achievement should perhaps focus on 
students’ academic abilities rather than on their self‐concepts (Bachman & 
O’Malley, 1986). Baumeister and colleagues (2003) point out that 
interventions designed to directly increase self‐esteem without improving 
academic skills could backfire because students could experience the reward 
of high self‐esteem without achieving actual success. This could lead 
students to expend less effort on school work because feeling good about 
themselves is no longer a potential reward for academic achievement.

Other researchers conclude that although interventions to improve 
students’ global self‐esteem are ineffective for improving academic 
achievement, increasing students’ academic self‐esteem might actually 
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improve performance (Rosenberg et al., 1995). They point out, as others 
have (e.g., Shokraii, 1996), that educational interventions have typically 
focused on global self‐esteem. Baumeister and colleagues (2005) 
concluded that promoting general self‐esteem offers little benefit “beyond 
the seductive pleasure it brings to those engaged in the exercise” (p. 91). 
Even if educators emphasize academic self‐esteem rather than global self‐
concept, the effects are likely to be short‐lived in the absence of a con­
current emphasis on academic competence (Marsh & Craven, 2006). Of 
course, none of this means that teachers and parents should be indifferent 
to how students feel about themselves – especially when students appear 
to be having mental health problems. However, the evidence that broad 
efforts to improve students’ self‐esteem will enhance their academic 
performance is extraordinarily weak.
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Myth: 
Repetition 
is a highly 
effective 
study strategy

11
Most students believe that repeatedly reviewing course material is an 
effective study method, and surveys indicate that rereading textbook 
chapters is students’ most common study strategy (Amlund, Kardash, & 
Kulhavy, 1986; Karpicke, Butler, & Roediger, 2009). In one study, 
approximately two‐thirds of students reported rereading text chapters in 
preparation for exams (Carrier, 2003). Repetition certainly can enhance 
memory. Surely everyone has experience with repeating a phone number 
or items from a shopping list in an effort to retain the information and 
perhaps transfer it to long‐term memory. Not surprisingly, numerous 
studies demonstrate that memory is often enhanced when learners are 
exposed to information more than once (e.g., Rothkopf, 1968). However, 
most studies of this sort have been conducted in laboratory settings with 
immediate performance on a simple recall task as the criterion for 
successful learning. Research using learning content and assessments 
more directly relevant to education suggests that the benefits of repeated 
exposure to the same information – usually through rereading text materials – 
tend to be quite modest. Although students who report using more active 
study strategies that promote deeper processing and better retention tend 
to perform better on exams than students who simply reread text material, 
most students do not use these active strategies (Carrier, 2003).
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Researchers have demonstrated that repeated exposure to academic 
material enhances learning at least somewhat beyond what can be 
acquired through a single reading. This unsurprising finding has been 
demonstrated in a variety of laboratory studies. For example, Amlund 
and colleagues (1986) randomly assigned graduate students to read a text 
passage either once, twice, or three times. Participants who read the pas­
sage more than once did so in immediate succession. Next, the students 
took a free recall test where they reproduced all the text they could 
remember from the passage, and a cued test made up of completion items. 
Participants who read the passage more than once recalled a significantly 
greater number of words and correctly answered more of the test items 
than students who read the passage only a single time. This difference in 
learning was only partially retained when participants were retested a 
week later. Importantly, there was no difference in immediate test perfor­
mance between students who read the material twice and those who read 
it three times. The authors therefore concluded that the benefits of repeated 
exposure to text information are greatest the first time the content is 
reread. Subsequent readings appear unlikely to offer much additional 
benefit.

Several characteristics of Amlund and colleagues’ (1986) study may 
limit the generalizability of the findings to real‐life academic settings. 
First, the roughly 700‐word text passage that students read is much 
shorter than the text segments students typically read for their classes. 
Second, most students studying for actual classes probably do not reread 
the exact same text content immediately after reading it the first time. 
Finally, the differences between the single‐read and multiple‐read groups 
were significant when testing was immediate, but the benefits of reread­
ing were small and were only partially retained on a delayed test. Given 
that there is generally some delay between when students do the bulk of 
their studying and when they take an exam, the benefits of rereading in 
preparation for a delayed test are more relevant to what happens in 
educational environments. Amlund and colleagues’ findings suggest that 
students gain little in terms of delayed test performance from reading text 
multiple times.

Researchers have also compared the effects of rereading content imme­
diately versus having a delay between readings. Dunlosky and Rawson 
(2005) had undergraduate students read six passages adapted from a 
Graduate Record Examination (GRE) practice test. Students were 
randomly assigned to read the passages a single time, to reread them 
immediately, or to reread them a week after the first reading. Students 
then answered multiple‐choice questions assessing knowledge of specific 
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factual information from each passage, as well as questions requiring 
them to make inferences based on the passage content. Dunlosky and 
Rawson reported that rereading – whether immediate or delayed – had 
no effect on students’ test performance overall, nor did it improve perfor­
mance specifically on either type of test question. Testing in this study 
was again conducted immediately after participants studied the text 
material. Researchers have extended such work by examining the effects 
of repetition on delayed test performance, which more closely mimics 
students’ real‐life study activities.

Rawson and Kintsch (2005) compared the effects of immediate and 
delayed rereading on both immediate and delayed tests. They conducted 
two experiments with a total of more than 400 undergraduate partici­
pants, again randomly assigned to read text material a single time, to 
reread immediately, or to reread a week after the first reading. Half of the 
students were tested on the material immediately after their final reading 
of the text, and half were tested two days after their final reading. The 
test included a free recall task where participants reproduced all the 
content they could remember from one section of the text, as well as 
short‐answer questions testing comprehension of text material. Imme­
diate rereading led to better performance on an immediate test, but did 
not improve performance on a delayed test. In contrast, spaced rereading 
improved performance on a delayed test, but not on an immediate test. 
The authors concluded that distributed repetition led to more durable 
learning, and that learning associated with immediate repetition was far 
more fragile.

In a particularly thought‐provoking study, researchers investigated 
whether the benefits of rereading might depend on students’ academic 
ability and the nature of the outcome measures used to assess learning. 
Barnett and Seefeldt (1989) used a median split of ACT scores to divide 
college students into groups of high and low academic ability. All stu­
dents were randomly assigned to read, either once or twice, a passage on 
various legal principles. Students then took an essay test assessing knowl­
edge of factual information taken directly from the passage, and also 
assessing their ability to apply what they had read to novel examples. The 
tests were scored by experimenters unaware of which students were in 
which experimental condition. When tested on direct factual informa­
tion, high‐ability students performed better than low‐ability students, 
and those who read the passage twice performed better than those who 
read the passage once. More interestingly, when assessed on ability to 
apply what they had read, only high‐ability students benefitted from 
reading the material a second time. Barnett and Seefeldt offered several 
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possible explanations for this difference. They speculated that low‐ability 
students may tend to emphasize concrete learning as they study or may 
put forth less effort when rereading because they have less insight into the 
shortcomings in their knowledge; alternatively, the study strategies used 
by high‐ability students when rereading may be more sophisticated than 
those used by low‐ability students. The researchers concluded that reread­
ing can be an effective study strategy, but that students do not all benefit 
to the same degree and the benefits may not extend to all types of tests. 
Barnett and Seefeldt interpreted their findings in reference to students 
who complain that they read assigned material numerous times but still 
struggle on tests, emphasizing that when tests assess something beyond 
factual content, rereading is unlikely to offer much advantage – particu­
larly for low ability students.

Several researchers have voiced concern that most studies of the effects 
of rereading have been conducted in laboratories rather than classrooms 
(e.g., Callender & McDaniel, 2009). Although laboratory research offers 
greater experimental control, the findings may have limited applicability 
to real‐life educational practices. Callender and McDaniel attempted to 
bridge this gap by conducting four laboratory experiments using text 
content and test formats similar to those found in actual courses. In each 
experiment, undergraduate students were randomly assigned to either 
single or repeated reading groups. The text material was drawn from 
psychology textbooks and an article from a scholarly periodical appropri­
ate for undergraduates, and the passages were longer (about 2,000 words) 
than those used in many laboratory studies. The effectiveness of rereading 
was assessed using multiple‐choice and short‐answer items focused on 
understanding of content rather than simple free recall of words.

Callender and McDaniel (2009) drew a number of important conclusions 
from their four experiments. Failing to replicate some earlier findings 
described above, the researchers found that rereading text did not 
improve learning regardless of whether students took a test of the mate­
rial immediately or after a 24‐hour delay. This was true regardless of 
participants’ reading comprehension ability and prior familiarity with 
the material – students with strong reading comprehension skills did not 
benefit from rereading more than students with poorer comprehension 
skills, nor did students studying content about which they had some prior 
knowledge benefit more than students studying unfamiliar material. 
Callender and McDaniel concluded that, in general, test performance is 
the same whether the content is read once or twice, and asserted that 
improvements in learning associated with rereading do not translate to 
real‐life educational practices.
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Other researchers have drawn similar conclusions to those reached by 
Callender and McDaniel (2009). Dunlosky, Rawson, Marsh, Nathan, and 
Willingham (2013) conducted a comprehensive review of research on the 
effectiveness of numerous study strategies. They confirmed that rereading 
is one of the most common study techniques used by students across all 
levels of academic performance. They also reported that repetition does 
tend to have some positive effect on learning and that this effect occurs 
whether participants read text passages or listen to the passages on an 
audio recording. Consistent with research cited early in this chapter, they 
concluded that rereading tends to be more beneficial when there are time 
lags between repetitions than when participants reread content imme­
diately, and that most of the benefits of rereading occur after just one 
repetition – with additional repetitions providing little additional benefit.

Notwithstanding some limited potential increase in learning as a result 
of rereading, Dunlosky and colleagues (2013) also identified several 
important caveats. They note, for example, that all the experimental 
research on the effects of rereading academic material has taken place in 
laboratory settings rather than classrooms. No published experiments 
have included actual course content in an actual course setting, nor have 
any experiments included real class exams as outcome measures. This is 
particularly important given that researchers have observed little or no 
benefit from rereading when experimental materials closely resemble text 
content and assessment measures found in educational settings (see 
Callender & McDaniel, 2009). Dunlosky and colleagues further note 
that in most studies, participants reread content immediately and were 
then tested immediately, which does not necessarily mimic the way 
students actually study and take exams – a concern echoed elsewhere 
(Rawson & Kintsch, 2005). When participants are tested after a delay, 
those who had reread the material often do no better than those who had 
read it only once. Finally, any potential gains from rereading likely depend 
in part on the nature of the outcome measure. Dunlosky and colleagues 
point out that in studies using free recall tests, where participants must 
simply reproduce as much text as possible from memory, repeated read­
ing tends to produce positive effects. However, students generally do not 
encounter such tests in academic settings. The researchers explain that 
some studies have shown positive rereading effects on measures such as 
completion tests of factual information, but benefits on multiple‐choice 
tests are generally weak or nonexistent. For tests requiring participants to 
apply what they have read, rereading has again produced mixed results, 
with some studies showing modest benefits, some studies showing no 
benefits, and some studies showing benefits only for students with high 
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academic ability. Given the equivocal findings across hundreds of studies, 
and the fact that rereading effects, when observed, tend to be small, 
Dunlosky and colleagues concluded that rereading has “low utility” 
(p. 29) as a study technique.

Given that repeatedly rereading academic material appears to produce 
limited gains in terms of student learning, it is important to consider 
whether students’ time would be better spent applying alternative study 
strategies. Alternative strategies would still require that students read infor­
mation at least once, but might yield greater benefits than rereading because 
they require students to engage with the material in a more cognitively 
active manner. Students reading a text more than once may perform better 
on an exam than students who read only once and who do nothing else to 
prepare for the exam. Moreover, rereading content may be similarly effec­
tive to other relatively passive study techniques such as highlighting or 
summarizing (Rawson and Kintsch, 2005). However, in direct comparison 
with rereading, some techniques have proven to be far superior in terms of 
students’ test performance. The most noteworthy of these techniques is 
practice testing. Although there are other strategies that are also more 
effective than rereading, practice testing is unique in that students can 
apply the technique with very little training.

The testing effect, also known as test‐enhanced learning, is addressed 
in Chapter 12, below, on multiple‐choice testing, but is also relevant to 
the topic of studying by repetition. Research on the testing effect 
originated decades ago, but has expanded tremendously in recent years. 
The testing effect refers to the fact that taking a test tends to improve 
performance on subsequent tests of similar content, and tends to produce 
greater benefits than would occur from simply restudying the content 
(Roediger & Karpicke, 2006a). In a particularly vivid illustration of test‐
enhanced learning, Roediger and Karpicke (2006b) conducted two 
experiments involving academic text material. In the first experiment, 
undergraduate students read two brief text passages and then either read 
the text again or took a free recall test where they recalled as much of 
the text as possible from memory. All participants then took a recall test 
five minutes, two days, or one week later. When tested after only five 
minutes, students who reread performed better on a recall test than 
students who had taken a practice recall test. However, when tested after 
either two days or one week – a scenario more closely resembling what 
happens in real life – students who had taken a practice test performed 
better than students who had reread the text. That is, students who had 
taken a practice test rather than rereading retained more of the text 
material over time.
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In their second experiment, Roediger and Karpicke (2006b) used an 
even more sophisticated research design. They assigned undergraduate 
students to one of three conditions in which some students read passages 
four times, some read three times and then took a free recall practice 
test, and some read only once and took three practice recall tests. 
Students then took a final recall test either five minutes or one week 
later. Replicating the pattern from the first experiment, students who 
read multiple times performed better on the immediate recall test than 
students in either of the practice test conditions. When tested after a 
week’s delay, however, students who had taken three practice tests 
recalled more information than students tested only once, and students 
tested once recalled more than students who simply reread the passages. 
Once again, taking a practice test led to better retention than simply 
rereading, and taking multiple practice tests led to better retention than 
taking a single practice test. What makes the findings even more striking 
is that Roediger and Karpicke used five‐minute reading sessions and stu­
dents were instructed to read the passage as many times as they could in 
that time frame. Students kept a tally of the number of times they had 
read the passage. Over the four sessions, students in the rereading condi­
tion read the passage an average of 14.2 times, whereas those in the 
repeated testing condition read it an average of only 3.4 times. 
Nonetheless, students in the testing condition retained a great deal more 
information a week later despite having received no feedback on their 
practice test performance.

In another recent study of test‐enhanced learning, Weinstein, 
McDermott, and Roediger (2010) investigated whether students would 
benefit more by producing their own practice test questions than from 
taking an existing practice test. The researchers conducted three experi­
ments in which students read three academic passages and then either 
reread them, produced their own practice test questions and answers 
based on the text, or took a practice test provided by the researchers. 
Students then took a final test on the content either immediately or after 
a two‐day delay. The final test included both free recall and short‐answer 
sections. Weinstein and colleagues reported that rereading led to poorer 
performance than either generating or responding to practice test items, 
and that this pattern occurred on both the immediate and delayed tests. 
The researchers also noted that students who responded to existing 
practice test items did as well on the outcome tests as students who gener­
ated their own practice items. Since generating one’s own items is more 
time‐consuming than using existing items, the researchers suggest that 
students can use this strategy when practice tests are unavailable, but will 
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benefit just as much from the more efficient technique of using existing 
practice tests when possible.

A variety of other studies substantiate the advantages of practice 
testing over repeatedly studying content, and demonstrate that these 
advantages are neither short‐lived nor limited to material explicitly 
appearing on the practice tests. For example, Larsen, Butler, and Roediger 
(2009) found that the benefits of practice testing relative to simple 
restudying were still present on a test given after a six‐month delay. There 
is also evidence that practice testing leads to deeper and more meaningful 
cognitive processing of material, as evidenced by the fact that practice 
testing improves learning of related but untested content (McDaniel, 
Thomas, Agarwal, McDermott, & Roediger, 2013). The testing effect 
even translates to learning classroom lecture content. Students who took 
a short‐answer test after viewing a lecture tended to retain more informa­
tion than students who restudied a summary of the lecture (Butler and 
Roediger, 2007).

A thorough review of the research on the benefits of practice testing is 
beyond the scope of this chapter, but interested readers are encouraged to 
examine comprehensive reviews available elsewhere (Roediger & 
Karpicke, 2006a; Roediger, Agarwal, Kang, & Marsh, 2010; Dunlosky 
et al., 2013). Dunlosky and colleagues noted that research demonstrating 
the benefits of practice testing goes back more than a century, but given 
the sheer volume of recent research they focused mainly on the more than 
100 studies conducted just in the ten years preceding their review. They 
drew several conclusions from the existing literature. First, practice 
testing using a variety of test formats – including free recall, short‐answer, 
completion, and multiple‐choice – can enhance performance on later tests. 
Free‐recall and short‐answer tests generally produce greater retention 
benefits than other formats – probably because they require students to 
engage in the more effortful retrieval process of producing answers rather 
than recognizing them. Nonetheless, practice testing is generally more 
beneficial than rereading regardless of the practice test format. Second, 
practice testing likewise produces benefits on a variety of outcome test 
formats, including those most commonly used in education (short‐answer, 
completion, and multiple‐choice). Third, practice testing can improve 
learning even when the final test is of a different format than the practice 
test, when the material on the final test is related but not identical to the 
material on the practice test, and when the tests involved go beyond con­
tent knowledge to include comprehension and application of learned 
material. Finally, the benefits of practice testing are evident in studies 
across a wide range of participant ages, educational levels, and ability 
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levels, and the effects appear to be quite durable – having been demon­
strated after as long as several years following initial study. Dunlosky and 
colleagues’ overall assessment is that as a study strategy, practice testing 
has “high utility” (p. 35).

It is important to note that practice testing is not the only study strategy 
that generally produces greater learning benefits than rereading. Roediger 
and Pyc (2012) identify two other active study strategies that tend to 
provide advantages over restudying content. When using the technique 
known as elaborative interrogation, students actively produce their own 
explanations for the claims they have read about. A related technique 
known as self‐explanation is a metacognitive strategy whereby students 
monitor and actively explain their learning as they read. The limitation of 
these strategies is that they require more time than either rereading 
material or taking a practice test, which might limit their practicality – 
particularly with less motivated students.

Students often have limited awareness of the relative effectiveness 
of various study techniques, and most students report that no one has 
ever taught them how to study (Kornell & Bjork, 2007). Karpicke 
and  colleagues (2009) surveyed undergraduate students from a highly 
competitive university about the strategies they use to prepare for exams. 
Repeatedly rereading text material was by far the most commonly 
reported strategy, and more than half of the students reported it as their 
primary strategy. Only a small minority of students reported using strate­
gies that involve active memory retrieval, and only 1% reported that such 
a strategy was their primary study technique. Interestingly, using practice 
testing as a deliberate study strategy is positively associated with grade 
point average (Hartwig & Dunlosky, 2012). Fewer than one in five of 
the students in Karpicke and colleagues’ study reported that they would 
use practice testing rather than some other method such as rereading, 
and most of these students indicated that they would use practice tests to 
identify what they still needed to study rather than to enhance their learn­
ing. Karpicke and colleagues concur with other researchers (e.g., Fritz, 
Morris, Bjork, Gelman, & Wickens, 2000; Wiley, Griffin, & Thiede, 
2005) that repeated exposure to text content tends to make students feel 
more familiar with the material without necessarily increasing their 
knowledge or comprehension of the content. Accordingly, Roediger and 
Karpicke (2006b) found that students who read text content repeatedly 
without practice testing were more confident than students who took 
practice tests about how much information they would remember a week 
later – confidence that subsequent tests of the material revealed to be 
unfounded.
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Roediger and Pyc (2012) assert that students should be taught about 
the effectiveness of active study techniques that are likely to produce 
much greater benefits than rereading course material. Practice testing is 
likely to be particularly advantageous because it does not require a great 
deal of special instruction and is generally no more time consuming than 
rereading. Of course, the effectiveness of any study technique depends on 
student motivation. Rereading, practice testing, and all other study 
strategies are irrelevant for students who do not study the first time, but 
motivated students will likely learn more effectively by applying alternatives 
to rereading.

References

Amlund, J. T., Kardash, C. A. M., & Kulhavy, R. W. (1986). Repetitive reading 
and recall of expository text. Reading Research Quarterly, 21, 49–58.

Barnett, J. E. & Seefeldt, R. W. (1989). Read something once, why read it again? 
Repetitive reading and recall. Journal of Reading Behavior, 21, 351–360.

Butler, A. C. & Roediger, H. L. (2007). Testing improves long‐term retention in a 
simulated classroom setting. European Journal of Cognitive Psychology, 19, 
514–527.

Callender, A. A. & McDaniel, M. A. (2009). The limited benefits of rereading 
educational texts. Contemporary Educational Psychology, 34, 30–41.

Carrier, L. M. (2003). College students’ choices of study strategies. Perceptual and 
Motor Skills, 96, 54–56.

Dunlosky, J. & Rawson, K. A. (2005). Why does rereading improve metacompre­
hension accuracy? Evaluating the levels‐of‐disruption hypothesis for the 
rereading effect. Discourse Processes, 40, 37–55.

Dunlosky, J., Rawson, K. A., Marsh, E. J., Nathan, M. J., & Willingham, D. T. 
(2013). Improving students’ learning with effective learning techniques: 
Promising directions from cognitive and educational psychology. Psychological 
Science in the Public Interest, 14, 4–58.

Fritz, C. O., Morris, P. E., Bjork, R. A., Gelman, R., & Wickens, T. D. (2000). 
When further learning fails: Stability and change following repeated presenta­
tion of text. British Journal of Psychology, 91, 493–511.

Hartwig, M. K. & Dunlosky, J. (2012). Study strategies of college students: Are 
self‐testing and scheduling related to achievement? Psychonomic Bulletin & 
Review, 19, 126–134.

Karpicke, J. D., Butler, A. C., & Roediger, H. L. (2009). Metacognitive strategies 
in student learning: Do students practice retrieval when they study on their 
own. Memory, 17, 471–479.

Kornell, N. & Bjork, R. A. (2007). The promise and perils of self‐regulated study. 
Psychonomic Bulletin & Review, 14, 219–224.

www.ebook3000.com

http://www.ebook3000.org


152 | Chapter 11 Repetition is a Highly Effective Study Strategy

Larsen, D. P., Butler, A. C., & Roediger, H. L. (2009). Repeated testing improves 
long‐term retention relative to repeated study: A randomised controlled trial. 
Medical Education, 43, 1174–1181.

McDaniel, M. A., Thomas, R. C., Agarwal, P. K., McDermott, K. B., & Roediger, 
H. L. (2013). Quizzing in middle‐school science: Successful transfer perfor­
mance on classroom exams. Applied Cognitive Psychology, 27, 360–372.

Rawson, K. A. & Kintsch, W. (2005). Rereading effects depend on time of test. 
Journal of Educational Psychology, 97, 70–80.

Roediger, H. L. & Karpicke, J. D. (2006a). The power of testing memory: Basic 
research and implications for educational practice. Perspectives on Psychological 
Science, 1, 181–210.

Roediger, H. L. & Karpicke, J. D. (2006b). Test‐enhanced learning: Taking mem­
ory tests improves long‐term retention. Psychological Science, 17, 249–255.

Roediger, H. L. & Pyc, M. A. (2012). Inexpensive techniques to improve educa­
tion: Applying cognitive psychology to enhance educational practice. Journal 
of Applied Research in Memory and Cognition, 1, 242–248.

Roediger, H. L., Agarwal, P. K., Kang, S. H. K, & Marsh, E. J. (2010). Benefits of 
testing memory: Best practices and boundary conditions. In: G. M. Davies & 
D. B. Wright (Eds.), New frontiers in applied memory (pp. 13–49). Brighton: 
Psychology Press.

Rothkopf, E. Z. (1968). Textual constraint as function of repeated inspection. 
Journal of Educational Psychology, 59, 20–25.

Weinstein, Y., McDermott, K. B., & Roediger, H. L. (2010). A comparison of 
study strategies for passages: Rereading, answering questions, and generating 
questions. Journal of Experimental Psychology: Applied, 16, 308–316.

Wiley, J., Griffin, T. D., & Thiede, K. W. (2005). Putting the comprehension in 
metacomprehension. Journal of General Psychology, 132, 408–428.



Great Myths of Education and Learning, First Edition. Jeffrey D. Holmes. 
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

Myth: Multiple‐
choice exams 
are inferior 
to other 
exam formats

12
Multiple‐choice tests are one of the most maligned educational tools in 
existence. Instructors often criticize multiple‐choice tests, based primarily 
on the assumption that such tests can only assess superficial knowledge 
and therefore other forms of examination are better measures of deeper 
and more meaningful student learning (see Frederiksen, 1984). Students 
sometimes complain that multiple‐choice tests are tricky (Appleby, 2008), 
even going as far as to claim a multiple‐choice learning disability 
(Demystifying learning disabilities, n.d.). Moreover, it is easy to identify 
critics who claim that multiple‐choice tests are “nearly always worthless” 
(Yermish, 2010: para. 1). The key to evaluating such claims is to deter­
mine whether multiple‐choice tests assess fundamentally different forms 
of knowledge than tests in other formats. Hundreds of studies concerning 
multiple‐choice tests have been conducted over nearly a century. These 
studies vary widely in terms of both research methodology and the 
specific subject matter being tested. The objective of this chapter is not to 
demonstrate that the multiple‐choice format is superior to other formats, 
but rather to briefly review some representative findings to demonstrate 
that multiple‐choice tests have their place and are not the educational 
boogeymen they are often made out to be.

Many researchers have compared multiple‐choice with alternate test 
formats. These alternate formats vary, but always involve some sort of 
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open‐ended or constructed response so that the test‐taker must provide 
an answer rather than choosing an answer from a set of provided options. 
To evaluate whether tests in various formats are assessing the same type 
of knowledge or skill, it is useful to begin by reviewing tests where data 
are available from large samples of students taking the same test. 
Classroom research generally does not provide such an opportunity, but 
large data sets are available for research using Advanced Placement 
exams, which hundreds of thousands of high school students take each 
year to earn college credit. One group of researchers (Lukhele, Thissen, & 
Wainer, 1994) compared multiple‐choice to essay items on a number of 
Advanced Placement exams. These researchers pointed out that, relative 
to multiple‐choice exams, essay exams carry great costs in terms of the 
time required for students to take them and instructors to score them. 
Moreover, essay exams introduce concerns about inter‐rater reliability – 
whether different scorers evaluate essay responses in the same way – that 
are of little concern on more objective multiple‐choice tests. Justifying 
this relative inefficiency, and the potential for subjectivity in scoring, 
demands a search for evidence that essay items provide information that 
multiple‐choice items do not.

Lukhele and colleagues (1994) analyzed data from Advanced Placement 
Chemistry and United States History exams, and determined that the 
multiple‐choice items were better measures of student proficiency than 
the essay items. Moreover, they concluded that at least for these two 
exams, “There is no evidence to indicate that these two kinds of questions 
are measuring fundamentally different things” (p. 245). The researchers 
also examined five years of data from seven different Advanced Placement 
exams and found that multiple‐choice and essay sections correlated more 
highly than essays did with other essays. In other words, multiple‐choice 
items are superior to essay items in predicting a student’s performance on 
other essay items. Lukhele and colleagues note that Advanced Placement 
essays are constructed by highly‐trained test developers and scored 
by highly‐trained raters, which reduces measurement error. On less rigor­
ously designed and scored tests, the researchers concluded, multiple‐
choice items would present an even greater advantage over essays.

Other researchers have likewise examined the equivalence of the 
multiple‐choice and free‐response sections of Advanced Placement exams. 
Bennett, Rock, and Wang (1991) tested the claim that free‐response items 
assess higher‐order thinking skills, while multiple‐choice items assess 
only recognition of factual knowledge. Bennett and colleagues examined 
data from the Advanced Placement Computer Science test, which, they 
note, is designed specifically so that the multiple‐choice and open‐ended 
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items assess the same content, but differ in terms of the required depth of 
analysis. The researchers examined data from 2,000 students drawn 
randomly from all students who took the computer science exam in one 
year. Using factor analysis, a statistical procedure for detecting underly­
ing factors that link various tasks together, the researchers concluded that 
a single‐factor best fit the exam data. That is, both item formats appeared 
to measure the same underlying psychological characteristic. Bennett and 
colleagues noted that although individual multiple‐choice items might 
have some limitations in terms of measuring some cognitive processes, 
groups of items together likely assess many processes usually assumed to 
be measured only by open‐ended items. They concluded that there is little 
evidence that multiple‐choice and open‐ended items are measuring differ­
ent things. In a subsequent study of both computer science and chemistry 
Advanced Placement exams (Thissen, Wainer, & Wang, 1994), researchers 
reached essentially the same conclusion, asserting that although there 
may be some very small statistical effects associated with differences in 
test format, these effects are likely to have little practical significance.

In another interesting study, Bridgeman and Lewis (1994) compared 
the effectiveness of the multiple‐choice and essay sections of several 
Advanced Placement exams for predicting subsequent college course 
grades. The researchers analyzed data from more than 7,000 students 
from 32 public and private colleges. For biology and American history 
exams, scores on the multiple‐choice sections correlated more highly than 
essay scores with first‐year college grade point average (GPA). Further, 
composite scores using both multiple‐choice and essay items did not 
predict first‐year GPA any better than multiple‐choice items alone. In the 
case of English and European History exams, multiple‐choice and essay 
sections correlated equally well with first‐year GPA. There was no subject 
test where the essay portion was more highly correlated than the multiple‐
choice portion with college GPA. Bridgeman and Lewis acknowledge that 
Advanced Placement exams are not designed to predict future college 
performance, but the observed pattern of correlations does not support 
the notion that the essay and multiple‐choice portions of the exams are 
measuring different things, nor that the essays are better measures of 
deeper knowledge or understanding.

Although most researchers comparing test formats study achievement 
tests designed to assess acquired knowledge, Ward (1982) examined for­
mat equivalence on a test of verbal aptitude. Based on previous research, 
Ward suspected that tests requiring examinees to produce an answer might 
demand different skills than tests requiring examinees to select an answer. 
He gave verbal aptitude tests containing multiple‐choice items and 
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three open‐ended formats of varying complexity to 315 college students. 
After correcting for measurement error – the imprecision inherent in 
measuring any characteristic – the median correlation between test formats 
was .80 on a scale where 1.00 would indicate a perfect association between 
formats. A factor analysis revealed a single primary factor underlying all 
item types. Ward concluded that with respect to verbal aptitude, open‐
ended items provide little information not assessed by multiple‐choice 
items, and both types of items assess similar abilities.

Rodriguez (2003) used meta‐analysis, a technique for combining the 
results from multiple studies, to examine the equivalence of test formats 
across a variety of domains and educational levels. He combined the 
results from 67 studies and found that the average correlation between 
multiple‐choice and open‐ended tests, after correcting for measurement 
error, was .87. There was some variation in the correlations across studies 
based on whether the items with different response formats contained 
similar wording, but all correlations between test formats designed to 
measure the same content knowledge or cognitive process were very high, 
suggesting that tests in different formats are assessing similar characteris­
tics. Rodriguez further noted that the correlation between different test 
formats was very similar regardless of whether the study had been 
conducted with primary, secondary, or post‐secondary students.

Perhaps most relevant to teachers deciding what test format to use in 
their classes are studies conducted in actual classroom settings. In one 
study conducted more than four decades ago, Bracht and Hopkins (1970) 
gave students in five college psychology courses an exam containing 24 
multiple‐choice items assessing content from assigned reading, and two 
essay items designed to measure higher‐order thinking such as applica­
tion and analysis. A unique strength of this study is that the essays were 
scored by course instructors who were trained to apply a carefully 
constructed rubric. The correlations between the multiple‐choice and 
essay sections, after correcting for measurement error, ranged from .81 to 
.95. Bracht and Hopkins concluded that many common concerns about 
multiple‐choice tests are not grounded in empirical evidence, and that 
empirical data are not consistent with the claim that multiple‐choice and 
essay exams assess different things.

In one very impressive study in a classroom setting, Hancock (1994) 
designed items to evaluate both knowledge and higher‐order thinking 
skills. Hancock cited many common criticisms of multiple‐choice tests, 
most notably that they can measure only knowledge and that open‐ended 
items are necessary for measuring important thinking skills. He suggested 
that many critics fail to define what they mean by higher‐order thinking 
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and assume that essay exams measure complex thinking when often they 
do not. Hancock used Bloom’s (1984) taxonomy of learning objectives as 
a framework for constructing tests for two undergraduate courses. 
Bloom’s well‐known framework hierarchically categorizes levels of learn­
ing ranging from memory of content knowledge to evaluation of informa­
tion based on evidence. Each exam in Hancock’s study contained both 
multiple‐choice and open‐ended items assessing course content along four 
of Bloom’s dimensions: knowledge, comprehension, application, and analy­
sis. Like other researchers, Hancock found that the two types of items were 
highly correlated, and that a single factor appeared to underlie both types 
of tasks – suggesting that the two test formats are comparable in terms of 
what they assess. He acknowledged that multiple‐choice and open‐ended 
items may at times demand somewhat different skills, but the skills are 
highly correlated. Hancock asserted that a multiple‐choice test must be 
carefully designed if it is to measure higher thinking skills, but this is equally 
true of open‐ended exams. He noted common assumptions that open‐ended 
items measure complex thinking and multiple‐choice items cannot measure 
complex thinking, and concluded that both assumptions are incorrect.

There is at least one specific academic skill – writing ability – that may 
not be adequately assessed by multiple‐choice tests. Ackerman and Smith 
(1988) cited evidence that for tests of writing, multiple‐choice and essay 
formats may measure different abilities. These researchers studied over 200 
tenth grade students who took a multiple‐choice test of basic skills such as 
spelling and punctuation, as well as more complex writing skills such 
as verbal expression and appropriate paragraph structure. Two weeks after 
taking the multiple‐choice test, the students completed a free‐response essay 
exam, which was scored by six English teachers who were not employed at 
the school from which the students were recruited. The researchers 
concluded from the students’ test scores that when assessing writing, 
multiple‐choice and essay exams provide different types of information. 
This is perhaps unsurprising for two reasons. First, the multiple‐choice and 
essay exams used in this study were specifically designed to assess different 
types of knowledge. Second, an essay test in writing assesses a specific skill 
rather than knowledge in some particular content domain. Since declara­
tive and procedural memory represent distinct systems pertaining to factual 
information and skills, respectively, it makes sense that an adequate test of 
writing skills would require the procedural task of actual writing. Ackerman 
and Smith recommend that instructors assessing writing skills use both 
multiple‐choice and essay formats, since multiple‐choice items are effective 
for assessing declarative aspects of writing skills and essay items are effec­
tive for assessing procedural writing skills.
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Aside from the question of whether tests in differing formats assess 
similar constructs, a secondary criticism of multiple‐choice tests is that 
many students are consistently disadvantaged by such tests. It is common 
to hear students assert that they are simply bad test‐takers or do not do 
well on multiple‐choice tests. Three researchers (Bleske‐Rechek, Zeug, & 
Webb, 2007) recently investigated this issue. The researchers studied 
students in three different college psychology courses. The exams in these 
courses all contained both multiple‐choice and short, open‐ended items 
assessing the same content. All items were designed to assess application 
of concepts in addition to general retention and comprehension. The 
researchers compared discrepancies in performance between multiple‐
choice and open‐ended sections across students and exams, and made 
two important observations. First, students’ performance was not usually 
discrepant across the two exam formats. In other words, students tended 
to perform at approximately the same level on both types of exam item. 
Second, even students whose multiple‐choice and open‐ended perfor­
mance was discrepant on one exam tended not to repeat the pattern on 
other exams. In fact, students whose scores on one test suggested format 
discrepancies in favor of one type of item were just as likely to demon­
strate the opposite pattern on other tests. Bleske‐Rechek and colleagues 
concluded that “students were not consistently favored by one form of 
assessment over another” (p. 98).

The bulk of the existing research does not support claims that multiple‐
choice and other exam formats assess meaningfully different constructs, or 
that many students are disadvantaged by having to demonstrate their 
knowledge using a multiple‐choice format. Although students perceive 
essay tests to be more effective for assessing knowledge (Zeidner, 1987), 
Bleske‐Rechek and colleagues (2007) concluded that little is objectively 
gained by using such tests. Wainer and Thissen (1993) went as far as to 
challenge readers to provide any evidence they could to counter the conclu­
sion, based on numerous large data sets, that the multiple‐choice format is 
superior to the open‐ended format when effective item writers design tests 
to assess specific knowledge. These authors emphasized, however, that 
rather than claiming that multiple‐choice tests are always superior, they 
were simply insisting that conclusions should be based on data rather than 
rhetoric. In their words: “Departing from a test format that can span the 
content domain of a subject without making undue time demands on exam­
inees and that yields objective, reliable scores ought not to be done without 
evidence that the replacement test format does a better job” (p. 116).

Students’ beliefs about test formats certainly seem to affect their approach 
to studying. Although many students complain that multiple‐choice tests 
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are unfair, Zeidner (1987) found that most students tend to view multiple‐
choice tests more positively than essay tests – believing the former to be 
easier, clearer, fairer, and less anxiety‐provoking than the latter. In one study 
(Kulhavy, Dyer, & Silver, 1975), researchers found that students prepare 
differently for multiple‐choice exams than they do for open‐ended exams, 
but the results of the study did not show that students’ study strategies for 
multiple‐choice tests are necessarily less effective. In a subsequent study, 
Rickards and Friedman (1978) found that students expecting to take an 
essay exam took better quality notes than students expecting a multiple‐
choice test, but that these differing approaches did not lead to differences in 
subsequent test performance.

In recent years there has been a great expansion of research on how 
test‐taking can actually enhance student learning – a phenomenon known 
as the testing effect. Most research on the testing effect has been based 
on multiple‐choice tests. This research illustrates that the potential utility 
of multiple‐choice tests goes well beyond their efficiency. For example, 
Roediger and Marsh (2005) had undergraduate students read nonfiction 
reading comprehension passages and then take a multiple‐choice test on 
the content. A short time later, the students took a recall test on the same 
material. Although taking the initial multiple‐choice test led students to 
provide some incorrect information on the recall test, students also 
answered more recall items correctly as a result of having taken the 
multiple‐choice test – despite the fact that they received no feedback on 
their multiple‐choice performance.

In a review of research on the testing effect (Marsh, Roediger, Bjork, & 
Bjork, 2007), researchers cited many studies demonstrating that testing 
improves performance on subsequent tests. Marsh and colleagues acknow­
ledged that multiple‐choice tests expose students to incorrect information 
in the form of incorrect response options, but they argued that the benefits 
of multiple‐choice testing with respect to enhancing memory and improv­
ing later test performance outweigh the effects of misinformation. Butler 
and Roediger (2008) further demonstrated that providing feedback to 
students after they respond to multiple‐choice items strengthens the testing 
effect and also reduces the amount of misinformation retained by students. 
Importantly, students’ likelihood of retaining misinformation from having 
been exposed to incorrect alternative answers was reduced whether the 
feedback they received came immediately or after a delay. Instructors can 
therefore maximize the learning benefits of multiple‐choice testing whether 
or not it is practical to provide feedback immediately.

In addition to enhancing performance on subsequent multiple‐choice 
tests, recent evidence suggests that taking multiple‐choice tests can 
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enhance later performance on tests in another format. A group of 
researchers (Little, Bjork, Bjork, & Angello, 2012) had undergraduate 
participants read nonfiction passages and then complete either a multiple‐
choice or completion test on the material. After a short delay, all students 
took another completion test. The researchers found that taking the 
multiple‐choice test led to better subsequent performance than taking the 
completion test. Moreover, taking the multiple‐choice test slightly 
enhanced student performance on subsequent items related (but not 
identical) to those on the original test, whereas taking a completion test 
actually led to poorer performance on subsequent related items. Little 
and colleagues concluded that multiple‐choice tests can enhance learning 
of content that is specifically tested, as well as related content associated 
with plausible incorrect alternative response options – conclusions echoed 
in other current literature (e.g., Glass & Sinha, 2013). Although the 
learning benefits of taking tests may not be limited to the multiple‐choice 
format, the demonstrated positive effects of responding to multiple‐
choice items further demonstrate that the multiple‐choice format has value.

Given that realities in contemporary education are likely to continue to 
make multiple‐choice testing necessary, it is fortunate that a rich literature 
exists to assist instructors and other professionals who must construct 
such exams. Cantor (1987) noted that multiple‐choice is the most popu­
lar testing format because it can be used to assess knowledge of many 
different subject areas as well as higher‐order thinking. Cantor and others 
(Aiken, 1982; Stupans, 2006) provide useful guidelines for writing good 
multiple‐choice items. In addition, Haladyna, Downing, and Rodriguez 
(2002) conducted a comprehensive review of research and textbook 
guidelines for writing multiple‐choice items. Their work is an excellent 
resource for instructors wishing to maximize the reliability, validity, and 
perceived fairness of their multiple‐choice tests. Appleby (2008) even 
developed a teaching exercise, in which students read a brief passage 
about different memory systems and then consider multiple‐choice 
questions designed to assess different levels of thinking about the passage 
content, to help students recognize the “myth” that multiple‐choice tests 
can assess only simple recognition and rote memory (p. 119).

In light of practical educational realities it appears that multiple‐choice 
tests are here to stay. As class sizes at many schools continue to increase, 
there is a corresponding necessity to develop assessment instruments that 
are both valid and efficient. Fortunately, research to date suggests that 
many common concerns about multiple‐choice testing are exaggerated or 
unfounded. Multiple‐choice items allow instructors to assess student 
knowledge of broad content domains in a short period of time. Although 
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open‐ended test formats appear to permit instructors to assess higher 
cognitive processes and greater depth of content knowledge, evidence is 
sparse that typical free‐response tests achieve such objectives – or that 
open‐ended and multiple‐choice tests consistently assess different things. 
Tests are tools and, as is always the case, choosing the right tool depends 
on an accurate assessment of the specific objectives one wishes to achieve.
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Myth: Students 
should not 
change 
answers on 
multiple‐
choice exams

13
One of the most persistent myths in education is that once a student 
decides on a response to a multiple‐choice exam item, he or she is best 
advised to retain that response rather than changing to a different one. 
This belief has come to be known as the “first instinct fallacy,” and most 
students have heard that changing answers on multiple‐choice tests is ill 
advised. Indeed, it takes little time to locate sources offering strategies for 
taking multiple‐choice exams that include the guidance that students’ 
first response is usually correct (e.g., Top ten SAT test tips, n.d.; SAT test 
taking tips and techniques, n.d.).

Foote and Belinky (1972) referred to this advice as folk wisdom held 
by both students and instructors, and they found that 99% of the college 
students in their sample had heard such advice. Skinner (1983) likewise 
found that virtually all the college students in his sample had heard that 
answer‐changing was inadvisable. In a small survey, Benjamin, Cavell, 
and Shallenberger (1984) reported that a majority of college instructors 
similarly believe that changing answers tends to lower scores, and most 
students report that instructors have advised them not to change answers 
(Ramsey, Ramsey, & Barnes, 1987; Geiger, 1997). Most students clearly 
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trust the advice. Many researchers have found that the majority of 
students believe that initial responses are more likely to be correct, and 
that changing answers is therefore likely to lower test scores (Ballance, 
1977; Benjamin et al., 1984; Geiger, 1991a). What is most interesting 
about this particular myth is the amount and consistency of the evidence 
against it. It is not merely that the majority of published studies show that 
students tend to benefit from changing answers, but that there are 
virtually no studies indicating otherwise.

The first study of answer‐changing beliefs and effects was conducted 
more than 80 years ago. Matthews (1929) examined survey data from 
college students in an educational psychology course, and actual exam 
data from a larger sample of students. All but four of 28 students surveyed 
believed that their own answer changes on exams more often yielded 
incorrect answers than correct ones. Matthews studied exam responses 
from students in eight different college classes and found that of the 
answers that were changed, 53% were changed from wrong to right, 
while only 21% were changed from right to wrong. Matthews also 
reported that low‐scoring students tended to make more changes than 
high‐scoring students; low‐scoring students were also less likely than high‐
scoring students to change answers from wrong to right. However, students 
at all levels tended to make more wrong‐to‐right changes than right‐to‐
wrong changes. That is, high‐scoring students benefitted more from 
changing answers than did low‐scoring students, but students at all levels 
tended to benefit.

The pattern of results that Matthews (1929) reported nearly a century 
ago has been replicated numerous times across numerous subject areas 
with minimal variation. The most straightforward of these studies involve 
students taking class exams and researchers comparing the number of 
answers that were changed from right to wrong with the number changed 
from wrong to right. Researchers also tend to report the frequency of 
changes from one wrong response to another wrong response, but these 
are of less importance because they do not alter the total score on the 
exam. In many studies, researchers also report the proportion of students 
whose scores increase versus decrease as a result of changing answers. 
Studies of this type have been conducted with samples of chemistry stu­
dents (Copeland, 1972), nursing students (Cassidy, 1987; Nieswiadomy, 
Arnold, & Garza, 2001), medical students (Davis, 1975; Harvill & Davis, 
1997), undergraduate economics students (Reiling & Taylor, 1972), 
accounting students (Geiger, 1991b), graduate‐level measurement students 
(Mueller & Shwedel, 1975; Schwarz, McMorris, & DeMers, 1991), and 
research and statistics students (Heidenberg & Layne, 2000), to name a 
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few. In all these studies, responses were far more likely to have been 
changed from wrong to right than from right to wrong by ratios ranging 
from a minimum of approximately 2 to 1 to a maximum of more than 
5 to 1. That is, for every answer that students changed from right to wrong, 
they changed an average of between two and five from wrong to right. 
Moreover, the majority of students – typically 65–75% – in each study 
increased their total exam scores by changing answers from their initial 
responses; only a small minority – typically 5–7% of students – had a net 
loss in exam score as a result of their answer changing.

The studies cited in the preceding paragraph all involved classroom 
examinations in American higher education. However, researchers have 
also studied answer‐changing effects in other samples and with other 
types of exam. Smith and Moore (1976) wondered whether students with 
less experience taking multiple‐choice tests would benefit from changing 
answers. They studied data from 240 examinees who had dropped out of 
high‐school – a weak proxy for having less experience with tests – and 
who had later taken a standardized national high‐school equivalency 
exam containing 370 items covering five broad academic domains. When 
students changed their answers on this exam, they were more than twice 
as likely to change from wrong to right than from right to wrong. In 
another study with students even less experienced with multiple‐choice 
exams, Casteel (1991) gave 53 eighth grade students a standardized 
critical thinking test during one class, and an opportunity to revise their 
answers during the following class. Nearly two‐thirds of the changes 
made were from wrong to right, with fewer than one in five changed 
from right to wrong. Geiger (1991b) noted that few answer‐changing 
studies had been conducted using items requiring numerical calculation. 
He therefore examined multiple‐choice responses from business adminis­
tration students in an accounting class and found that there was no 
difference between numerical and non‐numerical items – changes to both 
types of item were more likely to be beneficial than harmful by a ratio of 
three to one.

The tendency for students to generate net gains by changing answers is 
also apparent in international samples. Al‐Hamly and Coombe (2005) 
examined data from nearly 300 students at a college in the Middle East 
who took a standardized English proficiency test. Wrong‐to‐right changes 
again outnumbered right‐to‐wrong changes by more than two to one. In 
another study, Di Milia (2007) compared students with Western and non‐
Western educational backgrounds. He analyzed data from more than 
2,700 students at an Australian university – comparing Australian 
students with international students primarily from India, China, and 
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Bangladesh. The students had completed either a human resource 
management exam or a law exam. For both types of exam, wrong‐to‐
right changes outnumbered right‐to‐wrong changes and far more stu­
dents improved than lowered their scores by changing answers. Moreover, 
the authors observed no meaningful differences in terms of benefitting 
from changing answers based on whether students were from Western or 
non‐Western educational backgrounds.

The tendency to benefit from changing answers has also been observed 
in samples outside formal academic settings. Stoffer, Davis, and Brown 
(1977) compared college students with military personnel in terms of 
answer‐changing effects. They compared undergraduates enrolled in 
introductory psychology who took classroom exams with men enlisted in 
the United States Air Force who took Air Force qualifying exams assess­
ing knowledge of aircraft maintenance as well as general technical skills. 
The results for these divergent participant samples and varying exam 
types were quite similar. In both cases, roughly 67% of changed answers 
were wrong‐to‐right and only about 20% of changes were right‐to‐
wrong. Consistent with this pattern, 67% of the college students and 
72% of the military personnel increased their scores by changing answers.

Replicating Matthews’s (1929) findings, Stoffer and colleagues (1977) 
observed that high‐scoring students tended to benefit more than low‐
scoring students by changing answers. However, the researchers recog­
nized a potential confound in that whether someone achieves a high score 
is associated with whether he or she successfully changes incorrect 
answers. In other words, whether students are categorized as high‐scoring 
or low‐scoring for purposes of predicting their likelihood of successfully 
changing answers is affected by the frequency with which they have 
successfully changed answers. Stoffer and colleagues accounted for this 
confound by comparing high‐scorers with low‐scorers based on their test 
performance prior to changing answers. Although high‐scoring students 
gained more on average than low‐scoring students, students at all levels 
tended to gain. This finding was replicated once again in a more recent 
study (Heidenberg & Layne, 2000), in which researchers again controlled 
for potential confounding by comparing high and low scorers based on 
initial test performance rather than on performance that was affected by 
answer changing.

Several studies have similarly shown that stronger students make more 
wrong‐to‐right changes than weaker students. In his study of chemistry 
students cited earlier, Copeland (1972) reported that among “A” students – 
based on exam score – 90% of changes were from wrong to right; this 
proportion decreased steadily as a function of letter grade. Among failing 
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students, only 24% of changes were from wrong to right. However, it is 
important to note that at no grade level did right‐to‐wrong changes out­
number wrong‐to‐right changes. Even failing students tended to break 
even as a result of changing answers and students at all non‐failing levels 
tended to gain. In Smith and Moore’s (1976) study of students taking a 
high‐school equivalency exam, changes made by passing students were 
more likely to be beneficial than harmful by a ratio of three to one, but 
even among failing students the ratio was two to one. Mueller and Shwedel 
(1975) likewise found that high‐scoring students gained more points 
by changing answers, but that students at all levels tended to benefit. 
They also observed that while low‐scoring students were slightly more 
likely than high‐scoring students to decrease their scores by changing 
answers, the majority of even low‐scoring students increased their scores.

In an important review of answer‐changing research completed nearly 
30 years ago (Benjamin et al., 1984), the authors noted that up until that 
time researchers had treated all answer changes as the same. The review­
ers therefore recommended that researchers start to account for varying 
reasons why students change specific answers. Several subsequent teams 
of researchers addressed this question by asking students to choose from 
several explanations for each change they made on exams. Shatz and Best 
(1987) made such an inquiry to students in introductory psychology and 
found that nearly three‐quarters of changes were from wrong to right 
when the student’s reason for changing was something other than 
guessing – such as finding a clue in a subsequent question. In cases where 
guessing was the student’s explanation, only one in three changes were 
from wrong to right which was comparable to the proportion of right‐to‐
wrong changes when guessing. That is, students changing an answer 
based on guessing were as likely to change from right to wrong as from 
wrong to right. Harvill and Davis (1997) similarly found that changes 
based on guessing tend to average out and thus create little net gain. In 
contrast, when students changed answers based on re‐evaluating or better 
understanding the question, wrong‐to‐right changes outnumbered right‐
to‐wrong changes by nearly four to one. Changing answers based solely 
on guessing may even be detrimental. Heidenberg and Layne (2000) 
found that among changes based on guessing, right‐to‐wrong changes 
outnumbered wrong‐to‐right changes by three to one. Shatz’s and Best’s 
conclusion is well supported by their findings and those of other research­
ers: changing answers is worthwhile only when the student has a good 
reason for doing so; otherwise it is not worth the student’s time and 
energy to dwell on a question because the subsequent guess is unlikely, on 
average, to be beneficial.
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Some researchers have directly compared student perceptions about 
changing answers with students’ actual performance on exams. Geiger 
(1996) surveyed almost 300 advanced accounting students from two 
universities. He found that while 73% of the students increased their 
overall exam scores in the class by changing answers, only 12% of the 
students believed that changing answers had helped them and 69% 
believed it had lowered their scores. Only one student in five accurately 
perceived the effects that answer changing had on his or her exam score, 
and the vast majority underestimated the benefits of changing answers. 
The results of other studies on student perceptions (Ballance, 1977; 
Smith, White, & Coop, 1979; Geiger, 1990; 1991a) are highly consistent 
with those observed by Geiger. In all cases, the majority of students 
believed that changing answers had lowered their exam scores when in 
fact the majority of students improved by changing answers.

Student beliefs about answer changing appear relatively intractable 
even when instructors offer strong contrary evidence. Foote and Belinky 
(1972) found that providing feedback to students about the positive 
effects of answer changing based on data from their own class exams had 
no effect on students’ answer‐changing patterns on subsequent exams. In 
two studies (McMorris & Weidman, 1986; McMorris, DeMyers, & 
Schwarz, 1987), the instructor of graduate‐level educational and psycho­
logical measurement courses specifically taught students about the litera­
ture demonstrating the benefits of changing answers. The information 
was included in class discussion and students were tested on it during the 
first class exam. The instruction did not reduce the benefit of answer‐
changing by causing students to change answers haphazardly, nor did it 
change the proportion of students who gained and lost by changing 
answers. However, this may have been because students who had received 
this explicit instruction were no more likely to change answers on sub­
sequent exams than students with no such instruction. The training 
appeared to have no effect on students’ reluctance to change answers.

Kruger, Wirtz, and Miller (2005) conducted four studies to explore the 
reasons why students believe the first instinct fallacy despite contrary 
data. In the first study, the researchers examined test data from more than 
1,500 introductory psychology students, 51 of whom were randomly 
selected to also provide predictions for the whole class on the likely 
outcomes of answer changing. Replicating past research, 75% of surveyed 
students believed that an initial response is more likely to be correct than 
an alternative – even if the alterative begins to seem correct. Also consist­
ent with other studies, students grossly underestimated the frequency of 
wrong‐to‐right changes and the proportion of students who improve 
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their scores by changing answers. In their second study, Kruger and 
colleagues found that students report more regret from getting an answer 
wrong after changing it than they experience from getting an answer wrong 
after failing to change it. Students were also much more likely to report 
that they would feel foolish and be upset with themselves for getting a 
question wrong after changing a correct answer than they would after 
failing to change an incorrect answer.

In a third study, Kruger and colleagues (2005) gave 27 college students 
a multiple‐choice test containing items from either the SAT or the 
Graduate Record Examination. For items where students were uncertain 
about the correct answer, they were instructed to narrow the options to 
two choices and then make a final decision. Students also reported which 
option reflected their first instinct. Then the researchers provided the 
correct answers. When the students were contacted between four and six 
weeks later, their memories of the consequences of changing answers were 
inconsistent with the actual consequences. Although participants were more 
likely to get a question wrong if they maintained their initial response on 
items for which they were uncertain, participants later remembered that 
changing their initial responses led to worse consequences than it actu­
ally did and that maintaining an initial response was more beneficial 
than it was.

In a final study, Kruger and colleagues (2005) had 68 college students 
watch one of two video versions of a mock game show involving a con­
testant responding to multiple‐choice trivia questions. In one version of 
the video, the contestant always stuck with an initial answer and in the 
other version, the contestant always changed answers. In both versions the 
contestant got half of the questions correct. Research participants imag­
ined that the contestant was a teammate and that they would themselves 
gain or lose money along with the contestant. Participants watching their 
“teammate” get questions wrong after switching answers reported greater 
frustration than participants whose teammate got the same number of 
questions wrong by not switching. Moreover, participants remembered 
the contestant doing better by retaining initial answers although this was 
not the case. Kruger and colleagues concluded from their four studies that 
when changing an answer results in getting a question wrong, participants 
experience more frustration, regret, and self‐recrimination than when they 
get a question wrong by retaining an initial response. Such emotional con­
sequences promote the first instinct fallacy by making answers changed 
from right to wrong more memorable than answers left unchanged or 
those changed from wrong to right. This pattern is consistent with the well‐
known availability heuristic: a mental shortcut in which people base their 
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judgments on ideas that most readily come to mind. Since answers 
changed from right to wrong are more memorable, they come to mind 
more easily in later situations and disproportionately affect students’ 
beliefs and decisions.

Despite the fact that most students believe changing answers is likely to 
lower one’s test score, most students change some answers on most exams. 
In fact, in many studies, nearly all students changed answers (Geiger, 
1990; 1991a; 1996; Schwarz et al., 1991), although most students change 
only a very small number of items on any particular test. Skinner (1983) 
inferred from this pattern that in fact the folk wisdom prohibiting answer‐
changing is correct and surmised that the reason why changes are more 
likely to be wrong‐to‐right is that students set a high threshold for chang­
ing – only doing so when they are quite certain about correctness of the 
change. He stated that students would be wise to change an answer only 
if they were at least 75% certain that the change was correct. However, 
Ramsey and colleagues (1987) found that changes were more likely than 
not to be beneficial even when students expressed low confidence that the 
change was correct. It is important to note that the methodology employed 
in most answer‐changing studies likely underestimates the actual number 
of changed answers because students often lean toward their first instinct 
and then make a change before recording an answer (Schwarz et al., 
1991). This would sometimes be the case when a student leaves a question 
blank and comes back to it later. Such changes would go undetected. It is 
also important to note that on any exam, a small minority of students 
lower their scores by changing answers, and it is not possible to predict 
who these students will be (Mueller & Wasser, 1977).

In light of the fact that low‐scoring students are less likely than other 
students to benefit from changing answers, Best (1979) suggested that 
admonitions not to change might be appropriate for poorer students. He 
concluded that “it may now be appropriate to supply students with a 
more sophisticated answer changing strategy” (p. 230). The practical limi­
tation to such a refined strategy is that it would require instructors to 
inform students prior to exams that if they are poor students, they should 
not change answers. It is difficult to imagine a humane instructor making 
such an announcement. Even if an instructor made such an announce­
ment, the strategy would also depend on students having a great deal of 
insight about their own knowledge – an unlikely scenario among poor 
students (see Chapter 1 on students’ judgment of their own knowledge). 
Based on his research suggesting that students are more likely to gain 
by  changing difficult items than easy items, Pascale (1974) suggested 
that students can improve their test performance by reconsidering their 
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answers – especially on tests that they perceive as challenging. The potential 
limitation of this advice is that poor students are likely to perceive most 
tests as challenging so this approach, in contrast with Best’s advice, would 
encourage them to change more answers rather than fewer.

Although factors such as student ability play a role in the degree to 
which students gain by changing answers on multiple‐choice exams, 
virtually all studies to date suggest that students at all levels change more 
answers from wrong to right than from right to wrong. Accordingly, 
Geiger (1997) asserts that warning students not to change answers adds 
unnecessary psychological difficulty to the task of completing an exam. 
Like many of the researchers cited in this chapter, he advises that instruc­
tors inform their students of the potential benefits of changing answers. 
Traditional advice against changing answers is clearly at odds with the 
objective evidence.
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Myth: 
Coaching 
produces 
large gains 
in college 
admission 
test scores

14

Most people who have applied for admission to American baccalaureate 
colleges and universities understand something about the role that 
standardized testing plays in the admissions process. The vast majority of 
students seeking to enroll in four‐year colleges in the United States com­
plete either the SAT or the ACT (Briggs, 2009). Indeed, the SAT alone is 
taken by more than 2 million students every year (College Board, n.d.). 
The majority of colleges and universities require applicants to submit 
standardized admission test scores – although the number of institutions 
discontinuing this requirement is growing (Peligri, 2014). The publishers 
of tests such as the SAT recommend that colleges use scores as part of a 
comprehensive picture of applicants’ qualifications (College Board, n.d.). 
However, for students seeking admission to college – especially to colleges 
whose admission standards are particularly selective – the appeal of 
strategies to enhance one’s credentials by boosting standardized test 
scores is undeniable. A popular strategy for increasing one’s admission 
test scores is to participate in commercial coaching programs that promise 
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large test score increases to aspiring college students with the motivation 
and financial resources to take advantage of them.

Coaching for college admissions testing is certainly big business. 
MacMillan (2010) cited evidence that the test preparation business is 
worth more than $1 billion per year. One of the biggest test coaching 
companies, Kaplan, was purchased by the Washington Post newspaper 
company in 1984. As of 2007, the Kaplan Educational Division, of which 
its test preparation program is a major component, brought in more 
revenue for the Washington Post Corporation than its journalism division 
(Jaffe, 2007). The profit‐driven nature of test preparation programs is 
what raises concerns for many observers. The primary concern is that if 
SAT coaching is effective, it could lead to increased inequality in access to 
higher education. One reason for using standardized tests in college 
admissions is to level the playing field for students from poorer schools 
who have fewer resources (Montgomery & Lilly, 2012). Because coach­
ing programs are often quite expensive – costing a minimum of several 
hundred dollars for the simplest programs and far exceeding $1,000 
for premium programs – students with greater financial resources tend 
to have disproportionate access to them, which presumably could lead 
to  fewer disadvantaged students being admitted to college. It is also 
important to keep in mind that SAT scores are commonly used by col­
leges and  universities not only to inform decisions about who gets 
admitted, but also to help decide who receives scholarship funding 
(Montgomery & Lilly, 2012).

The vast majority of the research on coaching for college admissions 
tests focuses on the SAT – probably because the SAT is the test most 
widely used by American colleges and universities to inform admissions 
decisions. The SAT was first published in 1926 as the Scholastic Aptitude 
Test. Since its original publication, the test has changed names numerous 
times to reflect evolving perspectives on the nature of the exam and is 
now simply called the SAT. The shift away from referring to the test as a 
measure of aptitude carries important implications. An aptitude test is a 
test that is designed to measure potential in some particular domain. 
Over the years there has been ongoing debate concerning whether the 
SAT truly assesses future potential, or is better described as an achieve­
ment test assessing acquired knowledge. According to the website of the 
College Board, which publishes the SAT, the test assesses “academic read­
iness for college” (College Board, n.d., “About the Tests,” para. 1). The 
test contains math and verbal sections, each scored on a scale from 200 
to 800. In 2005, a writing section was added that is scored on the same 
scale. The research cited in this chapter addresses coaching effects on the 
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math and verbal tests only, as research on coaching for the writing test is 
not yet available.

There are many different approaches to coaching for test preparation. 
This variety is in part what sometimes makes it difficult to draw broad 
conclusions about the effectiveness of coaching, as little consistency exists 
across the methods tested by various researchers. Commercial coaching 
companies are a major source of the coaching strategies that researchers 
have examined, and they are likewise a source of many extravagant 
claims concerning the potential for coaching to produce dramatic score 
increases. For example, the Princeton Review (2015) guarantees a 200‐
point increase in combined SAT scores for students who enroll in one of 
its coaching programs. Coaching sometimes involves teaching test content, 
but this approach is often impractical because admissions tests contain 
such a vast domain of potential content. Preparing for the SAT is unlike 
preparing for the academic achievement tests that most students are famil­
iar with from their years in school. It is designed to be a broad measure of 
skills and knowledge so that the test content is not tied to any specific type 
of coursework. Therefore, test coaching programs often emphasize skills 
such as test wiseness (Becker, 1990), by providing students with guidance 
on test‐taking strategies in addition to specific content knowledge. Such 
coaching might involve strategies such as teaching students how to 
approach particular types of test items in order to give them an edge when 
they are not able to answer based on content knowledge.

Test coaching of one kind or another has existed for many decades, 
and reviews of coaching effectiveness have a long history as well. One of 
the earliest studies examining the effectiveness of coaching for the SAT 
was commissioned by the College Board itself in 1951 (Dyer, 1953). In 
this study, boys who were seniors at two high schools served as experi­
mental and control groups. The schools were chosen because they were 
similar across a variety of relevant characteristics such as student ability 
and the teaching approaches typically used at the schools. Students at 
both schools took the SAT at the start of their senior year and again the 
following March. In the interim, students at one of the schools partici­
pated in a variety of coaching exercises administered by math and English 
teachers, and specifically designed to increases student SAT scores. 
Students at the comparison school completed no such exercises. After the 
researchers controlled for years of enrollment at the school, foreign 
language coursework, mathematics coursework, and initial SAT scores, 
the students in the coached group scored an average of 4.6 points higher 
on the verbal section of the SAT and 12.9 points higher on the math sec­
tion. Dyer concluded that although the difference in math scores was 
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statistically significant, coaching had no practically significant effect on 
either math or verbal scores – especially given the number of hours of 
preparation required to produce the observed increases.

Dyer’s (1953) work serves as a prologue to a noteworthy list of sub­
sequent studies suggesting that coaching produces positive – but quite 
modest – increases in students’ SAT scores. By the end of the 1970s, a 
sufficient number of studies were available for researchers to begin pool­
ing results using a method called meta‐analysis. Individual studies often 
have important flaws such as small samples or other methodological 
weaknesses. Researchers use meta‐analysis to merge the data from a large 
number of existing studies in order to minimize the effect of such 
weaknesses in individual studies and draw more definitive conclusions.

Slack and Porter (1980) conducted one of the first reviews of research 
on SAT coaching. The researchers examined the findings from a variety 
of studies and concluded that coaching does in fact lead to notable 
increases in SAT scores, and that these increases are large enough to have 
practical significance in terms of students’ chances of admission to 
college. Slack and Porter were highly critical of the widespread use of the 
SAT in college admissions, and were likewise critical of the Educational 
Testing Service (ETS) – the parent company of the College Board – for 
supposedly ignoring studies suggesting that SAT scores could be improved 
by formal training. They took issue with claims that the SAT measured 
student aptitude (as opposed to achievement), and applauded the faculty 
of one college who decided as early as 1970 to eliminate the requirement 
that candidates for admission submit SAT scores.

Response to Slack’s and Porter’s critique of the SAT was swift. In the 
same issue of the same journal, Jackson (1980), representing the ETS, 
took issue with what he claimed were false arguments made by Slack and 
Porter. Although Slack and Porter criticized the claim that the SAT is an 
aptitude test measuring students’ capacity for learning and is therefore 
not subject to coaching effects, Jackson denied that such a claim had ever 
been made. He argued that Slack and Porter had ignored literature – 
including ETS publications – portraying the SAT as a test of learned abili­
ties. Jackson noted that coaching usually refers to efforts to increase 
scores through short‐term training, and that the existing research 
suggested that such training tends to produce very small gains. Jackson 
arrived at different conclusions from those reached by Slack and Porter 
in part because he defined coaching differently. The literature base that 
emerged over subsequent years followed a similar pattern, with different 
authors reviewing different studies using different criteria to reach differ­
ent conclusions.
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In another review, Messick and Jungeblut (1981) examined SAT 
coaching studies published up until 1980. They found that coaching 
effects are positively associated with the number of student contact hours 
in coaching programs. That is, coaching programs spanning more hours 
tended to produce greater gains. Although such an effect might not be 
surprising, Messick’s and Jungeblut’s analysis suggested that the time 
required to produce gains much greater than 20 or 30 points would likely 
not be feasible. For example, they estimated that a 10‐point increase in 
SAT verbal scores would require 12 hours of coaching; a 20‐point increase 
would require 57 hours of coaching; and a 30‐point increase would 
require 260 hours. Their estimates for coaching for the math portion 
were slightly more modest, but still great enough that large score increases 
would require unrealistic amounts of coaching. They also noted that in 
the available studies, coaching time is heavily confounded with coaching 
method. In other words, coaching programs that are longer in duration 
tend to involve different strategies than those of shorter duration. Coaches 
in longer‐term programs have more time to focus on increasing students’ 
content knowledge, in contrast to short‐term programs in which coaches 
are likely to place greater emphasis on test‐taking skills that can be more 
quickly communicated. Therefore, it is difficult to separate the effects of 
coaching time versus coaching method.

The confounding of variables is just one of numerous methodological 
flaws that characterize many coaching studies. For example, the only way 
to demonstrate that a coaching program has a causal effect on test 
performance is to randomly assign students to either a coaching program 
or to a control condition whose members receive no coaching. This 
insures that the groups are similar at the beginning of the study so that 
any subsequent improvement in test scores among those receiving coach­
ing can be attributed to the coaching itself. However, many coaching 
studies are nonrandomized so there is no equivalent control group with 
which to make comparisons. Conclusions based on such studies are far 
more limited because the characteristics of participants can affect the 
observed results (Messick & Jungeblut, 1981). When participants are not 
randomly assigned to coached and uncoached groups, it is possible that 
preexisting group differences account for some or all of the observed 
effects. DerSimonian and Laird (1983) conducted a meta‐analysis of SAT 
coaching studies and found that higher quality studies produce much 
lower average coaching effects. In fact, they found that “The uncontrolled 
studies show mean gains of four to five times the corresponding mean 
gains of the matched and randomized studies” (p. 10). They also found 
that uncontrolled studies produced widely varying results, whereas 
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randomized studies produced very consistent results. In fact, the coaching 
effects observed in high‐quality studies were no greater than the effects 
that would be expected based on sampling error only. DerSimonian and 
Laird noted that Slack’s and Porter’s (1980) review revealed much larger 
average coaching gains because there was no control for the quality of 
the studies; moreover, the coaching effect observed in methodologically 
sound studies “seems too small to be practically significant” (p. 1), and 
“it appears that the benefits of coaching are indeed negligible” (p. 13). 
The authors of another meta‐analysis of 14 SAT coaching studies that all 
used a pre‐test–post‐test design and a control group likewise concluded 
that the effects of coaching are small (Kulik, Bangert‐Downs, & Kulik, 
1984), and a review published several years later of all prior coaching 
studies revealed an average coaching effect of nine points on the verbal 
section and 16 points on the math section (Becker, 1990).

In 1994, the publisher of the SAT instituted a number of changes to the 
exam. Partly in response to concerns about the potential for coaching 
effects, antonym items were removed from the verbal section and replaced 
with additional reading comprehension items (Montgomery & Lilly, 
2012). New content was added to the math portion as well. Shortly after 
the changes were implemented, the College Board commissioned a new 
survey of a nationally representative sample of students who took the 
SAT during the 1995–96 academic year (Powers & Rock, 1999). The 
researchers collected data from more than 4,000 students who registered 
for the SAT. Of these students, 12% reported using coaching programs 
outside any SAT training offered at their schools. Coaching was associ­
ated with an average increase of eight points on the verbal section and 18 
points on the math section. The researchers reported that although the 
scores of a small proportion of students did increase more dramatically, 
far more students’ scores either stayed the same or decreased after coach­
ing. It is important to note that students who enroll in coaching programs 
are self‐selected and tend to be highly‐motivated (Messick & Jungeblut 
(1981). Therefore, any observed difference between coached and 
uncoached students based on survey data must be interpreted with 
caution, because students who pursue coaching are likely to differ in 
many ways from students who do not pursue coaching.

The authors of the most recent meta‐analysis of SAT coaching research 
concluded that coaching may actually lead to larger gains than reported 
in previous reviews. Montgomery and Lilly (2012) estimated the effect of 
coaching to be 23.5 points for the verbal test and 32.7 points for the 
math test. Increases of this magnitude, the authors point out, could affect 
college admission decisions in the real world. However, after identifying 
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over 300 possible studies for review, the researchers included only ten in 
their analysis. They also acknowledged that, like most studies of SAT 
coaching effects, the studies in their review all contained important 
methodological limitations such as small and non‐representative samples, 
and high attrition rates. The researchers further noted that publication 
bias in favor of positive results might have affected which findings had 
been published in the past, potentially inflating the average score increases 
associated with coaching.

Most reviewers have concluded that the average effects of coaching are 
small and are unlikely to be of much practical significance (Becker, 1990; 
Powers & Rock, 1999). However, what constitutes meaningful increases 
in SAT scores remains an open question. Briggs (2009) surveyed admis­
sions directors at four‐year institutions in the United States to better 
determine how admissions tests are used in higher education. Nearly all 
the responding institutions reported that they use either the SAT or the 
ACT (with the majority using the SAT). Twenty‐one percent of those 
using the SAT maintained a specified minimum score for admission. This 
subset of institutions consisted primarily of highly selective schools. In 
2013, the combined math and verbal SAT score above which 75% of 
admitted students scored was 1,380 for Stanford, 1,410 for Harvard, and 
1,430 for MIT (College Profiles, n.d.). Responses from admissions offic­
ers to Briggs’ survey suggest that, at least at such selective schools where 
applicants’ SAT scores tend to fall within a greatly restricted range toward 
the high end of scores, a small increase of even 10 or 20 points could 
“significantly improve students’ likelihood of admission” (p. 19).

Although dozens of individual studies have been published on the 
effects of SAT coaching, nearly all of them are marred by methodological 
flaws that greatly limit the certainty of their conclusions. Small and 
biased samples are the norm. Coached groups sometimes have lower 
scores at pre‐test than their uncoached comparison groups (Smyth, 1990), 
so observed increases as a function of coaching might partially reflect 
simple regression toward the mean. Powers and Rock (1999) noted in 
their observational study that coached students differed significantly 
from uncoached students along a host of relevant variables. Compared 
with uncoached students, coached students had higher high school grades 
and aspired to more esteemed careers; were more likely to have taken 
practice tests; had taken more math, foreign language, and science 
courses; preferred more selective colleges; perceived SAT scores to be 
more important; had parents with more education and higher income; 
and were more likely to be Asian American than from any other ethnic 
group. Coached students also were far more likely than uncoached 
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students to have utilized additional voluntary test‐preparation strategies 
as they prepared to take the SAT. As noted earlier in this chapter, students 
whose data appear in existing studies were self‐selected to attend coaching 
because they were highly motivated to do well on the SAT (Messick & 
Jungeblut, 1981). Therefore, any observed gains may not apply to less 
motivated students or those mandated to attend coaching. Coaching 
itself is often poorly defined in the literature supposedly documenting its 
effectiveness (Becker, 1990). Moreover, many researchers have used 
inappropriate outcome measures such as shortened or obsolete forms of 
the SAT or even proxies for the SAT made up by researchers (Messick & 
Jungeblut, 1981).

Most researchers – regardless of their interpretations of the existing 
data – agree that more methodologically rigorous research is needed 
(Powers & Rock, 1999; Montgomery & Lilly, 2012). Many of the limita­
tions of past studies could be overcome if researchers took steps to avoid 
ambiguities resulting from a lack of random assignment and the use of 
inappropriate comparison groups – ambiguities that arise when research­
ers compare test data from students who self‐select into coaching 
programs with students who do not pursue coaching. Largely for practi­
cal reasons, however, few researchers have done this. It is therefore 
challenging to separate the effects of coaching from the effects of 
numerous confounding variables, including score improvements that 
come simply from taking a test more than once.

Even if coaching produces small to moderate increases in SAT 
performance, the magnitude of improvement promised by test coaching 
companies is dubious and far exceeds the increases reported in published 
research (Briggs, 2009). In some cases, coaching companies administer 
pre‐tests that are much more difficult that the SAT (Smyth, 1990). When 
students later take the real SAT, it is likely that their scores will be higher 
regardless of any coaching effect. Other researchers have argued that the 
effects reported by coaching companies based on changes observed 
between pre‐testing and post‐testing of coached students are “simply not 
effects at all” because they fail to control for so many threats to their 
validity such as failure to randomize students to treatment and control 
groups (Powers & Rock, 1999: 112). Becker (1990) argued that pub­
lished studies are likely to be the best quality studies available and that 
because the effects observed in well‐conducted studies are small, “we 
must expect only modest gains from any coaching intervention” (p. 405). 
Powers and Rock (1999) noted that they could pick out isolated cases in 
their data in which a student appeared to have exhibited a large score 
increase after coaching. However, the researchers pointed out that such 
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positive anecdotes are not representative, but are simply more memorable 
than the negative anecdotes also easily detected in the data.

There is agreement among most reviewers of SAT coaching research 
that coaching produces small but significant average increases in scores. 
It is noteworthy that the standard error of measurement – a statistic 
quantifying how discrepant from test‐takers’ actual ability their scores on 
a particular test tend to be – for the SAT is approximately 30 points for 
each of the subtests (College Board, 2012). This margin of error is 
consistent with or exceeds the observed coaching effects observed in most 
studies. That is, the average difference in coached students’ scores from 
pre‐test to post‐test seldom exceeds the difference that would be expected 
based on measurement error. Although estimated coaching effects vary 
widely from study to study, the effects shrink as the quality and rigor of 
the studies increase (DerSimonian & Laird, 1983). It may in fact be true 
that coaching can benefit highly talented and highly motivated students 
who wish to increase their scores slightly to enhance their chances of 
admission to highly selective academic institutions. Nevertheless, claims 
that coaching routinely produces dramatic gains in test scores, or that 
coaching is part of an academic program that is “the scholastic equivalent 
of steroids” (Freedman, 2006: para. 3), are overstated.
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Myth: 
Standardized 
tests do not 
predict 
academic 
performance

15
Standardized tests used as part of academic admissions decisions have 
many critics. Many students hold the tests they are required to take in 
order to apply to various academic institutions in disdain and are 
convinced that they measure nothing useful. Moreover, scholarly cri-
tiques include accusations that tests such as the SAT primarily measure 
students’ family wealth rather than true academic ability, and contribute 
to gender and ethnic inequities in access to higher education (Guinier, 
2015). Concerns about the potential disadvantages of using standardized 
tests to inform admissions decisions are long‐standing, and hundreds of 
colleges no longer require applicants to submit test scores (Peligri, 2014). 
Despite occasional ideological vitriol, admissions tests do predict academic 
performance. This simply means that scores on standardized tests correlate 
positively with later academic success. Rather than dismissing the broad 
evidence for this correlation, discussions about the appropriateness of 
using standardized tests might more appropriately revolve around the 
strength of the association and whether the potential disadvantages of 
using tests to inform admissions decisions outweigh the advantages.

To evaluate the predictive validity of a test – the degree to which a test 
predicts performance on some other variable – researchers examine the 
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correlation between test scores and measures of subsequent performance such 
as college grade point average (GPA). If the test scores correlate significantly 
with later performance, researchers conclude that the test has some criterion‐
related validity. That is, the test can be used to predict subsequent performance 
on some criterion, which is usually academic grades. In practice, however, the 
interpretation of such correlations often becomes more complicated. 
Correlations indicate associations between variables for groups of people. 
Many people know of someone who did relatively poorly on college admission 
tests but did very well in college, and someone else who did well on the exams 
but did poorly in college. Such anecdotes do not negate the correlation – they 
simply reflect the reality that the correlation will always be far less than 
perfect. Doubting the association because of noteworthy exceptions is no 
different than assuming that smoking poses no health hazard because some 
smokers do not become ill. Few people would make such an argument.

Over the past 80 years or so, researchers have conducted hundreds of 
studies examining the validity of standardized admissions tests for 
predicting subsequent academic performance in undergraduate and 
graduate programs. It is impossible to cover them all in a single chapter, 
but it is useful to examine findings based on large data sets and meta‐
analyses. Researchers use meta‐analysis to integrate the findings from 
many existing studies in order to overcome some of the limitations of the 
individual studies and draw more reliable conclusions. The findings from 
meta‐analyses and large‐scale studies on the association between stand-
ardized tests and subsequent academic performance are remarkably 
consistent: nearly all large studies reveal correlations that are significant, 
positive, and modest in magnitude. This pattern holds for tests used to 
predict undergraduate academic performance, as well as those used to 
inform decisions on graduate school admissions.

By far the most commonly used criterion in studies examining the 
validity of academic admissions tests is GPA in higher education 
programs. Researchers typically focus on the correlation between stand-
ardized test scores and the grades students achieve during their first year 
of college or graduate school. Correlations of this nature are reported as 
decimals on a scale from 0 to 1 – with a zero correlation indicating no 
association between the variables and a coefficient of 1.0 indicating a 
perfect association. As one example, Ramist, Lewis, and McCamley‐
Jenkins (1994) conducted a meta‐analysis using data from more than 
46,000 students who completed the SAT and attended one of 45 colleges 
in the 1980s. The researchers reported an overall correlation of .36 
between SAT scores and first‐year GPA. All large‐scale SAT validity 
studies reveal correlations of similar magnitude.
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The SAT has undergone many revisions over the years. One major revi-
sion took effect in 1994. There were changes to the verbal portion of the 
exam, including elimination of antonym items, and the addition of items 
requiring students to evaluate different points of view. The time allotted 
to complete the test also was extended by 15 minutes so that students 
could complete more items. Each time a test is revised, new questions 
arise concerning the utility of the test and new validity studies must be 
conducted. Bridgeman, McCamley‐Jenkins, and Ervin (2000) compared 
the predictive validity of the revised SAT to that of the previous version 
of the test. The researchers compared data from two large samples: one 
whose members had taken the SAT in 1994 prior to the revisions, and the 
other consisting of students who had taken the SAT in 1995 after the 
revisions had been implemented. There were more than 45,000 students 
in each sample. Bridgeman and colleagues found that the predictive valid-
ity of the SAT had remained essentially unchanged. The correlation 
between SAT scores and first‐year college GPA was .35 for the new 
version of the SAT, compared with .34 for the prior version. Despite some 
noteworthy changes to the test, its association with college GPA was 
quite stable.

Another major revision of the SAT went into effect in 2005. A writing 
section was added, which was something that had never before been part 
of the test. The College Board, which publishes the SAT, commissioned a 
study (Kobrin, Patterson, Shaw, Mattern, & Barbuti, 2008) to evaluate 
the validity of the revised and expanded test. Kobrin and colleagues ana-
lyzed data from a sample of more than 151,000 students from more than 
100 colleges and universities. The researchers reported a correlation of 
.35 between a composite test score that included all three sections of the 
SAT – critical reading, math, and writing – and first‐year college GPA. 
Even with the addition of a major new task, the correlation between the 
test and college performance was equivalent to the correlations from 
studies evaluating earlier versions of the test. Interestingly, the newly‐
added writing subtest by itself predicted first‐year college performance 
nearly as well as the test as a whole: correlating .33 with first‐year GPA.

It is apparent that across large samples of students, SAT scores predict 
first‐year college performance. Camara and Echternacht (2000) explained 
why first‐year GPA is the criteria most commonly used in SAT validity 
studies. They noted that courses at the freshman level are more similar to 
each other in difficulty than upper‐level courses, so first‐year courses pro-
vide a more reliable validity criterion. Furthermore, the largest available 
data sets focus on first‐year GPA, and first‐year GPA is highly correlated 
with later cumulative GPA. Camara and Echternacht also cite potential 
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problems with using cumulative GPA in validity studies of college 
admission tests. For instance, since upper‐level courses tend to vary more 
in terms of difficulty, the correlation between pre‐college tests and aca-
demic performance becomes suppressed because students do not pursue 
equally difficult courses. However, Wilson (1983) reviewed all known 
studies conducted between 1930 and 1980 in which the SAT was used to 
predict cumulative college GPA. He concluded that standardized admis-
sions tests are just as valid for predicting cumulative GPA as they are for 
predicting first‐year GPA. Burton and Ramist (2001) reviewed studies that 
were not part of Wilson’s review because they were conducted after 1980. 
Analyzing data from more than 30,000 students, the researchers reported 
a correlation of .36 between SAT scores and cumulative GPA at graduation – 
the same level of association observed in studies of first‐year grades.

It is important to note that most of the large‐scale studies of SAT valid-
ity were commissioned by the College Board, which also publishes the 
test. This is somewhat understandable since the College Board has access 
to large data sets and also has a vested interest in demonstrating the 
validity of the SAT. However, the results from studies conducted by the 
College Board and by independent researchers are quite consistent. As 
one example, Geiser and Studley (2002) analyzed data from nearly 
78,000 students entering the University of California between 1996 and 
1999. For these students the correlation between SAT scores and first‐
year GPA was .36 – equivalent to correlations observed in other studies. 
It is possible to locate studies of smaller and more select student samples 
where the predictive validity of the SAT appears more equivocal. However, 
meta‐analyses and studies with very large and diverse samples produce 
far more reliable and generalizable results (Sackett, Borneman, & 
Connelly, 2008). For reasons addressed in more detail later in this chapter, 
SAT validity coefficients are particularly vulnerable to suppression when 
researchers use restricted samples.

The conclusions summarized above concerning the predictive validity 
of standardized tests are not limited to tests used in undergraduate admis-
sions. Kuncel, Hezlett, and Ones (2001) conducted a large meta‐analysis 
of studies of the Graduate Record Examination (GRE). They analyzed 
data from more than 82,000 graduate students from nearly 1,800 sepa-
rate research samples. The correlation between GRE scores and graduate 
school GPA was very similar to SAT validity coefficients. Correlations 
between GRE scores and graduate GPA ranged from .32 to .36 for differ-
ent subsections – verbal, quantitative, and analytical – of the GRE. 
Moreover, GRE scores correlated more highly than undergraduate GPA 
with both graduate GPA and scores on comprehensive examinations in 
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graduate school. A smaller meta‐analysis (Kuncel, Wee, Serafin, & 
Hezlett, 2010) revealed somewhat smaller GRE validity coefficients, but 
demonstrated that GRE scores predict both first‐year and cumulative 
GPA for both master’s and doctoral students.

Julian (2005) analyzed data from more than 4,000 medical students 
and found that scores on the Medical College Admission Test (MCAT) 
correlated .44 with cumulative medical school GPA. In a large meta‐analysis 
of more than 65,000 students who took the Graduate Management 
Admission Test (GMAT), test scores correlated .32 with first‐year GPA 
and .31 with cumulative GPA in graduate business school (Kuncel, Crede, & 
Thomas, 2007). Finally, in a large meta‐analysis of more than 90,000 law 
students, scores on the Law School Admission Test (LSAT) correlated .38 
with first‐year law school grades (Linn & Hastings, 1984). On all three 
of these tests – the MCAT, GMAT, and LSAT – the validity of test scores 
for predicting graduate GPA surpassed the predictive validity of under-
graduate GPA. In a recent synthesis of meta‐analyses of graduate admis-
sions exams, Kuncel and Hezlett (2007) conclude: “For all tests across all 
relevant success measures, standardized test scores are positively related 
to subsequent measures of student success” (pp. 1080–1081).

Although the positive association between standardized test scores and 
later academic performance is remarkably consistent across studies of 
both undergraduate and graduate performance, it is also consistently 
modest in magnitude. Critics of standardized academic admissions tests 
often cite the rather modest correlations as reason to question the validity 
and utility of such tests. However, researchers have provided many expla-
nations for why the correlations are not higher than usually observed. 
Foremost among these is the issue of range restriction.

Researchers evaluating test validity must use correlation coefficients 
that show the association between two continuous variables – such as test 
scores and GPA. To accurately reveal a correlation, a data set must contain 
a full range of scores on both variables. If the range is restricted, the cor-
relation becomes suppressed. For instance, if one could measure both the 
jumping ability and basketball skill of every person in the United States, 
the data set would contain a wide range of each of the abilities. There 
would be some people whose jumping ability was extremely limited and 
others whose jumping ability would approach world‐record levels – with 
everyone else falling somewhere in between. The same would be true for 
basketball skill. Given the range of data and the fact that jumping ability 
provides an advantage in basketball, the correlation between the two vari-
ables would likely be quite high. However, the correlation between the 
same two variables in a data set consisting only of professional basketball 
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players would be much weaker – not because jumping ability is less impor-
tant among elite basketball players, but because the range of the data set 
would be greatly restricted. With so little variability on both measures, the 
correlation coefficient would be artificially suppressed.

Range restriction is a common concern among researchers who study 
the predictive validity of standardized tests (e.g., Burton & Ramist, 2001; 
Sackett et al., 2008). When test scores are correlated with academic 
performance, the data sets generally do not contain a full range of scores. 
For example, among the more than 1 million students who take the SAT 
each year, many will never attend college. Although this occurs for many 
reasons, the students who ultimately do not attend college are dispropor-
tionately those with low SAT scores. Since these students cannot be 
included in validity studies, the range in available data sets is restricted. 
The range becomes further restricted because students are admitted to 
higher education based in part on their test scores. Therefore, the range 
of scores for students at any particular school – especially elite schools – 
will be further limited. If the students at a particular school were drawn 
randomly from the population of SAT takers, the correlation between test 
scores and academic performance would be higher.

A second factor that suppresses the correlations between test scores 
and academic outcomes has to do with the reliability of measures used 
to evaluate test validity – typically subsequent course grades. Reliability 
is simply another name for the consistency with which something is 
measured. A particular course grade can have different meanings in 
different contexts. Since any particular grade depends not only on 
student learning and performance, but also institution and instructor 
standards, the reliability of course grades tends to be low. When the out-
come measure has low reliability, the correlation with other variables 
such as test scores is further reduced. There are several reasons why this 
may occur. First, college courses vary widely in terms of difficulty. Sackett 
and colleagues (2008) explain that two students with the same level of 
ability may earn different grades because of the courses they choose. 
Accordingly, the GPAs that show up in data sets are unreliable in that 
they do not control for course difficulty. Whereas admission test scores 
are standardized in the sense that everyone is assessed on the same scale, 
college and graduate school grades are far more contingent on the diffi-
culty of chosen courses and programs, and the grading idiosyncrasies of 
individual instructors. Further, students with low SAT scores tend to 
choose different courses and majors than students with high SAT scores 
(Bridgeman et al., 2000). This inconsistency serves to reduce observed 
validity coefficients.
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Fortunately, researchers can statistically correct for problems such as 
range restriction and inconsistency in grading to obtain estimates of what 
the validity coefficients would be without such limitations. When 
researchers apply this strategy, the predictive validity of admissions tests 
looks much more impressive. For example, Ramist and colleagues arrived 
at a correlation of .57 between SAT scores and first‐year GPA after 
correcting for range restriction and the unreliability of college grades. 
Similarly, when Bridgeman et al. (2000) corrected for range restriction 
and course difficulty, the SAT validity coefficient increased to .56. 
Correcting for range restriction only, Kobrin et al. (2008) arrived at an 
estimated SAT validity coefficient of .53, and Julian (2005) estimated the 
corrected validity of the MCAT to be .59.

In one particularly comprehensive study of range restriction and course 
choice with respect to SAT validity, Berry and Sackett (2009) analyzed 
course‐level data from more than 5 million grades earned by more than 
168,000 students from 41 colleges. When correcting for range restriction 
at the national level – as if accepted students were drawn randomly from 
all students who took the SAT – the estimated validity coefficient was .51. 
After controlling for course choice, the researchers concluded that typical 
validity studies underestimate the predictive validity of the SAT by 30–40%.

Although standardized academic admission tests do predict subsequent 
academic performance, there are many issues pertaining to the use of such 
tests that are not readily resolved based on such validity data. For instance, 
correlations between test scores and later performance tend to be modest – 
although they increase notably when researchers control for imperfect 
data. Without correcting for data limitations, the validity coefficients for 
admissions tests hover around .35. This means that about 12% of the 
variation in students’ academic performance is associated with their 
admissions test performance. Obviously, test scores are just one of many 
variables that predict academic performance. Nonetheless, many research-
ers argue that even correlations at this level can enhance prediction of 
success in meaningful ways (Sackett et al., 2008; Kuncel & Hezlett, 2010).

Another common criticism is that standardized test scores are a proxy 
measure of socioeconomic status (SES) (Guinier, 2015). Two recent studies 
involving very large data sets call this claim into question. In the first of 
these studies (Sackett, Kuncel, Arneson, Cooper, & Waters, 2009), research-
ers analyzed data from more than 155,000 students. They reported that the 
correlation between SAT scores and first‐year GPA was .47 after correcting 
for range restriction. Controlling for student SES reduced this correlation 
only slightly to .44. In a follow‐up meta‐analysis of various college admis-
sions tests, the researchers found that the validity coefficient was reduced 
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from .37 to .36 after controlling for SES. The second study (Sackett et al., 
2012) included two large data sets totaling more than 250,000 students. 
Again the correlation between SAT scores and college grades was barely 
affected by controlling for SES. In both studies, the authors concluded that 
controlling for SES does not reduce the predictive validity of the SAT in any 
meaningful way and therefore the SAT is not simply a measure of SES.

Finally, concerns often arise that standardized tests are biased against 
minorities. For example, Freedle (2003) argues that the SAT is both sta-
tistically and culturally biased. As evidence of this, he notes the well‐
known discrepancies in average test scores across various racial and 
ethnic groups, and states specifically that some items are differentially 
valid for Whites and African Americans. Although he acknowledges that 
such item‐level differences are small, he argues for an alternative score 
calculation method, “to increase dramatically the number of minority 
individuals who might qualify for admission into our nation’s select 
colleges and universities” (p. 28). Importantly, Freedle provides no 
evidence of bias in criterion‐related validity – differences in the degree to 
which the SAT predicts academic performance across groups – which is 
the most important concern among test developers and those using tests 
to predict academic performance. Research on this question shows that 
instead of underpredicting academic performance for minorities, stand-
ardized tests in fact tend to overpredict performance for minorities 
(Kuncel & Hezlett, 2007; Sackett et al., 2008). Camara and Sathy (2004) 
cite numerous flaws in Freedle’s alternate scoring proposal, demonstrat-
ing that his method would result in a test that is far less valid for predict-
ing college performance. Despite mean differences in scores, there is little 
evidence that college admission tests are differentially valid across ethnic 
groups (Fleming & Garcia, 1998).

It is likely that many critics of standardized academic admissions tests 
tend to think of individuals – perhaps themselves or people they know – 
whose abilities they feel are not adequately revealed on standardized tests. 
They may not consider that using tests for screening large numbers of 
people is based on a different perspective. The question is whether know-
ing how students performed on a standardized test provides any informa-
tion about their likely academic success. Psychological assessments have 
always been more prone to measurement error than other varieties of 
measurement such as those used in the physical sciences. Furthermore, 
tests do not measure all personal characteristics that predict success in 
higher education (Burton & Ramist, 2001; Kuncel & Hezlett,  2007). 
Nonetheless, prediction of success is enhanced when test scores are 
considered. No predictor of success is ever going to approach perfect 
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accuracy. Regardless of the criteria used to admit students, there will 
always be some candidates who could have been successful but who are 
not selected. Admissions tests have the advantage of being the only meas-
ure that is standardized across all applicants. Other admissions criteria 
such as past academic grades, personal statements, and letters of recom-
mendation are vulnerable to many subjective biases. Standardized test 
scores predict academic success beyond what is predicted by prior grades 
alone, and researchers have consistently found that the best predictor is a 
combination of prior academic performance and standardized test scores 
(Ramist et al., 1994; Camara & Echternacht, 2000; Linn & Hastings, 
2004; Julian, 2005; Kobrin et al., 2008; Berry & Sackett, 2009). Test 
scores certainly do not provide all the information that admissions officers 
need to know about candidates. Moreover, the use of test scores has pros 
and cons meriting ongoing debate given the specific institutional contexts 
in which they are used. However, it is inaccurate to assert that standard-
ized admission tests are uncorrelated with academic performance.
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Myth: 
Standardized 
ability tests 
are biased 
against some 
minority 
groups

16

The issue of potential cultural bias on standardized tests is one of the 
most emotionally‐laden topics in psychology. Advocates of standardized 
tests see the tests as efficient and objective tools for assessing all sorts of 
abilities; in contrast, critics cite average group differences in test scores as 
evidence that the tests are tools of prejudice and discrimination. The latter 
of these views has contributed most recently to a trend at many colleges 
and universities of eliminating the requirement that applicants submit 
scores from admissions tests (Anderson, 2015). With so many people 
convinced that standardized tests are biased against members of some 
minority groups, the legitimate pursuit of fairness in university admis-
sions makes tests an easy target. However, opponents of test‐optional 
policies assert that tests such as the SAT assess important characteristics 
and worry that some proposed policies for eliminating test requirements 
would do more harm than good (Hambrick & Chabris, 2014). It is 
unlikely that testing advocates endorse testing in a deliberate effort to 
discriminate against members of any group. To the contrary, test 
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developers have devised a host of strategies for detecting test bias and 
methods for reducing it. Nonetheless, bias in testing remains a topic of 
contentious debate.

The literature addressing test bias is vast and complex – having originated 
soon after the emergence of standardized testing itself approximately a 
century ago. In fact, entire books have been written on this single topic 
(e.g., Jensen, 1980). Moreover, testing and test development practices 
themselves are very complex, and most people – even psychologists – 
have limited expertise with regard to these practices. Like many scientific 
issues, test bias is often discussed and debated in sound bites. The topic 
also carries with it a great deal of social and emotional baggage that 
triggers additional confusion and misinformation.

Concerns about cultural bias in standardized testing arise out of the 
very long history of average group differences in test scores. For nearly as 
long as standardized cognitive testing has existed, psychometricians – 
people who develop and use tests – have observed systematic differences 
in the average scores obtained by various ethnic groups. To the under-
standable chagrin of many scholars, the presence of such differences in 
average scores is among the most consistent findings in psychological 
research. It is important to note here two very important caveats. First, 
the average observed differences in test scores are difficult to refute, but 
the meaning and origin of those differences are the subject of constant 
debate. Authors of books such as The Bell Curve (Herrnstein & Murray, 
1994) have triggered firestorms of controversy and contributed to the 
politicization of testing by suggesting that group differences in test scores 
are partially due to genetic influences. However, definitive evidence 
explaining the differences remains elusive. Second, regardless of the pres-
ence or absence of test bias, data on average group differences do not 
apply to specific individuals. At all levels of performance on all ability 
tests, there are members of every demographic group.

Research and controversy concerning group differences in ability test 
performance go back more than a century. Francis Galton (1892) 
observed differences in average performance among demographic groups 
long before the development of modern standardized tests. The largest 
proportion of the enormous body of subsequent research addresses dif-
ferences between African Americans and White Americans, but many 
studies include data for other groups as well. The overall trend in this 
literature is that standardized test scores are generally highest among 
people of Asian descent, with Whites usually scoring nearly as highly. 
Average scores for African Americans tend to be about one standard devi-
ation below those of Whites, with the averages for Latinos and Native 
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Americans falling roughly halfway between Whites and African 
Americans. It should be noted that this summary is an oversimplification 
of data on millions of examinees taking standardized tests over the past 
century. Although individual studies sometimes vary in the magnitude of 
the differences, the pattern is quite consistent and is present in most large‐
scale tests including IQ tests (Jensen, 1980), the SAT (College Board, 
2013), the ACT (ACT, 2012), the Graduate Record Examination (GRE) 
(Educational Testing Service, 2012; 2013), the Law School Admissions 
Test (LSAT) (Dalessandro, Anthony, & Reese, 2012), the Medical College 
Admission Test (MCAT) (Association of American Medical Colleges, 
2012), and the Graduate Management Admissions Test (GMAT) 
(Bridgeman & McHale, 1996). The differences are also present on tests 
administered to younger students such as the National Assessment of 
Educational Progress (NAEP) – a national proficiency exam administered 
to large samples of US students at four‐year intervals beginning in fourth 
grade (US Department of Education, National Center for Education 
Statistics, 2012). Camara and Schmidt (1999) provide a helpful overview 
of group differences on a variety of standardized tests. Researchers have 
periodically suggested that the test score gaps – particularly between 
White and African Americans – may be shrinking (Jones, 1984). However, 
recent research suggests that group differences on most major tests 
remain stable (Roth, Bevier, Bobko, Switzer, & Tyler, 2001).

Many scholars and members of the public have cited such long‐standing 
group differences in average test performance as evidence of chronic test 
bias against members of minority groups (see Reynolds & Lowe, 2009). 
The problem with this conclusion is that it presupposes the absence of real 
group differences – a conclusion that is appealing, but not empirically 
defensible. It is scientifically inappropriate to assume either the presence or 
absence of group differences without sufficient supporting data. This point 
is noted by the Standards for Educational and Psychological Testing, the 
benchmark guide for appropriate test use published jointly by three 
national organizations (AERA, APA, & NCME, 2014). The authors of the 
Standards assert that although group differences in test scores demand 
scrutiny, “group differences in outcomes do not in themselves indicate that 
a testing application is biased or unfair” (p. 54).

Test bias occurs when a test measures fundamentally different things 
for members of different groups. Bias is closely linked with the principle 
of test validity – the degree to which a test accurately measures what its 
developers intended to measure. For example, a valid intelligence test is 
one that assesses intelligence without being unduly affected by other factors. 
When scores on a test are affected by factors other than the variable of 
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interest, they are said to be contaminated with measurement error. 
Measurement error is not something that can be eliminated – it exists in 
all types of measurement. Even measures of physical characteristics such 
as height and weight often have a small degree of error and are therefore 
not perfectly reliable. For example, many people have had the experience 
of stepping on a digital bathroom scale and observing the result, then 
stepping off and immediately stepping back on – only to see a slightly 
different number. It is unlikely that a person’s weight changed in those 
few seconds to a degree great enough to be detected by a bathroom scale. 
When researchers use psychological instruments, the amount of measure-
ment error is much greater because the target of measurement does not 
have physical characteristics that can be measured directly.

Two broad varieties of error can affect measurement. The first is known 
as random error, which can alter scores in either direction and therefore 
does not generally affect research conclusions in any consistent way. If 
your bathroom scale is affected by random error and you step on it 100 
times, you will see some variation in the results because each individual 
measurement is a function of both your true weight and measurement 
error. Fortunately, since the error is random, it leads to some results that 
exceed your true weight and some that are below it. Therefore, such 
effects tend to balance out so the average of your multiple measurements 
likely would be very close to your true weight. In contrast, test bias would 
represent systematic error. Imagine that unbeknownst to you, someone 
behind you placed his or her foot on the scale each time you stepped on 
it. In this case, each reading would be biased and the measurement error 
would not average out over time.

Scores on standardized tests can likewise be affected by both random 
and systematic error. Each year, as hundreds of thousands of students sit 
down to take the SAT, countless factors cause random measurement 
error. For example, some students arrive at the testing site having had 
sufficient sleep and an adequate breakfast; some do not. Some students 
are in a good mood; some are not. Such factors tend to average out across 
students and therefore do not lead to group differences in average perfor-
mance. Test bias would occur if some important factor affected different 
groups in systematically different ways. For example, if female students 
were given 30 minutes for each math subtest and male students were 
given 20 minutes, the test would no longer be measuring exactly the same 
thing for females and males so the results would be biased. Such vivid 
illustrations of bias obviously do not occur in real life because standardi-
zation procedures are designed to guarantee that everyone taking a test 
does so under the same conditions. Therefore, any potential bias in 

www.ebook3000.com

http://www.ebook3000.org


198 | Chapter 16 Test Bias

standardized testing would have to result from much more subtle and 
complex factors.

One of the most long‐standing concerns among critics of standardized 
ability tests is that such tests might contain specific content that is more 
difficult for members of minority groups than for members of the majority – 
even when examinees’ underlying ability is equivalent (Reynolds & 
Lowe, 2009). This situation could occur for a variety of reasons, includ-
ing systematic group differences in educational opportunity and the use 
of language that is less familiar to members of minority groups. 
Historically, test developers have attempted to deal with this issue by 
having panels of expert judges evaluate each individual item on a test to 
determine if its content is culturally biased (see Flaugher, 1978). These 
panels usually consist of members of various minority groups who would 
presumably be best qualified to identify biased items.

Unfortunately, research does not support the view that anyone – 
expert or otherwise – can reliably identify biased test items based solely 
on content. Sandoval and Miille (1980) had 100 African American, 
Mexican American, and White college students from a range of socio-
economic backgrounds rate items from one of the most frequently used 
intelligence tests for children. Fifteen of the items had been shown in 
advance to be significantly more difficult for African Americans than 
for White Americans, and 15 items had been shown to be more diffi-
cult for Mexican Americans than for White Americans. An additional 
15 items were included that were equivalent in difficulty across the groups. 
Participants in the study rated each item based on whether he or she 
thought it would be more difficult for minority children, more difficult 
for majority children, or equally difficult across groups. The results 
demonstrated that judges could not identify which items were more 
difficult for various groups, and that minority judges were no better 
than White judges in determining which items were more difficult for 
minority children.

Whereas Sandoval and Miille (1980) studied the judgments of lay item 
evaluators, Jensen (1976) evaluated the quality of expert judgment in 
detecting biased items. He identified the eight items from an intelligence 
test that showed the greatest discrimination between White and African 
American examinees, and the eight items that showed the least discrimi-
nation. He then asked ten psychologists – five African American and five 
White – to differentiate the items that discriminated between groups 
from the items that did not. The psychologists performed no better than 
chance at judging which items discriminated. Interestingly, Miele (1979) 
found that the intelligence test item most frequently cited – based on the 
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item’s content – as evidence of cultural bias against African Americans 
was actually relatively easier for African Americans than for Whites.

Given the inability of even expert judges to identify potential bias by 
subjectively evaluating item content, researchers have turned to statistical 
strategies for identifying biased items. For example, Flaugher and 
Schrader (1978) analyzed SAT data from approximately 1,000 White 
and 1,000 African American students. They rescored the tests after 
eliminating 27 items that African American examinees answered correctly 
less often than White examinees. Eliminating these items had almost no 
impact on the magnitude of average group differences because the 
eliminated items tended to be relatively easy items. Therefore, eliminating 
the items made the overall test more difficult for everyone and the mean 
differences persisted.

A more recent and more complex method of identifying biased items 
involves examining differential item functioning. Applying this type of 
analysis, researchers identify groups of test‐takers who all have the same 
score on the overall test and therefore appear to have equivalent levels of 
ability. Researchers then examine the test data to identify items that 
members of different groups get correct at different rates. Such items are 
potentially biased because they show group differences when overall 
group differences have been controlled by only studying examinees at 
one level of ability. Research on differential item functioning can be 
summarized in terms of two broad conclusions. First, even when evalua-
tors know which items have been identified as statistically biased, they 
are unable to explain why the differences occurred (Reynolds & Lowe, 
2009). Given the lack of any consistent pattern among the items, the 
information is not useful for avoiding bias in future tests. Second, items that 
are answered correctly at different rates across groups with the same 
overall level of ability are rare, and tend to account for very little of the group 
differences in average scores; removing them therefore does little to 
reduce average group differences (Reynolds, 1998). Moreover, some item 
discrepancies may represent what researchers refer to as Type I errors: 
identifying a difference that does not actually exist. When researchers examine 
group differences on a large set of variables – such as each individual 
item on a test – they are likely to observe some differences based only 
on chance.

Another type of potential test bias has to do with whether a test is 
measuring the same underlying ability or construct for members of differ-
ent groups. This issue is not independent of questions concerning content 
bias as discussed above, but it is evaluated statistically without reliance 
on expert judgment. Researchers use statistical techniques such as factor 
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analysis and internal consistency analysis to determine whether tests are 
assessing similar constructs across groups. Factor analysis is a method for 
determining patterns of abilities underlying test items. Although factor 
analysis can be complex, it is based on correlations between items and the 
notion that highly correlated items are assessing similar abilities. Likewise 
an internal consistency analysis can help to determine whether items on 
a test are measuring the same characteristic. High consistency among a 
group of items – meaning that people who get one item correct tend to 
get others correct – suggests that the items are measuring similar abilities. 
Test bias would be suspected if the pattern of abilities underlying perfor-
mance on a particular test, or the degree of internal consistency among 
test items, was dramatically different for members of different groups. 
Such a pattern might lead one to conclude that for some reason, the test 
as a whole does not measure the same characteristic across groups.

Most researchers investigating the internal consistency or factor struc-
ture of tests across different groups have examined intelligence tests. 
Miele (1979) analyzed test results from 274 African American and White 
children who had taken the Wechsler Intelligence Scale for children 
(WISC) in preschool, first grade, third grade, and fifth grade. Miele 
reported that for comparisons at all grade levels, the primary factor struc-
ture of the test was not significantly different for White and African 
American children. Other researchers have reported similar results for 
children from these and additional ethic groups (Reschly, 1978; Oakland & 
Feigenbaum, 1979; Gutkin & Reynolds, 1980; 1981). Internal consist-
ency within each WISC subtest also tends to be similar across African 
Americans, Mexican Americans, and White Americans (Oakland & 
Feigenbaum, 1979; Sandoval, 1979). These similar patterns of factor 
structure and test reliability conflict with the notion that the tests are 
measuring different things for different groups.

Finally, tests can be biased in terms of their validity for predicting 
performance on other tasks. Predictive bias is usually evaluated using a 
statistical analysis called regression, which allows researchers to evaluate 
the utility of tests for predicting various outcomes such as college grade 
point average. A test could be considered biased if the predictions it yields 
are different for members of different groups. In other words, a test has 
predictive bias when members of two groups have the same average test 
score, but different average performance on some criterion. For example, 
“if African American performance on the criterion variables (school 
achievement, college GPA, etc.) were systematically higher than the same 
subjects’ test scores would predict,” test bias would be indicated (Neisser 
et al. 1996: 93). In such a case, the academic performance of African 
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Americans would be underpredicted because their actual performance 
would likely be higher than what their tests scores would predict.

In contrast to this hypothetical example, researchers have generally 
reported that standardized tests tend to predict equally well for mem-
bers of different groups. However, evidence of predictive bias does arise 
for some tests, but not in the direction usually assumed by test critics. 
The assumption that tests underpredict for members of minority groups 
is inconsistent with existing data. For example, Mattern and Patterson 
(2013) examined data from over 475,000 students who took the SAT 
and went on to college. The researchers reported a very small degree of 
difference between African American and White students in terms of the 
level of college performance that would be predicted by SAT scores, but 
the test actually overpredicted for African Americans. That is, for 
African Americans the test predicted slightly better college performance 
than the students actually achieved, and for Whites the test predicted 
slightly lower performance than they actually achieved. This pattern is 
consistent with the results of other large‐scale studies and reviews on 
the SAT, which have also revealed overprediction for other minority 
groups with the exception of people of Asian descent (Young, 2001; 
Kobrin, Sathy, & Shaw, 2007; Mattern, Patterson, Shaw, Kobrin, & 
Barbuti, 2008). Researchers have similarly concluded that tests such as 
the MCAT (Koenig, Sireci, & Wiley, 1998; Davis et al., 2013) and IQ 
tests (Reschly & Sabers, 1979; Jensen, 1980; Neisser et al., 1996) do 
not systematically underpredict minority group performance on 
relevant outcomes.

It is important to recognize that test bias is not the same as test fairness. 
Bias is primarily investigated using statistical procedures to determine 
whether tests are measuring the same characteristic across groups. In 
contrast, fairness is about appropriate use of tests and involves values 
and subjective judgments. A test that is shown to be unbiased might still 
be judged to be unfair, if using the test causes differential outcomes. For 
example, average group differences in test performance might lead to the 
disproportionate admission of members of various groups to selective 
colleges. Therefore, using the test might mean that some students’ oppor-
tunities are limited based on their test performance, which might inspire 
some critics to argue that test scores should not be part of the selection 
process. A challenge arises, however, because test scores are often valid 
predictors of performance on some important outcome. In the absence of 
an appropriate substitute, ignoring test scores can lead to the admission 
of students who will be more likely to struggle and less likely to succeed – a 
scenario that is problematic for both students and institutions (Sander & 
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Taylor, 2012). The important point, however, is that judgments about test 
fairness are subjective and are not evidence of test bias.

The broad consensus among psychometricians is that standardized 
tests are not systematically biased against members of minority groups. 
This conclusion is based on the evidence that even experts cannot identify 
ostensibly biased items based on content, that tests do not appear to have 
differential statistical characteristics across groups, and that tests do not 
systematically underpredict performance of minority group members on 
relevant outcomes such as academic performance. Research on test bias 
is always becoming more sophisticated. Much of the research investigat-
ing potential bias in test content was published decades ago and has 
dwindled – perhaps because any benefits from eliminating obviously 
biased content have already been realized. Likewise, there is little con-
temporary research comparing the underlying statistical characteristics 
of tests across groups, probably because researchers have generally failed 
to find evidence that standardized ability tests measure different things 
for different groups. Contemporary researchers tend to focus on predic-
tive bias and statistically‐identified item bias as described earlier in this 
chapter. However, these approaches resemble earlier methods in their 
failure thus far to reveal consistent or widespread evidence of test bias.

Average group differences in standardized test scores are stubbornly 
consistent across time and across different tests. However, adequate 
explanation for the differences remains elusive. If tests are biased, other 
explanations for group differences in test performance are unnecessary. 
Scholars could conclude that all groups are the same and that tests 
create differences rather than reveal them. If tests are not biased, 
scholars – and other interested parties – would be forced to conclude 
that real group differences exist and must be addressed. Even if average 
differences in test performance reflect real differences between groups, 
it would in no way demonstrate the existence of intrinsic or immutable 
differences in aptitude. The differences might more legitimately be 
attributed to unequal access to wealth, education, and other resources, 
or even systematic prejudice and discrimination, which are reflected in 
test performance. Such a conclusion is consistent with a recent study 
in which researchers detected a link between socioeconomic status and 
characteristics of children’s brains. Using brain‐imaging technology to 
study seventh and eighth graders, Mackey and colleagues (2015) 
observed that the brains of low‐income children had thinner cortexes 
than the brains of high‐income children. Moreover, these brain differ-
ences accounted for almost half of the difference between the groups in 
scores on a standardized achievement test. Given that ethnicity is 
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confounded with socioeconomic status, it is possible that unbiased tests 
are revealing real and pervasive societal biases.

Wiesen (2013) reviewed more than 100 rationales that researchers have 
offered to explain group differences in test performance. What is perhaps 
most important to recognize, however, is that if the differences are due to 
differential educational and economic opportunity, attributing them to test 
bias is akin to addressing group discrepancies in diabetes prevalence by 
dismissing diabetes tests. As Reynolds (2000) points out: “we find it anath-
ema that racial or ethnic differences in aptitude or ability might be real … 
so, we search for reasons why these differences are not true” (p. 148); 
blaming tests is perhaps easier than examining other potential causes.

Again, test bias is an extraordinarily complex and controversial topic. 
The literature extends back over many decades, scores of different tests, 
hundreds of studies, thousands of analyses, and millions of participants – 
not to mention countless opinions and interpretations. To better appreciate 
this complexity, interested readers are encouraged to consult more 
comprehensive reviews such as those by Brown, Reynolds, and Whitaker 
(1999), and Reynolds and Lowe (2009).
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