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Plant breeding is the discipline that fashioned our crop plants out of the wild
weedy species and continues its endeavor to modify their genotypes to
enhance their performance and usefulness to the changing human needs
and climate conditions. In the past, the new genotypes developed by plant
breeders have been considerably successful in keeping pace with the growing
global food needs and consumer preferences. For example, the evolution of
hybrid varieties and semi-dwarf cereal genotypes has contributed to quantum
jumps in crop productivity, and the latter was responsible for the ‘green
revolution’ that made countries like India virtually self-sufficient in their
food grain requirements within a short span of a few years.

The world population is increasing at a rapid rate and is expected to go
past the nine billion mark by the year 2042. In addition, the nature and the
relevance of both abiotic and biotic stresses are undergoing unrelenting
changes in the wake of the environmental alterations engendered by climate
change and global warming. In view of these, it is necessary not only to
continue to evolve crop genotypes with higher yield potential and tolerance
to the various prevailing stresses but also to develop them at a much faster
pace. The plant breeders thus face unprecedented challenges of harnessing
the reservoirs of genetic variability present in the unadapted germplasm with
the minimum investment of time and in a highly precise and predictable
manner.

Traditional plant breeding methods rely on phenotype-based selection, but
phenotypic evaluation of many traits is problematic, unreliable or expensive.
Also, the usefulness of trait phenotypes of individuals/lines in predicting the
performance of their progeny is questionable. In addition, the conventional
breeding methods do not allow the use of desirable genes from related
species in an efficient manner, and there is always the risk of linkage drag.
Plant breeders have always been trying to develop breeding strategies that
would make their selections more effective and reliable and that would
facilitate the utilization of unadapted germplasm with the minimum risk of
linkage drag. One of the options that was pursued with some success was the
use of simply inherited traits for an indirect selection for complex traits. This
effort led to the discovery of protein-based markers and, eventually, the
DNA-based markers.

Since the deployment of RFLPs in biological studies, several user-friendly
DNA markers like SSRs and SNPs have been developed. The current
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emphasis is on technologies that permit low-cost, high-throughput
genotyping using molecular markers. Markers are being increasingly used
for marker-assisted selection to facilitate gene introgression and for
accelerated recurrent selection with the use of off-season nurseries and
greenhouse facilities. In addition, markers have found applications in many
other plant breeding activities like diversity analysis, germplasm characteri-
zation, hybrid seed lot genetic purity determination, elucidation of heterosis
loci, etc. In view of the increasing integration of markers in plant breeding
programs, many universities have introduced courses on marker-based plant
breeding. There is, therefore, an urgent need for a book covering the various
aspects relevant to the use of markers in plant breeding.

The book ‘Marker-Assisted Plant Breeding’ is designed to provide
up-to-date information on molecular markers and their applications. The
authors have attempted to provide sufficient basic information in an easily
understandable narrative so that even the beginners have little difficulty in
following the subject. This book will also be useful to teachers, breeders and
research workers since it makes available at one place the current informa-
tion on the various aspects of the subject. The development of different
molecular markers and their various applications are described in a simple
language, and in a clear and easily comprehendible manner. In the first
chapter, the field of marker-assisted plant breeding is introduced and placed
in the proper perspective in relation to plant breeding. The next three chapters
describe the various molecular marker systems, while mapping populations
and mapping procedures, including high-throughput genotyping and associ-
ation mapping, are discussed in the subsequent five chapters. Four chapters
are devoted to various applications of markers, while the last two chapters
provide information about relevant bioinformatics tools and phenomics.

The authors deserve compliments for conceiving this book and for devel-
oping this concept into a useful and informative book. I am confident that the
students, teachers and the professional plant breeders will find this book to be
of considerable usefulness as it provides a wealth of information at one place.
The book assumes contemporary relevance and importance, since varieties
breed with the help of marker-assisted selection are eligible for certification
under organic farming.

M S Swaminathan Prof. M.S. Swaminathan
Research Foundation

Third Cross Street

Taramani Institutional Area

Chennai 600 113, India
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Improved genotypes developed by plant breeding remain pivotal to global
food security. In the wake of ever-increasing human population, declining
agricultural resources and the stresses generated by climate change, plant
breeding is expected to make larger contributions in increasingly shorter time
frames. Therefore, plant breeding methods and schemes would have to be
made more efficient and capable of accelerated variety development, say, by
making efficient use of off-season nurseries, greenhouse facilities and inno-
vative breeding methods. One of the chief limitations of plant breeding is the
low effectiveness of phenotypic selection for many traits, particularly the
quantitative traits. Further, selection for many other traits is tedious, problem-
atic, time consuming and/or poorly reliable due to threshold requirements,
difficulties in assay procedures and phenotype measurement, etc. Breeders
have long been searching for tools that would permit effective indirect selec-
tion for such traits. Oligogenic phenotypic traits were the first to be used for
this purpose, followed by protein-based/isozyme markers. However, the chief
limitation of the above marker systems was the limited availability of good
informative markers closely linked to the traits of interest.

In 1980, Botstein and coworkers proposed the use of restriction fragment
length polymorphism (RFLP) for linkage mapping in humans. RFLP soon
emerged as the first DNA-based molecular marker system, and it was used
for the preparation of marker linkage maps and for the mapping of several
traits of interest in many crops. The greater abundance and other desirable
features of RFLPs as compared to phenotypic and protein markers, prompted
the development of other relatively more convenient DNA marker systems
like random amplified polymorphic DNA (RAPD), amplified fragment
length polymorphism (AFLP), simple sequence repeat (SSR), etc. Single
nucleotide polymorphism (SNP) has emerged as the most abundant molecu-
lar marker that is amenable to high-throughput genotyping. Each of these
marker systems offers some advantages and suffers from certain limitations.

Molecular markers provide a tool for identifying genomic regions
involved in the control of traits of interest. They also facilitate selection for
the target genomic regions on the basis of marker genotype rather than the
phenotype of the concerned trait. The reliability of such indirect selection
depends mainly on the strength of linkage between the marker and the
genomic region of interest. Therefore, markers located within the genes of
interest, particularly those associated with allelic differences with respect to



trait phenotype (the functional nucleotide polymorphism, FNP, being the
ultimate), would be the most informative and useful. However, the practical
usefulness of MAS will be primarily determined by the relative cost of
marker development, identification of trait-linked markers and marker
genotyping in the breeding populations as compared to the direct trait
phenotype-based selection.

The first step in the use of markers for MAS is the identification of markers
tightly linked to the traits of interest. Ordinarily, a suitable mapping population
needs to be constructed to identify the linked markers by linkage mapping.
Several different types of mapping populations, ranging from simple F,
through recombinant inbred lines to multi-parent advanced generation inter-
cross (MAGIC) and interconnected populations can be used for linkage
analyses. Alternatively, a collection of germplasm lines/individuals from nat-
ural populations can be used for linkage disequilibrium-based association
mapping. In addition, the rich genomic resources that are now becoming
available for most crops of interest can be analysed for marker identification.

Molecular mapping of oligogenes is relatively simple, while that of
quantitative trait loci (QTLs) poses many problems, and the results from
mapping studies are affected by a variety of factors, including the genetic
model and the statistical algorithm used for QTL analysis. Generally, differ-
ent QTLs governing the same trait are identified from different studies and
consensus QTLs need to be identified by QTL meta-analysis. In addition, for
a reliable detection of association/linkage between markers and traits, the
trait phenotypes have to be measured precisely and reliably; a discipline
called phenomics devoted to large-scale precision phenotyping is currently
the area of intensive research activity.

Molecular markers tightly linked to the desired traits can be used for MAS
to select for the genes governing the concerned traits, recover the recurrent
parent genotype in backcross programs as well as to eliminate linkage drag,
wherever required. Innovative breeding schemes are being designed to facili-
tate an efficient utilization of resources and to maximize gains from the marker
technology. For example, marker-assisted recurrent selection (MARS) is being
used for the improvement of quantitative traits, including yield, and up to three
generations can be raised in a single season using off-season nurseries or a
phytotron. The comprehensive scheme of genomic selection has been pro-
posed for the selection of all genomic regions influencing the traits of interest,
whether or not they show significant association with the trait phenotype. An
ambitious breeding scheme, breeding by design, has been proposed to accu-
mulate all the positive alleles for all the relevant traits into a single genotype
that may be expected to have an outstanding performance. Similarly, a reverse
breeding scheme for isolation of complementing inbred pairs from any heter-
otic hybrid combination has been patented.

Molecular markers have found a variety of other applications, including
genetic diversity analysis, phylogenetic studies and construction of heterotic
pools. Markers enable unambiguous identification of lines/varieties and facili-
tate seed certification and PBR (plant breeder rights) implementation. Tightly
linked markers provide the basis for fine mapping and positional cloning of
genes, which enables generation of information on gene function and regula-
tion, as well as production of transgenic lines expressing the traits of interest.
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A successful integration of molecular marker technology in plant breeding
would require a low-cost, user-friendly marker systems amenable to high-
throughput marker genotyping. Considerable effort is currently focused on
the development of low-cost marker identification and genotyping platforms,
including genotyping strategies that reduce the volume of genotyping work
and/or combine marker discovery with marker genotyping without greatly
sacrificing the amount of information obtained. The exciting developments
in the above areas are generating new information and concepts/ideas with
concomitant creation of specialized terms and phrases that together consti-
tute the discipline of ‘marker-assisted plant breeding’.

The chief constraints that limit the integration of molecular markers as a
common tool in plant breeding are relatively higher cost of marker
genotyping, and the fact that marker technology may appear unfamiliar to
those trained in conventional plant breeding. There is continuous generation
of new information, concepts/ideas and, inevitably, terminology related to
molecular markers and their applications for achieving plant breeding
objectives. Further, the marker technology has triggered innovations in
breeding strategies and methods and has necessitated the creation of statisti-
cal and bioinformatics tools for data processing to facilitate their use for
timely decision making. Plant breeding students need to be exposed to the
various concepts, procedures and techniques relevant to the field in order to
be able to appreciate the opportunities and the limitations of various options
offered by the marker technology. It is encouraging that most educational
institutions are introducing courses devoted either fully or partly to molecular
markers.

The book ‘Marker-Assisted Plant Breeding, Principles to Practice’ is
designed for such students who have had little or no exposure to molecular
markers, but have a basic knowledge of genetics and plant breeding, and
some exposure to molecular biology. This book will also be useful for
teachers, research workers and practicing plant breeders. We have attempted
to explain the basic principles, procedures and techniques of marker technol-
ogy and provide, in brief, the up-to-date information on various aspects in a
clear and easily comprehendible manner. Figures and line drawings are
provided to highlight the chief features of important procedures/schemes/
concepts with a view to facilitate their understanding by the students. In the
first chapter, the field of marker-assisted plant breeding is introduced and
placed in the proper perspective in relation to plant breeding. The next three
chapters describe the various molecular marker systems, while mapping
populations and procedures, including high-throughput genotyping and
phenotyping, are discussed in the following five chapters. Four chapters are
devoted to various applications of molecular markers, including MAS, diver-
sity analysis, positional cloning, etc. The last two chapters provide informa-
tion about relevant bioinformatics tools and phenomics.

Varanasi, UP, India Brahma Deo Singh
New Delhi, Delhi, India Ashok Kumar Singh
November 25, 2014
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1.1 Introduction
The development of agriculture, i.e., the cultiva-
tion of some selected plant species, was perhaps
the most important turning point in human history.
As food availability from crop cultivation would
have increased, the need for hunting and gathering
would have declined. As a result, there would
have been a shift from the nomadic to the settled
lifestyle. As the uncertainty of food availability
would have declined, more and more time would
have become available for activities that form the
basis of our civilization and culture. Agriculture
would also have encouraged innovation in both
tools and methods to support the crop cultivation
and associated activities. There would have been
conscious, albeit unplanned, effort to select plants
with desirable features for planting in the next
season. Planned and systematic selection efforts
began during the nineteenth century, and plant
breeding activities began to acquire a scientific
framework with the rediscovery of the Mendel’s
laws of inheritance. Plant breeding has become a
highly organized activity and is credited with dra-
matic increases in agricultural production. In
many countries, plant breeding has developed
into a highly successful industry. However, the
gains in agricultural production have been negated
mainly by population growth and, of late, climate
change, making it necessary to develop improved
crop varieties more efficiently and rapidly.

One of the chief limitations of the breeding
methods is that the decision about the worth of

different lines and even individual plants has to
be based on their phenotypes. This has been
recognized for a long time to reduce the effi-
ciency of breeding methods and, in some
situations, to delay the development of improved
varieties. Therefore, a systematic and sustained
search for easily scorable markers that could be
used for a reliable indirect selection for target
traits was initiated. This search began with mor-
phological traits and eventually led to the
development of DNA-based molecular markers.
These markers allow the identification and
mapping of the desired genes and an efficient
indirect selection for the target traits. They have
also motivated the development of novel breed-
ing approaches for fully exploiting the potential
of marker technology. Thus, the integration of
molecular markers in plant breeding activities
has given rise to the new discipline described
as “smart breeding,” “molecular breeding,” or
“marker-assisted breeding.” The crop varieties
developed by marker-assisted breeding are
often referred to as ‘Super Organics’.

Domestication: The Evolution
of Crop Plants

1.2

The present-day crop species have evolved from
wild weedy species. This evolution began about
11,000 years ago when humans chose a relatively
small number of wild species for growing them
under human management, i.e., domestication.
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The cereals, legumes, and plant species used for
their fruits and roots were the first to be
domesticated. The exact series of events during
domestication is not well known, but a strong
selection pressure seems to have been exerted
by the humans in the domesticated populations.
As aresult, rapid and radical changes occurred in
these populations causing them to diverge from
their progenitor wild species and, ultimately, to
evolve as our present-day crop species. The crop
plants seem to have been domesticated in six
different regions of the world. Yet the sets of
traits selected for in the various domesticated
plant species, i.e., the domestication syndrome
traits, are largely similar. Almost all the impor-
tant crop species were domesticated early in the
history of agriculture, and only few crops have
been domesticated during the recorded history.
However, domestication continues to be rele-
vant, and the current focus is on species having
desirable features for biofuel production. Selec-
tion would have led to a progressive decline in
the genetic variability present in the
domesticated populations. This trend has
continued with the modern plant breeding
schemes, which usually exploit crosses among a
small number of related elite lines (Singh 2012a).

1.3  Plant Breeding

Plant breeding aims at changing the genetic con-
stitution of crop plants to make them more useful
to humans. In view of this, plant breeding has
been often described as “plant evolution directed
by man.” The main outcome of plant breeding
are improved cultivars or varieties having supe-
rior agronomic features, higher yield potential
and/or better produce quality. The improved
crop varieties have been the chief contributors
to the large increases in agricultural production
during the past several decades. However, hun-
ger and malnutrition continue to afflict about
10 % of the human population; they claim more
human lives each year than AIDS, tuberculosis,
and malaria combined together. The world
human population has been increasing at a rapid
rate since the industrial revolution around early
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19th century, and it crossed the 7.2 billion mark
in April 2014. It is projected to reach eight billion
by the year 2024 and to cross nine billion by the
year 2042 (http://www.worldometers.info/world-
population/#pastfuture). About 90 % of the popu-
lation increase will take place in the developing
countries where food and water are already in
short supply. Cereals are grown on more than
half of the global cropped area. The annual
growth rate of global cereal production was
over 3 % during the 1970s. It declined to 1 %
per year during the 1990s and to zero between
2000 and 2003, but it rose to over 2 % toward the
end of the first decade of the twenty-first century.
The rate of growth in global yields of pulses and
root crops has been well below 1 % per year during
the last five decades (http://www.fao.org/docrep/
018/i3107¢/i3107e03.pdf). Therefore, continued
growth in agricultural production at a sufficient
rate to avert large-scale food shortage is regarded
as one of the greatest challenges for plant
scientists during the twenty-first century.

1.3.1 Major Developments in Plant

Breeding

Plant breeding may be considered to have begun
with the domestication of a small number of
promising wild species. Planned selection for
superior plant types began around the second
decade of the nineteenth century, and several
excellent varieties of cereals were evolved.
Plant hybridization dates back to 1717 when
Thomas Fairchild crossed carnation with sweet
William. Hybridization has been extensively
used for creating genetic variation, and it
continues to be the dominant method for this
purpose. Distant hybridization, including
somatic hybridization, has been used to access
genes/alleles present in the wild relatives but not
available in the cultivated germplasm (Singh
2012a). It has been argued that many crops
would have lost their commercial status without
the support from their wild relatives. Genetic
variation has also been created by mutagenesis
and through somaclonal variation generated by
tissue culture. Both auto- and allopolyploidy
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have been evaluated for their usefulness, and a
new allopolyploid crop species, triticale, has
been developed. The recombinant DNA technol-
ogy enables transfer and expression of specific
genes into plants (Sect. 1.5). The above activities
create genetic variation to be utilized by selec-
tion for developing genotypes with superior
characteristics. The selected genotypes are
evaluated in replicated trials, preferably, over
locations and years to ascertain their superiority
over the existing varieties. A new superior geno-
type is finally multiplied and distributed for com-
mercial cultivation.

1.3.2 The Genotype and Phenotype

Genotype describes the allelic constitution of an
individual at one or more loci, while phenotype is
the observable expression of one or more traits.
The concept of genotype and phenotype was
articulated by Johannsen in 1909, but it was
reflected in the progeny test used by the breeders
and elaborated by Vilmorin during the 1850s.
The findings of Mendel showed that the
phenotypes of qualitative traits are good
indicators of the genotypes at the concerned
loci. But some of the individuals with the domi-
nant phenotype for a trait breed true, i.e., are
homozygous, while others behave as hybrid,
i.e., are heterozygous, and produce both domi-
nant and recessive phenotypes in their progeny.
The progeny test reveals the homozygous or het-
erozygous state of the concerned loci as well as
the extent of the environmental effect on the
phenotype (Singh 2012a). The latter is particu-
larly relevant for quantitative traits because their
phenotypic expression is affected by the environ-
ment and, often, an interaction between the geno-
type and the environment. Thus, the phenotype
can be expressed by the following equation:

P=u+G+E+(GxE)  (1.1)

where P is the phenotype of a quantitative trait, y is
the population mean, G is the effect of genotype of

the concerned individual, E is the effect of environ-
ment on expression of the trait, and (G x E) is the
interaction component between the genotype and
the environment. A precise estimation of G, E and
G x E components of the phenotypic variation for
different quantitative traits is one of the continuing
quests of plant breeding.

1.3.3 Genetic Variation: Qualitative
and Quantitative Inheritance

The genetic variation present in a population is
observable as differences in trait phenotypes of
the individuals in a given population. The vari-
ous traits of an organism can be grouped into the
following two categories: (1) qualitative and
(2) quantitative traits. In general, each qualitative
trait is governed by one or few major genes or
oligogenes, each of which produces a large effect
on the trait phenotype (Singh 2012a). Mendel
analyzed the inheritance of qualitative traits to
formulate the laws of segregation and indepen-
dent assortment. When a trait is governed by two
or more genes, they may interact in various ways
to produce different phenotypic ratios in F,. The
phenotypic expression of oligogenes is generally
little affected by the environment. Therefore, the
individuals can be grouped into distinct classes
on the basis of trait phenotype, which often
serves as good indicator of the genotype at the
concerned locus (Table 1.1). However, some
oligogenes require a specific environment, i.e.,
a threshold environment, for their expression;
such traits are called threshold characters. For
example, the phenotypic expression of a disease
resistance gene can be assessed only when the
concerned pathogen comes in contact with the
plants, and the environmental conditions are
favorable for disease development. It was once
believed that each oligogene affects a single trait,
but many of them are known to affect multiple
traits; this is known as pleiotropy. In general, the
expression of the wild-type allele is not affected
by the normal range of variation in the environ-
ment and the genetic background. However, the
expression of mutant alleles is often influenced
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Table 1.1 The classical view of qualitative and quantitative traits

Feature

Number of genes involved One or few
Genes are known as

Effect of each gene on trait phenotype Large
Effect of other genes affecting the trait
Effect of environment on trait phenotype  Usually, little*
Effect of the genetic background
Trait variation Discontinuous
Individuals grouped into distinct
phenotypic classes

4Some traits have threshold requirement

Qualitative trait

Oligogenes or major genes
Various types of gene interaction
Generally, little"

Almost always®

Quantitative trait

Many

Polygenes

Small

Cumulative and epistatic gene effects
Small to large

Generally, considerable

Continuous

Never

"Modifying genes are known to affect the expression of, generally, mutant alleles of oligogenes. The expressions of the
wild-type alleles of oligogenes are generally well adjusted to the normal range of variation in the genetic background
“Some mutant alleles exhibit variable expressivity in response to the environment and the genetic background. This
generates almost continuous variation in the phenotype of the concerned qualitative trait

Table 1.2 The current view of qualitative and quantitative traits

Qualitative/ Distribution ~ Phenotypic variation
quantitative trait in Fy explained (%)
Qualitative Discrete 100
Semi-quantitative ~ Discrete 100

Quantitative Continuous >50

Quantitative Continuous 25-50

Quantitative Continuous <25

Based on Mackill and Junjian (2001) and Babu et al. (2004)

by changes in the environment as well as the
genetic background.

Most of the traits of biological as well as
economic significance, however, show continu-
ous variation, and the individuals cannot be
grouped into distinct phenotypic classes; these
traits are called quantitative or metric traits. In
1908, Nilsson-Ehle proposed the multiple factor
hypothesis, which provided the basis for poly-
genic inheritance of quantitative traits. It is pre-
sumed that each polygene has a small effect on
trait phenotype, and the effects of all polygenes
affecting a trait are cumulative (Table 1.1). It is
now recognized that polygenes show dominance
and epistatic gene actions in addition to their
additive effects. The continuous variation of
quantitative traits is explained to be the result of
polygenic control, and the effects of the environ-
ment and the genetic background on the

Example Governed by

Blast resistance in rice, opaque Major gene or

kernels in maize oligogene
Semi-dwarfism (sd/) in rice Oligogene
Submergence tolerance (subl) Oligogene

in rice; most biochemical traits
Stem rot resistance in rice Large effect QTL

Most agronomic and physiological ~ QTLs

traits

expression of polygenes. In fact, even monogenic
traits tend to show continuous variation due to
the environmental effects on their expression
(Singh 2012a). The current view of qualitative
and quantitative traits is based almost exclu-
sively on the extent of phenotypic variation
explained by the concerned gene(s) (Table 1.2).

The most important outcome of the differen-
tial environmental effects on qualitative and
quantitative traits concerns their response to phe-
notypic selection. In case of qualitative traits,
phenotypic selection is relatively simple and
highly effective. But in case of quantitative traits,
the effectiveness of phenotypic selection
depends primarily on heritability of the trait.
Heritability is the proportion of genetic variance
for a trait to its phenotypic variance. But in case
of segregating generations, the appropriate mea-
sure of heritability will be the ratio of additive
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genetic variance to the phenotypic variance for
the trait. The heritability is reflected in the effect
size of the QTL (quantitative trait locus)
governing the trait. A QTL, in simple terms, is
the genomic region that is involved in the control
of a quantitative trait. However, a single QTL
may have one or more genes affecting the
concerned trait. Selection is generally effective
for quantitative traits governed by one or few
QTLs with large effects. But selection is nearly
ineffective for traits that have moderate to low
heritability and are governed by several small
effect QTLs. Most of the traits of economic
interest, including yield, seem to belong to the
latter category (Singh 2012a).

In spite of the limitations of phenotypic selec-
tion, conventional plant breeding has been
remarkably successful in improving our crop
species. A large number of varieties with
improved characteristics, including yield and
produce quality, have been developed in each
crop species. The breeding strategies and the
genetic makeup of the improved varieties depend
primarily on the modes of reproduction and pol-
lination of the concerned crop. In self-pollinated
crops, the varieties are generally pure lines,
hybrid varieties are common in cross-pollinated
crop species, and clones are used for commercial
cultivation in asexually propagated crops.

1.3.4 Contributions: Pure Line
Varieties

A pure line is the self-pollinated progeny of a
single homozygous plant of a self-pollinated spe-
cies. As a result, all the individuals within a pure
line have identical genotype, and the phenotypic
variation observable in a pure line is
nonheritable. The pure line concept was devel-
oped by Johannsen in 1903 on the basis of the
results of selection for seed size in common bean
(Phaseolus vulgaris), a self-pollinated species.
Self-pollinated species show <5 % natural
cross-pollination. The most important outcome
of self-pollination is the progressive increase in
homozygosity with the generation. As a result,
populations of self-pollinated species eventually

become mixtures of pure lines. Initially, self-
pollinated crops were improved by individual
plant or pure line selection that utilized the
genetic variation existing in their populations.
Subsequently, hybridization between selected
lines/genotypes was used to create the desired
genetic variation, and the pedigree method was
the most widely used selection scheme for
isolating superior pure lines. In this scheme,
individual plants are selected till they become
homozygous by, say, F's or Fg. But in the bulk
method, the population is grown in bulk till F¢ or
later; individual plants are then selected to isolate
pure lines (Singh 2012a). The bulk scheme has
been used to a limited extent, but it is receiving
renewed interest as marker-evaluated selection
(Sect. 9.11.8). A variant of the bulk scheme, the
single-seed descent (SSD) method, is widely
used for isolating a mixture of pure lines, e.g.,
recombinant inbred lines (Sect. 5.8), from appro-
priate crosses. The above breeding schemes
allow selection for new genotypes that may be
superior to the parents of the cross (transgressive
breeding). The backcross breeding scheme, how-
ever, is designed for transferring one or a few
genes from an otherwise undesirable genotype
(the donor parent) into a popular variety deficient
in the concerned traits (the recurrent parent).
Thus, the end product of a backcross program is
the recurrent parent without the defect(s) that
were corrected by the introgressed gene(s). The
above breeding schemes have supported around
1-3 % annual increase in the yields of the three
main cereals, viz., rice, maize, and wheat.

1.3.5 Contributions: Hybrid Varieties

The cross-pollinated crops are essentially ran-
dom mating and may show up to 100 % cross-
pollination. As a result, they are highly heterozy-
gous and show loss in vigor and fertility as a
result of inbreeding (inbreeding depression).
The genetic constitution of such populations is
described in terms of gene and genotype
frequencies. When such a population is at equi-
librium for a gene with two alleles, the
frequencies of the three genotypes at this locus
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are p, 2pq, and ¢°. Selection in such a population
is expected to increase the frequencies of
selected alleles. Therefore, the mean of
concerned traits would change in the direction
of selection. But mass selection and line-
breeding schemes like ear-to-row method were
ineffective in increasing the yields of maize
populations. It was realized that this ineffective-
ness was mainly due to the low heritability of
traits like yield and an increase in the level of
inbreeding of the selected populations. There-
fore, schemes using progeny test as the basis of
selection and a mating scheme designed to mini-
mize inbreeding were developed. The three
recurrent selection schemes are the most elabo-
rate and perhaps the most effective of the various
selection schemes. These schemes involve
selfing as well as crossing of the phenotypically
superior plants to a tester, evaluation of the test-
cross progeny in replicated trials and final selec-
tion of the plants on the basis of progeny test. The
selfed seeds from the selected plants are grown
separately, and their progeny are intermated in
all possible combinations to generate the selected
version of the population. Thus, each selection
cycle of these schemes requires 2—-3 years. In
general, selection has been used to increase the
frequencies of desirable alleles in open-
pollinated populations, from which superior
inbreds have been isolated (Singh 2012a).

The ineffectiveness of the early selection
schemes prompted the use of F; hybrids for
commercial cultivation. Initially, crosses
between open-pollinated populations were used
as hybrid varieties. But in 1909, Shull suggested
the use of inbreds, isolated from open-pollinated
populations, for the production of hybrid
varieties. The first commercial hybrid variety of
maize, Burr Leaming Dent, was released in the
USA in 1922. Maize hybrids were slow to gain
popularity, but by 1950s they had completely
replaced the open-pollinated varieties in the
USA. Hybrid varieties are the best means of
exploiting heterosis, which signifies the superi-
ority of a F; hybrid over its parents. Self-
pollinated crop species also show heterosis, and
hybrid varieties are in commercial cultivation
wherever hybrid seed production is not a
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constraint. It may be pointed out that the genetic
and biochemical/physiological bases of heterosis
are far from clear, but its commercial exploita-
tion has been quite rewarding (Singh 2012a).

Several of our crops are often cross-pollinated
as they show more than 5 % cross-pollination.
The genetic makeup of these crops is regarded as
intermediate between those of self- and cross-
pollinated species. Therefore, both pure line and
hybrid varieties of these crops are used for com-
mercial cultivation.

1.3.6 Contributions: Clones

Many of our crops like potato, sweet potato,
sugarcane, etc. are asexually propagated. These
crops, often called clonal crops, are not exposed
to segregation and recombination, which are the
inevitable consequences of sexual reproduction.
As a result, clonal crops are highly heterozygous
and show severe inbreeding depression. These
crops offer a unique advantage as any plant
with desirable features can be asexually
propagated to obtain a superior clone. A clone
is asexual progeny of a single asexually
reproducing plant. Therefore, all the plants in a
clone have the same genotype, and the pheno-
typic variation within a clone is nonheritable.
The improvement of clonal crops usually
involves selection of individual plants from a
variable  population  (clonal  selection),
hybridization followed by individual plant selec-
tion and/or mutagenesis coupled with selection.
The chief problems in breeding of clonal crops
are reduced flowering and fertility, perennial life
cycle (in many cases) and difficulties in genetic
analyses (Singh 2012a).

1.3.7 Limitations of Phenotype-Based
Plant Breeding

The decisions in conventional plant breeding are
based on phenotypic evaluation for the target
traits. The value of a quantitative trait phenotype
for selection depends on the heritability of the
trait. Therefore, quantitative traits have to be
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evaluated in replicated trials preferably conducted
under different environments. This increases the
evaluation costs and limits the trials to such
locations and seasons that allow meaningful
expression of the concerned traits. Therefore,
off-season nursery and greenhouse facilities can-
not be used for selection for traits like yield (Singh
2012a). Further, traits like fruit/seed characteristics
and yield can be evaluated only at maturity. As a
result, the selected plants cannot be used for
hybridization in the same generation/season. The
phenotypic evaluation for many traits may require
specific environments, including inoculation with
a specific race of the concerned pathogen. The
creation of some environments may be difficult
or demanding. In addition, phenotypic evaluation
for some traits may take time, may be tedious or
may be expensive. In some cases, the results from
phenotypic evaluation may not be reliable due to
the environmental effects.

One of the chief limitations of phenotype-
based breeding is the nonavailability of an effec-
tive selection scheme during the early
segregating (F,—F,) generations from crosses.
Since individual plants are selected in these
generations, selection is effective only for highly
heritable traits. Another major limitation relates
to the selection of parents for hybridization for
the improvement of quantitative traits. A variety
of approaches based on performance of the
parents themselves or of the progeny (F; or a
later generation) from their crosses have been
proposed, but none of them is effective in all
the cases (Singh 2012a).

1.4  The Growing Food Needs

The world human population has been increasing
at arapid rate. It crossed 7.2 billion in April 2014
and is expected to reach nine billion by 2042
(http://www.worldometers.info/world-popula
tion/#pastfuture). It has been projected that
yields of rice, maize, and wheat must increase
by at least 70 % before 2050 to feed the increas-
ing human population (Furbank and Tester
2011). In the past, agricultural production
increased due to the combined effects of

improved crop varieties; increased use of inputs
like fertilizers, pesticides, and irrigation water;
and increased area of cultivation. But the
increase in agronomic inputs cannot continue
for long as freshwater reserves and petroleum
resources (used for fertilizer and pesticide pro-
duction) are steadily declining, and the costs of
both fuel and fertilizer are on the rise. According
to an estimate, nearly 70 % of the world’s fresh
water extracted for human use is utilized for
agriculture, and the demand for water is expected
to increase substantially with time. At the same
time, the high-input agricultural practices are
known to cause environmental pollution.

It may be added that a part of the existing
farmland is being used for urban expansion and
other developmental activities. The increased use
of irrigation water and chemical fertilizers is
causing salinization of the cultivated areas:
about 30 % of the arable land may become
salinized by 2025, and this figure may rise to
50 % by 2050. In addition, water stress and
desertification are also reducing the area of ara-
ble land. Therefore, the total cultivated area can
be increased mainly by using forest land for
cultivation, which is not desirable. The global
climate change is expected to cause a steady
rise in temperature and unpredictable precipita-
tion leading to moisture stress and reduced crop
yields (Reynolds et al. 2009). There is some
evidence that climate change is leading to altered
prevalence of plant diseases, evolution of new
pathotypes, and increased activities of insect
pests; these changes would reduce crop yields.
In addition, many insect pests are becoming
resistant to insecticides, and many of the effec-
tive insecticides are now banned. The modern
agricultural practices are perceived to encourage
soil erosion, loss of fertility, and reduced biodi-
versity. It is feared that their continued use would
lead to a serious degradation of the environment
(http://www .foodsecurity.ac.uk, Collard and
Mackill 2008). Another factor affecting food
availability is the diversion of food grains for
biofuel production. In 2007-2008, about 10 %
of the global coarse grain production was used
for making ethanol (Sticklen 2007). In addition,
increasing crop areas may be expected to be
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diverted for cultivation of designer crops for
producing specific biochemicals. Finally, there
is an increasing demand for meat and meat
products, especially in the developing world.
The increased meat production will further strain
food availability as increasingly greater
quantities of food grains will be used as feed
for the meat-producing animals (http://www.
foodsecurity.ac.uk).

Thus, the genetic improvement of crops seems
to be the most viable approach to enhance agri-
cultural production. It will be necessary to
develop new high-yielding genotypes that com-
bine high yield potential with yield stability
under abiotic and biotic stresses. A possible pos-
itive impact of climate change on crop yields
might be through the beneficial effects of
enhanced CO, levels on photosynthesis. But the
modern crop varieties show poor responses to
elevated CO, levels, and there is large within
and between species variation for this response.
Therefore, efforts should be made to develop
“smart” crop genotypes capable of taking full
advantage of the environment generated by the
climate change (Zisca and Bunce 2007; Tester
and Langridge 2010; Furbank and Tester 2011).
But the annual increase in cereal yields as a result
of conventional breeding has declined consider-
ably and has reached a plateau. During
19972010, the annual increase in cereal yields
was almost one third of that between 1960 and
1980 (Fischer et al. 2014). Thus, the traditional
breeding programs do not seem to be capable of
meeting the projected demands for agricultural
production. It has been suggested that exploita-
tion of the genomics resources by the transgenic
and the molecular marker technologies might
offer solutions to the current challenges in plant
breeding.

1.5 The Transgenic Technology:

Lukewarm Social Response

A gene introduced into an organism by recombi-
nant DNA technology is known as transgene,
and a plant expressing such gene(s) is called
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transgenic plant. The transgene is integrated
into a suitable plant expression vector and then
introduced into the plant cells using a suitable
transformation technique like Agrobacterium
coculture or particle gun acceleration. The
expression vector has all the regulatory
sequences required for efficient gene expression
in plants. It also has a selectable reporter gene for
the selection of the transformed plant cells. The
putative transgenic plants obtained from the
transformed cells are intensively evaluated for
the expression of the transgene and for agro-
nomic performance. All transgenic plants are
subjected to the required biosafety assays,
including toxicity and allergenicity tests. The
findings from these evaluations are considered
by the regulatory authorities before the trans-
genic plants are approved for commercial culti-
vation. The transgene may encode a protein that
itself is the desired product, or it may by itself
generate a desirable phenotype, e.g., the Cry
protein specifying insect resistance in Bt crops.
The transgene-encoded protein may participate
in a biosynthetic pathway and modify it in
various ways, and a group of transgenes may
be expressed in concert to introduce a novel
pathway and generate a novel product. Finally,
the expression of an endogenous gene may be
blocked to produce a desirable phenotype, e.g.,
suppression of the polygalacturonase gene in
Flavr Savr transgenic tomato. The transgenic
plants are modified for the target traits in a highly
specific and efficient manner. Therefore, the
transgenic technology is regarded as a clean tech-
nology for directed genetic modifications (Singh
2012b).

Transgenic plants for plant breeding use are
being developed since 1980s. The “Flavr Savr”
tomato was the first transgenic to be approved in
1994 for commercial cultivation. The cultivation
of transgenic varieties began in 1996 on 1.7
million hectares (Mha), of which >88 % was in
the USA. In 2012, transgenic crops were grown
in 28 countries in 170.3 Mha (>11 % of the
global cropped area). But >91 % of this area
was located in merely five countries (the USA,
Brazil, Argentina, India and Canada), and USA
alone accounted for 40.8 % of the area
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under transgenic varieties. Similarly, transgenic
varieties belonging to merely four crops, viz.,
soybean, maize, cotton, and canola, were grown
in >99 % of the area under the transgenic crops.
In addition, only two modified traits, viz., herbi-
cide tolerance and insect resistance, together
accounted for ~98 % of the area under transgenic
genotypes. Although 124 new transformation
events are likely to be commercialized by 2015
as compared to only 40 events released so far,
they will expand the range of modified traits and
crop species only slightly. In general, cultivation
of transgenic crops is associated with a small but
significant increase in yield, and a reduction in
the use of all types of inputs like capital, labor,
energy, pesticides, etc. The transgenic crops are
estimated to generate large economic benefits
that are distributed among the farmers, the
processors/consumers and the concerned bio-
technology companies (Lusser et al. 2012a).

A variety of safety concerns have been raised
against the transgenic crops, including (1) risks
to human health due to toxicity and allergenicity
of the transgene products and transfer of the
antibiotic resistance markers to gut microflora,
(2) transgene transfers to the wild weedy
relatives of crops making them more persistent
and noxious, (3) persistence of the transgenics
themselves as weeds, (4) transgene transfers to
the microflora, (5) detrimental effects on the
nontarget flora and fauna, and (6) contamination
of non-GM (non-genetically modified) food. In
order to address these and other concerns, many
countries enacted new legislation during the
1980s and 1990s. These legislations regulate the
experimental evaluation and commercial release
of the transgenic plants and the import and mar-
keting of their seed. They also include rules
governing comprehensive risk assessments for
environmental and food and feed safety. More
recently, studies on the socioeconomic impact of
the transgenics have been added as an additional
requirement to help the policymakers. While
environmental and health risk assessments are
mandatory, the socioeconomic assessment is
optional. The consumer acceptance of GM food
has been one of the major issues in the adoption
of transgenic crops. For example, the consumers

in European Union prefer non-GM food, and the
level of this preference rises with income and
education of the consumers. However, when
GM food products are kept on the shelves, the
European Union consumers tend to buy them.
The general policy of European food industry is
to avoid GM raw materials. In the USA and
Canada, the segregation of GM and non-GM
crops/foods is not explicitly regulated, and the
issues related to contamination by GM food are
settled between the involved parties (Lusser
et al. 2012a).

It may be pointed out that new technologies
are being devised for use as tools in breeding
programs; these technologies facilitate the crea-
tion of the desired genetic variation and the real-
ization of breeding objectives. In these
technologies, transgenics constitute only an
intermediate step and are not represented in the
end product. Therefore, it is hoped that products
from these technologies will find much greater
consumer acceptance than transgenic crops.
Some of the new technologies already being
used by the commercial breeding programs are
as follows: zinc-finger nuclease technology,
oligonucleotide-directed mutagenesis, cisgenesis
and intragenesis, RNA-dependent DNA methyl-
ation, grafting on transgenic rootstocks, reverse
breeding, etc. The traits targeted for improve-
ment include both simply inherited agronomic
traits as well as complex traits. In many breeding
programs, varieties developed by the new
technologies are expected to reach commercial
cultivation around 2015. Further, many newer
methods like targeted mutagenesis using, say,
engineered meganucleases are being developed
(Lusser et al. 2012b).

Thus, the contributions of transgenic technol-
ogy have been remarkable, and its potential for
generating novel useful genotypes is immense.
But its overall impact on the global agriculture
remains limited to few crops and traits, and the
transgenic varieties are cultivated in a small num-
ber of countries on only 10 % of the world
cropped area. In view of this, the molecular
marker technology remains the only widely
acceptable approach for supplementing the plant
breeding efforts in meeting the global food needs.



Molecular Markers: Selection
Made Easy and More Reliable

1.6

The efforts for detection and localization of
polygenes began soon after the mechanism
of inheritance of quantitative traits was
established. In 1923, Sax reported linkage
between seed coat color (a qualitative trait) and
seed size (a quantitative trait) in common bean.
Subsequently, Thoday (1961) used elaborate
cytogenetic techniques coupled with genetic
analyses to map QTLs for several quantitative
traits in Drosophila melanogaster. In these stud-
ies, association between oligogenic characters,
used as markers, and quantitative traits was
used to detect and localize the concerned
polygenes. Subsequently, protein-based markers
like isozymes were developed, and they
generated considerable interest and expectations.
But the number of useful protein-based markers,
like that of morphological markers, in a given
species is rather limited. In 1980, Botstein and
associates described the concept underlying the
use of restriction fragment length polymorphism
(RFLP) for linkage mapping in humans. The
RFLP technique was soon used in a variety of
biological investigations, including linkage
mapping. In fact, RFLP became the marker of
choice, and it remains the standard reference
marker even today. The development of polymer-
ase chain reaction (PCR) technique in 1985 trig-
gered the search for more convenient PCR-based
markers, and several such markers were discov-
ered (Table 1.3). The simple sequence repeat
(SSR) markers offered several advantages over
RFLPs and soon became the most widely used
marker system. The genome-sequencing projects
revealed the existence of single nucleotide varia-
tion, i.e., the single nucleotide polymorphism
(SNP), in the genome sequences of different
individuals. The SNPs have been found to be the
most abundant DNA sequence polymorphism.
The SSR markers have now been replaced by
SNP marker system, which is the current marker
of choice due to its abundance and amenability to
high-throughput genotyping.

Molecular markers have been used to construct
high-density linkage maps and for the detection of
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QTLs and their mapping to specific genomic
regions. Linkage mapping is generally based on
genotypic and phenotypic analyses of a suitable
mapping population constructed by crossing two
lines differing for the target trait. In addition,
collections of germplasm lines/breeding lines
and samples drawn from natural populations can
be analyzed to detect marker-trait associations.
Once close linkage between a marker and a trait
of interest is established, the marker genotype can
be used as the basis for indirect selection for the
target gene/QTL, i.e., marker-assisted selection
(MAS). MAS has limited the role of phenotypic
evaluation to the establishment of marker-trait
linkages and the evaluation of products of MAS
before their release for cultivation. The determi-
nation of molecular marker genotypes is virtually
error-free and independent of the developmental
stage of the plants, and the prevailing environ-
ment. The analysis of marker genotype is gener-
ally much easier than phenotypic evaluation for
many target traits and is amenable to moderate to
high/very high throughput. Thus, DNA markers
provide a much easier and highly reliable means
of indirect selection for such traits that are
affected by the environment and/or whose pheno-
typic evaluation is tedious/time consuming or
expensive.

Molecular markers have been generally used
to facilitate target gene introgression using the
backcross scheme (marker-assisted backcrossing,
MABC). MABC also facilitates the recovery of
recurrent parent genotype and the elimination of
donor parent genome flanking the target gene for
minimizing linkage drag. MABC is well suited
for introgression of oligogenes and large effect
QTLs for defect correction of an otherwise supe-
rior variety that is used as the recurrent parent.
Marker technology has prompted the develop-
ment of ingenious breeding schemes designed
to accumulate QTLs for various traits. For
example, the marker-assisted recurrent selection
(MARS) scheme is designed for the accumula-
tion of QTLs with significant effect on the target
trait, while genomic selection (GS) aims to
accumulate all the QTLs affecting the trait
irrespective of whether their effects are signifi-
cant or not. The two major advantages of
MAS are as follows: (1) the selected plants can
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Table 1.3 A chronology of the development of molecular markers and their major applications

Year
1980

1985
1989
1989
1990
1990
1990
1991
1991

1993
1993
1994
1994

1996
1997

1998
1998
2001

Development

Botstein and coworkers: described the approach for using RFLP (restriction fragment length polymorphism) for
the preparation of human linkage map

Saiki and colleagues: first demonstration of PCR (polymerase chain reaction)

The SSCP (single-strand conformation profile/polymorphism) technique described by Orita and coworkers
Sequence-tagged site (STS) markers reported by Olson and coworkers

Development of AP-PCR (arbitrary primed PCR) technique by Welsh and McClelland

Microsatellite markers

Development of RAPD (randomly amplified polymorphic DNA) technique by Williams JGK and coworkers
Development of DAF (DNA amplification fingerprinting) technique by Caetano-Anolles and associates

Allele-specific technique CAPSs (cleaved amplified polymorphic sequences) by Williams MNV and coworkers
and Konieczny and Ausubel; named as CAPS by Konieczny and Ausubel (1993)

SCAR (sequence-characterized amplified regions) markers developed by Paran and Michelmore
Development of AFLP (amplified fragment length polymorphism) technique by Zabeau and Vos
Inter-simple sequence repeat (ISSR) markers described by Zietkiewicz and coworkers (Zietkiewicz et al. 1994)

RAMPO (random amplified microsatellite polymorphism) technique for the detection of minor amplicons of
AP-PCR by Wu KS and coworkers

cDNA-AFLP (copy DNA-AFLP) developed by Bachem and associates (Bachem et al. 1996)

Retrotransposon-based techniques like S-SAP (sequence-specific amplification polymorphism), IRAP (inter-
retrotransposon amplified polymorphism), and REMAP (retroposon-microsatellite amplified polymorphism) to
detect genome-wide polymorphism

Allele-specific technique dCAPS (derived cleaved amplified polymorphic sequence) by Michaels and Amasino
Resistance gene analogue markers by Chen and associates
SRAP (sequence-related amplified polymorphism) technique for the detection of polymorphism in ORFs (open

reading frames) by Li and Quiros
2002
2003

COS (conserved orthologous set) markers by Fulton and coworkers
TRAP (target region amplification polymorphism) technique for the detection of polymorphism in regions

surrounding the targeted exons reported by Hu and Vick

2004
2009
2009
2009
2014

be used for hybridization in the same season, and
(2) the populations grown in off-season
nurseries/greenhouses can be subjected to selec-
tion for even traits like yield, which should oth-
erwise be assessed only in the target
environment. These features of MAS have
speeded up the development of varieties by a
factor of 2-3.

Molecular markers are being used for genetic
diversity analyses and to aid an effective conser-
vation and utilization of genetic resources.
Marker-gene/QTL linkage has been exploited
for cloning and characterization of the concerned
genes. It is expected that molecular marker-based
genetic analyses would generate further insights

Intron-targeting polymorphism (ITP) markers developed by Choi and coworkers

CDDP (conserved DNA-derived polymorphism) markers devised by Collard and Mackill

SCoT (start codon targeted polymorphism) markers developed by Collard and Mackill

CoRAP (conserved region amplification polymorphism) markers reported by Wang and coworkers
CAAT box-derived polymorphism (CBDP) marker described by Singh AK and coworkers

into the developmental regulation of quantitative
traits. In addition, markers may facilitate the
unraveling of genetic basis of heterosis and,
eventually, the prediction of heterotic cross
combinations.

1.7  Designer Crops

Crop varieties developed to express a specified
desirable monogenic, oligogenic, or polygenic
trait are often referred to as “designer crops.”
The term “designer crops” is not restricted to
transgenic plants alone. In fact, varieties devel-
oped by any methodology, including MAS, are
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called “designer crops” provided they exhibit
a specified phenotype. For example, insect-
resistant varieties of maize and cotton are
designer crops; they are produced by the integra-
tion of the cry gene from Bacillus thuringiensis
into the genomes of these crops and an efficient
expression of this gene to generate resistance to
the target insects. Similarly, pyramiding of mul-
tiple QTLs/genes from different donors into a
recurrent parent through MABC would yield
“designer crops,” e.g., Improved Pusa Basmati
1 variety of rice. The transgenic and molecular
marker technologies are the two potent
approaches for a planned and precise transfer of
genes to generate plant varieties having the
specified set of, often novel, features.

Some Notable Achievements
of Marker-Assisted Plant
Breeding

1.8

The molecular markers have been used for MAS
during backcross programs designed primarily
for the introgression of disease resistance genes.
In most such cases, two or more genes have been
pyramided to achieve durable resistance to the
concerned pathogens. The first variety developed
by MAS was a maize hybrid released in the USA
for commercial cultivation in 2006 by Monsanto,
USA. Since then, several varieties developed by
MAS, often improved versions of popular
varieties produced through MABC, have been
released for commercial cultivation. Some
examples of varieties developed by MAS are
Cadet and Jacinto rice varieties (USA); Indone-
sian rice varieties Angke and Conde; barley
varieties Sloop SA and Sloop Vic developed in
Australia; rice varieties Improved Pusa Basmati
1, Improved Samba Mahsuri and Swarna Sub-1,
and maize hybrid Vivek QPM 9 released in India.
However, many varieties developed through
MAS remain unknown because they are not
included in scientific publications (Collard and
Mackill 2008).

The molecular markers have enabled detec-
tion and mapping of QTLs, which was not possi-
ble with morphological or even protein-based
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markers. The markers have made selection
independent of the phenotype, as a result of
which selection for the desired traits, including
yield, can be effectively practiced in off-season
nurseries/greenhouses. Further, the desirable
plants can be selected in the seedling stage, and
the selected plants can be used for hybridization
in the same season. These features of MAS
enable the completion of up to three recurrent
selection cycles per year by utilizing off-season
nursery/greenhouse facilities (Eathington
et al. 2007). In addition, MAS allows easy
pyramiding of oligogenic resistance and combin-
ing of horizontal resistance with vertical resis-
tance. It may be pointed out that pyramiding is
considerably difficult on the basis of disease
tests, while combining of vertical and horizontal
resistances is not possible.

Molecular markers allow definitive identifica-
tion of different cultivars/varieties and germ-
plasm lines and can be used for testing the
purity of inbred parents of hybrids and that of
seed lots. Closely linked molecular markers have
been used for positional cloning of a number of
plant genes. Molecular markers have stimulated
the development of novel breeding schemes like
GS and the highly ambitious “breeding by
design” schemes. Another breeding scheme, the
marker-evaluated selection, is designed for the
identification of genomic regions associated with
adaptation to specific agro-ecological conditions
and accumulation of these genomic regions
using MAS to develop varieties with superior
adaptation.

1.9 Future Prospects of Marker-

Assisted Plant Breeding

In a moderate-size plant breeding program,
thousands of plants have to be evaluated for a
number of markers within a relatively short
period of time. Therefore, the molecular marker
systems should be amenable to high throughput,
and their genotyping cost should be reasonably
low. None of the currently available marker
systems meets the requirements of low cost
with high throughput, especially in the context
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of developing countries. In fact, the high cost of
marker genotyping is considered as one of the
main factors limiting the widespread global
adoption of marker technology in routine breed-
ing programs (Collard and Mackill 2008). There-
fore, increasing the throughput and reducing the
cost of marker genotyping are two of the major
future challenges. The current sequencing costs
are not an issue in the developed world particu-
larly in the private sector, which is routinely
using molecular markers in breeding programs.
However, the sequencing costs are still high
for routine use by most public sector breeding
programs, particularly in the developing
countries. It is expected that the sequencing
costs will continue to decline, and newer
approaches like reduced representation sequenc-
ing and low coverage sequencing for genome-
wide SNP development will further reduce the
marker genotyping costs (Mir and Varshney
2013).  Further, schemes like selective
genotyping and targeted marker discoveries
would help reduce the genotyping work and,
thereby, the total genotyping cost of a breeding
program.

The bulk of available markers reveal the alle-
lic state of the target gene due to linkage between
the marker and the gene. However, the linkage
relationship between the marker and the gene
might change due to recombination. In view of
this, generally two markers flanking the target
locus are used for MAS; this increases the total
number of markers to be genotyped. Therefore,
it will be highly desirable to develop markers
located within the target genes. Further, the
alleles of such markers should be based on
sequence differences between the respective
alleles of the concerned gene(s), and this
sequence should be involved in the differential
function of the alleles. The term “functional
markers” is used to describe molecular markers
of this type. The use of functional markers for
MAS will eliminate the risk of change in the
linkage relationship and drastically reduce the
number of markers to be genotyped. In addition,
functional markers may provide biologically
more meaningful estimates of genetic diversity/
distance than random markers, especially when
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such markers also include the regulatory
regions of genes/QTLs. But the development of
functional markers is a demanding and
expensive task.

The molecular markers facilitated the detec-
tion and mapping of QTLs, but certain issues still
remain to be satisfactorily resolved. One impor-
tant issue relates to the identification of QTLs
involved in epistatic interactions since the earlier
methods of QTL mapping, such as simple inter-
val mapping and composite interval mapping,
did not have the provision for the estimation of
epistatic interactions. The mapping methods like
multiple interval mapping and Bayesian
approaches have been developed to address this
issue, but further improvements are required in
these methods. Another limitation of the QTL
mapping methods is that they detect only such
QTLs that produce statistically significant effects
on the target traits. However, the significant
effect QTLs detected for a trait are not able to
account for the total genetic variance for the trait.
The GS scheme was designed to select for even
such QTLs that do not produce a significant
effect on the trait, but considerable work is
needed to establish the usefulness of this
demanding breeding scheme. The QTL mapping
is generally based on biparental populations, and
each QTL detected in them usually represents a
large genomic region (~10-20 cM). It may be
pointed out that MAS for such large genomic
regions would be problematic. Association
mapping would allow identification of much
shorter genomic regions representing QTLs and
also offer some unique opportunities for the
detection of marker-trait associations. However,
association studies in plants present several
difficulties for which suitable statistical tools
need to be developed. Finally, many different
QTLs affecting a single trait have been identified
in different studies, which represent slightly dif-
ferent genomic regions. QTL meta-analysis has
been used to identify and map the “true” or
“meta” QTLs, but the biological significance of
the “meta” QTLs remains to be elucidated.

The MABC for oligogenic traits is relatively
straightforward but that for QTLs may or may
not produce the expected phenotype (Hospital
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2005; Collard and Mackill 2008). Since most of
the economically important traits of crop species
are governed by QTLs, introgression of QTLs
using MABC will be highly desirable. Thus
far, there is no way of predicting the outcome
of QTL introgressions, except that QTLs with
large effect size and stable expression over
environments may be expected to generate the
desired phenotype in the recurrent parent.
But large effect QTLs can be successfully
introgressed on the basis of phenotype, and the
real usefulness of MABC will be with reference
to relatively small effect QTLs. In this context,
breeding schemes that combine QTL discovery
and MAS would be preferable to performing
these activities separately. The breeding scheme
MARS successfully accumulates QTLs with sig-
nificant effects on the trait phenotype, while GS is
designed for accumulation of all QTLs affecting
the trait. Further, novel breeding schemes need to
be designed to take full advantage of the potentials
of the marker technology. Another area where
marker technology might ultimately prove useful
is the prediction of heterotic cross combinations,
which remains a nagging issue. It was hoped that
marker-based estimates of genetic diversity
between the parents would predict heterosis
more precisely than those of phenotypic diversity,
but this expectation has not been realized. Molec-
ular markers permit the assignment of inbred lines
to appropriate heterotic groups and the identifica-
tion of heterosis loci. A detailed analysis of these
loci may provide a better insight into the genetic
basis of heterosis and afford a more reliable heter-
osis prediction.

The use of molecular markers depends on
establishing a reliable and predictable
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relationship between a trait phenotype and a
marker genotype. This would require a precise
phenotyping of the individuals of a test popula-
tion. Precision phenotyping is regarded as one
of the most challenging tasks, particularly when
a relatively large population is to be evaluated
for a large number of traits. The discipline of
phenomics is devoted to large-scale
phenotyping and is currently an area of intense
research and development. The integration of
marker technology into breeding programs
leads to the following two consequences:
(1) generation of a large amounts of data and
(2) the need for quick decisions based on these
data. In view of the above, appropriate statisti-
cal tools and a strong bioinformatics support for
acquisition, handling, storage, and management
of the huge amounts of data need to be
developed.

Questions

1. “Plant breeding has been remarkably success-
ful in improving the performance of crop
plants”. Evaluate the validity of this statement
with the help of various contributions of plant
breeding.

2. “The chief limitation of the breeding methods
is that the decision about the worth of
different lines/plants has to be based on their
phenotype”. Discuss this statement in the light
of available information.

3. Why do we need to integrate molecular
markers in plant breeding activities?

4. Why do we need to accelerate the develop-
ment of improved crop varieties?

5. Briefly discuss the future prospects of
marker-assisted plant breeding.



Part I

Genetic Markers



2.1  Introduction

There will be no need for molecular markers if
all the traits of various organisms had the follow-
ing three features: (1) the traits were easily
scored, (2) the individuals were reliably classi-
fied into few distinct phenotypic classes, and,
more particularly, (3) there were complete corre-
spondence between trait phenotypes and
genotypes at the concerned loci. In reality, how-
ever, only some of the traits of any organism
exhibit the above features, and they are called
qualitative traits. Gregor J. Mendel consciously
selected qualitative traits for his classical
experiments in plant hybridization. The findings
from these experiments, published in 1866,
enabled the discovery of the fundamental laws
of inheritance, which laid the foundation of the
discipline of genetics. Mendel had carefully
selected such pea varieties that differed for one
or more of seven different qualitative traits. Each
of these traits had two easily identifiable
contrasting forms and showed stable expression
over 2 years of evaluation. In the subsequent
years, many qualitative traits were extensively
used in genetic studies in a variety of organisms
to obtain information on a range of issues. But it
was soon recognized that many traits of eco-
nomic importance showed continuous variation
and, as a result, could not be used for classical
inheritance studies. These traits, known as quan-
titative traits, exhibit continuous variation
mainly due to the environmental influences on

their phenotype. Therefore, the phenotype of
such traits is not a reliable indicator of genotype,
and phenotype-based selection for them is often
disappointing. The genetics of these traits has
been extensively investigated since this knowl-
edge could help devise effective selection
schemes for them. Efforts were also made to
identify qualitative traits linked to various quan-
titative traits (Sax 1923; Thoday 1961). It was
expected that linkage relationships might help
unravel the genetic basis of quantitative traits
and permit indirect selection for them. Therefore,
a search for other easily detectable and stable
characteristics was initiated, leading to the dis-
covery and development of protein-based and,
finally, DNA-based markers.

2.2  Genetic Markers

A trait that is polymorphic, easily and reliably
identified, and readily followed in segregating
generations and indicates the genotype of the
individuals that exhibit the trait is known as
genetic marker. This trait could be visible to the
naked eye, or a biochemical feature, including
that of protein. Thus, a genetic marker locus
would be a specific location in the genome of
an organism that can be identified by a genetic
marker of the organism. An “ideal” genetic
marker should be polymorphic and multiallelic
to permit classification of individuals into more
than two groups. It should be codominant to
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enable discrimination between heterozygotes and
homozygotes. It should not be epistatic,
i.e., should not show inter-locus interactions, so
that identification of marker alleles at one locus
does not interfere with that at other marker loci.
The marker loci should be neutral so that marker
alleles by themselves do not affect fitness of the
individuals. It should be abundant and distributed
almost evenly over the entire genome, and
should not be pleiotropic. Finally, environmental
variation should not affect the marker trait so that
marker phenotype accurately reflects the geno-
type at the marker locus irrespective of the
prevailing environment (de Vienne 2003).

Genetic markers can be grouped as follows:
(1) visible/morphological markers, (2) protein
markers, and (3) DNA markers. In addition,
structural features of chromosomes and the chro-
mosome banding patterns generated by specific
staining techniques are used as markers to iden-
tify linkage groups and to support physical
mapping, especially in the case of animal spe-
cies. Sometimes, morphological, cytological, and
protein markers together are called classical
markers. Further, a variety of biomolecules are
fast developing as promising biomarkers useful
in the identification of genotypes expected to
generate desirable phenotypes (Sect. 15.15).
Strictly speaking, the term molecular markers
includes both protein and DNA markers as well
as the metabolite-based biomarkers, but the
current usage of this term is limited to DNA
markers.

2.2.1 Visible/Morphological Markers

Morphological traits were the earliest genetic
markers used in scientific studies. Some
examples of such markers are shape and color
of flowers, color and shape of fruits and seeds,
etc. Since these traits are scorable by the
naked eye, they are also termed as naked eye
polymorphisms. These traits represent the actual
phenotypes of plants that are relevant to plant
breeders. In contrast, protein and DNA markers
ordinarily represent arbitrary locations in
genomes and may or may not directly correspond
to specific phenotypes. Generally, assays for
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morphological markers require neither sophisti-
cated equipment nor preparatory procedures.
Therefore, scoring of these markers is simple,
rapid, and inexpensive, and often they can be
scored even from preserved specimens (Stussey
1990). The chief limitations of morphological
markers are as follows: (1) The number of good
visible/morphological markers in a species is
rather limited. (2) Typically, only a few of these
markers can be analyzed in a single cross/
mapping population mainly due to difficulties in
determining phenotypes of different traits in a
single plant. (3) Generally, they can be scored
only on whole plants and that too during specific
developmental stages. (4) Many traits, e.g., dis-
ease resistance, may have a threshold require-
ment for their expression. (5) Some genes
governing the marker traits may have pleiotropic
effect on the trait of interest, i.e., the trait with
which marker association is to be tested. This
would distort the segregation ratio and cause
error in gene mapping. (6) Finally, maintenance
of suitable genetic stocks expressing the various
marker traits would be necessary.

In the early days of linkage mapping, crosses
between parents differing for two or three traits
were widely used, and data from several such
crosses were pooled to construct linkage maps.
As long as one or more loci are common between
the crosses, the gene order and the distances
between genes can be integrated with some
degree of confidence. Some morphological
markers are known to be associated with impor-
tant agronomic traits, e.g., leaf-tip burning is
associated with leaf rust resistance gene Lr34 in
wheat, and pigmented seedling/black chaff is
associated with stem rust resistance gene Sr2.
Some markers are useful in identification of
crop varieties, e.g., brown glumes in the case of
wheat variety HD-2329 and crooked neck
(peduncle) in the case of Kalyan Sona wheat.
These markers will continue to be used wherever
they are available.

2.2.2 Protein-Based Markers

Protein-based markers are detected as electro-
phoretic variants of proteins, including enzymes.
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These markers are generated by such small
changes in the coding sequences of the
concerned genes that alter the amino acid
sequences of the concerned proteins. As a result,
the variant protein molecules differ from the
wild-type molecules in electrical charge detected
as differential electrophoretic mobility. Isozymes
are different forms of an enzyme that have the
same catalytic function and are present in the
same individual. The differences in electropho-
retic mobility result from differences in their net
charge or conformation. Strictly speaking,
isozymes are closely related variants of an
enzyme encoded by different genes, which may
have arisen by gene duplication or polyploi-
dization. In contrast, the variants of an enzyme
encoded by different alleles of the same gene are
called allozymes. Therefore, only allozymes will
behave as alleles of a marker locus and will be
useful in linkage analyses. In contrast, strict
isozymes will be inherited as separate loci and
may show independent segregation. In practice, a
decision about which of the electrophoretic
variants of an enzyme are isozymes
(or allozymes) would require genetic analysis
using suitable crosses. Generally, the terms
isozymes and allozymes are used as synonyms
and, in the context of genetic markers, the term
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allozyme is seldom used. Most protein-based
markers are isozymes, but molecular weight or
isoelectric variants of nonenzymatic proteins
also serve as markers. Isozymes and seed storage
proteins have been widely used as markers
(Tanksley and Orton 1983).

A functional enzyme molecule may comprise
one (monomer), two (dimer), or more (multimer)
identical (homomultimer) or distinct
(heteromultimer) polypeptides. A monomeric
enzyme will always yield two bands in the F;.
But a homomultimeric enzyme will give rise to
n+ 1 bands in F,, where n is the number of
copies of the polypeptide present in the enzyme
molecule (Fig. 2.1). Suppose alleles A and a of a
gene encoding an enzyme produce slow- and
fast-moving polypeptides A and a, respectively.
If this enzyme were monomeric, each of the two
homozygotes, AA and aa, will exhibit one slow
and one fast band, respectively. But the F (Aa)
from the two homozygotes will show both the
parental bands. However, if the enzyme molecule
were dimeric, e.g., AA and aa, the F; will show
three bands. Two of these bands will be the two
parental bands, and the additional band with
intermediate mobility will have both the
polypeptides (Aa). The band patterns will be
more complex and their interpretation will be

—_— — — —
[ Il BN BN A AA AAA AAAA
[ AAAa
| Aaa
[ [ Aa AAaa
N . Aaa  Aaaa
Il BN B BN = a aa aaa aaaa

Fig. 2.1 A schematic representation of the isozyme
banding patterns seen in F; generation and their
interpretations. The enzyme molecule may be (/)

monomer, (2) homodimer, (3) homotrimer, or (4)
homotetramer. A and a are the polypeptides encoded by
the alleles A and a
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more difficult in the case of heteromultimeric
enzymes.

Protein-based markers offer the following
advantages over visible/morphological markers:
(1) They reflect differences in gene sequences
more directly than visible/morphological
markers, (2) only a small amount of tissue is
needed for their detection, (3) they can often be
detected at seedling stage or even from seeds,
and (4) analysis of one marker usually does not
interfere with that for other protein-based
markers. (5) Therefore, many different marker
loci can be analyzed in the same cross. (6) In
addition, isozymes are usually codominant,
(7) their analysis is relatively easy, and (8) data
interpretation is facilitated by numerous refer-
ence data (Muller-Starck 1998). The major limi-
tation of this marker system is that (1) any two
parents may be polymorphic for only a relatively
small number of protein-based markers. Some
other limitations are that (2) isozymes represent
only a small, nonrandom sample of the structural
genes of an organism. (3) They detect only such
mutations that produce a functional enzyme with
changed electrophoretic mobility. (4) In addition,
a single band may represent two different
isozymes having identical mobility. (5) Finally,
they may vary with the tissue, the developmental
stage, and the environment (Beckmann and
Soller 1983, 1986; Muller-Starck 1998).

Isozyme markers linked to genomic regions/
genes involved in the development of several
traits of interest have been identified. Some of
these markers have also been used for indirect
selection for the concerned traits, i.e., marker-
assisted selection (MAS). For example, acid
phosphatase locus Aspl, closely linked with
nematode resistance in tomato, has been used
for MAS. But isozyme markers have been almost
completely replaced by DNA-based markers.

2.2.3 DNA Markers

The DNA-based markers represent variation in
genomic DNA  sequences of different
individuals. They are detected as differential
mobility of fragments in a gel, hybridization
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with an array or PCR amplification, or as DNA
sequence differences. The development of these
markers began in 1974, when analysis of
fragments generated by restriction enzyme diges-
tion of DNA was used for physical mapping of a
gene in adenovirus. In 1980, human geneticists
observed that digestion of genomic DNA with
restriction enzymes generated DNA fragments of
different lengths from the same genomic regions
of different individuals. This variation in frag-
ment length could be detected by gel electropho-
resis of the DNA digests, followed by
hybridization with a suitable probe representing
the concerned genomic region. The pattern of
bands generated in this way differed among the
different individuals. This variation was called
restriction  fragment length polymorphism
(RFLP) and was used as the first DNA-based
marker. With time, a variety of different
DNA-based marker systems were developed to
satisfy one or more of the following needs:
(1) increased throughput, i.e., number of assays
per unit time, (2) lower cost, (3) higher reproduc-
ibility, (4) greater abundance, and (5) more user-
friendliness. These marker systems detect the
following three types of DNA sequence
polymorphisms: (1) variation at single
nucleotides, (2) insertion/deletion (InDel) of
one to several bases, and (3) variation in the
number of tandem repeats of few to several
nucleotides.

2.2.3.1 Types of DNA Markers

There are several marker systems, some of which
are as follows: (1) restriction fragment length
polymorphism (RFLP), (2) randomly amplified
polymorphic DNAs (RAPDs), (3) arbitrary-
primed PCR, (4) DNA amplification fingerprint-
ing (DAF), (5) amplified fragment length poly-
morphism (AFLP), (6) sequence-characterized
amplified regions (SCAR), (7) sequence-tagged
sites (STS), (8) allele-specific associated primers
(ASAP), (9) single primer amplification
reactions (SPARs), (10) simple sequence repeat
(SSR) polymorphisms, (11) SSR-anchored PCR,
(12) cleaved amplified polymorphic sequences
(CAPSs), (13) allele-specific PCR, (14) allele-
specific ligation, (15) single-strand conformation
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polymorphism (SSCP), (16) diversity array tech-
nology (DArT), (17) inter-SSR (ISSR) markers,
(18) amplicon length polymorphism (ALP),
(19) sequence-related amplified polymorphism
(SRAP), (20) target region amplification poly-
morphism (TRAP), (21) transposable element-
based markers, and (22) single-nucleotide poly-
morphism (SNP).

2.2.3.2 An Ideal DNA Marker

An ideal DNA marker system should have the
following features. It should generate a very
large number of single-copy neutral effect
markers that are polymorphic and, preferably,
evenly distributed throughout the genome. It
should be codominant and have multiple alleles
to provide adequate resolution of genetic
differences among individuals/lines. The detec-
tion of marker alleles, i.e., genotyping, should be
simple, easy, quick, inexpensive, reproducible,
and amenable to automation and have high
throughput. Further, only small amount of DNA
should be needed for genotyping, and the error in
genotyping should be near zero. Finally, the
marker system should not require prior informa-
tion about the genome of an organism. However,
none of the available marker systems meets all
the above criteria, but SNPs are the closest to
being ideal molecular markers (Xu 2010; Jiang
2013).

2.2.3.3 Features/Advantages of DNA
Markers

DNA markers have the following useful features/
advantages (Helentjaris 1992): (1) They repre-
sent polymorphism in the actual base sequence
of DNA distributed over the entire genome.
(2) The number of different marker loci is very
large so that all the genomic regions can be
mapped at very high marker densities. (3) The
sequence variation detected by these markers is
generally neutral, except when it is located in
coding sequences and affects the functions of
concerned genes. (4) Scoring for one DNA
marker usually has no effect on that of the others,
so that multiple markers can be evaluated simul-
taneously. (5) Molecular markers show simple
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Mendelian inheritance. (6) Marker genotyping
is independent of the prevailing environment
and (7) the developmental stage of the plant,
and (8) the marker assays are nondestructive.
Therefore, MAS can be effectively used under
any environment and at any stage of develop-
ment since the trait phenotypes are not evaluated.
(9) MAS can also be used for an allele that is not
expressed in the available genotypes, e.g., a
recessive allele in heterozygotes. (10) The DNA
samples can be stored for future use, and (11) spe-
cific marker stocks are not required.

Since the number of polymorphic markers in a
single cross/mapping population is very large
(several thousands in the case of some markers),
construction of molecular marker linkage maps is
very rapid. As a result, high-density DNA marker
maps have been developed in several crop spe-
cies, e.g., rice, maize, wheat, common bean, let-
tuce, potato, etc. However, the amount of DNA
available and the overall level of DNA polymor-
phism between the two parents of a cross affect
the numbers of markers that can be reasonably
scored in a single mapping population.

2.2.3.4 Applications of DNA Markers

Molecular markers have a variety of
applications, including (1) fingerprinting of
strains/varieties for unequivocal identification;
(2) mapping of genes and quantitative trait loci
(QTLs); (3) efficient MAS for tightly linked
QTLs and such oligogenes, direct selection for
which may be costly or problematic; (4) posi-
tional cloning of genes/QTLs; (5) identification
of chromosome segments that would contribute
to improvements in the target traits;
(6) establishing phylogenetic relationships
among different strains/species; (7) selection of
parents for hybridization; (8) assessing the basis
of somaclonal variation; (9) identification of
pathogen races and biotypes; (10) prediction of
heterotic cross combinations; (11) identification
of wide hybrids; (12) gene pyramiding; and
(13) management and utilization of genetic
resources. (14) Finally, MAS allows the use of
off-season nursery and greenhouse facilities to
reduce the time needed for variety development.
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2.2.3.5 Categories of DNA Markers

The DNA marker systems have been classified
on the basis of different criteria. In terms of the
chronology of their development, markers are
classified as (1) first-generation (RFLP, RAPD,
and their modifications), (2) second-generation
(SSRs, AFLPs, and their modifications), and
(3) third-generation (ESTs and SNPs) markers.
DNA markers have been classified as
(1) PCR-based and (2) non-PCR-based markers
depending on the use of PCR or as (1) SNPs
(generated by variation in DNA sequence) and
(2) non-SNPs (produced by variation in sequence
length, e.g., SSRs) based on their molecular basis
(Gupta et al. 2001). Another classification
approach uses the location and the functional sig-
nificance of markers. On this basis, the markers
are grouped as (1) random, (2) gene-based, and
(3) functional markers. But from the user’s point
of view, a more useful classification of markers
would be the one based on the method of marker
detection and genotyping since this would indi-
cate the degree of their user-friendliness. On the
basis of the above and the throughput criteria, the
various marker systems can be grouped as
(1) low-throughput hybridization-based markers,
(2) medium-throughput PCR-based markers, and
(3) high-throughput sequence-based markers.
This grouping is often considered as (1) first-
generation, (2) second-generation, and (3) third-
generation molecular markers, respectively.

2.24 Concluding Remarks
on Genetic Markers

In conclusion, few sufficiently polymorphic mor-
phological markers are available in a given spe-
cies. These markers are usually dominant, they
often show epistasis, and their expression may be
dependent on the developmental stage and also
influenced by the environment. In any case, only
few such markers are polymorphic in a single
cross/population. The protein-based markers
have most of the features of ideal markers, but
the number of markers that can be scored in a
single population is limited to ~40 or so, and the
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polymorphism pattern is largely tissue depen-
dent. The DNA-based markers are abundant;
the tissue, developmental stage, or the environ-
ment has no effect on the pattern of polymor-
phism; and many of them are codominant
(de Vienne 2003). Therefore, DNA markers are
the most relevant and are discussed in this and
the next two chapters. The development of and
genotyping for molecular markers involves DNA
extraction and processing of this DNA as per
specific protocols.

2.3 Random, Gene-Based,

and Functional Markers

DNA markers can be divided into the following
three broad groups: (1) random, (2) gene-based,
and (3) functional markers. This classification is
based on the location of the markers in the
genome and their relationship with specific
phenotypes of the relevant traits (Table 2.1).
Random DNA markers are derived from poly-
morphic sequences located at random sites in
the genome. These markers may or may not be
located in genes, and their involvement in the
development of a phenotype is not known. The
gene targeted, gene-specific, or gene-based
markers represent polymorphic sites within
genes, but their relationships with the relevant
trait phenotypes are not known. In contrast, func-
tional markers (Table 2.2) are derived from such
polymorphic sites within genes that have a causal
relationship with specific phenotypes of the
concerned traits. The functional markers are of
two types, viz., direct and indirect functional
markers. When the proof of allele function is
based on either NIL comparison or genetic trans-
formation, the markers are called direct func-
tional markers or allele-specific markers. But
when the proof of allele function is obtained by
association studies, the markers are known as
indirect functional markers (Anderson and
Lubberstedt 2003).

Random DNA markers are the easiest to
develop and were the first to be used. In contrast,
the development of functional markers is much
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Table 2.1 A comparison among random, gene-based, and functional DNA markers
Origin of marker Function of Method of function Marker Quality of
Marker type DNA sequence polymorphic site characterization development cost marker
Random Not known Not known None Low Low?®
Gene-based  Gene Not known None Low Medium
Indirect Gene Functional motif Association studies Medium High
functional
Direct Gene Functional motif Isogenic lines, High High
functional transformation
“Recombination may occur between marker and the linked gene/QTL
Table 2.2 Some examples of gene-based/functional markers
Crop
species Trait Gene Marker Phenotype Remarks
Rice Blast resistance Pi-ta SNP In the codon for the amino acid at
Allele T Susceptible Pposition 918
Allele G Resistant
Amylose content waxy SNP* At the intron 1/exon 1 splice site
Allele G High
Allele T Low
Wide compatibility S5 PCR-based
§5-MMS®
Tomato Spotted wilt resistance ~ Sw5-b  PCR products from Resistance Amplification in resistant plants
primers Sw5-{2/r2
Spotted wilt resistance ~ Sw5-b  Two SNP markers Resistance In amplicons from primers
Sw5b-f1/rl
Verticillium wilt Ve2 CAPS markers
resistance
Fusarium wilt resistance [-2 InDel marker
Wheat Glutenin content Glu-1
Grain hardness Pinb-D1
Plant height Rhtl
Grain protein content Gpc-Bl
Starch quality GBSS1
Leaf rust resistance Lr51

“Exon 6 SNP alleles (C/A) also affect amylose content; allele A further reduces the amylose content so that the T allele at
exon l/intron splice site and the A allele in exon 6 together produce the lowest amylose content
A multiplex marker system of three primer pairs: one pair for InDel and two pairs for SNPs. Three alleles; the neutral

allele sponsors wide compatibility

more recent and the most demanding. Their
development requires knowledge of the
functions of relevant genes and their alleles, the
sequence differences among the alleles, and a
direct proof that these differences are responsible
for the concerned phenotypes of the relevant
traits. The proof of function of different alleles
of the marker (= gene) can also be obtained
indirectly by association studies. In the case of
random markers, QTL mapping of each popula-
tion is necessary because different populations

may segregate for different QTLs for the trait in
question. Further, recombination between a
marker and the QTL linked to it could change
the phase of their linkage even in closely related
lines/parents. In contrast, a functional marker
will always be associated with the known QTL
function/allele. As a result, different mapping
populations need to be characterized only for
the QTL alleles, and de novo QTL mapping is
not required. Therefore, (1) functional markers
do not require validation, and (2) they can be
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applied directly to other populations. (3) They
provide a better estimate of allelic diversity of
genes/QTLs and (4) of genetic diversity of the
species. (5) They would also generate knowledge
about the nature and the physical location of
sequences involved in phenotypic expression of
the concerned traits (Anderson and Lubberstedt
2003). (6) Finally, the number of markers
required for foreground selection will be reduced
to the number of genes to be selected, and
(7) there will be no recombination between a
marker and the linked gene.

One limitation of functional marker develop-
ment is that only a small fraction of the genes of
different crop species have been functionally
characterized. A more demanding task is to reli-
ably characterize and distinguish among the phe-
notypic effects of the different alleles of a given
gene/QTL and to develop suitable allele-specific
markers. Once functional markers have been
developed, they need to be evaluated in different
genetic backgrounds in order to obtain more pre-
cise estimates of the phenotypic effects of differ-
ent marker (= gene/QTL) alleles. Therefore, the
initial focus should be on the development of
functional markers for large effect QTLs
(Anderson and Lubberstedt 2003).
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Isolation and Purification
of DNA from Plants
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DNA is generally isolated from leaf, endosperm,
or some other plant part collected from seedlings
or plants growing in the field/greenhouse. DNA
can be isolated from half-seeds lacking the
embryo, while the half-seeds containing the
embryo can be germinated in vitro to raise the
next generation. This scheme would permit
selection before planting and, thereby, greatly
reduce the size of breeding population. The
DNA isolation procedure has to tackle the
problems posed by tough cellulosic cell wall,
secondary metabolites, and other chemical
compounds present in plant tissues. The various
DNA isolation procedures can be grouped into
the following three categories: (1) the standard
CTAB  (cetyltrimethylammonium  bromide)
method, (2) rapid DNA extraction methods, and
(3) commercial DNA isolation kits. The salient
features of these procedures are summarized in
Table 2.3, and the details are given in
Appendix 2.1.

The CTAB procedure is regarded as the stan-
dard method. It yields high-quality DNA that can
be stored for long periods of time and is suitable

Table 2.3 A summary of relevant features of the chief DNA extraction strategies

DNA extraction strategy

DNA Rapid DNA The standard
Feature extraction kits extraction methods CTAB method
DNA quality Good Poor Good
DNA yield Low Low High (up to
5 times as much)
Suitability of DNA for long-term storage Poor to good Poor Good
Flexibility in terms of sample size High High Low to medium
Hands-on time per multiplex unit* ~30 min >30 min >2h
Number of samples processed per day** ~1,000 >2,000 <400
Cost per sample (Euros) ~2.7 <0.0001 ~0.70
Cost/pg of DNA® ~1.35 ~0.00005 ~0.70
Most suited for activities involving evaluation of:
(a) Number of samples Moderate to large Large to very large Small to
moderate

(b) Number of markers

Based on Bagge and Liibberstedt (2008)
*The size of multiplex units for all the strategies is 96
**Including sample collection

Small to moderate

Small Large to very

large

“Excluding plastic materials and labor costs. The values are only indicative
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Table 2.4 A generalized indication of the numbers of markers and samples (lines/individuals) evaluated in different

activities related to plant breeding

Activity

Selection of parents

Marker-assisted selection:

(a) Foreground selection

(b) Background selection

(c) Marker-assisted recurrent selection

(d) Genomic selection

(e) Others

Fingerprinting:

(a) Genetic characterization of germplasm and breeding materials

Number of samples

Small to moderate

Small to moderate
Small to moderate
Moderate to large
Moderate to large
Moderate to large

Moderate to very large

Number of markers

Large

Small

Moderate to large
Small to moderate
Large to very large
Small to moderate

Moderate to large

(b) Variety identification and seed lot genetic purity test
(c) Product purity test

Screening of transgenic materials

Diversity analysis

Association studies

Modified from Bagge and Liibberstedt (2008)

for polymerase chain reaction (PCR). But it is
labor and time intensive, costs 1,000-fold higher
than rapid DNA extraction procedures, and is not
amenable to automation. The rapid DNA extrac-
tion methods allow processing of the largest
number of samples at the lowest cost, but DNA
yield, quality, and storability are poor. The com-
mercially available kits are the costliest (~2-3
times as much as the CTAB method), process
intermediate number of samples per day, and
yield low amounts of good quality DNA. Thus,
the CTAB method will be preferable when a
small number of samples are to be evaluated for
a large number of markers (Table 2.4). But the
rapid DNA isolation methods are suited for eval-
uation of a large number of samples for a small
number of markers. The commercial kits would
be useful for evaluation of a small to moderate
number of samples for a small (Mini kits) to
moderate (Midi/Maxi kits) number of markers
(Bagge and Lubberstedt 2008).

2.5 Restriction Fragment Length

Polymorphism

Restriction  fragment length polymorphism
(RFLP) signifies that a single restriction enzyme
generates fragments differing in lengths from the

Small to large Small to moderate
Small to moderate
Small

Moderate to large

Small to very large
Moderate to large
Moderate to large

Moderate to very large Large to very large

same genomic regions of different individuals/
strains/lines of a given species or of different
related species. The general procedure for
RFLP detection (Fig. 2.2) is as follows: (1) To
begin with, high-molecular-weight genomic
DNA is isolated from several individuals/strains
of a species/related species, (2) then each DNA
sample is digested separately with the selected
restriction enzyme, (3) the restriction fragments
are separated (on the basis of size) by gel elec-
trophoresis, (4) the fragments are denatured and
transferred from the gel onto a suitable solid
support in such a way that the relative positions
of the fragments in the gel are preserved (South-
ern blotting), (5) the fragments are fixed and
exposed to the labeled DNA probe under
conditions favoring DNA-DNA hybridization
(Southern  hybridization), (6) the probe
molecules not involved in hybridization are
removed by washing, and (7) the fragments
involved in hybridization with the probe are
detected as distinct bands by autoradiography
(“hot” probes) or by color development (“cold”
probes). RFLPs are the first generation of molec-
ular markers. They were first used in genetic
analysis for determining the locations of
temperature-sensitive mutations of adenovirus
onto a physical map of the restriction fragments
(Grodzicker et al. 1974). Later, Botstein
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Fig. 2.2 A simplified
representation of the RFLP
procedure. The probe used
for Southern hybridization
was a unique sequence so
that only a single band was
produced in the
homozygotes (Lanes I and
2), and two bands were
observed in the
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High molecular weight genomic DNA isolated

from several individuals/lines

v

DNAs digested with the same restriction enzyme

v

1. Fragments subjected to gel electrophoresis
2. Fragments denatured, and transferred and fixed onto a solid

heterozygotes (Lane 3) for
the RFLP locus

support (blotting)

3. A labeled probe is used for hybridization with the fragments

(Southern hybridization)
4. Bands detected by fluorescence/ autoradiography

et al. (1980) described in detail the principle and
the procedure for use of RFLPs in construction of
human linkage map. RFLPs have been exten-
sively used for genetic mapping of animal and
plant genomes.

2.5.1 Restriction Enzymes

Enzymes that produce internal cuts or cleavages
in DNA molecules are known as endonucleases.
A class of endonucleases cleaves DNA only
within or near such sites that have specific base
sequences. These enzymes are called restriction
endonucleases or restriction enzymes, and the
sites they recognize are termed as recognition
sequences, recognition sites, or restriction sites.
There are three different types (types I, II, and
IIT) of restriction enzymes. Type Il restriction
enzymes are remarkably stable and cleave DNA
either within or immediately outside the recogni-
tion sequences, which are palindromes with rota-
tional symmetry (Fig. 2.3). The first type II
restriction enzyme to be isolated, in 1970, was
Hindll. Since then over 350 different enzymes

v

RFLP pattern
1 2 3

s R s [ S— |

Bands

— GAATTTC ------ 3
3'----CTT | AAG------5'

Fig. 2.3 A palindrome with rotational symmetry. The
arrow represents the axis of symmetry

with over 100 different recognition sequences
have been isolated/identified; some of these are
listed in Table 2.5. The restriction enzymes used
in genetic engineering and other genetic studies
are exclusively type II enzymes, and the term
“restriction enzyme” ordinarily signifies these
enzymes. A restriction enzyme is highly specific
for its recognition sequence, and a change of
even a single base pair in the sequence is enough
to prevent cleavage. This property of restriction
enzymes is used to advantage in recombinant
DNA technology and for detection of certain
molecular markers, e.g., RFLP, AFLP, DAIrT,
RAD, etc.

The recognition sequences of most type II
enzymes have an even number, e.g., 4, 6, or
8, of base pairs (bp), which are predominantly
GC-rich. If the four nucleotides, viz., A, T, G,
and C, were distributed at random in a DNA
molecule, a given nucleotide is expected to
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Table 2.5 Some restriction enzymes and their recogni-
tion sequences

Restriction enzyme Recognition sequence®

Alul 5" AG/CT 3
3 TC/GA 5’
ApeKI 5" G/ICWGC 3’
3’ CGWC/G 5
Apal 5" GGGCC/C 3’
3’ C/CCGGG 5
BamHI 5" G/GATCC 3
3’ C/CTAG/G 5’
Bglll 5" A/GATCT 3’
3’ TCTAG/A 5’
Clal 5" AT/CGAT 3’
3’ TAGC/TA 5
Dral 5 TTT/AAA 3
3 AAA/TTT 5
EcoRI 5" G/AATTC 3’
3 CTTAA/G 5
EcoRV 5" GAT/ATC 3
3’ CTA/TAG 5
HindIIl 5" A/AGCTT 3/
3 TTCGA/A 5
Hpal 5" GTT/AAC3/
3’ CAA/TTG 5
Hpall 5" C/CGG 3
3’ GGC/C 5
Msel 5" T/TAA 3
3" AAT/T 5
Notl 5" GC/GGCCGC 3’
3’ CGCCGG/CG 5’
Pstl® 5 CTGCA/G 3’
3’ G/ACGTC 5’
Pvull 5" CAG/CTG 3/
3’ CTG/GAC 5’
Smal 5’ CCC/GGG 3
3’ GGG/CCC 5
Sau3A 5'/GATC 3’
3’ CTAG/S
Tagl 5" T/CGA 3’
3 AGC/T 5
Xbal 5 TCT/AGA 3
3’ AGA/TCT 5
Xhol 5" GAG/CTC 3/
3’ CTC/GAG 5’
*The “/” in the recognition sequence indicates the site of
cleavage

®Pstl does not cleave a restriction site in which the 5’ C is
methylated. This property of the restriction enzyme is
exploited for construction of genomic libraries enriched
in non-repeat sequences
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occur, on an average, once after four nucleotides.
Therefore, a restriction enzyme with recognition
site of 4 bp would cleave DNA after, on an
average, every 4* bp (=256 bp). Similarly, an
enzyme with recognition site of 6 bp will cut
DNA in fragments of, on an average, 4,096 bp
(4% bp); therefore, it may be expected to cut a
genome of 10° bp into about 250,000 fragments
of different sizes. Most restriction enzymes
cleave DNA molecules within their specific rec-
ognition sites, but some of them cut immediately
outside their recognition sequences (Table 2.5).
Most enzymes induce staggered cuts (the two
strands are cleaved at different locations) to pro-
duce protruding ends (Fig. 2.4a). The protruding
ends generated by a single restriction enzyme are
complementary to each other due to the palin-
dromic nature of the recognition site. Some
restriction enzymes, on the other hand, cut both
the strands at the same position so that they
generate blunt or flush ends (Fig. 2.4b). Most
enzymes do not cleave at such recognition sites
that are methylated (methylation-sensitive
restriction enzymes), while some enzymes rec-
ognize and cleave at both methylated and
non-methylated recognition sites (methylation-
insensitive restriction enzymes). In some cases,
two restriction enzymes recognize the same tar-
get sequence, but one of them is methylation
sensitive and the other is methylation insensitive;
such enzymes are called isoschizomers. For
example, enzymes Hpall and Mspl are
isoschizomers; they both recognize the sequence
5'CCGG3’ when it is non-methylated, but only
Mspl recognizes the methylated (methylation at
the second C) sequence.

2.5.2 Southern Hybridization

Southern  hybridization is a DNA-DNA
hybridization procedure named after E. M.
Southern, who developed this method. In this
procedure, either mechanical shearing or diges-
tion with a restriction enzyme is used to fragment
DNA samples (Singh 2012b). The mixture of
fragments is separated by electrophoresis in
either polyacrylamide or agarose gel (Fig. 2.5).
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Fig. 2.4 DNA cleavage by restriction endonucleases. (a) Staggered cuts (EcoRI) produce protruding ends, and
(b) even cuts (Alul) generate blunt ends. The vertical arrows indicate the sites of cuts in the DNA strands
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DNA fragments of different sizes
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electrophoresis
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and fixed by baking (80°C) or UV irradiation
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* Bands visualized after autoradiography
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m

Fig. 2.5 A schematic representation of the Southern
hybridization procedure. The relative positions of the
fragments do not change during blotting. The probe may

Fragments that
hybridized with
the probe

be labeled radioactively or chemically, the latter being
preferable. A nitrocellulose filter or nylon membrane may
be used as a solid support for DNA fragments
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Agarose gel is used for separation of DNA
fragments of few hundred to 20 kb (kilo base
pairs), while smaller fragments are separated
using polyacrylamide gel. The DNA fragments
migrate through the gel depending on their size
since the fragments are uniformly negatively
charged. A mixture of DNA fragments of
known size is used as marker; this mixture is
run in a separate lane. This permits estimation
of the size of an unknown DNA fragment present
in other lanes of the gel. The fragments are now
denatured by alkali treatment so that they
become single-stranded. They are then trans-
ferred onto a solid support like nitrocellulose
filter membrane by a process called blotting.
Nitrocellulose filter membranes were used
initially, but subsequently developed membranes
like Hybond N+ have superior features and are
preferred. Blotting was initially achieved by cap-
illary action, which takes several hours to com-
plete. The blotting based on vacuum or
electrophoresis is much faster and is, therefore,
preferred. The relative positions of the DNA
fragments in the gel remain unaltered during
blotting, and the loss in resolution (sharpness)
of the bands is minimal.

The nitrocellulose membrane is removed and
baked at 80 °C to permanently fix the DNA
fragments onto the membrane. The baked nitro-
cellulose membrane is then pretreated with a
specific solution. This pretreatment prevents
nonspecific binding of the single-stranded probes
(Sect. 2.5.3) used for hybridization. The probe
represents the sequence that is to be detected
from among the fragments fixed onto the mem-
brane. After the pretreatment, the membrane is
transferred into a hybridization solution
containing the probe. The conditions maintained
during the hybridization step are less stringent to
allow a high rate of probe hybridization. After
this step, the membrane is subjected to a series of
washes of progressively increasing stringency to
eliminate the free probe molecules as well as
those paired to related sequences that are not
completely homologous to the probe. The strin-
gency of washes is increased by raising the tem-
perature or, more commonly, lowering the ionic
strength of the washing solution. The membrane
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is now placed in close contact with an X-ray film
and incubated for the desired period of time.
During this period, the images of the bands
hybridized with the radioactive probes are
formed on the film. The film is then developed
and distinct bands are observed; these bands
indicate the positions in the gel of those
fragments that are complementary to the probe.
Southern hybridization technique is highly pre-
cise and extremely sensitive. It is used for DNA
fingerprinting, detection of RFLPs, detection and
identification of the transferred transgenes in
transgenic individuals, etc.

When sheared or restricted DNA fragments
are subjected to gel electrophoresis, the
fragments are distributed in a continuum leading
to the formation of a smear, and there are no
distinct bands. The bands become observable
due to the hybridization of the selected probe
with one or few fragments present in the gel.
Further, some membranes like nylon membranes
have become available, which are physically
more robust than nitrocellulose membranes.
DNA fragments become cross-linked to these
new membranes after a brief exposure to UV
light, which saves time. Further, the same mem-
brane blot, i.e., the membrane along with the
DNA fragments transferred from the gel and
fixed onto it, can be reused for hybridization
with another probe after the probe used earlier
is removed by washing at high temperature or by
some other suitable DNA denaturing procedure.

2.5.3 Probes

Probes are DNA or RNA fragments of typically
500-3,000 bp that are used for detecting specific
fragments from among many different fragments
present in a mixture. Probes are ordinarily
derived from cloned DNA segments from either
genomic or cDNA (copy DNA or complemen-
tary DNA) libraries (Appendix 2.2). Single-
stranded copies of the desired DNA segments
can also be generated by asymmetric PCR. In
addition, synthetic oligonucleotides can also be
used as probes. The genomic library may repre-
sent the entire genome of the organism or it may
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be a chromosome-specific library obtained
from addition/substitution lines or flow-sorted
chromosomes. It may even be a library derived
from a microdissected chromosome. The best
probes are derived from single-copy sequences,
which most likely represent structural genes. But
DNA sequences with low number of copies or
even multiple copies have also been used as
probes. The genomic library may be enriched
for unique sequences by using a methylation-
sensitive restriction enzyme like Pst for diges-
tion of the genomic DNA. A cDNA library will
contain genomic sequences representing the
structural genes that are expressed in the tissue,
from which the mRNA was isolated. In practice,
DNA inserts from Pssl-generated genomic
libraries and cDNA libraries are the most com-
monly used as probes (de Vienne 2003).

Generally, probes are prepared from the geno-
mic sequences of the same species (homologous
probes). But probes developed from sequences of
other species are also used; such probes are
called heterologous probes, but the term
heterospecific probes would be more appropri-
ate. The proportion of useful heterospecific
probes declines with the taxonomic distance,
and it is rare to have such probes from another
family. cDNA probes are more likely to function
as heterospecific probes because they are based
on more conserved genomic sequences.
Heterospecific probes allow mapping in a species
without the development of homologous probes,
a step that would require considerable effort. In
addition, heterospecific probes permit compara-
tive mapping of related species, which is useful
in several ways, including isolation of genes of
interest.

The probes are suitably labeled with either
radioactivity (e.g., **P) or a chemical ligand
using one of the several approaches. They can
be directly labeled by providing a labeled nucle-
otide during production of the probe (using bac-
terial clone/PCR/chemical synthesis). The
procedure of nick translation is widely used for
labeling of double-stranded DNA probes. Single-
stranded DNA probes can be labeled by a method
called random priming. The single-stranded
probe is added to a reaction mixture that supports
DNA synthesis and contains the Klenow
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fragment of E. coli DNA polymerase I, the four
dNTPs, and a combination of 6-bp-long arbitrary
sequence primers. These arbitrary primers will
anneal to the probe fragment at all those sites that
have a sequence complementary to them and
would enable the Klenow fragment to initiate
DNA synthesis using the probe strand as tem-
plate. One or more of the dNTPs are suitably
labeled so that the newly produced strands are
also labeled.

In the case of chemical labeling, a suitable
ligand, e.g., digoxigenin (a plant-derived pro-
tein), biotin, an enzyme, or a fluorophore, is
conjugated with the nucleotide to be labeled,
and the nucleotide is used to label the desired
probe. The labeled probe is wused for
hybridization, and the membrane carrying the
hybridized probe molecules is incubated in a
detection buffer. This buffer has the necessary
reagents for color development after interaction
with the chemical label. In the case of
digoxigenin, the buffer has an antibody specific
for digoxigenin (anti-digoxigenin) coupled with
an enzyme, say, alkaline phosphatase. After
some time the filter/membrane is washed and
the locations of enzyme activity are detected by
adding a suitable substrate to the buffer; the
enzyme acts on the substrate to produce a colored
insoluble precipitate. Several approaches are
available for increasing the intensity of color
generated by the chemical labels.

Probes are labeled either radioactively (hot
probes; the label first to be used, but not favored
any more) or chemically (cold probes; label of
choice at present) to permit their easy and reli-
able detection. Hot probes should be used only in
well-equipped and authorized laboratories. In
contrast, cold probes can be used in any labora-
tory and are relatively safer, and some of them
can be stored at —20 °C for long periods of time.
But cold probes may not be cheaper than hot
probes, and their preparation is not completely
harmless; therefore, rigorous precaution should
be taken during their preparation. The chief limi-
tation of chemical labels is that the filters/
membranes carrying DNA fragments cannot be
reused for hybridization with other probes. This
is because insoluble precipitates are formed dur-
ing the detection process.
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2.5.4 Polymorphisms Detected
by RFLP Markers

The pattern of RFLP will mainly depend on the
following: (1) sequence differences in the
concerned DNA segments of the selected
individuals/strains/species, (2) the particular
restriction enzyme used for digestion of the
genomic DNAs, and (3) the DNA probe used
for Southern hybridization. Variations in restric-
tion fragment lengths leading to detectable RFLP
patterns are generated due to the following
changes in the concerned genomic regions:
(1) a change due to SNP in the base sequence
of a recognition site for the restriction enzyme
used for digestion of the DNAs (Fig. 2.6), (2) a
relatively large (one to several hundred base
pairs) deletion and/or insertion in the concerned
stretch of the genomic DNA, and (3) a

Individual 1
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rearrangement (inversion and translocation) of
large segments of DNA. SNPs either generate
(a gain) or abolish (a loss) restriction sites,
while insertions, deletions, inversions, and
translocations change the location of one or
more restriction sites for the concerned enzyme;
all these changes generate RFLPs.

Whether a given RFLP is the result of a
mutated restriction site or of deletion, insertion,
or rearrangement can be determined by addi-
tional experiments. In case several different
restriction enzymes are used with the same
probe to generate RFLPs, polymorphism due to
insertion/deletion/rearrangement ~ should  be
detected in each case. In contrast, the RFLP due
to mutated restriction site is likely to be absent in
the case of some of the enzymes tested. Simi-
larly, a comparison of the polymorphism data
generated from two genotypes of a species

Individual 2
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Probe

Digestion with restriction enzyme

Restriction fragments

® Gel electrophoresis
® Southern hybridization

Individual 1 Individual 2
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Fig. 2.6 Molecular basis of origin of RFLPs. Arrows
indicate the recognition sites for the restriction enzyme
used in the assay. The sequence marked as “probe” is used
as probe for Southern hybridization. Only the solid bands
are visualized by Southern hybridization. The open band

cannot be visualized; it is indicated only to signify the
location of the second restriction fragment from the rele-
vant genomic region of individual 1. In individual 2, the
restriction site located in the middle of the fragment has
been lost due to a change in its base sequence (SNP)
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using two restriction enzymes in combination
with a large number of different probes would
reveal the relative importance of the two sources
of RFLPs. Such an analysis revealed a significant
contribution of insertions/deletions to RFLPs in
maize, but not in tomato (de Vienne 2003).

2.5.5 Genetic Aspects of RFLPs

An RFLP is detected as a differential movement
of a band in the gel lanes of genomic DNAs from
different individuals/strains/species digested
with the same restriction enzyme. When a unique
sequence is used as a probe, a total of two bands,
i.e., one fast- and one slow-moving band, will be
detected. These two bands represent the two
alleles of the RFLP locus corresponding to the
genomic region that hybridizes with the given
probe. If this probe were used with other restric-
tion enzymes, more alleles of this RFLP locus
could be detected. The RFLP alleles are codomi-
nant because they represent fragments of differ-
ent lengths that are easily separated and detected.
Therefore, a homozygote will show a single band
for an RFLP locus, while the heterozygote will
exhibit two bands. But sometimes, a single probe
may detect two bands even in homozygotes.
There are two possible explanations for such a
result. In case the genomic region to which the
probe hybridizes contains a recognition site for
the restriction enzyme used to generate the
RFLP, the enzyme will cut the DNA molecule
within this region. As a result, the probe will
hybridize with two restriction fragments, and
two bands will be observed in the homozygotes
(Fig. 2.7). Alternatively, a duplication event may
have generated two copies of the genomic region
detected by the probe, which will generate two
bands in the homozygotes. It should be kept in
mind that in the first case, the two bands repre-
sent a single allele of a single locus, while in the
second case they correspond to two different
RFLP loci. The inheritance pattern of the two
RFLP bands in appropriate crosses would easily
discriminate between these two possibilities.
When the two bands represent a single locus,
they would always remain together in the
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Fig. 2.7 Detection of two RFLP bands in homozygotes
by a single probe representing a single locus. The two
bands are generated due to cleavage by the restriction
enzyme within the region that hybridizes with the probe
(Based on de Vienne et al. 2003)

progeny and their patterns will not recombine.
On the other hand, the patterns of the two bands
will recombine in case they represented different
RFLP loci. It may be pointed out that duplication
events may generate more than two copies of a
sequence resulting in multiple bands. So long as
the banding patterns are not too complex for
genetic analysis, inheritance studies would per-
mit the determination of the number of different
RFLP loci involved as well as identification of
the alleles at the different loci. Further, genetic
analysis would also allow the identification of
allelic bands from nonallelic ones.

A suitable mapping population is analyzed to
detect linkage between different RFLP loci as
well as to assess whether an RFLP locus is linked
with an oligogene/QTL. The RFLP loci can be
mapped together to generate linkage maps,
which are comparable to the conventional link-
age maps. The RFLP maps can be successfully
integrated with the conventional linkage maps.
The RFLP maps can be placed onto specific
chromosomes or even chromosome arms. This
can be achieved by (1) detecting linkage between
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RFLP markers in a linkage group with known
genetic markers that are already mapped onto
specific chromosomes. Further, one may utilize
(2) addition/substitution lines, (3) appropriate
translocation stocks, and/or (4) monosomic/
trisomic lines for suitably designed studies
for assigning RFLP markers to specific chromo-
somes. (5) Finally, RFLP probes may be used for
in situ hybridization with the preparations of
polytene chromosomes.

2.5.6 Advantages of RFLPs

RFLPs are well-accepted DNA markers and were
widely used during the 1980s and 1990s for a
variety of purposes, including preparation of
linkage maps. They are still important as anchor
markers in comparative mapping and synteny
analyses. RFLP marker system offers several
advantages that are as follows: (1) a very large
number of RFLP loci can be scored and mapped
in a mapping population so that even very small
chromosome segments can be mapped; (2) the
mapping of an RFLP marker does not require the
associated gene to express itself; (3) they are
highly reproducible, (4) are codominant in
nature, and (5) allow mapping of even QTLs;
and (6) construction of RFLP maps is very
rapid as compared to that of conventional linkage
maps. RFLP maps have been developed for sev-
eral crop species, including maize, rice, wheat,
etc.; the genome of Arabidopsis thaliana has
been mapped to saturation. The RFLP analysis
requires relatively large amount (5-10 pg) of
DNA. However, a single Southern blot can be
used for successive analyse with several (usually,
eight to ten) probes, and they can be stored for a
period of many years. Finally, several Southern
blots, representing hundreds of individuals, can
be analyzed simultaneously (Rafalski and Tingey
1993).

2.5.7 Limitations of RFLPs

The RFLP technique suffers from the following
limitations: (1) The RFLP procedure is expensive
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and requires considerable labor and time. (2) The
original method used radioactive probes that are
hazardous to handle and require special disposal
facilities. This difficulty can be resolved by using
nonradioactive labels. (3) Considerable skill and
effort is needed for the development of RFLPs,
including the construction of genomic/cDNA
libraries for the identification of suitable probes.
(4) The DNA used for RFLP analysis must be
of high purity to enable restriction digestion.
(5) Further, scoring of RFLPs in different
individuals/lines takes far greater time and effort
than that for many other molecular markers
like SSRs. (6) Finally, this marker system is not
amenable to automation and high-throughput
analysis. As a result, RFLPs are no more in
common use.

2.5.8 Conversion of RFLP Markers
into PCR-Based Markers

Once a useful RFLP marker has been identified,
it can be converted into a more convenient and
user-friendly PCR-based marker amenable to
high-throughput procedures. This can be done
by sequencing the two ends of the longer
(slower-moving) RFLP fragment and designing
a pair of primers using this sequence information.
These primers are used for PCR amplification of
the fragment from the genomic DNAs of the
individuals/lines polymorphic for the concerned
RFLP fragment; this approach is often called
PCR-RFLP. In case the amplified fragment
shows length polymorphism, we have a
PCR-based sequence-tagged site (STS; Sect.
3.10) marker representing the RFLP locus. It
may be pointed out that this fragment would
exhibit fragment length polymorphism in case
the RFLP was generated by either deletion or
insertion of a sequence between the two primer-
binding sites for the STS marker. However, the
fragment will not exhibit length polymorphism if
the RFLP were the result of a mutation in a
recognition site located between the two
primer-binding sites. In this situation, polymor-
phism can be detected by digesting the amplified
fragment with the concerned restriction enzyme;
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this would give rise to a cleaved amplified
polymorphic sequence (CAPS; Sect. 3.14)
marker. In addition, this type of polymorphism
can also be detected by single-strand conforma-
tion polymorphism (SSCP; Sect. 3.15) or
denaturing/temperature gradient gel electropho-
resis (DGGE/TGGE; Sect. 3.16).

2.6 Diversity Array Technology

Diversity array technology (DArT) is a high-
throughput, low-cost genotyping system. It is
essentially similar to amplified fragment length
polymorphism (AFLP; Sect. 3.9) procedure,
except for the use of microarray-based nucleic
acid hybridization in the place of gel electro-
phoresis for the detection of polymorphism
(Jaccoud et al. 2001). DArT was initially devel-
oped for the assessment of genetic diversity pres-
ent in a species, but it has found several other
applications. DArT analysis consists of the fol-
lowing two steps: (1) construction of a micro-
array, called diversity array or genotyping array,
and (2) genotyping of the test individuals/lines
based on hybridization of their genomic
fragments with the concerned genotyping array.
A genotyping array contains such genomic DNA
segments of a given species, which are found to
be polymorphic across a range of germplasm of
interest. These DNA fragments are obtained by a
procedure involving the following steps: (1) iso-
lation and purification of the genomic DNAs
from several individuals/lines of a population/
species representing the diversity to be studied,
(2) pooling of ~5 ng DNA from each of these
individuals/lines and digesting the pooled DNA
with the selected restriction enzymes, (3) ligation
of appropriate adapters to the restriction
fragments, (4) reducing the complexity of
fragments by 10—1,000-fold and PCR amplifica-
tion of the selected fragments, and (5) cloning of
the amplified fragments. (6) DNA insert from
each of the clones is amplified individually
using vector-specific primers, and (7) the ampli-
fication products are purified and spotted onto a
solid support like a microscopic slide to prepare
the microarray (Fig. 2.8). Thus, construction of

2 Hybridization-Based Markers

the genotyping array does not require knowledge
of either the sequence or the function of the DNA
segments used for the purpose.

Complexity of a genome or DNA preparation
represents the total number of different
sequences present in it. Thus, a DNA preparation
of low complexity will have a smaller number of
different sequences than that of high complexity.
One approach for reducing the complexity of
DNA fragments is to use primers having one to
three selection nucleotides at their 3’ ends for
PCR amplification (Jaccoud et al. 2001). A selec-
tion nucleotide is an arbitrary nucleotide added to
the 3’ end of the primer so that only such
fragments that have the nucleotide complemen-
tary to this nucleotide at the corresponding posi-
tion will be amplified. This will reduce the
number of fragments amplified to one-fourth of
the total number of different fragments for every
selection nucleotide used in a primer. Another
approach for complexity reduction is to digest
the genomic DNA with a combination of two
(one rare cutter enzyme like Psfl and one fre-
quent cutter enzyme, such as Tagl or BstNI)
restriction enzymes. In this case, the enzyme
combination has considerable effect on the level
of polymorphism revealed, and the most success-
ful combination in revealing polymorphism may
depend on the plant species. For example, in
barley, the enzyme combinations PsfI and Tagl
and Psfl and BstNI were equally effective in
revealing polymorphism, and these combinations
were superior to the other enzyme combinations
tested. But in the case of wheat, the enzyme
combination Psfl and Taql was superior to the
other enzyme combinations, including the com-
bination PstI and BstNI (Wenzl et al. 2004;
Akbari et al. 2006).

All the fragments amplified following the
complexity reduction procedure are cloned
(Fig. 2.8). DNA inserts from all the clones are
amplified again using vector-specific primers,
and the amplified fragments from each insert
are spotted individually on a suitable solid sup-
port to generate a microarray (Appendix 2.3);
this is called discovery array. It may be men-
tioned that only a small proportion (usually,
around 4-10 %) of the fragments present in a
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Genomic DNAs from a group of
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Fig. 2.8 A simplified schematic representation of diversity array technology (DArT) procedure (Based on Jaccoud

et al. 2001)

discovery array would be polymorphic. The
polymorphic fragments are identified by using
fluorescence-labeled genomic DNA fragments
from the same individuals/lines, whose genomic

DNA was pooled to construct the discovery
array, for hybridization with the fragments
spotted onto the discovery array. The labeled
fragments are prepared following the same
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protocol of restriction digestion and PCR ampli-
fication that was used for construction of the
discovery array. If genomic DNA fragments
from two individuals/lines were labeled with
two different fluorescent dyes and were used
together for hybridization with the discovery
array, most of the spots would hybridize with
fragments from both the individuals/lines.
These spots would produce a fluorescence color
distinct from those generated individually by the
two fluorescent dyes used for labeling. Some
spots, however, will hybridize with the fragments
from only one of the two lines/individuals. These
spots would produce fluorescence color charac-
teristic for the dye used for labeling of the
concerned fragments, and they would contain
fragments that differ between the two lines/
individuals, i.e., are polymorphic. The spots
containing polymorphic fragments are identified,
and the DNA inserts are amplified from the
corresponding clones and are finally spotted
onto a solid support to develop the genotyping
array.

For genotyping a line/an individual, the geno-
mic DNA (50-100 ng) from the individual/line is
isolated and fragments suitable for analysis are
prepared using the same protocol that was used
for microarray preparation (Fig. 2.8). The geno-
mic DNA is digested with the same restriction
enzyme(s) and amplified using the same primer
that was used to construct the genotyping array.
In addition, the fragments are labeled with a
fluorescent dye and used for hybridization with
the genotyping array. The genotyping array is
simultaneously hybridized with the fragments
of the cloning vector used for genotyping array
construction; these fragments are labeled with a
different fluorescent dye. This is done in view of
the presence of the sequences from this vector in
all the spots on the microarray. Hybridization
signals are detected and analyzed using
specialized software, e.g., DArTsoft, which
converts them into scores of 1 or 0, i.e., “present”
or “absent.” These scores provide the fingerprint
of the individual/line, and they are also used for
statistical analyses in the same way as the scores
for RAPDs, SSRs, etc. The software like
DArTdb, Client Interaction, DArTsoft, and
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DArTools required for DArT analyses have
been built on the open-source software LAMP.
DATrT generally detects polymorphism pro-
duced by SNPs in the restriction sites and at the
sites corresponding to the selection nucleotides
of the PCR primers. It also detects relatively
large InDels (insertions and deletions), structural
rearrangements, and copy number variations in
the region between the two neighboring restric-
tion sites. The DArT markers are distributed
throughout the genome, but a majority of them
tend to be located in the genetically active
regions of the genome. The bias in favor of
genetically active genomic regions is due to the
use of methylation-sensitive restriction enzyme
Pst] for DNA digestion. About 50 % of the DArT
markers in species like barley, wheat, sugarcane,
oat, sorghum, potato, etc. are highly homologous
to known genes. DArT procedure has been
adapted to take advantage of the Group II
transposable elements MITEs, and assays have
been developed for rice and some other crops.
DAIT has been used for comprehensive char-
acterization of germplasm, diversity studies,
selection of parents for hybridization, seed
purity/product integrity testing, and for genetic,
physical (in genome sequencing), and QTL
mapping. It has also been used in studies on
epigenetic changes due to DNA methylation,
association mapping, MAS (including gene
introgression from wild germplasm), and geno-
mic selection. A genotyping array needs to be
developed for a given species only once.
Genotyping arrays have been developed for sev-
eral crops like wheat, rice, barley, chickpea,
pigeon pea, etc. DArT automated platform
genotypes for thousands of loci in a single
assay and allows automated data acquisition
and storage. DArT offers advantages like low
costs of development and application (a few
cents per data point), minimal DNA requirement,
and comprehensive genome coverage. A single
DAIT assay takes a maximum of three working
days from DNA to marker genotype data. DArT
is as effective in detecting polymorphism in a
polyploid species like wheat as it is in diploid
species like barley. The chief limitation of DArT
is the use of restriction enzymes, which are
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expensive and require DNA preparations of high
purity. In addition, it requires specialized equip-
ment as well as software programs for implemen-
tation, which may not be affordable for most
breeding programs/projects. In such cases, the
genotyping and analysis work can be outsourced.

Variable Number of Tandem
Repeats

2.7

The variable number of tandem repeats (VNTRs)
are stretches of DNA composed of variable num-
bers of tandemly repeated sequences of, usually,
2-60 bp. VNTRs are distributed throughout the
genome, and each such genomic location may be
regarded as a VNTR locus. The number of tan-
dem repeats present at a given VNTR locus
varies greatly, so that each VNTR locus has
several alleles. VNTRs are generally classified
as minisatellites and microsatellites, which
together constitute the hypervariable DNA.
Minisatellite sequences are usually 0.2-2 kb
long and are made up of 11-60-bp-long tandem
repeat units having identical or almost identical
sequences. The microsatellite sequences, on the
other hand, are usually less than 100 bp long and
consist of tandem repeats of 2-7 bp.
Microsatellites are extensively used as markers
in plants, and they are discussed in detail in
Chap. 3 (Sect. 3.11). In the case of humans,
minisatellite DNAs are concentrated in the
proterminal regions of chromosomes; therefore,
they are not good markers for mapping of human
genome. Many different VNTR loci may share a
consensus sequence. In such cases, a “polycore”
probe can be constructed for Southern
hybridization, which can simultaneously score
alleles at up to 30 different VNTR loci. There-
fore, each polycore probe generates a detailed
“DNA fingerprint” of an individual. Initially,
DNA fingerprinting in humans was based on
polycore probes (Jeffreys et al. 1985). Finger-
printing involves digestion of the genomic
DNA with a restriction enzyme that cleaves the
DNA outside the regions of VNTR repeats on
both the sides. Ideally, the enzyme should cut the
DNA close to the ends of the VNTR sequences.
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The different alleles at a VNTR locus are
detected by Southern hybridization using the
VNTR sequence as probe. Some minisatellite
probes do produce low-resolution fingerprints in
plants; they can be used for variety identification
(Jones et al. 1997).

2.8 Single Feature Polymorphisms
Single feature polymorphism (SFP) or single
position polymorphism (SPP) identifies allelic
variation in pairs of lines/strains/isolates of a
species by using high-density oligonucleotide
microarrays for hybridization with their genomic
fragments/cDNAs (Winzeler et al. 1998). SFP
analysis may use a ready-made gene expression
microarray  like  Affymetrix  (http://www.
affymetrix.com) GeneChips or Nimblegen
(http://www.nimblegen.com) arrays. Alterna-
tively, an array may be custom made using
sequence information for genes from the follow-
ing sources: ESTs (expression sequence tags),
mRNA sequences, known/predicted ORFs
(open reading frames) from genomic sequences,
unigenes listed in the NCBI database, and
conserved  orthologous sequences (gene
sequences found in related species). For exam-
ple, Winzeler et al. (1998) developed the oligo-
nucleotide microarray as follows: for each
annotated ORF in the yeast genome, at least
20 different oligonucleotides (each
25 nucleotides long) perfectly complementary
to the predicted coding regions of the ORF
were used as probes and arranged on a
microarray (Fig. 2.9). Each 25-base-long oligo-
nucleotide is called a feature, probe, or oligo, and
each feature represents a unique genomic seg-
ment. In addition, for each perfectly complemen-
tary oligonucleotide probe, an oligonucleotide
with a single-base mismatch in the central posi-
tion was synthesized adjacent to the probe; the
probe with the mismatch served as control.
Ordinarily, only unique sequences are used, but
sometimes sequences of multicopy genes have
also been used. The features are generally
25 nucleotides (nt) long, but longer (45 and
55 nucleotides long) probes have also been used.


http://dx.doi.org/10.1007/978-81-322-2316-0_3
http://dx.doi.org/10.1007/978-81-322-2316-0_3
http://www.affymetrix.com/
http://www.affymetrix.com/
http://www.nimblegen.com/
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All known genes, annotated ORFs, ESTs, mRNAs etc. included
25 nucleotide long oligos used as probes (also called features)
A probe/feature corresponds to a region of a gene/ORF

Each probe also has a ‘double’ with a single base mis-match in the central region

Each gene is represented by up to 20 or more different probes

Probes spotted onto a
microarray
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Microarray

Genomic DNA from two
strains/lines fragmented,
labeled and seperately
hybridized with the microarray

Probes showing consistent differences between the
two strains/lines are potential SFP markers

l

¢ Same procedure used for SFP genotyping
* Markers scored as ‘present (hybridization) or
‘absent (no hybridization)

Fig. 2.9 A simplified schematic representation of single feature polymorphism (SFP). ESTs expressed sequence tags,

ORF's open reading frames

Generally genomic DNAs from two distinct
strains are isolated, fragmented, labeled with
fluorescence, and hybridized with different sets
of the microarray. The amount of fluorescence
from each probe is measured, and the data are
analyzed to identify those probes that show con-
sistent differences between the two strains; these
probes are potential SFP markers. Many workers,
however, have used cDNA in the place of geno-
mic fragments. But when cDNA is used, poly-
morphism will be detected only in those genes
that are expressed in the tissue used for cDNA
preparation. Therefore, cDNA would have to be
prepared from multiple tissues across develop-
mental stages and environments to capture most
of the genes present in the genome. In addition,

use of cDNA may interfere with SFP detection
due to variation in the levels of gene expression.
Generally, expression arrays designed for the
same species are used for SFP discovery, but
arrays developed for a related species can also
be used. For example, the expression array for
soybean was used for SFP discovery in pigeon
pea and cowpea. But the use of expression array
from a related species may lead to a higher false
discovery rate for SFPs. SFPs detect sequence
polymorphisms due to SNPs and InDels in or
near the sequence represented by the features.
SFP analysis was used for high-resolution
(at distances of 11-64 kb) mapping of a locus
conferring multidrug resistance as well as four
other loci in yeast (Winzeler et al. 1998).
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Subsequently, Borevitz et al. (2003) extended
this approach to A. thaliana. They used an
expression array with perfect match and mis-
match features for genome-wide SFP analysis
of an RIL population to map a morphological
mutation. SFP analysis has been used in several
other plant species, including barley, maize, soy-
bean, tomato, wheat, rice, and pigeon pea.

The SFP procedure is relatively simple and
can be applied to any species, for which an
expression array and, preferably, a physical
genome map are available. The SFP markers
occur at high density and cover the whole
genome, and their physical locations in the
genome are known (Hill et al. 2013b). All the
SFP markers are analyzed simultaneously and
rapidly (in a few hours time). It is highly sensi-
tive, and a new set of markers can be easily
identified for any pair of lines/strains/isolates.
SFPs segregate in a Mendelian fashion, are gen-
erally biallelic, and permit rapid mapping of
genes/QTLs. SFP markers narrow down the
search for candidate genes involved in the con-
trol of specific traits. The chief limitations of SFP
technology are high false discovery rates (up to
40 % in some studies) in complex genomes,
relatively high cost, and the need for construction
of microarrays since they are commercially
available for only a limited number of crop spe-
cies. Further, SFPs are subject to ascertainment
bias (Sect. 8.16.9) due to the use of a reference
genome/strain for their discovery. Finally, a
quality SFP analysis in species with complex
genomes will require more DNA, a suitable com-
plexity reduction protocol, and a higher number
of replicates, which add to the cost.

Restriction-Site-Associated
DNA Markers

2.9

Restriction-site-associated DNA (RAD) markers
represent polymorphisms in the recognition sites
for the restriction enzyme used for the prepara-
tion of the assay sample. These markers are
developed by digesting genomic DNA with a
selected restriction enzyme like EcoRI and ligat-
ing the fragments to biotinylated linkers. The
fragments are now randomly sheared to produce
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much smaller fragments. As a result, each frag-
ment attached to the linker contains only a short
sequence located immediately on one side of a
recognition site for the concerned enzyme.
Streptavidin-coated immobilized beads are used
to bind those fragments that are attached to the
biotinylated linkers, and the rest of the fragments
are removed by washing. The same restriction
enzyme is then used to digest the fragments at the
site where the linker is attached; this releases the
fragments from the linkers and the beads. The
fragments so obtained are called RAD tags; they
comprise short genomic sequences flanking all
the restriction sites for the concerned restriction
enzyme present over the entire genome. Usually,
two RAD tags would be recovered for each
restriction site, and each of them is a potential
RAD marker (Miller et al. 2007).

Polymorphic RAD markers are identified by
using RAD tag samples prepared from two
strains for competitive hybridization with a suit-
able microarray. A polymorphic RAD marker is
detected when a microarray probe hybridizes
with the RAD tag from only one of the two
samples. The microarray used for hybridization
may be a genomic tiling array, a cDNA array, or
an oligonucleotide microarray. A genomic tiling
array is a high-density microarray made up of
oligonucleotide probes, which together span the
entire genome of an organism. Thus, cDNA and
oligonucleotide microarrays would identify a
much smaller number of RAD markers than
genomic tiling arrays. In fact, a microarray com-
posed of the polymorphic RAD tags themselves
would be optimal for identification of and
genotyping for RAD markers. The RAD tag
samples used for preparing a microarray can be
enriched for informative RAD tags by subtrac-
tive DNA hybridization between the RAD tag
samples derived from two different strains. The
RAD tags are cloned before they are spotted onto
a solid support for preparing the microarray.

The RAD tag samples to be used for RAD
genotyping are ligated to linkers, amplified by
PCR, and labeled with fluorescence. The RAD
tag samples to be wused for competitive
hybridization are labeled with different
fluorophores. The RAD markers are anonymous,
dominant, and scored as “presence”’/*“absence.”


http://dx.doi.org/10.1007/978-81-322-2316-0_8
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The number of unique informative RAD markers
detected by a given restriction enzyme depends
on the frequency of SNPs in the genome and the
size of genome. For a restriction enzyme with a
6-bp recognition sequence, several thousand
polymorphic RAD markers would be available
for most plant genomes. The RAD technique is a
rapid, high-resolution, high-throughput proce-
dure suitable for genetic analysis of most
organisms. The development of RAD markers
does not require prior sequence information.
RAD markers have been used for a variety of
studies in several organisms. This method has
been adapted as RAD-Seq technique for SNP
and InDel discovery discussed in Chap. 13
(Sect. 13.5).

Questions

1. Briefly explain the principle underlying
restriction fragment length polymorphism.

2. Which kinds of changes in DNA generate
RFLPs?

3. How can RFLPs be converted into PCR-based
markers?

4. Why morphological and protein-based
markers are no longer the preferred marker
systems?

5. “The functional markers are the most useful
markers for MAS and other applications”.
Examine this statement in the light of avail-
able information.

6. Explain the relevance of probes in RFLP
detection.

7. “DArT is a modification of the AFLP proce-
dure”. Discuss this statement and highlight the
differences between the two techniques.

8. Explain the principle of SFP (or RAD)
markers.

Appendices

Appendix 2.1: Isolation and Purification
of DNA from Plants

The plant DNA isolation and purification
procedures can be grouped into three categories,
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viz., (1) CTAB method, (2) rapid DNA extrac-
tion methods, and (3) commercial DNA isolation
kits. These procedures usually consist of three
steps: (1) rupture and lysis of cells to obtain cell
extract (tissue maceration), (2) purification of
DNA, and (3) concentration of DNA. Plant
tissues (fresh, freeze-dried, or frozen in liquid
nitrogen) are usually ruptured by mechanical
force. In general, DNAs isolated from fresh and
frozen plant tissues are comparable in both qual-
ity and quantity. The particular method used for
tissue grinding/maceration will mainly depend
on the scale of work and the facilities available
to the worker. On a small scale, mortar and pestle
are widely used, but one may use a multi-pestle, a
mixer mill or some other similar equipment on a
moderate to large scale. The use of a mill would
not only reduce the total time required for tissue
maceration, but it may also improve DNA yield.

The CTAB Method

The CTAB procedure of Murray and Thompson
(1980) is regarded as the standard method of
DNA extraction. It is used to purify high-
molecular-weight (50-100 kb) plant genomic
DNA without the use of expensive equipment
and time-consuming procedures. The powdered
tissue is dispersed in an extraction buffer
containing CTAB detergent and incubated at
50-60 °C for ~30 min. The suspension is then
extracted with chloroform/octanol to remove cell
wall debris, denatured proteins, etc. The extract
is treated twice with chloroform/octanol, then
CTAB is added, and the NaCl concentration is
reduced so that CTAB—nucleic acid precipitate is
formed. This precipitate is recovered through
centrifugation and resuspended in 1 M CsCl,
which is later removed by dialysis. In later
modifications of the procedure, the precipitate
is resuspended in 1 M NaCl or in TE (Tris—HCl
and EDTA) buffer. The solution may be treated
with RNase, and the DNA concentration can be
increased by ethanol precipitation. The CTAB
method has been modified by various workers
to suit various needs. In one miniprep modifica-
tion, CTAB is used in the homogenization buffer;
the homogenate is extracted once with chloro-
form, followed by one ethanol precipitation and


http://dx.doi.org/10.1007/978-81-322-2316-0_13
http://dx.doi.org/10.1007/978-81-322-2316-0_13
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resuspension of the pellet in water. This method
is rapid so that one person can process 100-200
samples per day, and it yields adequately pure
DNA for PCR. In general, this method yields ~5
times more DNA per unit weight of tissue sample
than the other methods, and the DNA can be
stored for long periods. However, the research
workers are exposed to hazardous chemicals like
CTAB, chloroform, and 3-mercaptoethanol.

Rapid DNA Extraction Methods

Several methods for rapid extraction of plant
DNA have been developed (Hill-Ambroz
et al. 2002; Bagge and Liibberstedt 2008).
These methods have been dubbed as “quick and
dirty” DNA extraction methods since the purity
of DNA preparations is usually poor. In a rapid
DNA extraction procedure for wheat, the tissue is
placed in 0.25 M NaOH at 95 °C in a water bath
for 1 min and macerated using a mortar and
pestle, a 96-solid-pin replicator, or a Matrix
Mill. Now 0.1 M Tris—HCI (pH 8.0) is added,
the suspension is centrifuged, the supernatant is
recovered, and the DNA is precipitated with 3 M
sodium acetate and 100 % isopropanol. The
DNA samples are then placed at —80 °C for
1 h, and the DNA is pelleted by centrifugation.
The pellet is washed with ethanol, and the etha-
nol is removed by centrifugation. The DNA is
then resuspended in TE buffer (pH 8.0) and
stored at —20 °C for 30 days. Approximately
1 pg of genomic DNA was isolated from 10 mg
leaf tissue at a cost of about US $ 0.10. One
person can process nearly 1,000 samples per
day (Hill-Ambroz et al. 2002). In a simplification
of this procedure, developed for DNA isolation
from rice, the leaf tissue is ground in 0.5 M
NaOH, and then 0.1 M Tris (pH 8.0) solution is
added to the macerate. The suspension is mixed
well and centrifuged, and ultimately the superna-
tant containing the DNA is recovered by pouring
off into a fresh tube and stored at —20 °C. The
amount and the quality of DNA is enough for
PCR analysis, but it cannot be stored for long
periods and may not be suitable for SNP assays.
Leaf tissue and endosperm tissue drilled out of
dry barley seeds or excised from soaked maize
seeds have been used for DNA extraction.
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DNA Extraction Kits

A variety of plant DNA extraction and purifica-
tion kits are commercially available. Some
examples of such kits are DNeasy Mini and
Maxi kits from QIAGEN, NucleoSpin Plant kits
from Clontech, PureLink® Genomic Plant DNA
Purification Kit from Life Technologies,
PowerPlant® DNA Isolation Kit from MO BIO
Laboratories, MasterPure™ Plant Leaf DNA
Purification Kit from Epicentre, etc. Most of
these kits are generic and can be used for DNA
isolation from many plant species, but some
manufacturers offer kits for specific plant spe-
cies. The kits include all the buffers, reagents,
plasticware, etc., required for DNA extraction
and purification after the plant material has
been macerated. The manufacturers provide
clear-cut directions for the extraction and purifi-
cation procedures, which may take 40 min to 2 h,
depending on the kit and the number of samples
processed. Almost all manufacturers offer Mini
kits in single sample format, but some of them
also provide 96-well format and/or Midi/Maxi
kits in single sample format. For example,
QIAGEN offers DNeasy Plant Mini Kit for iso-
lation of up to 30 pg DNA per sample, DNeasy
Plant Maxi Kit for isolation of up to 260 pg DNA
per sample, and the 96-well plate format DNeasy
96 Plant Kit with typical yield of 1-15 pg of
high-quality DNA per well. The NucleoSpin
Plant II kit from Clontech, advertised as a next-
generation kit, has improved silica membrane
and affords rapid isolation of more genomic
DNA of higher quality. The typical DNA yields
from <100 mg of plant tissue (fresh weight)
range from 1 to 30 pg DNA suitable for PCR,
Southern blotting, and restriction analysis. On
the other hand, the NucleoSpin Plant Midi and
Maxi kits yield 20-80 pg and 60-260 pg DNA,
depending on the size and source of the tissue
sample.

It may be clarified that the inclusion of a
manufacturer’s products, procedures, services,
and/or equipment for description here or else-
where in this book is only for the purposes
of illustration, and it does not in any way
imply  their  appreciation/recommendation/
endorsement. The descriptions of such products,
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procedures, services, or equipment are often
based on the information available from the
manufacturers, but other materials have also
been used.

Determination of Quantity and Quality
of the Isolated DNA

The quantity and quality of the isolated DNA
may be determined by a comparison of aliquots
of the extracted DNA with a standard DNA of
known concentration by either gel electrophore-
sis or spectrophotometry. The spectrophotomet-
ric method also reveals DNA purity. The
absorbance or optical density (OD) for each
DNA sample is recorded at 260 nm and
280 nm. If the ratio of absorbance at 260 nm to
that at 280 nm for a sample is between 1.8 and
2.0, it is regarded as pure DNA. Whenever this
ratio is outside the above range, the DNA sample
should be subjected to further purification by
ethanol precipitation. Further, an OD of 1 at
260 nm corresponds to about 50 pg/ml DNA
(Sambrook et al. 1989). In the electrophoretic
method, 10-pl samples of the isolated DNAs
along with the gel loading dye are loaded care-
fully in separate wells of an agarose gel. The gel
is impregnated with the intercalating dye
ethidium bromide for visualization of the DNA
bands containing as little as 0.05 pg DNA per
band. Similarly, 1 pg of uncut lambda DNA
along with the loading dye is loaded in a separate
well. After 2 h of electrophoresis, the bands for
the DNA samples are compared with that for
lambda DNA. The quantity of DNA is deter-
mined by comparing the width of the bands and
the intensity of fluorescence under UV light
using the software of a gel documentation and
analysis system. A high-molecular-weight DNA
preparation gives rise to a single dark band close
to the loading well, while a fragmented DNA
sample yields a smear (Sambrook et al. 1989).
Thus, both spectrophotometric and electropho-
retic methods permit estimation of DNA concen-
tration. But DNA purity is revealed by
spectrophotometry and DNA quality (high-/
low-molecular-weight preparation) is visualized
by electrophoresis.
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Appendix 2.2: Genomic and cDNA
Libraries

A genomic library is a collection of plasmid
clones or phage lysates containing recombinant
DNA molecules so that the sum total of DNA
inserts in this collection, ideally, represents the
entire genome of the concerned organism. For
the preparation of a genomic library, total geno-
mic DNA of the organism is extracted and
subjected to partial digestion with a suitable
restriction enzyme (Singh 2012b). Fragments of
suitable size are separated, integrated into a suit-
able vector, and cloned in a host like Escherichia
coli. A genomic library may be enriched in
unique sequences by using a methylation-
sensitive restriction enzyme like Pstl. Since the
repeated sequences do not contain many genes,
they are far more likely to be methylated than
unique sequences. As a result, the repeated
sequences would be cut into much larger
fragments that are not suitable for cloning. In
some species like tomato, the frequency of
unique sequences in Psfl-derived genomic
library is almost comparable to that in a cDNA
library and about three times as much as in a
EcoRI-derived genomic library. In contrast, in
species like rice and lentil, the frequency of
unique sequences is only slightly higher in a
Pstl-derived library than that in EcoRI-derived
library.

Similarly, a ¢cDNA library is a population of
bacterial transformants or phage lysates, in
which each mRNA isolated from an organism
or tissue is represented as its cDNA insert in the
recombinant DNAs present in this population.
Construction of a cDNA library involves isola-
tion and purification of mRNA using a suitable
procedure, production of cDNA from this mRNA
by reverse transcription catalyzed by the enzyme
reverse transcriptase, integration of the cDNAs
into a suitable vector (usually, a phage insertion
vector), and cloning of the recombinant DNAS in
a host like E. coli. cDNA library preparation is
demanding, and considerable care needs to be
exercised. A cDNA library would represent
only those structural genes that are transcribed



Appendices

45

Table 2.6 A comparison between cDNA and genomic libraries

Feature Genomic library

Sequences present

Contents affected by:

(a) Developmental stage No
(b) Cell type No
(c) Environment No

Features of the DNA inserts representing a gene:
(a) Size

(b) Introns

(¢) 5'- and 3'-regulatory sequences

Present
Present

(d) Sequences of a single gene
present in

As compared to the genome:

(a) Enrichment of sequences
compared to that in the genome

(b) Reduction in frequency

(c) Variant forms of a single gene Not possible

in the concerned tissue/organ during the given
developmental stage. It is also likely to be
enriched for abundant mRNA species. In addi-
tion, when RNA transcripts of a gene are alterna-
tively spliced, two or more variant forms of such
a single gene would be represented in the cDNA
library. The genomic and cDNA libraries differ
for several features (Table 2.6).

A genomic/cDNA library will consist of
thousands of clones, and it is unlikely that all of
them would be useful as probes. Therefore, the
clones have to be screened for identification of
those clones that are suitable for use as probes
(de Vienne 2003). Some clones would fail to
detect polymorphism, some may produce many
bands or a complex pattern of bands, while some
others may not generate any band; all such clones
are rejected from the probe library. The clones
forming complex band patterns would represent
highly repeated DNA sequences. Many clones
will yield one (in the case of homozygous
individuals) or two (in the case of heterozygous
individuals) bands; these clones represent unique
DNA sequences and are used as probes. Some
probes would give rise to more than two scorable
bands; these probes most likely detect multiple
RFLP loci and may be useful in some studies.
The proportion of clones that detect

Ideally, all genomic sequences

As present in the genome

One or more clones

In amplified genomic libraries

In amplified genomic libraries

cDNA library
Only structural genes that are transcribed

Ordinarily, much smaller
Absent

Absent

One clone

For abundant mRNAs

For rare mRNAs

Possible in cases of genes whose RNA
transcripts are alternatively spliced

polymorphism depends largely on the species.
For example, only 5—10 % of the probes revealed
polymorphism among the cultivated varieties of
tomato when their DNAs were digested with
three different enzymes, and the average number
of alleles detected per locus was two. For this
reason, it became necessary to use interspecific
hybrids for preparation of RFLP maps of tomato.
On the other hand, 95 % of the probes detected
polymorphism among the DNAs from lines of
only the dent group of maize when they were
digested with three different enzymes, and the
mean number of alleles per locus was more
than six.

Appendix 2.3: Microarrays

An array is an orderly arrangement of data or
items. A microarray is a glass slide or thin wafer
of silicon glass, onto which a very large number
of probes are immobilized as microdots. A probe
is a DNA sequence representing a part or whole
of a gene/cDNA single-stranded molecule.
Microarrays are used for hybridization with a
mixture of labeled test DNA molecules to detect
the presence of sequences complementary to the
probes spotted on the microarray (Singh 2012b;
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Winzeler et al. 1998). Thus, microarray strategy
is the exact opposite of dot blot assay, in which a
series of test DNA/RNA molecules are
immobilized onto a solid support and a labeled
probe is hybridized with them to identify the
blots having DNA/RNA molecules complemen-
tary to the probe. Each of the probes immobilized
onto a microarray is a pure preparation, while the
test DNA is a mixture of fluorescence-labeled
DNA/cDNA  fragments. The results of
hybridization are visualized by confocal micros-
copy. A single assay using, say, a gene expres-
sion microarray permits identification of all the
genes expressed in a given tissue of an organism
at a given time under the given environment.
Microarrays were first used in the case of yeast
that has less than 7,000 genes. Every yeast gene
was obtained as an individual clone, and a single-
stranded sample of each gene was spotted onto a
glass slide in arrays of 80 x 80 spots. In order to
identify the genes expressed in yeast cells under
a set of given conditions, mRNA is extracted
from these cells, is converted into cDNA by
reverse transcription, and is fluorescently
labeled. The labeled cDNA is hybridized with
the microarray, and the identity of the spots
showing fluorescence, i.e., hybridization, is
determined by confocal microscopy. The spots
showing fluorescence represent the genes that
were expressed in the cells from which the
mRNA was isolated.

Microarrays are basically of two types, viz.,
DNA microarrays and antibody microarrays.
DNA microarrays, in turn, are of the following
two types: (1) spotted microarrays and (2) oligo-
nucleotide microarrays. In the case of spotted
microarrays, DNA fragments representing dif-
ferent genes of an organism are obtained from
genomic and/or cDNA library of the concerned
species or a related species and spotted onto a
suitable solid support. On the other hand, oligo-
nucleotide microarrays or DNA chips are pro-
duced by synthesizing oligonucleotides at a
very high density (up to one million
oligonucleotides/cm?) directly on thin wafers of
silicon glass. Each oligonucleotide has the
sequence of a different gene, is located at a
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precise position on the microarray, and is
synthesized by photolithographic solid-phase
DNA synthesis. The DNA chips are inverted
onto a controlled temperature hybridization
chamber, into which fluorescently labeled test
DNA, e.g., cDNA, preparation is injected and
allowed to hybridize with the oligonucleotides.
Laser excitation enters through the back of the
glass support focused at the interface of the array
surface and the hybridization solution. Fluores-
cence emission is collected by a lens and passed
onto a sensitive detector, and a quantitative assay
of hybridization intensity is obtained.
Microarrays are used for the following types
of studies: (1) analysis of gene expression pattern
in an organism as affected by the stage of devel-
opment and/or environment, (2) identification of
common regulatory elements by analysis of
co-regulated genes, (3) analysis of already
identified SNPs (these microarrays are often
called SNP chips), (4) detection of genetic
diseases, and (5) discovery and analysis of cer-
tain types of molecular markers, e.g., DArT,
SFP, and RAD markers. In addition, specialized
microarrays can be designed for specific
purposes. For example, (6) arrays made up of
probes that span across exon junctions allow
detection and quantification of mRNA isoforms
produced by alternative splicing, and (7) genomic
tiling microarrays permit a very high-resolution
mapping of the transcribed genomic regions. A
genomic tiling microarray comprises a set of
overlapping oligonucleotide probes that together
represent a subset of the genome of a species at
very high resolution. Analyses based on
microarrays are highly sensitive and very fast,
and all the genes present in the genome are
analyzed in a single assay. These assays also
generate quantitative data on gene expression,
and the use of multiple labels of different colors
may allow the use of a single microarray for
assaying multiple test samples. But the construc-
tion of microarrays is expensive and requires
genome sequence information. Further, there
may be cross-hybridization leading to high back-
ground noise, and comparison of expression
levels across experiments is often difficult.


https://www.sciencemag.org/search?author1=Elizabeth+A.+Winzeler&sortspec=date&submit=Submit

3.1 Introduction

The development of restriction fragment length
polymorphism (RFLP) marker system amply
demonstrated that DNA sequence polymor-
phisms could be detected and used as molecular
markers. It also highlighted the great abundance
and genome-wide distribution of DNA-based
markers, and the novel opportunities generated
by this development in various genetic and other
biological investigations. But RFLP technique
requires considerable preparatory work, is techni-
cally demanding, and involves expensive
reagents. Therefore, efforts were made to develop
simpler, less expensive, and more convenient
marker systems. These efforts led to the develop-
ment of several polymerase chain reaction (PCR)-
based marker systems during the 1990s, which are
generally called second-generation markers.
These markers have virtually replaced the first-
generation hybridization-based markers as they
require much smaller quantity of DNA of rela-
tively lower quality and are much more user-
friendly and amenable to automation. Simple
sequence repeat (SSR), amplified fragment length
polymorphism (AFLP), and randomly amplified
polymorphic DNA (RAPD) markers are some of
the widely used PCR-based markers. These
marker systems became possible due the develop-
ment of PCR procedure by Mullis and coworkers
for amplification of specific DNA sequences from
DNA samples of very high complexity. At the
same time, refinements in chemical synthesis of

DNA ensured that PCR primers became readily
available at a reasonable price. Finally, continued
refinements in PCR technology enabled the PCR
to become a routine laboratory technique. As a
result, the PCR-based markers became greatly
user-friendly and are very popular. Therefore, a
brief description of chemical synthesis of
oligonucleotides and PCR procedure precedes
the discussion of various PCR-based marker
systems.

3.2  Oligonucleotides

An oligonucleotide, “oligo” for short, is a short
DNA fragment of few to several nucleotides (nt).
Oligos are usually single-stranded, but they can
also be double-stranded. Oligos are ordinarily
chemically synthesized using automated oligo-
nucleotide synthesizers. Khorana and coworkers
synthesized a complete gene in 1970 using the
phosphodiester method of DNA synthesis. This
procedure was soon replaced by the more conve-
nient and efficient phosphotriester approach; this
method could synthesize up to 10-20 nt long
oligos in a few days, and it was automated. But
the present-day oligonucleotide synthesizers use
the phosphite triester approach of DNA synthe-
sis. This procedure takes 15 min for adding one
nucleotide to the growing chain, and oligos as
long as 50 nt can be prepared in good yields.
It may be pointed out that the chemical synthesis
of DNA proceeds from the 3’ to the 5’ direction
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as compared to the progress of DNA replication
from the 5’ to the 3’ direction.

Oligonucleotides have a variety of applica-
tions ranging from their use as primers to that
as therapeutic agents. Oligonucleotide sequences
of 12-20 nt are used as probes in nucleic acid
hybridization for various purposes, including
detection of DNA sequence polymorphisms.
Oligonucleotides of different lengths and with
specified/arbitrary sequences are used as primers
for amplification of DNA fragments for the
various PCR-based marker systems and for pro-
ducing cDNA from RNA templates. Oligo-
nucleotides are also used for DNA sequencing
by DNA synthesis and for chemical synthesis of
a complete gene that can be used for genetic
transformation. In addition, oligos are used as
linkers and adapters for modification of the cut
ends of DNA fragments to facilitate their cloning
and/or amplification.

3.3 Polymerase Chain Reaction

Karry Mullis (1990) conceived the idea of PCR
in 1983 while thinking of novel approaches for
DNA sequencing. Mullis and coworkers devel-
oped the PCR procedure, and Saiki et al. (1985)
reported the first application of this technique. In
a matter of few hours, the PCR procedure
produces microgram (pg) quantities of DNA cop-
ies (up to billion copies) from even a single copy
of the desired DNA or RNA segment (the farget
sequence). The DNA segment amplified by PCR
is often referred to as amplicon. The PCR process
has been completely automated and compact
thermal cyclers are commercially available.

3.3.1 Generalized Procedure for PCR

PCR uses the following preparations/reagents:
(1) a template DNA preparation containing the
desired/target sequence, (2) a thermostable DNA
polymerase, (3) a pair of ~20 nt long oligodeoxy-
nucleotide primers that are complementary to the
two 3’ ends of the target DNA fragment, and
(4) the four deoxynucleotide triphosphates, viz.,
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dATP, dCTP, dGTP, and dTTP. All these reagents
are present in a suitable buffer system. The above
reaction mixture is subjected to the following
three steps (Fig. 3.1) for, usually, 35-40 cycles.
The reaction mixture is first heated most often to
94 °C to ensure denaturation of the template
DNA. The duration of the denaturation step is
usually 2 min in the first PCR cycle, but it is
only 1 min in the subsequent cycles. The mixture
is then cooled to a temperature that would allow
the primers to anneal to their complementary
sequences located at the 3’ ends of the target
DNA segment, i.e., the template DNA. Generally
the annealing temperature is between 40 and
60 °C, and the duration of this step is 1 min.
Since the primers are used at a much higher con-
centration than the template strands, they have a
much higher chance to anneal with template
strands than that for the two complementary
strands of template DNA to pair with each other.

In the third and final step, the primers are
extended due to the progressive addition of
nucleotides to the free 3’-OH groups of the
primers and, subsequently, the new strands
being synthesized. These reactions lead to the
extension of the two primers so that they grow
toward each other; as a result, the DNA sequence
located between the two primers is copied. The
temperature during primer extension step is gen-
erally maintained at 72 °C, and the duration of
this step is usually 2 min. Taqg DNA polymerase
is generally able to amplify DNA segments of up
to 2 kb. However, it can amplify longer DNA
segments provided it is used under certain special
reaction conditions. Completion of the extension
step completes the first cycle of amplification,
and a new cycle begins with the initiation of the
denaturation step. Thus, each PCR cycle takes
merely 4-5 min.

The extension of primers continues till the
strands are separated during the denaturation
step of the next PCR cycle. Therefore, the
products of primer extension based on the origi-
nal DNA template, during the first and the
subsequent cycles, are ordinarily longer than the
target sequence since extension continues
beyond the primer pairing sites; such PCR
products are called long product (Fig. 3.2).



3.3 Polymerase Chain Reaction 49

5' I} '} 3/
Template 3 . . 5

Target Denaturation
2 min at 94°C

5 T 3
Single stranded
template DNA 3 a . 5
Primers 1[I 2 &R
Annealing
40-60°C for 1 min
5 = T 3
. 2R
Primers annealed - Primers -
1 [
3’ A A 5/
Taq DNA Synthesis
polymerase | 2 min at 72°C
5 = x 3
< 2B
Desired segment
copied 1 [T >
3’ 1 A 5/
Cycle | completed
Denaturation
Cycle Il begins
Old strands {
3 . 4 single-strand copies
New strands o of the desired segment
5 [ — Primers anneal to all the

4 strands and copy them
Long product

Fig. 3.1 A schematic representation of the three steps  product.” During subsequent cycles, the long product
performed during the first cycle of PCR and their accumulates linearly, i.e., only 2 x 40 copies will be
consequences. Note that the two primers used are com-  produced after 40 cycles of PCR from a single copy of
plementary to the 3’ end sequences of the DNA segment  the target segment in the original DNA sample

to be amplified. The product of the first cycle is the “long

Fig. 3.2 The correct copy 3 e b
of the target sequence is (I =
produced in the second and 5 [ 3
the later cycles; its number 7=
increases exponentially. L
After 40 PCR cycles, ~23° ong product
copies are expected to be  Second cycle + Denaturation
produced from a single e Annealing
copy of the target segment » Extension
¥ By ¥
5[ 3
Correct product
¥ 7N 5

5[ 3




50

Table 3.1 Factors affecting polymerase chain reaction

Factor Features
Template DNA

(A) Natural features

3 Polymerase Chain Reaction-Based Markers

G + C content, complexity, length of regions to be amplified, the composition

(e.g., presence/absence of short repeats) of the region to be amplified

(B) Experimental features

Extraction conditions of the DNA, degree of shearing, concentration and copy

number of target sequences

Characteristics of thermal block

Temperature accuracy, uniformity of temperature within the tube and between

positions in the rack, ramping times

DNA polymerase
dNTPs

MgCl, and KCl
Organic compounds

Concentration

Temperature profiles
Primer

During the subsequent cycles, primers will also
anneal to the “long products” at primer binding
sites located before their 3’-ends. The extension of
these primers will yield the correct copy of the
target sequence; these copies are known as the
correct product. Since the “long product” is pro-
duced only from the original DNA template, it
continues to increase linearly. In contrast the “cor-
rect product” is generated from both the types of
PCR products so that its number doubles in every
cycle, i.e., it increases exponentially. Thus, one
PCR cycle increases the number of copies of the
target DNA segment by a factor of two in com-
parison to their number at the beginning of the
cycle. As a result, 2" copies of the target DNA
segment are expected to be present at the end of
n cycles. But the actual number of copies
generated by PCR is lower than, but quite close
to, this number. The investigator has only to set
the temperature and duration of each step of PCR
and the number of cycles to be run in the
automated thermal cyclers. After this, the machine
carries out all the operations exactly as specified.
After the last PCR cycle, the amplification product
is separated from the template DNA by gel elec-
trophoresis, removed from the gel, and purified; it
can now be used for the specific desired purpose.

PCR is a relatively robust technique when the
selectivity of primers allows for stringent
annealing conditions. Purity of the template is
not important provided no sequence similar to
the target and of foreign origin contaminates the

ITonic concentration
Formamide (for SSR), glycerol, and DMSO
Annealing time and temperature, extension time, and number of cycles

Stability, processivity, and concentration

Size, composition, sequence, and purity

sample. A large number of factors can influence
the success of PCR and the nature of PCR
products (Table 3.1). Tag DNA polymerase at
1.25 units/25 pl of reaction mixture would give
reproducible results. Taq DNA polymerase (from
Thermus aquaticus) is perhaps the most com-
monly used, but Pfu (from Pyrococcus furiosus)
and Vent® (from Thermococcus litoralis)
polymerases are more efficient. The primer
length should be at least 15—17 nt for amplifica-
tion of the specific desired DNA sequence, and
the melting temperature of the two PCR primers
should be the same. Melting temperature (T,,) of
a primer is the temperature at which 50 % of the
template-primer duplexes would dissociate into
separate strands. The annealing temperature is
usually 1-2 °C lower than the melting tempera-
ture of the PCR primers, while for RAPD
analyses, it is kept ~5 °C lower than the T, of
the primer. In case of RAPD analyses, ~4 pM
primer should be used with ~30 ng template
DNA (in 25 pl reaction mixture) to obtain sharp
and reproducible bands.

3.3.2 Separation of PCR Amplification
Products

DNA fragments/amplicons generated by PCR
can be separated by electrophoresis in agarose
or acrylamide gels. Agarose gels are easier to
make and use, and the electrophoresis system
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used for these gels is simpler than that for
acrylamide gels. The agarose concentration in
the gels depends mainly on the size range of
fragments to be separated. An agarose gel
of about 1 % can separate fragment of
~300-1,500 bp, and fragments differing in length
by about 50 bp can be resolved. Polyacrylamide
gels contain a much more uniform pore size than
agarose gels and allow separation of DNA
fragments with a higher resolution. A gel
containing 6 % acrylamide has a fine network
formed by polyacrylamide and can separate
DNA fragments differing in length by even one
or two base pairs. But the maximum fragment
length that can be separated using this gel is
usually 500 bp. Polyacrylamide gels are suitable
for detection of SSR, AFLP, DNA amplification
fingerprinting (DAF), and sequence-tagged sites
(STS) markers, while agarose gels are well suited
for RFLP and RAPD markers. The first-
generation automatic DNA sequencers used capil-
lary gel electrophoresis because it afforded auto-
mation of filling the capillaries with the polymers
as well as loading of the samples. The polymer
filled in capillaries of DNA sequencers is similar
to polyacrylamide (de Vienne et al. 2003).

3.3.3 Multiplex PCR

Ordinarily, a single primer/pair of primers is used
in one PCR reaction set up in a PCR tube to
amplify a single target sequence from the given
DNA sample. Often amplification of two or more
different segments from the same DNA sample
may be required, e.g., for analysis of some types
of molecular markers. In such cases, a separate
PCR reaction will have to be set up for every
primer pair because of the difficulties in correct
identification of their PCR products. However, if
the amplification products of two or more primer
pairs can be reliably distinguished from each
other, these primer pairs can be used in a single
PCR reaction tube; this is known as multiplex
PCR, and the process is called multiplexing.
The PCR products from different primers can
be reliably separated by gel electrophoresis if
their lengths do not overlap. Alternatively,
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different primers may be labeled with different
fluorophores, and their PCR products can be dis-
tinguished on the basis of color differences in
their fluorescence emissions. But this approach
would require the fluorescence detection system
of the first-generation automatic DNA
sequencers. It is essential that all the primers
used in a multiplex PCR have the same or almost
the same melting temperature. This is essential
for successful and specific amplification of all the
concerned target sequences at the single
annealing temperature used for the multiplex
PCR. Multiplexing increases the throughput and
reduces the cost and effort needed for scoring of
markers.

3.3.4 Applications of PCR

PCR has many exciting and varied applications,
some of which are as follows. It is used to study
DNA polymorphism, including DNA fingerprint-
ing, for which several PCR-based marker
systems have been developed. PCR is used to
detect the presence of transgenes introduced
into organisms either by genetic transformation
or hybridization. A variation of the PCR proce-
dure, asymmetric PCR, generates copies of a
single strand of the target sequence, which are
used for first-generation automated DNA
sequencing. PCR is also used for DNA sequenc-
ing reaction itself (thermal cycle sequencing
PCR). The next-generation DNA sequencing
procedures use PCR for in vitro cloning of the
DNA fragments being sequenced. The enzyme
reverse transcriptase is used along with DNA
polymerase in RT-PCR (reverse transcription
PCR) to generate DNA copies of RNA. Real-
time reverse transcription PCR is used to esti-
mate the initial quantity of the template RNA
most specifically, sensitively and reproducibly.
Several variations of PCR have been developed
for specific applications, including inverse PCR
for amplification of sequences flanking the target
sequence, anchored PCR amplification of a target
segment when the sequence of only one of its
ends is known, overlap extension PCR for site-
directed mutagenesis in the target segment, etc.
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3.3.5 Advantages and Limitations
of PCR

PCR is simple, relatively straightforward, very
fast (requires only few hours), highly sensitive,
and extremely versatile. It can amplify even a
single copy of the target sequence present in a
DNA sample and generate millions of copies of
this  sequence. =~ PCR  uses  nanogram
(ng) quantities of DNA, and purity and integrity
of the DNA preparation are not critical. Further,
even partially degraded DNA can be successfully
used for PCR. It uses easy to store and relatively
cheaper DNA polymerase and does not use
radioactivity. However, sequence information
for the two ends of the target segment must be
known for designing of the primers. In general,
segments of only up to 3 kb are amplified, but
this length is ideally 1 kb. Taq DNA polymerase
lacks proofreading activity so that it cannot
remove the errors committed during replication.
Further, PCR is sensitive to several inhibitors
that may be present in the DNA preparation.
The expected exponential amplification
continues up to about 20 cycles or so, after
which it enters linear phase and soon culminates
in a plateau. The PCR procedure can often gen-
erate artifacts like “hybrid amplicons” and
primer dimers, and it may produce erroneous
results due to contaminating DNA. Primer
dimers are frequently produced when the two
PCR primers have partially complementary 3’
termini. They may also arise due to non-
template-directed addition of some bases at the
3’ ends of the two primers, which may sometimes
generate complementary 3 ends in them.

3.4 PCR-Based Markers

PCR-based markers are considered as the sec-
ond-generation of molecular markers and are
based on DNA sequence polymorphisms
detected by PCR amplification of the sample
DNAs. The DNA polymorphisms are reflected
in the amplification products from the target
regions of the sample DNAs. The PCR procedure
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may use a single primer or a pair of primers, and
the primers may have either arbitrary or specific
nucleotide sequences. The products of amplifica-
tion are separated by electrophoresis using either
an agarose or a polyacrylamide gel and are
visualized by staining the gel with either
ethidium bromide or silver, autoradiography, or
fluorescence detection. The primers used for
amplification differ from one marker type to the
other and form the basis of the concerned marker
systems. These marker systems can be grouped
into the following two categories on the basis of
the primers used: (1) markers based on arbitrary
sequence primers and (2) those based on specific
sequence primers. More recently, (3) an interme-
diate group of techniques has been developed
that uses either a combination of specific
sequence and arbitrary sequence primers or
primers composed of both fixed and arbitrary
sequences. In addition, (4) some techniques com-
bine restriction digestion of DNA with PCR
amplification, and they together may be regarded
as a separate group (Table 3.2). These marker
systems have been extensively used for gene/
QTL mapping, fingerprinting of plant genetic
resources, and breeding materials including com-
mercial varieties, analysis of genetic diversity,
and studies on phylogenetic relationships.

3.5 Randomly Amplified

Polymorphic DNAs

Williams et al. (1990) reported the procedure for
the marker randomly amplified polymorphic
DNA s that produces fingerprints of virtually any
genomic DNA sample within a matter of hours
without using radioactive reagents. A single,
short (usually, 10 nt long) oligonucleotide with
an arbitrary base sequence is used as primer for
amplification of sequences from high molecular
weight genomic DNAs of the test individuals.
This primer acts as both the forward and the
reverse primer for the amplification reaction
(Fig. 3.3). The single primer would anneal at
several sites in the template genomic DNA. The-
oretically, for a 10 nt long primer, the binding
sites are expected to occur, on an average, every
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Table 3.2 A classification of the PCR-based marker systems in common use

Category of marker

system Marker system(s)* Remarks

Arbitrary sequence  RAPD, DAF, AP-PCR, ISSR Simplest to implement; poor reproducibility

PCR

Specific sequence SCAR, STS, SSR, COS, ITP, IMP Some to considerable developmental effort; simple
PCR to use

Combination SRAP, TRAP, SCoT, CDDP, S-SAP, Simple to implement (SRAP); database search

sequence PCR REMAP, RBIP, CoRAP, CBDP

Restriction digestion AFLP, CAPSs
combined PCR

necessary (TRAP, SCoT, CDDP, CBDP)
Technically more demanding (especially AFLP)

*AFLP amplified fragment length polymorphism, AP-PCR arbitrary-primed PCR, CAPSs cleaved amplified polymor-
phic sequences, CBDP CAAT box-derived polymorphism, CDDP conserved DNA-derived polymorphism, CoRAP
conserved region amplification polymorphism, COS conserved orthologous sequence, DAF DNA amplification finger-
printing, /MP inter-MITE polymorphism, ISSR inter-simple sequence repeat, /TP intron-targeting polymorphism,
RAPD randomly amplified polymorphic DNAs, RBIP retrotransposon-based insertion polymorphism, REMAP
retrotransposon-microsatellite amplified polymorphism, SCAR sequence-characterized amplified regions, SCoT start
codon-targeted marker, SRAP sequence-related amplification polymorphism, S-SAP sequence-specific amplification
polymorphism, SSR short sequence repeat markers, STS sequence-tagged sites, TRAP target region amplification

polymorphism

5 - 3
Primer
o

Primer
¥ :

<«—2kb or less—>
Template DNA

.

Amplification takes place

Fig. 3.3 A schematic representation of the RAPD
marker system. A single arbitrary sequence primer of,
generally, ten nucleotides is used for amplification.
Amplification will take place if the primer binds to two
sites located on the complementary strands within 2 kb of
each other

410 bp or 1,048,576 bp in a DNA strand, assum-
ing a random distribution of nucleotides in the
DNA strand (Appendix 3.1). However, exponen-
tial amplification can occur only when the primer
anneals at two sites within ~2 kb of each other.
Further, the two primer molecules should bind to
the opposite strands of the template DNA so that
their 3’ ends face each other; this would occur
only when these two binding sites are in the
opposite orientation (Fig. 3.3). The reaction
conditions are normally so chosen that the num-
ber of fragments amplified is less than 20 per
reaction (Fig. 3.4). Thus, a very large number

of fragments can be generated by using a rela-
tively small number of different primers. Usu-
ally, these fragments would be amplified from
different regions of the genome so that several
loci can be examined rapidly (Edwards 1998).
Many RAPD primers may generate one to three
intense bands each, which are polymorphic
between the parents of a mapping population.
It may be pointed out that only reproducible,
intense bands should be used as markers so that
the marker genotypes are scored with a degree of
reliability.

RAPD method detects high level of polymor-
phism in plants and does not require large
amounts of relatively pure DNA, and prior
sequence information about the template genome
is not required. It does not involve preliminary
work like development of cloned DNA probes,
preparation of filters for hybridization, etc., and
the procedure can be automated. In addition,
RAPD is safe, as it does not use radioactive
components. RAPD has been used to construct
high-density maps in several crop species like
alfalfa, faba bean, apple, etc., in a relatively
short time. This marker system has also been
used to discover molecular markers linked to
the desired genes in crops like tomato, lettuce,
and common bean. RAPDs are dominant markers
that are scored as “present” or “absent.” When it
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Fig. 3.4 RAPD profiles of 20 pea genotypes generated
by the primer HU 12 (TGCTCAGCAG). Genotypes:
1, HUP-2; 2, Rachna; 3, DMR-42; 4, KPMR-551;
5, KPMR-615; 6, KPMR-619; 7, IPF-99-25; 8, VL-40;

is important to distinguish heterozygotes from
homozygotes for a locus, two RAPD markers
tightly linked to this locus should be used. Fur-
ther, one of the two markers should be in cou-
pling phase, while the other marker should be
associated in repulsion phase with the target
locus. But this strategy will require twice the num-
ber of marker assays as that for a codominant
marker. In addition, finding of two strategically
located RAPD markers is not likely to be an easy
task. The reproducibility of RAPD polymorphisms
is low and is affected by several factors like primer
to template concentration ratio, annealing temper-
ature, and Mg2+ concentration  (Williams
et al. 1990). For example, a change of even 1 °C
in annealing temperature may result in an entirely
different profile of RAPD. Further, the amplifica-
tion may fail due to an experimental error, but this
can be scored as the “absence” allele. In many
inheritance studies, RAPD markers showed signif-
icant deviation from Mendelian ratios possibly due
to errors in scoring. The poor reproducibility of
RAPD polymorphisms has prevented their wide-
spread application in spite of their other highly
attractive features. However, modifications of the
RAPD approach have allowed the development of
markers systems like SCAR, AP-PCR, RAMPO,
etc., and this simple marker system still retains
some relevance (Babu et al. 2014).

The information content of an individual
RAPD marker is very low. RAPD markers
often originate from repetitive DNA. Therefore,
RAPD markers can be used as probes for locus-

9, DMR-46; 10, KPMR-660; 11, IPF-1-17; 12, IPF-1-22;
13, VL-41; 14, KPMR-662; 15, HFP-4; 16, HUDP-15;
17, KPMR-144-1; 18, DDR-49, 19, KPMR-526;
20, LFP-283 (Courtesy Kusum Yadav, Lucknow)

specific hybridization only after considerable
sequence analysis of the markers. Sometimes,
heteroduplex molecules may be formed between
allelic RAPD products in heterozygotes, and
these may give rise to false polymorphisms
(Ayliffe et al. 1994). In addition, co-migrating
bands may lack homology, and a single band
may contain two or more different amplicons.

3.6 DNA Amplification

Fingerprinting

DNA amplification fingerprinting amplifies
genomic sequences using a single short oligonu-
cleotide, typically, of 4-6 nt as primer, but
primers of up to 15 bases can be used. This
produces a range of up to 100 short amplified
products of different lengths. The spectrum of
products changes with each primer and template
combination, but is characteristic for each com-
bination. Fragments can be adequately resolved
and visualized by polyacrylamide gel electropho-
resis (PAGE) combined with silver staining.
DAF uses less stringent conditions for annealing
and primer extension reactions than PCR. Tem-
perature variation in the thermocycler block is
not as crucial in the case of DAF as it is with
conventional PCR. Short extension times are
sufficient for complete extension of the short
products typically obtained in DAF (Caetano-
Anolles et al. 1991). DAF is suitable for DNA
fingerprinting of different genotypes.
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3.7  Arbitrary-Primed PCR

Welsh and McClelland (1990) reported the pro-
cedure for arbitrary-primed polymerase chain
reaction (AP-PCR). In arbitrary-primed PCR,
arbitrary sequence primers of 18-32 nt are used
for amplification. It is not likely that even a very
large genome will have sequences complemen-
tary for an arbitrary sequence of 20 bases or
more. Therefore, amplification can occur only
when the annealing conditions allow
primer—template pairing with mismatches at
some base pairs. The first two cycles of PCR
are carried out at low stringency, and during the
subsequent PCR cycles, a higher stringency
(achieved by increased annealing temperature)
is used. In this way, up to 100 bands may be
generated for each individual, which are
separated by PAGE, and scored as “present”/
“absent.” The approach is suitable for DNA fin-
gerprinting. Many workers consider AP-PCR to
be essentially the same as RAPD, but the two
procedures differ in terms of primer length,
annealing conditions, number of amplified
fragments, and the type of gel used for electro-
phoresis (de Vienne et al. 2003). This technique
has now been refined to permit fragment separa-
tion by agarose gel electrophoresis. But AP-PCR
is not a popular method as it involves
autoradiography.

3.8 Sequence-Characterized

Amplified Regions

In 1993, Paran and Michelmore developed the
sequence-characterized = amplified  regions
(SCAR) markers from selected desirable RAPD
markers. However, this term is often applied for
PCR-based markers derived from AFLP and
other markers as well. The amplified fragment
representing a desirable RAPD marker is eluted
from the gel, cloned, and the nucleotide
sequences of its two termini are determined. A
pair of primers (usually, 20-24 not long), one
forward and one reverse primer, specific for the
two terminal sequences is designed. This primer
pair is expected to amplify a single fragment and
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detect the polymorphism represented by the
concerned RAPD marker in a more reliable man-
ner. The primer pairs designed in this manner are
tested for their ability to detect the concerned
polymorphisms, and the successful primer pairs
give rise to SCAR markers. SCAR
polymorphisms are generally dominant (scored
as “presence” or “absence” of a single unique
band), particularly at elevated annealing
temperatures (Paran and Michelmore 1993).
These markers can be developed into plus/
minus arrays to eliminate the need for electro-
phoresis. Some of the SCAR markers detect
length polymorphism either directly or after
digestion of the amplified fragment with a suit-
able restriction enzyme; the latter approach
generates a marker system called cleaved
amplified polymorphic sequences (CAPSs;
Sect. 3.14). However, sometimes the SCAR
primers fail to detect any polymorphism. In
such cases, it becomes necessary to sequence
both the alleles of the RAPD fragment and design
the two primers based on sequence differences to
ensure detection of the polymorphism (Vosman
1998). Thus, SCARs are essentially similar to
STS in construction and application. They can
be used for physical as well as genetic mapping,
comparative mapping, and phylogenetic relation-
ship studies.

3.9 Amplified Fragment Length

Polymorphisms

Amplified fragment length polymorphism tech-
nology was developed by Zabeau and Vos
(1993), and it uses restriction fragments for
PCR amplification. It ingeniously combines the
restriction digestion of sample DNA step of
RFLP system with the PCR technique to generate
a robust and highly polymorphic DNA marker
system (Fig. 3.5). In the AFLP procedure,
100-500 ng genomic DNA is digested with two
restriction enzymes, appropriate adapters are
ligated at the ends of the resulting restriction
fragments, and a much smaller set of these
fragments is selectively amplified by the PCR.
Strictly speaking, this marker system does not
detect the fragment length polymorphism
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Fig. 3.5 A simplified schematic representation of the
two-step AFLP method. Dilution after the preampli-
fication step virtually removes the unamplified fragments.

generated by the restriction enzymes. The restric-
tion enzymes, in essence, only produce the set of
restriction fragments from the genomic DNAs in
a highly reproducible manner and also provide a
dependable strategy for fragment amplification
coupled with complexity reduction. The poly-
morphism detected by the AFLP procedure is

In the amplification step, the AFLP primer for the 6 bp
cutter is labeled with radioactivity or, preferably, fluores-
cence (Based on Vos et al. 1995; de Vienne et al. 2003)

actually generated by the selection nucleotides
used in the AFLP primers. A restriction fragment
will be amplified only when it has the comple-
mentary bases for the selection nucleotides in
appropriate positions. On the other hand, a
homologous fragment with mismatch at the
selection nucleotide sites will not be amplified.
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Thus, the polymorphism is generated primarily
by differential amplification of the restriction
fragments. Therefore, some authors prefer to
call this marker system selective restriction frag-
ment amplification markers, but restriction frag-
ment amplification polymorphism seems to be a
better term. A denaturing polyacrylamide gel is
used to separate the PCR products, and up to
50-100 bands per sample are obtained. Of
these, about 80 % of the bands may be polymor-
phic and can be used as markers. Therefore,
AFLP is regarded as one of the most powerful
high-density marker systems that produces ten
times more informative markers per analysis
than other marker systems and has high repro-
ducibility. Further, prior sequence information is
not required for this marker system.

3.9.1 The Procedure of AFLP
In the first step of AFLP procedure, sample geno-
mic DNA is digested with two restriction
enzymes (Fig. 3.5). One of these enzymes is a
rare cutter, e.g., PstI (6 bp recognition sequence,
5'-CTGCA/G); this enzyme does not cut
methylated DNA, as result of which it creates a
bias in favor of low-copy number fragments. The
second enzyme is a frequent cutter, e.g., Msel
(4 bp recognition sequence, 5'-T/TAA); it is used
to produce much smaller (256 bp = 4* bp)
fragments from those generated by the first
enzyme. This digestion procedure produces the
following three types of fragments: (1) Type I
fragments have both their ends generated by the
rare cutter PstI (PstI-Pst]) and form a small frac-
tion of the total fragments. (2) Type II fragments
(PstI-Msel) have one end produced by the rare
cutter (PstI) and the other end generated by the
frequent cutter (Msel). (3) Type III fragments
(Msel-Msel), on the other hand, have both their
ends generated by the frequent cutter (Msel) and
are expected to be the most frequent; they are
selectively eliminated by the following PCR
procedure.

After ligation of adapters to the DNA
fragments, their PCR amplification is done in
two steps. In the first step, called preamplification
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step, the samples are amplified using two AFLP
primers, each of which has one selection nucle-
otide each at its 3’ end (Fig. 3.5). An AFLP
primer has the adapter sequence plus one to
three arbitrary nucleotides at its 3’ end, and the
arbitrary nucleotides are called selection
nucleotides. The inclusion of selection
nucleotides reduces the number of fragments
that would be amplified by the AFLP primers.
For each selection nucleotide added to an AFLP
primer, the proportion of amplified fragments
would be reduced to 1/16(= Y, x ;) of the
number of different fragments present in the
mixture. In this way, 1/16th of all the three
types of fragments present in the mixture will
be amplified. The products of the preampli-
fication step are suitably diluted to minimize
the fragments that were not amplified in this
step. The diluted mixture of the fragments is
then used as template for the amplification step,
in which each of the two AFLP primers has up to
three selection nucleotides at its 3’ end. In addition,
the AFLP primer corresponding to the ends pro-
duced by the 6 bp cutter is labeled with radioactiv-
ity or a fluorophore. The AFLP primers and the
amplification conditions are so designed that they
favor amplification of the type II (PstI-Msel)
fragments. Denaturing PAGE is used to separate
the PCR products, and the bands are detected by
either autoradiography or, preferably, fluorescence
(Vos et al. 1995). The use of fluorescence-tagged
primers permits the analysis of fragments by an
automated DNA sequencer, which also enables
automated data collection and analysis.

3.9.2 Features of AFLP

The observed AFLP polymorphisms may result
from mutations either in the recognition
sequences of the two restriction enzymes used
for digestion of the genomic DNA or in the
sequences complementary to the selection
nucleotides included in the AFLP primers. In
addition, insertions within or deletions from the
amplified restriction fragments will also generate
polymorphism. AFLP fragments/bands are of
random origin, but most of them represent unique
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sequences. They are dominant markers, but it is
possible to differentiate heterozygous and homo-
zygous genotypes on the basis of intensity of the
bands (Staub et al. 1996). The AFLP technique is
faster and less labor intensive, and detects a large
number of loci that provide far greater informa-
tion than RFLP procedure. Further, AFLPs are
highly reproducible, which is a great advantage
over RAPDs. This marker system does not
require sequence information, there is no marker
development step, and it can be used in any
species, including nonmodel organisms. But the
AFLP marker system 1is laborious, time-
consuming, technically demanding, and expen-
sive to set up, and it uses restriction enzymes. It
requires DNA preparations of high purity (neces-
sary for restriction digestion), the polymorphic
information content of the marker system is low
(the maximum being 0.5), and in some plant
species like sunflower and barley, the AFLP
markers tend to cluster in the centromeric
regions. AFLP markers can be used for variety/
line identification, characterization of germ-
plasm, high-resolution mapping, marker-assisted
selection (MAS), and gene cloning. It is still used
for genetic studies in crops species, for which
little or no reference genome sequence is avail-
able. In addition, it can be used for fingerprinting
of DNA clones and for identification of contigs
(Vos et al. 1995).

3.9.3 Modifications of the AFLP
Technique

The AFLP technique has been modified in vari-
ous ways to achieve specific objectives. One
modification of the AFLP procedure, called
sequence-specific amplification polymorphism
(S-SAP), generates a marker system that is simi-
lar to, but more polymorphic than, AFLPs. In
S-SAP, the restriction fragments are generated
and ligated to the AFLP adapters as usual. But
in the amplification step, only one AFLP primer
is used, and the other primer is based on a
conserved sequence of a transposable element
(TE). TEs occur in very high copy number in
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plant genomes, and sometimes they may be
more frequent in the gene-rich regions. The use
of TE-based primers amplifies only those DNA
fragments that have the TE sequence. The trans-
poson display procedure of van den Broeck
et al. (1998) is essentially the same as S-SAP,
except that it deliberately uses a hexa-cutter
restriction enzyme that cuts within the chosen
TE. S-SAP has been used for genetic diversity
studies and linkage map construction in several
species, including pea, wheat, and cashew.

In another modification, called sequence-
tagged microsatellite profiling (STMP), one
AFLP primer and one primer based on a SSR
sequence (anchored at its 3’ end) are used for
amplification of the restriction fragments after
the preamplification step. This modification
takes advantage of the SSR polymorphism with-
out prior sequence knowledge and the efforts
required for SSR marker development. STMP
markers can later be converted to SSR markers.
Another modification of the AFLP technique is
called TE-AFLP (three-endonuclease AFLP)
since three restriction enzymes are used to digest
the sample DNA. In addition, two sets of
adapters are used for amplification of the
fragments. The use of third endonuclease
increases the discriminatory power of the tech-
nique, and a one step amplification procedure can
be used for fingerprinting of even complex
genomes. The MEGA-AFLP (multiplex-endonu-
clease genotyping approach AFLP) is based on
four or more endonucleases used for digestion of
the sample DNA. However, this modification
employs only a single pair of adapters for PCR
amplification.

The AFLP approach has been adapted for
marker genotyping by microarray hybridization
as DArT (diversity array technology; Sect. 2.6)
or as CRoPS (complexity reduction of polymor-
phic sequences; Sect. 13.4.2) for SNP (single
nucleotide polymorphism) and InDel (insertion/
deletion) discovery and genotyping using a
new-generation DNA sequencing technology.
These modifications are amenable to high-
throughput marker genotyping as well as
automated data acquisition and analysis.
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3.9.4 Conversion of AFLP Markers

An AFLP marker of interest can be converted
into a STS marker in the same way as SCAR
markers are derived from RAPD markers. DNA
from the AFLP band of interest is isolated,
reamplified using the same AFLP primers that
were used in the amplification step, and the
amplification products are sequenced either
directly or after cloning. Based on this sequence
information, a pair of specific PCR primers is
designed for amplification of the concerned
DNA fragment. This strategy can generate
CAPS, dCAPS, or STS markers.

3.10 Sequence-Tagged Sites

A locus that can be unambiguously defined in
terms of flanking primer sequences that are used
for its amplification is called sequence-tagged
site (STS; Olson et al. 1989). The pair of primers
for an STS locus, typically, amplifies a single
band. STSs can be created in the following four
ways:

1. The two ends of a RAPD fragment are
sequenced, and, based on this information, a
pair of PCR primers is designed for
reproducible-specific amplification of the
intervening segment; this strategy generates
SCAR markers.

2. The two ends of an RFLP or AFLP fragment are
sequenced, and specific primers are designed
for amplification of the RFLP/AFLP locus.

3. STSs are often created by determining the
unique sequences flanking mini- and micro-
satellite sites. A pair of primers specific for
these unique sequences is designed for PCR
amplification of each of these sites.

4. Sequences of ~400 bp long fragments of
genomic DNA are determined, and primers
of about 20 bp may be designed for amplifica-
tion of about 200400 bp segments. These
primers are tested for PCR amplification
using the genomic DNA as template. If a
pair of primers amplifies a single product of
the correct size, a unique STS has been
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identified. In human genome project, about
50 % of the primers created in this way
identified unique STSs, which have been use-
ful in creation of contigs required for physical
mapping.
Thus, the creation of STS markers requires con-
siderable amount of work, but their application
requires merely the knowledge of sequences of
the concerned primer pairs.

3.11 Microsatellites or Simple

Sequence Repeats

Litt and Luty (1989) introduced the term micro-
satellite to describe the simple sequence
fragments generated by PCR. Microsatellite
sequences are also known as short tandem
repeats (STRs), simple sequence repeats (SSRs),
or simple sequence length polymorphism (SSLP).
SSRs consist of tandemly repeated sequences of
1-6 bp, of which the dinucleotide repeats (CA),,
(GA),, and (AT), are the most frequent and
highly polymorphic in eukaryotic genomes. In
case of plants, (AT), and (GA), repeats appear
to be more numerous, while (CA), repeats con-
stitute one of the most abundant microsatellites
in mammals. (The value of » may range from 5 to
50 or even more.) Plant genomes also contain
trinucleotide and tetranucleotide repeats, and
the (AAG), and (AAT), sequences appear to be
the most frequent. The average distance between
two loci of a given dinucleotide SSR has been
estimated as 30—100 kb. The trinucleotide and
tetranucleotide SSR sequences are estimated to
show similar distribution patterns. It appears that
many microsatellites are uniformly distributed
throughout the genome, but in some species like
tomato, the SSRs may be clustered around
centromeres (see Gupta and Varshney 2000).
Microsatellites differ from minisatellites
(Sect. 2.7) in terms of the length of the repeating
unit (11-60 bp for minisatellites) as well as the
pattern of their distribution in the genome.
Microsatellite sequences are almost evenly
distributed in the plant genome, while
minisatellites are generally confined to the
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telomeres of eukaryotic chromosomes (Tautz
1989; Weber and May 1989). Microsatellite
sequences are believed to have originated from
unique sequences by random base substitutions
and/or insertions that generated repeat motifs.
Once produced, the repeat sequences expanded
most likely due to slippage by DNA polymerase
during replication and/or unequal crossing over.
Consequently, microsatellite sequences are often
highly polymorphic and SSR loci show multiple
alleles. For example, in the elite germplasm of
soybean, usually, only two alleles per RFLP
locus are detected, while in a sample of about
100 elite soybean genotypes some microsatellite
loci had up to 26 alleles. It may be reiterated that
polymorphism at SSR loci is exclusively due to
variation in the number of repeat units and base
sequence variation is not involved. SSRs have
been exploited to develop the following two
types of markers: (1) sequence-tagged microsat-
ellite site (STMS) or, simply, SSR markers, and
(2) inter-simple sequence repeat (ISSR) markers.

3.12 Simple Sequence Repeat
Markers

The simple sequence repeat (SSR) markers are a
special version of STS markers, in which a micro-
satellite locus is amplified using a specific primer
pair derived from the unique sequences flanking
the SSR locus (Fig. 3.6). Sometimes, these
markers are called STMS markers, simple
sequence length polymorphisms (SSLPs), and
even as microsatellite markers. Each SSR locus
is amplified using a specific pair of primers, and
the amplification products are analyzed by gel
electrophoresis for the identification of different
alleles of the locus. Ordinarily, a single SSR locus
is amplified from a single DNA sample in each
PCR reaction, and the PCR products from a single
reaction are analyzed in one gel lane. The unique
sequences flanking the SSR loci seem to be
conserved within species and even across species
within a given genus, but rarely across related
genera. Therefore, SSR primers designed on the
basis of genome sequence information from one
species can be used in a related species as well.

3 Polymerase Chain Reaction-Based Markers

3.12.1 Discovery of SSR Markers

Several innovative approaches have been used
for the discovery of SSR loci. Initially, DNA
inserts/restriction fragments containing micro-
satellite motifs may be identified from a genomic
library/genomic DNA restriction digest. The
genomic library used for this purpose may or
may not be enriched for DNA inserts with
microsatellites. The identified clones/restriction
fragments are sequenced. But when genome
sequence data are available, SSR loci can be
identified more efficiently by analysis of the
genome sequence and expressed sequence tag
(EST) databases using data mining software
like FASTA. The SSR markers derived from
genome sequences are sometimes termed as
genomic SSRs (gSSRs), while those developed
from ESTs are often referred to as expressed
SSRs  (eSSRs). For example, one eSSR
appears to be present in every 5.46 kb of
wheat EST sequence. In addition, SSR markers
are also derived from unigene sequences
available at http://www.ncbi.nlm.nih.gov/unigene/;
such markers are often called unigene-derived
microsatellites (UGMs). Unigenes (unique gene
sequences) are a set of nonredundant EST
sequences from a given species so that each
unigene sequence has a unique identity and geno-
mic location. In each of the above cases, primers
specific for the unique sequences flanking the
SSR sequences are designed, generally, with the
help of a suitable computer program. Care should
be taken with respect to the following in design-
ing of the primers: (1) GC content of the primers
should be around 50 % (T}, about 60 °C), (2) their
3’-ends should be AT-rich, and (3) the frequency
of primer dimer formation should be as low as
possible.

3.12.2 Increasing the Throughput
of SSR Markers

The cost of SSR analysis can be reduced by
the following strategies: (1) pooling the PCR
products from two or more separate single primer
pair-based reactions and running them in a single
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gel lane, (2) using a single PCR reaction tube for
simultaneous amplification of two or more SSR
loci, or (3) combining the above two approaches.
When primer pairs for alleles at two or more SSR
loci generate amplification products of different
sizes to enable their unambiguous identification,
their PCR products can be pooled and used for
electrophoresis. If the primers for such SSR loci
could be optimized for the same PCR amplifica-
tion conditions, they can be used together in a
single PCR reaction tube for amplification, and
the PCR products analyzed in a single gel lane.
This strategy, called multiplex PCR (Mitchell
et al. 1997), leads to a significant reduction in
the costs and the time needed for assays. But

PCR amplification of the SSR locus. The primers are
based on unique sequences flanking the SSR locus

when the PCR products from different SSR loci
have overlapping range of lengths, they can still
be analyzed in a single gel lane by the following
procedure. The PCR products from one reaction
are loaded in the gel and allowed to run for a
suitable period of time. The run is then
interrupted, and products of the second PCR
reaction are loaded in the gel and the run is
resumed. The staggered loading of the PCR
products from different reactions would allow
the resolution of PCR products of similar lengths
(Ribaut et al. 1997).

The PCR primers for different SSR loci can be
labeled with different fluorescent labels. These
primers can be used in a single PCR reaction
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when they are optimized for the same PCR
conditions. Otherwise, a different PCR reaction
would be set up for each primer pair. In either
case, the PCR products from three to five differ-
ent SSR loci can be analyzed in a single capillary
of an automated DNA sequencer even when the
products from different loci are overlapping. It is
possible to use a single capillary or gel lane for
the analysis of up to 16 different SSR loci by
taking advantage of both differential fluores-
cence labeling and differences in the lengths of
PCR products (Gupta and Varshney 2000; de
Vienne et al. 2003). Electronic data collection
with automated DNA sequencers and data analysis
using software like Genescan'™ or Genotyper ™
allows reliable fragment size determination and
identification of SSR alleles; it also enables sepa-
ration of native SSR alleles from the products of
slippage during PCR amplification. But fluorescent
labeling of primers is expensive and increases the
cost of assays. The labeling cost can be reduced by
using a universal fluorescence-labeled primer like
M13(—21) in combination with the normal spe-
cific forward and reverse primers. However, the
specific forward primer used in this reaction
contains the M13(—21) sequence (without label)
added to its 5" end. The use of the above set of
three primers for amplification labels the PCR
product because the labeled M13(—21) primer
will be used as primer in the second and
subsequent PCR cycles. The cost of assay is
reduced because the labeled universal primer is
much less expensive than the labeled specific
primers. Another approach for reducing the cost
is the use of an array tape, in the place of microtiter
plate, to drastically reduce the amounts of
reagents, consumables, etc. used (Sect. 13.2.7).

3.12.3 Merits of SSR Markers

SSR markers are codominant, highly polymor-
phic, distributed throughout the genome in most
of the cases, and exhibit simple Mendelian inher-
itance. SSR assay is simple, PCR-based, locus-
specific, highly reproducible, amenable to auto-
mation, and has medium throughput. The amount
of DNA needed per individual is small (~100 ng),
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the cost of assay system is low, and the assay can
be handled manually. SSR markers are often
transferable across different species of the same
genus and even across closely related genera
(Choumane et al. 2000). Transferability of SSR
markers means that the primers for SSR markers
developed for one plant species can be success-
fully used in some other, usually, related plant
species. For example, the primers designed for
Oryza sativa were successfully used in wild
Oryza species and vice versa (Panaud
et al. 1996). These markers are highly informa-
tive and can distinguish even closely related
individuals.

SSR markers have been developed in several
crop species. They are widely used for linkage
mapping, cultivar identification, germplasm
characterization  (detection of  accession
duplications, seed mixtures, outcrossing, and
genetic drift), analysis of gene pool variation,
and MAS (Powell et al. 1996). SSRs became
the “marker of choice” and dominated plant
molecular research during the last decade of
twentieth century and the first decade of the
present century. But their pristine position is
under challenge from the more abundant and
ultrahigh-throughput SNP markers.

3.12.4 Limitations of SSR Marker
System

One of the chief limitations of SSR markers is
that their development is technically quite com-
plicated, labor intensive, and costly. This
involves construction of a genomic library, pref-
erably, enriched for microsatellite sequences,
screening the library with SSR-specific probes,
sequencing the positive clones, designing of spe-
cific primers, evaluation of the primers for locus-
specific amplification, characterization of copy
number of the detected polymorphism, and deter-
mination of the chromosomal position of each
SSR locus. But once the primers for the SSR
loci are developed, marker analysis becomes
easy and relatively inexpensive (McGregor
et al. 2000). SSR markers permit only limited
multiplexing and automations and are not
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abundant enough to saturate the desired genomic
regions. In addition, the cost of automation is
relatively high, and often difficulties are encoun-
tered in sharing SSR marker data between
laboratories due to differences in relative allele
sizes detected across different genotyping
platforms. Another problem arises due to the
presence of null alleles at a proportion of SSR
loci (~25 % of the loci in humans). When the
specific primers for a SSR locus consistently fail
to amplify a detectable product in some
individuals, these individuals are said to have
the null allele of the concerned locus. Null alleles
are believed to be generated by mutation in the
binding site for one or both of the primers, lead-
ing to a failure of amplification. The presence of
a null allele at a locus will lead to an
underestimation of heterozygosity at that locus
(Gupta and Varshney 2000).

3.13 Inter-Simple Sequence Repeats
An inter-simple sequence repeat (ISSR) or inter-
SSR PCR marker is based on a single primer
having microsatellite sequence. The  ISSR
primers amplify the genomic regions flanked by
the SSR sequences making up the concerned
primers. The primer may consist solely of a
microsatellite sequence (non-anchored primers)
or, more often, a microsatellite sequence plus a
short (usually, two nucleotides long) arbitrary
sequence either at the 3’ or the 5’ end of the
primer (anchored primers). In all these cases,
amplification will occur only of such a genomic
region that is flanked by the SSR sequence used
as primer, and the SSR sequences flanking this
region are in reverse orientation. These markers
detect variation in the size of the genomic region
between the two adjacent microsatellite
sequences used as the primer binding sites.

The markers generated by non-anchored
primers are called single primer amplification
reactions (SPARs) or microsatellite-primed
PCR (MP-PCR). These markers are useful only
when the primers consist of tri-, tetra-, and penta-
nucleotide repeats because primers containing
dinucleotide repeats generally yield a smear.
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MP-PCR appears to offer little advantage over
RAPD analysis. Further, fragments of different
lengths may be obtained from the same ISSR
region as a result of the primer annealing at
different positions within the SSR repeats
(Caldeira et al. 2002). The use of anchored
primers gets around this problem, and it substan-
tially reduces the number of ISSR fragments
amplified.

The markers generated by anchored primers
have been called inter-SSR PCR, anchored sim-
ple sequence repeats (ASSRs), anchored
microsatellite-primed PCR (AMP-PCR), or
inter-SSR  amplification (ISA). The region
amplified by such primers depends on the anchor
position in the primer. If the anchor were
attached to the 5’ end, the amplified fragment
would include the full lengths of the two micro-
satellite sequences as well as the inter-SSR
region. But if the anchors were linked to the 3’
end of the primer, only the region between of two
SSRs, including the primer, will be amplified
(Fig. 3.7).

3.13.1 Modifications of ISSR

The ISSR procedure has been modified in several
different ways for achieving the desired
objectives. In one modification, a 5’ anchored
SSR primer can be used in combination with a
RAPD primer to yield markers termed as ran-
domly amplified microsatellite polymorphisms

------ CACACACACA---eeeeeee - TGTGTGTG------
------ GTGTGTGTGT -----------=---------ACACACAC------

5’Anchored  3’Anchored 3’Anchored 5’Anchored
primer primer primer primer

/ '

Amplification product

Amplification product

Fig. 3.7 The products generated by 3’ and 5’ anchored
SSR primers. The anchored primers are about 17-32
nucleotides long and have usually two arbitrary bases at
their 3’ (3’ anchored primers) or 5’ ends (5’ anchored
primers) (Based on de Vienne et al. 2003)
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(RAMP or RAMPO; Wu et al. 1994). These
markers detect variation in the lengths of the
target microsatellite as well as the region between
the binding sites of the two primers. The RAPD
primer binding site serves as an arbitrary endpoint
for the anchored SSR primer-based amplification
product. Therefore, the amplification products in
RAMPs are greater in number than in the case of
AMP-PCR. Since RAPD primers would have
melting temperatures (T,,,) ~10-15 °C lower than
those of anchored SSR primers, the PCR program
is so modified that the annealing temperature
alternates between high and low (suited for the
ISSR and RAPD primers, respectively) during the
successive cycles. This approach has been used
for genetic diversity studies in some plant species
like barley. The amplification products may be
digested with a restriction enzyme to yield
digested RAMPs (dRAMPs) markers that are
useful for mapping of genes/QTLs (Becker and
Heun 1995).

In another modification, called selective
amplification of microsatellite polymorphic loci
(SAMPL), microsatellite-based primers are com-
bined with the AFLP primers in the AFLP proce-
dure to yield markers that are regarded as an
improvement over SSRs. In case of SAMPL,
one AFLP primer with three selective
nucleotides and one SAMPL primer are used in
combination for the amplification step (after the
preamplification step) in the AFLP procedure.
The best results are obtained when the SAMPL
primer (18-20 nt long) is based on two different
adjacent SSRs and the sequence lying between
them; such sequences are known to occur in
compound repeats. SAMPL primers consisting
of a single SSR sequence, in contrast, generate
ambiguous and less reproducible results.
SAMPL bands generate dominant markers, but
some of the markers may be codominant
(Witsenboer et al. 1997).

Hybridization with a labeled SSR probe, e.g.,
(CA)g, (GA)g, (GTG)s, (GCGA),4, may be used to
detect polymorphism in the amplification
products obtained by using a regular RAPD
primer or a 10/15 nt long non-anchored SSR
primer. This method has high sensitivity at the
intraspecific level, but it uses radioactivity. This
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marker is known as RAMP, RAMPO, randomly
amplified hybridization microsatellites (RAHM),
or randomly amplified microsatellites (RAM).
Another marker, termed as retroposon-microsat-
ellite amplified polymorphism (REMAP), uses a
3’ anchored microsatellite primer along with a
primer based on the LTR (long terminal repeat)
of a retrotransposon for PCR amplification. Con-
sequently, REMAP can amplify three different
types of DNA fragments: (1) the segments
flanked by an LTR at one end and a microsatellite
locus on the other, (2) sequences having a micro-
satellite locus at both their ends, and
(3) fragments present between two neighboring
insertion sites of the concerned retrotransposon.

3.13.2 Merits and Limitations of ISSR
Markers

ISSR markers are more reproducible than RAPD,
easy to use, cheap, have high throughput, and
yield multiple polymorphic loci. Further, a prior
knowledge of the template DNA sequence is not
required. Generally, ISSR markers are dominant,
but the use of a larger 5’ anchor can yield codomi-
nant ISSR markers. A major disadvantage of ISSR
markers is that they are not highly reproducible,
and some primers generate poorly reproducible
band patterns.

3.14 Cleaved Amplified
Polymorphic Sequences

The cleaved amplified polymorphic sequences
(CAPSs) detect length polymorphism generated
by restriction digestion of specifically amplified
PCR products from different genotypes. They are
often called PCR-RFLP since they were devel-
oped for easy genotyping of RFLP markers using
gel electrophoresis, following PCR of the target
regions (Williams et al. 1991; Fig. 3.8). There-
fore, CAPSs are codominant markers. They
result from alterations in the recognition sites,
located within the amplification products, for
the respective restriction enzymes. The restric-
tion enzymes used for CAPS analyses should



3.15 Single-Strand Conformation Profile/Polymorphism

Line 1 Line 2

Genomic DNA Genomic DNA

PCR amplification using
the same pair of specific
primers

\ \
PCR products have the same size
Digestion with the

appropriate restriction
enzyme

\/ \/

l Gel electrophoresis

Line Line
1 2
-
-
|

Length polymorphism

Fig. 3.8 A schematic representation of cleaved amplified
polymorphic sequence (CAPS) marker system

have 4 bp recognition sequences since they are
much more likely to have recognition sites within
the amplification products of ~0.5-2 kb. This
technique is useful when the amplified DNA
fragments are large, fail to reveal polymorphism
among genotypes, and contain a SNP within the
recognition site for a restriction enzyme. The
CAPS approach is preferable to the standard
RFLP analyses. But the use of restriction
enzymes for CAPS analysis adds to the assay
cost and makes this marker system unsuitable
for high-throughput analysis and automation.

In a variation of the CAPS method, called
derived cleaved amplified polymorphic sequence
(dCAPS) or mismatch PCR-RFLP, one of the
PCR primers generates in the PCR product a
recognition site for a restriction enzyme. This
primer is so designed that it contains one of the
SNP alleles and one or more mismatches with the
target template DNA  sequence. These
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mismatches together with the SNP allele gener-
ate a restriction site in the PCR product of this
allele, but not in that of the other allele. The
concerned restriction enzyme is used for diges-
tion of the PCR products, and the SNP alleles are
deduced from the restriction fragments generated
from them (Michaels and Amasino 1998). The
dCAPS method is simple, relatively inexpensive,
and would be useful for scoring known SNP
alleles and for positional cloning of new plant
genes.

3.15 Single-Strand Conformation
Profile/Polymorphism

Single-strand  conformation  profile/polymor-
phism (SSCP) is detected as differential move-
ment of single-stranded DNA molecules,
representing identical genomic regions from dif-
ferent individuals of a species (Orita et al. 1989).
The DNA fragments used for SSCP analyses are
generally obtained by PCR amplification. The
differential migration of the single-stranded
fragments results from differences in their sec-
ondary structures. The secondary structures of
the single strands result from folding and internal
complementary base pairing in short regions.
The base pairing produces short double-stranded
regions that stabilize the folding pattern as well
as contribute to the secondary structures. The
internal base pairing would depend on the base
sequence. Therefore, the differences in
conformations of the single-stranded molecules
would reflect the differences in their base
sequences.

The detection of SSCP involves heating the
solution of a double-stranded DNA molecule to
95 °C so that the two strands of the DNA
molecules become separated. This denatured
DNA solution is now quenched, i.e., cooled
very rapidly. As a result, the complementary
strands do not get sufficient time to pair with
each other. Instead, the single strands fold onto
themselves, and internal base pairing in short
regions leads to the formation of characteristic
secondary structures (Fig. 3.9). The differences
in secondary structures of the single strands are
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Fig. 3.9 A schematic representation of single-strand
conformation polymorphism (SSCP) for discrimination
between PCR products of identical lengths from the
same genomic region of two lines differing for a mutation
in this region (Based on de Vienne et al. 2003). * Mutation

detected by acrylamide gel electrophoresis under
non-denaturing conditions. Fluorescence-labeled
primers may be used for amplification of the
target sequence to facilitate detection of the
bands after electrophoresis. It has been estimated
that in DNA molecules of up to 200 bp, 100 % of
the differences in base sequence are revealed by
SSCP. However, as the length of DNA duplex
increases, the percentage of sequence differences
detected by SSCP decreases.

The two strands of a DNA duplex usually
generate slightly different secondary structures.
Therefore, two bands will be observed in
homozygotes (Fig. 3.8), and the heterozygotes
would exhibit four bands. But each single strand
of some DNA molecules can form more than one
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slightly different semi-stable conformation lead-
ing to the formation of multiple bands in
homozygotes. SSCP procedure is useful for
rapid screening of sequence differences among
amplification products, when precise information
about the sequence differences is not needed.
This procedure is simpler and more convenient
than CAPS, which requires restriction digestion
of the PCR product, and D/TGGE (denaturing/
temperature gradient gel electrophoresis), where
a precise control of the electrophoresis
conditions is necessary. SSCP has been used for
mapping and genetic studies in plants only to a
limited extent (de Vienne et al. 2003). The major
disadvantages of SSCP are labor-intensive and
costly marker development and the lack of
automation.

3.16 Denaturing/Temperature
Gradient Gel Electrophoresis

Denaturing/temperature gradient gel electro-
phoresis (D/ITGGE) reveals differences in the
movement of double-stranded DNA molecules
from the same genomic regions of different
individuals of a species. These DNA molecules
are obtained by PCR amplification. Short
stretches within a DNA duplex would differ
from each other in terms of melting temperature,
which depends on their base composition. For
example, AT-rich stretches would have lower
melting temperatures than GC-rich regions. As
a result, the two strands of a DNA duplex will
begin to separate earlier in AT-rich stretches than
in GC-rich stretches, when the DNA molecules
are subjected to increasingly denaturing
conditions, e.g., during denaturing/temperature
gradient gel electrophoresis. This property is
exploited for the detection of sequence
differences among PCR products from different
individuals of a species.

The PCR products from different individuals
are loaded in separate wells of an acrylamide gel.
Preparing the gel with a denaturing agent, e.g.,
urea and formamide, can create the denaturing
conditions during electrophoresis; this agent is
added in a gradient of increasing concentration



3.16

Denaturing/Temperature Gradient Gel Electrophoresis 67

Line 1 Line 2 Line 3
(44) (aa) (da)
Genomic DNA Genomic DNA Genomic DNA

v v

v

PCR amplification of the same genomic region using the same pair of specific primers

A a

A

A a

a

PCR products of identical lengths

Denaturation gradient
gel electrophoresis

(D/TGGE)*
Linel Line2 Line3 Linel Line2 Line3
(AA) (aa) (Aa) (44) (aa) (Aa)
- j Heteroduplexes (4a and aA)
- - — — | Homoduplexes (aa)
- - — — | Homoduplexes (A4A4)
Gel image Interpretation of results

Fig. 3.10 A schematic representation of denaturing/tem-
perature gradient gel electrophoresis (D/TGGE) to distin-
guish between PCR products of the same length but
differing for a mutation. The dots at the ends of DNA
strands from a line signify the presence of mutation. * the
PCR products are denatured, followed by renaturation prior

starting from the loading wells. Alternatively, a
normal acrylamide gel may be used and an
increasing temperature along the gel during elec-
trophoresis can create the denaturation gradient.
The PCR products initially migrate in the gel as
double-stranded molecules. As they migrate far-
ther in the gel, they meet stronger denaturing
conditions, and soon their least stable regions
begin to melt. At some point in the gel, one end
of the molecule would become single-stranded;
this would produce a branched structure that does
not migrate any further in the gel (Fig. 3.10). In
most cases, a difference of even a single base pair
in the least stable region of a DNA molecule of
<300 bp would lead to a difference in the mobil-
ity of the molecule, and the variant molecule
would form a different band in the gel
(de Vienne et al. 2003).

to D/TGGE in order to definitely heterozygotes due to the
formation of heteroduplexes. PCR products migrate as
duplexes in the gel till one of their ends melts to produce
a branched structure and prevents further migration.
Heteroduplexes form the branched structure earlier than
the homoduplexes (Based on de Vienne et al. 2003)

D/TGGE permits identification of all hetero-
zygous individuals by a simple step at the end of
PCR. After the last PCR cycle, the denaturation
step is implemented and is followed by renatur-
ation of the PCR products; this would lead to the
formation of two heteroduplexes in addition to
the two homoduplexes in all the heterozygotes.
The two heteroduplexes will be produced by
association of each of the two strands of one
allele with its complementary strand from the
other allele. Heteroduplexes have considerably
lower melting temperatures than the
homoduplexes so that they do not migrate very
far in the gel and form distinct slow moving
bands. The heteroduplex bands are easily detect-
able even when the bands in the two
homozygotes are not distinguishable (Fig. 3.9;
de Vienne et al. 2003).
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D/TGGE is a delicate technique and requires
considerable care. The gradient must be chosen
on the basis of stability features of the fragment
to be analyzed, and the slope and the limits of the
gradient must be carefully determined, prefera-
bly, by using suitable software. In any case, the
preparation of gradient gels is time-consuming as
well as prone to technical errors. In addition, the
size of individual DNA fragments will determine
the amount of denaturant to which they will be
exposed. As a result, small DNA fragments
would migrate to the bottom of the gel and
might even be eluted from the gel, before they
encounter sufficient amount of the denaturant for
causing differences in mobility. These
difficulties are overcome by temperature gradient
gel electrophoresis. In case a PCR product does
not have two distinct regions differing in stabil-
ity, a GC clamp may be attached to the molecule.
A GC clamp is a stretch of about 30 bp
containing only GC bases. The GC clamp can
be appended to the 5’ end of the PCR primer used
for amplification of the fragments to be analyzed.
If the base sequences of the variants of the
concerned fragments were precisely known,
their migration can be modeled to facilitate
quick screening of the variants (de Vienne
et al. 2003).

3.17 Sequence-Related
Amplification Polymorphism

Sequence-related  amplified  polymorphism
(SRAP) is one of several gene-targeted markers
based on PCR amplification (Poczai et al. 2013);
many of these markers are described in the fol-
lowing sections. SRAP is a simple marker based
on open reading frame (ORF) amplification.
SRAP uses two primers of 17 or 18 nt each,
which have, beginning from their 3’ ends, three
selective nucleotides, followed by a core
sequence of 4 nucleotides (5" CCGG 3’ in the
forward primer and 5" AATT 3’ in the reverse
primer) and a 10 or 11 nt long arbitrary sequence
(filler sequence) at the 5" end (Fig. 3.11). It is
important that different filler sequences are used
for the forward and reverse primers. The CCGG
core sequence is targeted at exons since exons
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Fig. 3.11 The forward and reverse primers used for the
detection of sequence-related amplification polymor-
phism (SRAP). Filler sequences of the two primers are
arbitrary sequences, but different from each other. The
sequence 5" CCGG3' targets exons, while the sequence
5'AATT3' targets introns and promoter regions (Based on
Li and Quiros 2001)

are more frequent in GC-rich regions. The AATT
core, on the other hand, targets promoters and
introns, which are normally AT-rich. The
annealing temperature during the initial five
PCR cycles is kept at 35 °C; it is set at 50 °C
during the next 35 PCR cycles. Denaturing acryl-
amide gel electrophoresis is used to separate the
PCR, and the bands are detected by autoradiogra-
phy (Li and Quiros 2001).

In recombinant inbred line (RIL) and
doubled-haploid (DH) populations of Brassica
oleracea, SRAP markers were almost evenly
distributed over the whole genome. Each primer
combination generated many bands of which
>10 were polymorphic. About 45 % of the
bands represented already known genes that are
listed in the GenBank, and 20 % of the bands
showed codominance. SRAP method is simple
and reliable, has moderate throughput, targets
coding sequences, and generates a fair proportion
of these markers behave as codominant (Li and
Quiros 2001). The codominant markers will be
generated by insertions and deletions since they
would lead to polymorphism in the amplified
fragment size. In contrast, SNPs affecting primer
binding would generate dominant markers since
they would either allow or prevent fragment
amplification. This marker system has been
used in several crops including potato, rice, let-
tuce, and garlic to achieve a variety of objectives,
including linkage mapping, identification of
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markers linked to useful genes, and genetic
diversity analyses.

3.18 Target Region Amplification
Polymorphism

The target region amplification polymorphism
(TRAP) is a PCR-based marker system that
involves in silico analysis of the EST database
for designing of such primers that detect poly-
morphism around the desired candidate genes.
TRAP uses two primers of 18 nt each; one of
these primers is complementary to a sequence of
the targeted EST (the fixed primer), while the
other is an arbitrary primer (Fig. 3.12). The arbi-
trary primer has the same design as that of a
SRAP primer (Sect. 3.17): the arbitrary primer
may have an AT-rich core (5 AATT 3') and
would anneal to an intron or a GC-rich core (5’
CCGG 3’) and would anneal to an exon. The
fixed primer is designed as follows: EST data-
base of the concerned species is searched, the
desired EST is identified, and its sequence is
used to design an 18 nt long primer with T}, of
50, 53, or 55 °C. The annealing temperature
during the first five cycles of PCR is kept at
35 °C, but during the next 35 cycles, it is kept
at 50 °C (Fig. 3.12).

Fig. 3.12 A schematic a
representation of the

(a) arbitrary and (b) fixed

primers used for detection

of the target region

amplification

polymorphism (TRAP) and

(c) the significant features

or

of the PCR amplification b ,
(Based on Hu and Vick .
2003) .

5" NNNNNNNNNNCCGGXXX 3’

5" NNNNNNNNNNAATTXXX 3’
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In different plant species, the TRAP technique
can generate up to 50 scorable markers of
50-900 bp from a single PCR reaction. The
PCR products are resolved by electrophoresis
using a 6.5 % polyacrylamide sequencing gel.
These markers seem to be reproducible, and an
automatic DNA sequencer in conjunction with
fluorescent labels can be used for their detection
(Hu and Vick 2003). TRAP system is better than
SRAP as it yields markers around the target
candidate genes, while the latter amplifies from
all over the genome. The TRAP method has been
used for germplasm characterization, fingerprint-
ing of genotypes, and mapping of genes/QTLs
(quantitative trait loci).

3.19 Transposable Element-Based
Markers

Transposable  elements (TEs) are DNA
sequences that move around in the genome.
They constitute >50 % of nuclear DNA and
generate genetic diversity through insertion into
functional genes, excision from various genomic
sites, and generation of small structural
rearrangements. TEs are classified into Group I
transposons (retrotransposons) that transpose
via RNA intermediates and Group II transposons
that move as DNA molecules. Some

(Targets exons)

(Targets introns and promoters)

The arbitrary primer (18 nucleotides)

EST database of the species is searched
The desired EST sequence is retrieved
EST sequence information is used to design a 18-

nucleotide long primer with Tm of 50, 53 or 55°C

(]

The fixed primer

Annealing temperature:

During first five cycles, 35°C
During the next 35 cycles, 50°C

PCR amplification
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retrotransposons have long terminal repeats
(LTRs), while others lack LTRs. Both these
types of retrotransposons are present in plants
usually in high copy numbers and are dispersed
throughout the genome. There is a great variation
in the number of copies and the sites of insertion
in the genomes of even closely related species.
Several marker systems are based on
retrotransposons. Of these, the sequence-specific
amplification polymorphism (S-SAP) seems to
generate the largest number of highly polymor-
phic markers. S-SAP is an AFLP-like approach
that displays as bands the regions between
concerned retrotransposon insertion sites and
the selected restriction sites (Sect. 3.9.3). In
self-pollinated species like pea, S-SAP markers
appear to be more informative than AFLP and
RFLP markers (Ellis et al. 1998), and they have
been used for phylogenetic analyses in pea.
Another approach uses primers based on LTRs
of retrotransposons to amplify the region between
two neighboring insertions of the element; this is
called inter-retrotransposon amplified polymor-
phism (IRAP). The approach called retrotran-
sposon-microsatellite amplified polymorphism
(REMAP), on the other hand, uses one primer
based on LTR of a retrotransposon and a second
primer representing a microsatellite sequence that
may be anchored. REMAP markers detect poly-
morphism in the genomic fragment flanked by the
insertion site of a retrotransposon on one side and a
SSR site on the other side. IRAP and REMAP
markers are highly polymorphic, and up to
30 bands per individual may be obtained. These
marker systems have been used for analysis of
genetic relationships within species (Agarwal

et al. 2008).
Some other transposable element-based
markers are retrotransposon-based insertion

polymorphism (RBIP), transposon display (TD),
and inter-MITE polymorphism (IMP). The RBIP
approach is designed to detect retrotransposon
insertions at specific sites using PCR amplifica-
tion (Agarwal et al. 2008). RBIP uses one primer
derived from the concerned retrotransposon and
a pair of primers derived from the sequences
flanking this retrotransposon at the given inser-
tion site. When the primer pair derived from the
flanking sequences is used for amplification, a
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product would be obtained whenever there is no
retrotransposon insertion in the region flanked by
the primers. But when the primer based on the
retrotransposon is used with a primer specific to
one of the flanking regions, a PCR product would
be generated only when the concerned region
contains the retrotransposon. Polymorphisms
can be readily detected by electrophoresis using
an agarose gel. Alternatively, a simple dot blot
assay using a reference PCR fragment for
hybridization may be employed for analysis of
the polymorphism. The dot blot assay is amena-
ble to high-throughput automation. This method
requires sequence information about the
transposable element as well as the regions
flanking the concerned insertion site, which
involves considerable amount of work. It is per-
haps the costliest and the most complicated
method for detection of transposon insertions.
IMP markers are an example of markers
derived from Group II transposons. The IMP
technique is identical to IRAP, except for the
use of primers based on MITE-like transposable
elements in the place of those derived from
retrotransposons. MITEs (miniature inverted-
repeat transposable elements) are a family of
small transposons, which are distributed widely
and are plentiful in a number of plant genomes.
They are often located in the terminal regions of
genes and show considerable polymorphism
among inbred lines. The MITE-AFLP method is
similar to S-SAP as it uses one AFLP primer and
one primer based on a MITE element for the
amplification step of the AFLP procedure. The
MITE-AFLP procedure has been used for study-
ing genetic diversity and analyzing phylogenetic
relationships in rice, wheat, and maize.

3.20 Conserved Orthologous
Set of Markers

Conserved orthologous set (COS) of genes may
be defined as a group of genes that show conser-
vation of sequence as well copy number during
the evolution of plant species. The conserved
orthologous set of markers consists of gene-
based markers derived from the conserved
orthologous set of genes (Fulton et al. 2002).
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The conserved set of genes is identified by compu-
tational analysis of genomic and EST sequences
from a group of related species along with a well-
characterized reference species like Arabidopsis
thaliana (usually, for dicots) or rice (usually, for
monocots). Each gene of the orthologous set has an
orthologue in all the species of the group and often
even in other distantly related species. Ordinarily,
the genes included in the orthologous set are
single-copy genes, but low-copy number genes
may also be included. The COS gene-based
markers are developed by designing a pair of spe-
cific primers for each gene set using the highly
conserved sequences of exons. These primers
may amplify an exonic region of the gene, but
the amplified region may include at least one
intron. A vast majority of the primer pairs success-
fully amplify genic regions, and ~90 % of the
products show polymorphism. Usually, polymor-
phism is detected by SSCP, and the bulk (over
60 %) of polymorphisms are due to SNPs, while
the rest are due to InDels.

Fulton et al. (2002) analyzed a large database
of ESTs from tomato against the A. thaliana
genome sequence. They identified 1,025 genes
that are present in single- or low-copy number in
the genomes of both tomato and A. thaliana and
show high sequence conservation during evolu-
tion. They referred to this group of genes as
conserved orthologous set or COS markers. In
silico computational analyses and DNA gel blot
hybridization were used for identification and
evaluation of COS markers. A large fraction of
the identified COS markers was concerned with
basic metabolic processes like energy generation,
biosynthesis, and degradation of cellular
components. The COS markers are used for
genome evolution studies, comparative mapping
among even highly divergent species as well as
for physical and linkage mapping of the
concerned genes. COS markers have been exten-
sively used to connect the genomes of related
species belonging to the same family. Those
COS markers that are conserved can be used as
hybridization probes for RFLP analyses; this
should allow mapping even in such species that
do not have either genomic or EST sequence
databases. Other COS genes can be used for the
development of gene-based markers for
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detecting polymorphism among the PCR
products using SSCP. The consensus sequences
of COS markers can be used as query for homol-
ogy search of genome sequence databases of
other plant species to identify putative
orthologous genes in these related species.

The genome sequences of three model spe-
cies, viz., A. thaliana, Oryza sativa, and Populus
trichocarpa, were subjected to comparative
analysis; this resulted in the identification of
753 candidates for COS markers. Out of these,
up to 359 genes were present in the EST
databases of four gymnosperm species. Simi-
larly, the Rosaceae EST databases were com-
pared with single-copy genes of Arabidopsis to
identify 1,039 RosCOS (COS set for Rosaceae)
markers. Out of these, 857 genes were chosen for
designing of primers flanking introns so that the
PCR product included at least one putative
intron. About 91 % of these primers were able
to amplify Prunus DNA, and 90 % of the PCR
products exhibited polymorphism.

3.21 Start Codon-Targeted
Polymorphism
Start codon-targeted (SCoT) polymorphism

markers are based on the short conserved sequence
surrounding the translation initiation codon or start
codon, ATG, of plant genes as reported in various
studies (Collard and Mackill 2009a). The SCoT
marker system uses a single 18 nt long primer to
amplify the sample genomic DNAs, and the ampli-
fication products are resolved by agarose gel elec-
trophoresis. The SCoT primer has the following
invariant nucleotides: the A, T, G of the start
codon (positions +1, +2, +3), G at +4, A at +7, C
at +8, and C at 4+9. The primers also have a
variable number of arbitrary nucleotides on the 5’
side of the ATG nucleotides. The GC content of
the primers may range between 50 and 70 %, and
they should differ from each other for at least one
nucleotide at their 3’ ends. The annealing temper-
ature during PCR is kept at 50 °C, and the primer
extension time of at least 2 min is recommended.
The SCoT markers are generally highly reproduc-
ible, but some primers show poor reproducibility.
The amplification products are between two and
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six in number, and their lengths range from 200 to
1,500 bp. This marker system is similar to RAPD
and ISSR marker systems in respect of the use of a
single primer, lack of sequence information
requirement, and two to six amplification products
in each PCR. But SCoT markers would be based
on genic regions as compared to the random geno-
mic regions in the cases of RAPD and ISSR
markers. However, some of the SCoT markers
may be generated by pseudogenes and even such
genes that are situated within transposable
elements.

Amplification of a fragment would occur
when start codons of two genes are located
within a reasonable distance on the complemen-
tary strands of the DNA duplex (Fig. 3.13). The
SCoT markers are dominant, but few of them
may be codominant due to relatively large InDels
in the amplified regions; this situation is similar
to that for the RAPD markers. These markers can
be used for mapping of genes/QTLs, and genetic
diversity analyses. A SCoT marker of interest
can be converted into a STS marker to make it
single band robust marker. The SCoT marker
system has the potential to be used for a
simplified gene expression analysis with limited
resources. The cDNA-SCoT technique was
developed for this purpose (Wu et al. 2013).

3.22 CAAT Box-Derived
Polymorphism

The CAAT box-derived polymorphism (CBDP)
marker is a PCR-based marker similar to the
SCoT marker as it uses a single primer of 18 nt
that targets the CAAT box of the promoter regions
of plant genes. The primer has the five-nucleotide
CCAAT core flanked by 10-11 filler nucleotides
on the 5’ side and 2-3 arbitrary nucleotides on the
3" side. Singh et al. (2014a) designed a set of
25 CBDP primers and evaluated them with eight
varieties of Corchorus capsularis and C. olitorius.
Most of these primers generated few to several
polymorphic bands in the jute varieties and in
cotton and linseed as well. The CBDP marker
system is similar to the SCoT marker system in
many features, including the following. A band
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Fig. 3.13 The principle of SCoT marker system. The
template DNA has different genes on the complementary
strands of the DNA duplex. The start codons (ATG) of the
two genes are within a distance appropriate for amplifica-
tion (say, up to 1,500 bp). The ATG codons of these two
genes should be located as shown in the figure for the
region between them to be amplified (Based on Collard
and Mackill 2009a)

will be generated when two genes are located on
the opposite strands within a distance suitable for
PCR amplification. The phrase “two genes”
means the CAAT boxes of the promoters of the
two genes, in the case on CBDP markers, and start
codons of the two genes in the case of SCoT
markers. The CBDP markers would be useful for
analyses of genetic diversity, DNA fingerprinting
for reliable cultivar/germplasm identification, and
linkage mapping of genes/QTLs and MAS.

3.23 Conserved DNA-Derived
Polymorphism

The conserved DNA-derived polymorphism
(CDDP) markers are based on conserved DNA
regions of a selected set of well-characterized
plant genes. For example, Collard and Mackill
(2009b) analyzed the sequences of WRKY, MYB,
ERF, KNOX, MADS, and ABP1 genes to produce
several CDDP markers. The above genes are
known to participate in abiotic/biotic stress
responses or developmental processes. Sequences
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of the selected genes present in diverse plant species
were obtained from the database and used for mul-
tiple sequence alignment analysis by Clustal W pro-
gram (Sect. 14.3.9) to identify their conserved
regions. These conserved sequences were used for
designing primers in such a way that their GC
contents were over 60 % and a single primer
could have up to three degenerate nucleotides.
The primers designed in either 5'-3 or 3'-5' direc-
tion with respect to the conserved domain sequence
generated such markers that were reproducibly
polymorphic. The short sequences conserved in
the selected genes may be expected to be present
at several locations in the plant genome and would
serve as binding sites for the CDDP primers. The
principle of CDDP markers is similar to that of the
SCoT markers and the resistance gene analog
markers. The resistance gene analog markers are
based on primers derived from the conserved
regions of genes for disease resistance of plants
(Chen et al. 1998). Denaturing polyacrylamide gel
electrophoresis is used to separate the PCR
products. Each PCR reaction generated from 30 to
130 products, of which 27-47 % showed polymor-
phism in rice, barley, and wheat.

The CDDP markers are dominant and are
scored as “present” or “absent.” CDDP primers
generate two to six fragments of 200—1,500 bp in
size. This marker system is similar to the SCoT
markers (Fig. 3.13) in the use of a single primer
for PCR, amplification of genic regions, and the
need for genes to be present at proper distance in
the complementary strands. In contrast to RAPD,
it uses longer primers, much higher annealing
temperature (50 °C), and has high reproducibil-
ity, except in the case of some primers. CDDP
differs from the conserved region amplification
polymorphism (CoRAP) in the following ways.
The CoRAP procedure uses two primers derived
from ESTs for a specific species and requires
polyacrylamide gel electrophoresis. In contrast,
the CDDP markers use a single primer derived
from the sequence of the selected gene present in
several plant species, and they are scored by
agarose gel electrophoresis. Thus, CDDP
markers would target the selected plant genes,
including candidate genes where known. These
markers can be used for gene/QTL mapping as
well as genetic diversity studies.
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3.24 Conserved Region
Amplification Polymorphism

The conserved region amplification polymor-
phism markers are based on pairs of primers
(one fixed and one arbitrary primer) for PCR
amplification (Wang et al. 2009b). The fixed
primer is derived from the sequence of an EST
of a given species extracted from a database like
GenBank and targets the coding sequence of the
gene. The arbitrary primer contains the core
sequence CACGC at the 5’ end, followed by
11 arbitrary nucleotides that serve as fillers, and
three bases at the 3’ end, which serve as selection
nucleotides; this scheme is the same as that for
the SRAP markers (Sect. 3.17). Since their core
sequence is normally found in the introns of plant
genes, the arbitrary primers would anneal to the
majority of introns. The CoRAP primer pairs are
designed for an annealing temperature of 52 °C.
These markers are similar to TRAP markers
(Sect. 3.18), except for the core sequences of
their primers. Thus, the design of fixed primers
requires sequence information of the concerned
plant species. PCR amplification will occur if the
two primers bind within a suitable distance from
each other. The amplification products will be
polymorphic if the intervening sequences had
InDels, as a result of which the PCR products
from different individuals/strains would differ in
size. The CoRAP markers are codominant and
highly reproducible. Each PCR reaction may
generate 30-50 fragments of 50—1,000 bp.

3.25 Intron-Targeting

Polymorphism

In case of intron-targeting polymorphism (ITP)
markers, the primers are designed on the basis of
the sequences of the conserved regions of exons
flanking an intron so that the PCR product
includes the intervening intron (Choi
et al. 2004). Since the introns are much less
conserved than exons, a high proportion of the
amplified fragments may be expected to show
length polymorphism due to InDels. The ITP
primers are derived from the sequences of
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known single-copy and low-copy number genes
or from those of the ESTs available in the data-
base. The primer pairs are designed to amplify
fragments of 200-1,200 bp, which are resolved
by subjecting them to agarose gel electrophore-
sis. The ITP markers are codominant, and the
primers are transferable across the species of
the same genus and, sometimes, even across
genera. ITP markers are generated from genic
regions, and some of them might give rise to
functional markers. However, the development
of ITP markers depends on prior sequence infor-
mation about several target genes. The ITP
markers can be used for genetic diversity
analyses.

3.26 RNA-Based Molecular Markers

Several useful markers are derived by analysis of
RNA (Poczai et al. 2013). For example, SSCP
analysis of cDNA (¢cDNA-SSCP) allows estima-
tion of relative abundance of mRNAs encoded by
highly similar homologous genes of polyploid
species. RNA fingerprinting by arbitrarily
primed PCR (RAP-PCR) uses arbitrary sequence
primers for fingerprinting of RNAs isolated from
a given tissue of different individuals or RNAs
obtained from different tissues of a single indi-
vidual. The sequence polymorphisms detected by
RAP-PCR can be used for mapping of genes. The
c¢DNA-AFLP technique, as its name suggests, is
an AFLP procedure that uses cDNA in the place
of genomic DNA as substrate. It can discriminate
between such genes that belong to the same gene
family and are highly homologous and allow
identification of genes related to novel processes,
including stress regulation.

Questions

1. Briefly describe the procedure of PCR, and
discuss its usefulness in marker development
and genotyping.

2. Compare the RAPD and AP-PCR markers.
Why are SCAR markers more reliable than
RAPD?

3. How is complexity reduction achieved in the
case of AFLP procedure? Briefly describe
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some of the various modifications of the
AFLP procedure.

4. How are SSR markers developed? Why did
they become the most widely used marker
system before the SNPs became the markers
of choice?

5. What are various approaches for increasing
the throughput of the SSR marker system?

6. Compare the ISSR and RAPD marker
systems. Discuss the applications and
limitations of these markers.

7. Compare the various features of SRAP,
TRAP, and CoRAP markers and discuss
their usefulness in breeding programs.

8. Explain the principles of SSCP and D/TGGE
markers and discuss their usefulness in
breeding programs.

9. Compare the features and merits of CDDP
and SCoT markers. How do they differ from
RAPD markers?

10. “Transposons have been used to develop
several marker systems.” Discuss this state-
ment with the help of suitable examples.

11. “The PCR technology has facilitated the
development of a variety of marker
systems.” Discuss this statement giving suit-
able examples.

Appendices

Appendix 3.1: The Number of RAPD
Bands Theoretically Expected from a
DNA Sample

The number of RAPD bands theoretically
expected from a DNA sample can be estimated
on the basis of probability concept. It can be
shown that the number of RAPD bands (b) of a
given average size (f bp) expected from a genome
of known size (N bp) amplified using primers of
n nt would be given by the following formula:

(3.1)

The above formula is derived as follows. The
probability that a specified base would occur at
a given site in a DNA strand will be 1/4 since this

b =2Nf/16"
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site could have any one of the four DNA bases. It
is assumed that the distribution of nucleotides/
bases is random, i.e., governed by chance, so that
the four DNA bases occur in the DNA molecule
in equal proportion. Surely, this assumption is
unrealistic, but it is necessary for an easy estima-
tion of the above and similar parameters. There-
fore, the probability that the n bases present in a
RAPD primer will be found in a DNA strand will
be 1/4". Exponential amplification can occur
only when a second primer binding site occurs
in the neighborhood of the first site; the probabil-
ity of the two primer binding sites occurring
together will be 1/4%" or 1/16". Since the tem-
plate DNA has two complementary strands, the
primer binding sites could occur on either strand
at a given site. In addition, the two primer bind-
ing sites would be separated by f bp, i.e., the
RAPD fragment size. Therefore, the probability
of two primer binding sites occurring in a DNA
duplex of f bp would be 2f/16". If the size of
genomic DNA were N bp, the number of
expected RAPD fragments of f bp would be
2Nf/16".

According to the above formula, a primer of
10 bases is expected to generate 2 bands in rice,
which has the genome size of 450 Mb and
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4 bands in tomato that has genome of 950 Mb.
Similarly, it would produce 9 bands in maize
(genome size, 2,500 Mb) and 19 bands in barley
(genome size, 5,300 Mb).

Appendix 3.2: Polymerase Chain
Reaction and Randomly Amplified
Polymorphic DNAs

PCR was developed for amplification of a spe-
cific segment from a DNA sample of high com-
plexity, e.g., human genomic DNA.
Subsequently, this procedure was applied to
achieve a variety of other objectives, for each
of which the procedure was suitably modified.
In a general sense, the term PCR signifies
repeated replication of a segment of sample
DNA by using suitable primer(s) and DNA poly-
merase. In this sense, all applications of the tech-
nique would qualify as PCR. But in a restricted
sense, the term PCR signifies amplification of a
specific sequence from the sample DNA; this
PCR procedure differs in many ways from the
other applications of the technique. The various
features of PCR (in the restricted sense) and
RAPDs are summarized in Table 3.3.

Table 3.3 A comparison between PCR and RAPD procedures

PCR
Specified/known

Feature

Amplified region

Prior sequence information of
the target segment

Primer sequence

Number of primers
Primer length 15-22 nucleotides
Primer binding sites
Annealing temperature
the primer®)

Annealing conditions High stringency

Number of amplified One (usually) or few
fragments/bands
Reproducibility High

Essential for designing the specific primers

Complementary to the 3’ ends of the two strands
of the target DNA segment

Two: one forward and one reverse

Fixed (due to the primer sequence); usually, one
High (around 65 °C; ~1-2 °C less than the T}, of

RAPD
Random

Not required; primer sequence is
arbitrary

Arbitrary; specified by the
experimenter

One
10 nucleotides
Random; usually, more than one

Low (around 36 °C; ~5 °C less than
the Ty, of the primer®)

Low stringency
Several

Moderate to poor

T, of the primer is the melting temperature of the primer—template duplex. T,,, of a DNA duplex can be estimated from

the following formula

Tm=4(G+C)+2(A+T)
where G + C and A + T represent the numbers of purine (G + C) and pyrimidine (A + T) residues in one strand of the

DNA duplex



4.1  Introduction

The DNA markers like RFLPs, AFLPs, and SSRs
were extensively used in various biological
investigations and for marker-assisted selection
(MAS) in both animals and plants. However, the
development of many of these markers, e.g.,
RFLPs and SSRs, is demanding and expensive
as it involves time-consuming cloning, construc-
tion of probe libraries, and/or sequencing for
primer design. In addition, scoring of a number
of these markers across many individuals is also
expensive, labor intensive, and time-consuming.
Therefore, continuous efforts were made to
develop such DNA markers that are reliable,
abundant, almost evenly distributed throughout
the genome, and relatively cheaper, developed
with minimum effort and time and are amenable
to automation and high-throughput genotyping.
The genome sequence data generated by the
human genome-sequencing project revealed that
bulk of sequence variation among different
individuals was due to changes at single-base
positions distributed throughout the genome.
The variation in single base pairs of DNA is
known as single nucleotide polymorphism
(SNP). Subsequently, SNPs were found to be
universal and the most abundant markers; they
constitute ~90 % of the genetic variation in any
organism. This marker system yields reliable and
reproducible results and is amenable to automa-
tion and high-throughput genotyping
(Mammadov et al. 2012).

The discovery of SNPs involves sequencing of
genomic DNA or cDNA (complementary or copy
DNA) from two or more individuals/lines of a
given species and comparing these sequences
using a suitable computer program. SNPs may
also be discovered by in silico alignment and ana-
lysis of genomic/EST sequence data available in
the databases of the concerned species. In either
case, once SNPs are discovered, they can be
genotyped using any one of more than 30 different
detection methods based on one or more of the
following reactions: (1) DNA hybridization,
(2) primer extension, (3) oligonucleotide ligation,
and (4) DNA replication. Several of these methods
have been automated and scaled up for high-
throughput SNP genotyping; some of these
technologies are considered in some detail in
Chap. 13. In this chapter, we shall discuss DNA
sequencing, methods for SNP discovery, and small-
to moderate-scale SNP genotyping strategies.

4.2 DNA Sequencing

The determination of base sequence of a DNA
fragment is called DNA sequencing. DNA
sequencing became feasible due to the following
important developments: (1) availability of
restriction enzymes, (2) development of electro-
phoresis techniques capable of separating DNA
fragments differing by a single nucleotide, and
(3) gene cloning and PCR techniques that make
available very large number of copies of
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individual DNA fragments required for sequenc-
ing. Initially, two methods, a chemical and an
enzymatic method, of DNA sequencing were
developed; these methods are popularly termed
as first-generation DNA sequencing procedures.
Soon the second- or next-generation DNA
sequencing (NGS) methods were developed,
which use PCR for in vitro cloning in the place
of in vivo cloning and are much faster and cheaper
(Pandey et al. 2008; Schendure and Ji 2008;
Edwards 2013). At present, the third-generation
DNA sequencing (TGS) methods are becoming
commercially available; these methods sequence
single DNA molecules without any cloning
(Schadt et al. 2010).

4.2.1 First-Generation DNA

Sequencing Methods

The chemical method of DNA sequencing uses
specific chemical modifications of DNA bases,
ultimately, leading to breaks in DNA strands at
the sites occupied by the modified bases. Four
separate reactions are set up for the modification
of different bases, and gel electrophoresis,
followed by autoradiography, allows deduction
of the base sequence of the DNA strand. The
enzymatic method of DNA sequencing, also
called Sanger—Coulson  method  (Sanger
et al. 1977), on the other hand, uses single-
stranded DNA fragments for DNA replication
catalyzed by the Klenow fragment of E. coli
DNA polymerase 1. Often the two complemen-
tary strands of a DNA fragment are sequenced in
separate reactions for an enhanced reliability of
the sequence data. For each strand, four separate
reactions are set up. In each reaction mixture, the
DNA strand, a suitable primer, the Klenow frag-
ment, the four deoxyribonucleotides (dNTPs,
viz., dATP, dGTP, dCTP, and dTTP), and the
other reagents required for DNA replication
are provided; at least one of the four dNTPs
is radioactive to allow radioautographic imaging
of the bands after gel electrophoresis. In
addition, in each reaction mixture, a different
2',3'-dideoxynucleotide (ddNTP) is also added
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at a concentration of about 1/100 of that of the
normal deoxyribonucleotides used in the reaction.

The ddNTPs do not have a free 3’-OH group.
Therefore, when a ddNTP is incorporated at a
site into a growing polynucleotide chain, there is
no further addition of nucleotides to the chain
beyond this site. Therefore, ddNTPs are called
chain terminators or simply terminators. At the
concentration used here, a given ddNTP would
cause chain termination at any one of all the
possible sites, at which its complementary base
occurs in the template DNA strand. In the end,
therefore, the mixture will contain partially
synthesized polynucleotide chains of different
lengths produced by chain termination at every
point where the base complementary to the given
ddNTP is present in the template DNA strand.
The DNA duplexes formed in the four reaction
mixtures are denatured; the mixtures are loaded
in gel lanes and subjected to electrophoresis. The
bands formed in the gel lanes are visualized by
radioautography, and the base sequence is read
by comparing the band positions in the four
lanes. This procedure enables sequencing of
fragments of up to 700-800 bases.

The Sanger—Coulson method was automated
to support the various genome-sequencing
projects. The automated procedure uses fluores-
cent labels (a different label for each of the four
ddNTPs) in the place of radioactivity, capillaries
in the place of routine gels for electrophoresis,
and computer-based sequence detection, data
storage, and processing. These automated
sequencers have been in use for over 30 years,
and until recently most genome-sequencing
projects were exclusively based on this techno-
logy. The current read lengths, i.e., the lengths of
sequences of single fragments, are up to 1,000 bp
with an error rate of 0.001 %. However, whole-
genome sequencing required several sequencers
located at a large center, having highly
automated template preparation and other
supporting facilities. In addition, the sequencing
process is highly demanding in terms of both
infrastructure and processing efforts, and the
sequencing costs are rather high (Deschamps
and Campbell 2010; Edwards 2013).
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4.2.2 Next-Generation DNA
Sequencing Methods

The next-generation DNA sequencing methods,
also called massively parallel sequencing (MPS)
technologies, are faster and cheaper and require
much less template preparation than the
Sanger—Coulson method. The NGS methods use
PCR amplification for template preparation
(in vitro library preparation), which takes
merely 2 h, and they are amenable to very high
throughput. Further, they allow simultaneous
sequencing of hundreds of thousands to hundreds
of millions of different DNA fragments
(Schendure and Ji 2008). At present, there are
five NGS methods, namely, (1) 454 sequencing,
(2) Solexa method, (3) ion semiconductor
sequencing, (4) Polony method, and (5) mas-
sively parallel signature sequencing (MPSS).
The first three methods (454, Solexa, and ion
semiconductor sequencing methods) use DNA
synthesis for sequencing (sequencing by synthe-
sis, SBS), while the Polony and MPSS methods
employ oligonucleotide hybridization to the tem-
plate followed by ligation to the growing chain.
The MPSS is suited for quantification of gene
expression; it uses multiple cycles of enzymatic
cleavage and ligation to determine 17-20-bp-
long “signature” sequences from the ends of
cDNA molecules to distinguish and quantify the
different RNA species present in the sample. The
454, Solexa, ion semiconductor, and Polony
methods have already been commercialized for
high-throughput sequencing and are briefly
described in the following sections.

According to a survey, the use of NGS
technologies in public and private sequencing
laboratories of the USA and Europe had gone up
to 56 % by 2010. The most frequent application of
these technologies was mRNA expression
profiling, followed by biomarker discovery,
resequencing,  diagnostics, and  targeted
resequencing. In 2011, Illumina HiSeq 2000 and
Illumina GAIIx platforms were the market leaders
in terms of sales. However, SOLiD 3 Plus was
rated to have the highest accuracy as compared to
the Illumina GAIlx and GS FLX systems. It is

79

projected that NGS and TGS technologies will
eventually replace the established techniques
like targeting-induced local lesions in genomes
(TILLING), TILLING in wild populations
(Eco-TILLING), and endonucleolytic mutation
analysis by internal labeling (EMAIL).

4.2.2.1 Template Preparation
The template for sequencing is single-stranded
DNA (ssDNA), which can be prepared from
genomic DNA, BAC clones, PCR products, and
cDNA. Genomic DNA and BAC clones are ran-
domly sheared by sonication, nebulization
(mechanical shearing), or enzymatic digestion
by DNase I to produce fragments of suitable
size, while PCR products and cDNA may not
need fragmentation. Often one may need to
sequence some specific regions identified by
linkage studies. In such cases, methods like
“enrichment,” “genome partitioning,”  or
“genome capture” can be used for template sam-
ple preparation. These methods involve mRNA
extraction, hybridization to preselected probes,
or attachment of barcodes/index sequences to
the fragments. After fragmentation, DNA
fragments of 300-800 bp (used for shotgun
sequencing) or 3-20 kb (used for paired-end
sequencing) are separated. For shotgun sequenc-
ing, short adapters (adapters A and B) specific for
both 3’ and 5’ ends are attached to each fragment;
these adapters facilitate purification, amplifica-
tion, and sequencing (Fig. 4.1). The fragments
are now made single-stranded, and one single
strand is attached to a single capture bead.
These beads, along with the amplification
reagents and the enzymes, are then enclosed in
droplets of water-in-oil mixture. The emulsion
around each bead forms a micro-reactor isolated
from all other such beads. PCR amplification
produces millions of copies of the single frag-
ment attached to each bead, and all these copies
become attached to the same capture bead. These
beads form the in vitro library used for sequenc-
ing (Fig. 4.1).

In the case of paired-end sequencing, adapters
are added to both the ends of the much larger
fragments to facilitate their circularization. The
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Sequencing by synthesis using pyrosequencing

Fig. 4.1 A generalized schematic representation of the 454 sequencing method. The template preparation in other
NGS methods is generally similar

circularized DNA is fragmented, linear Thus each fragment has library adapters at the
fragments containing the adapters are separated, two ends, followed by a short segment
their ends are polished, and library adapters corresponding to the ends of the genomic frag-
(adapters A and B) are linked to both their ends. ment, and finally the adapter sequence located in



4.2 DNA Sequencing

the middle region of the fragment. These
fragments are made single-stranded, and one sin-
gle strand is attached to each capture bead. The
beads are then processed in the same way as in
the case of shotgun sequencing (Fig. 4.1). This
description is based on template preparation for
the 454 sequencing method, but the other NGS
technologies also use similar strategies.

4.2.2.2 The 454 DNA Sequencing Method
This method was the first NGS technology to be
commercialized in 2005 by 454 Life Sciences
(now Roche Diagnostics), USA. The currently
available 454 platforms are Genome Sequencer
(GS) FLX System and GS FLX Titanium series.
After template preparation (Sect. 4.2.2.1), the
capture beads along with the attached DNA
fragments are removed from the emulsion and
loaded into the wells of a PicoTiter Plate. The
size of wells is such that only a single bead can be
loaded in each well. DNA sequencing is achieved
by the pyrosequencing method. The reagents are
flowed in a specific order across the plate, and the

DNA polymerase*
¢ poly

#_C/ Template DNA
Primer

+ GTP—»
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chemiluminescence signal is sensed by a sensi-
tive CCD (charge-coupled device) camera. The
computer software uses the chemiluminescence
data to deduce the base sequence of the template
DNA segment attached to every bead.

In pyrosequencing, the reaction mixture
contains the template DNA, sequencing primer,
APS (adenosine-5'-phosphosulfate), luciferin,
the Klenow fragment, ATP sulfurylase, lucifer-
ase, and apyrase. The nucleotides dCTP, dGTP,
and dTTP, and dATPaS (deoxyadenosine
a-thiotriphosphate) are added to this reaction
mixture sequentially one after the other. dATPaS
is used in the place of dATP because it can be
used by luciferase for light generation only after
it has been used for DNA synthesis. In contrast,
dATP will be used for producing light even when
it is not used for DNA synthesis. When a dNTP,
say, dGTP, is added to the 3’ end of the primer or
the growing chain, one pyrophosphate (PPi) moi-
ety is released (Fig. 4.2a). This PPi is used by
ATP sulfurylase to convert APS into ATP
(Fig. 4.2b), which is then used by luciferase to

C

—<G/

+ PPi
(Pyrophosphate)

QVG added to the primer

(A) Release of pyrophosphate by DNA polymerase action

Adenosine 5’-phosphosulfate (APS) + PPi

ATP sulfurylase _

» ATP + SO,

(B) ATP synthesis by ATP sulfurylase

e Luciferase
Luciferin + ATP

Oxyluciferin + ADP + Pi
(yields light)

( C) Luciferase uses ATP to generate visible light

Apyrase
dNTP (including ATP) ———»

dNDP + dNMP + Phosphate (Pi)

(D) Pyrase action degrades dNTPs

Fig. 4.2 The various reactions catalyzed by the four enzymes used in pyrosequencing. PPi pyrophosphate, Pi
inorganic phosphate, ATP adenosine triphosphate, * Klenow fragment (Based on de Vienne et al. 2003)
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Fig. 4.3 A pyrogram pattern, and the nucleotide
sequence deduced from this pattern. Production of light
indicates nucleotide incorporation into the primer/grow-
ing chain. A stronger light signal, e.g., in response to the
addition of the first G and the second C, reveals

generate visible light (Fig. 4.2c¢) (Ronaghi
et al. 1996). A sensitive CCD camera detects
the light, and the template nucleotide at this
position is deduced (it will be C in this case).
The intensity of light generated is proportional to
the amount of PPi generated, i.e., the amount of
nucleotide added to the primer/growing chain.
Therefore, the light signal will be twice as
intense if the same nucleotide occurs at two con-
secutive sites (Fig. 4.3). However, if the G from
the dGTP was not added to the growing chain, no
light will be generated. The enzyme apyrase
continues to hydrolyze the unincorporated
dNTPs (Fig. 4.2d) as well as the ATP produced
by the ATP sulfurylase action. As a result, soon
the ATP is exhausted and light production
ceases; the next ANTP can now be added to the
reaction mixture. Since the rate of ANTP degra-
dation by apyrase is slower than its incorporation
into the growing chain, sufficient ANTP remains
available for DNA synthesis. Similarly, ATP
degradation by apyrase is slower than ATP pro-
duction by ATP sulfurylase so that enough ATP
becomes available for light production when a
dNTP is used for DNA replication.

incorporation of the concerned nucleotide at two consec-
utive sites. But a lack of light signal, e.g., for the first C,
shows lack of incorporation of the concerned nucleotide
(Based on de Vienne et al. 2003)

The GS FLX system can process over one
million beads at a time, and one run takes about
10 h, including template preparation. The data
from paired-end sequencing can be combined
with that from shotgun sequencing to readily
generate a high-quality draft genome of large
complex organisms. The average read length
(length of individual sequences) in shotgun
sequencing is ~400 bases, but bulk of the reads
are of 500 bases; the GS FLX+ can now give
reads of up to 1,000 bases (Edwards 2013). Read
accuracy of GS FLX is over 99.6 %, while con-
sensus accuracy is more than 99.99 %. Read
accuracy is the accuracy of the sequence of indi-
vidual reads, while consensus accuracy is the
accuracy of the sequence of a fragment obtained
as consensus of the sequences of all the reads of
the fragment. In this and the Sanger—Coulson
method, the error rate increases with the position
of the base in the fragment due to a reduction in
enzyme efficiency/concentration, leading to a
reduced light signal-to-noise ratio. GS FLX can
generate 400-Mb sequence in a 10-h run at a cost
of US $ 5,000-7,000, while GS FLX Titanium
XL+ can produce one million reads of up to
1,000 bp each (total sequence 1 Gb).
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This technology can be used for de novo
sequencing and assembly, genome sequencing
and mapping, transcriptome analysis, analysis
of epigenetic changes, etc. As the 454 method
does not use chain terminators, a base will
become incorporated as many times in a single
cycle as its complementary base occurs consecu-
tively in the template strand. When the same base
occurs several (usually, >6) times consecutively
(e.g., AAAAAAA) in the template, occasionally
it is read one base less than the actual number,
i.e., n — 1 times in the place of n times. This may
lead to errors in base sequences of those stretches
of template DNA, in which a base occurs more
than once in tandem. Further, artifacts of single
base pair deletions or insertions can be generated
by signal-to-noise threshold problems.

4.2.2.3 The lllumina Sequencing Method

Illumina, USA, commercialized the Solexa NGS
technology in 2007 (Bentley and Smith 2008),
which is the most widely used NGS technology.
The recent platforms of the series are Illumina
Genome Analyzer 1 Gb and HiSeq 600 Gb. The
sample DNA is fragmented, and two different
adapters are ligated to their 5’ and 3’ ends. The
fragments are attached to an especially prepared
substrate on a flow cell, which contains a dense
lawn of primers to be used in the next step of
solid phase PCR. Fold-back PCR or bridge PCR
produces up to 1,000 identical copies of each
DNA fragment. All the copies of one fragment
form an isolated cluster of molecules on the flow
cell, and together they represent the in vitro clone
of the fragment. All the clusters formed on a flow
cell together represent the in vitro library
(Fig. 4.4). The sequencing primer is now
attached to the free ends of the fragments. The
four dNTPs used for DNA synthesis have
fluorophores linked to them; these fluorophores
also serve as chain terminators. The dNTPs are
added one at a time, and a CCD camera records
their incorporation at the 3’ end of the sequencing
primer/growing chain as fluorescence from the
fluorophores attached to them. The fluorophore
terminator is removed from the dNTP that has
just been added to the primer/growing chain,
making this nucleotide available for further
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DNA synthesis. A new dNTP is now added to
the reaction mixture, it is incorporated at the ends
of the growing chains, the fluorescence is
recorded, and then the fluorophore is removed.
In this way, the sequence of each DNA fragment
is determined. The use of fluorophore chain
terminators linked to the dNTPs eliminates the
error in base sequence determination when the
same base is present at two or more consecutive
positions in the template strand.

Usually, read length ranges from 35 to
150 bases, and the accuracy is greater than
98.5 %. The total error-free read given by
Ilumina HiSeq 2000 is over 400 Gb in one run,
which takes 7-8 days (Edwards 2013). MiSeq
and HiSeq 2500 systems generate read lengths
of up to 250 bp and have improved data capture
and greater flexibility. The Illumina system can
be used for de novo genome sequencing; genome
resequencing for the analysis of SNPs, InDels,
copy number variation (CNV), and structural
variation; transcript profiling; etc. However, the
PCR amplification step introduces a high error
rate. The fluorescence properties of the four dyes
used in this method tend to produce substitutions
of A for C, G for T, and vice versa in the
sequence data. In addition, the terminators of
some nucleotides may not function properly so
that a second nucleotide may be added to the
growing chain in the same reaction cycle,
generating a deletion of one base pair. However,
base substitution errors are more common than
insertion/deletion errors.

4.2.2.4 The ABI SOLiID Technology

The Applied Biosystems, USA, commercialized
the Polony method in 2005 as SOLiD 3.0 plat-
form (Schendure et al. 2005). SOLiD stands for
“sequencing by oligonucleotide ligation detec-
tion” since this method achieves DNA sequenc-
ing by detecting oligonucleotide ligation. The
DNA sample is fragmented (fragment size
600 bp to 6 kb) and processed in a manner similar
to that for paired-end sequencing (Fig. 4.1). The
beads along with the attached DNA molecules
are immobilized in a single layer in an acrylam-
ide matrix on a glass slide. An anchor primer is
then hybridized to the adaptor sequence attached
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the 5" and 3’ ends of the fragments

Fragments attached

to a substrate

S
J, !

Flow cell surface

Fragments attached to a specially
prepared substrate coated onto a
flow cell surface

l Fragments fold back

A
AR
N\

l Fold back PCR

-

1

Solid phase fold back PCR
produces about 1000 copies of
each fragment, which form an
isolated cluster

Clusters of copies of individual fragments

!

e Sequencing primer attached to the free
ends of fragments

e dNTPs with fluorophores added one at a

time
¢ Fluroescence is recorded and base
sequence deduced

The fluorophore also serves as
terminator. Fluorescence is
recorded by a CCD camera,;
fluorophore is removed before the
next dANTP is added; read length,
35-150 bases

Fig. 4.4 A simplified schematic representation of the Illumina sequencing method (Based mainly on Bentley and

Smith 2008)

to the template DNA. Sequencing is done by
using a set of 16 oligonucleotides for
hybridization with the template DNA and liga-
tion to the 5’ end of the anchor primer/elongating
chain. Each oligonucleotide is 8 bases long and is
labeled with fluorophore at the 5’ end, and each

member of a set of 16 oligos has a unique com-
bination of two nucleotides at its 3’ end.

At a given time, four specific oligonucleotides
of the set, each labeled with a different
fluorophore, are added and allowed to pair at
their 3’ ends with the template DNA. The
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3’ ends of the oligonucleotides paired with the
template DNA are ligated to the 5’ ends of the
anchor primer molecules, the color of fluores-
cence is recorded, and the unpaired 5’ ends of
the oligonucleotides are removed. A new set of
four oligonucleotides is now added and the steps
of the first cycle are repeated. After five cycles of
oligonucleotide hybridization and ligation, the
DNA is melted and the newly synthesized DNA
strands are removed. A new anchor primer is
now added that is one base shorter than the adap-
tor. Therefore, hybridization will begin one base
upstream of the site it began in the first cycle and
into the adaptor sequence. Again five cycles of
hybridization and ligation are carried out, and
fluorescence from each cycle is recorded. The
data from the two repeats of ligation reactions
are compared and analyzed to obtain the base
sequence of the template strand. The repeat
hybridization run using one base shorter primer
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allows each base to be examined twice and to fill
any gaps that may remain after the first run.

The SOLIiD 3.0 platform gives sequence reads
of ~50 bases and generates over 20 Gb of total
sequence per run, and each run takes about
67 days. In 2011, SOLiD 5500 and SOLiD
5500 XL systems were introduced; these systems
give sequence data of up to 300 Gb per run at
99.9 % accuracy (Edwards 2013). The average
error rates are lower when a good quality refer-
ence genome sequence is available and is used
for error correction. In the absence of a reference
genome, the error rate is higher than that for
Nlumina GA. Errors in base sequence arise
from PCR amplification, beads carrying a mix-
ture of fragments, incomplete dye removal, etc.
The essential features of the three common NGS
technologies, viz., the 454, Illumina, and ABI
SOLiD technologies, are summarized in
Table 4.1.

Table 4.1 A comparison among the three common NGS technologies: the 454, Illumina, and ABI SOLiD

technologies

454

Pyrosequencing (sequencing
by synthesis)

Feature
Sequencing reaction

Terminator Not used

Detection based on Luminescence generated by
luciferase

Major error in base calling  InDels

Chief cause of error Incorrect deduction

of homo-polymorphic length
from intensity of luminescence

Template DNA fragments
attached to

Run duration® 10 h

Average read length
(shotgun sequencing) bases)
400 Mb (GS FLX), ~1 Gb

(GS FLX Titanium +)

Total sequence data/run

99.6 (99.9)
Shotgun, paired end

Read accuracy (%)
Template preparation

Each base examined Once
Improved base-calling Pyrobayes
algorithm®

Draft genome preparation Yes

Current platforms GS FLX, GS FLX Titanium

“Including template preparation
"The figure within parenthesis is the consensus accuracy

Beads in microtiter plate wells

400 bases (GS FLX +, 1,000

[llumina ABI SOLiD
Sequencing by synthesis Oligonucleotide
hybridization
Used Used
Fluorescence from fluorophore  Fluorescence from
fluorophore

Base substitutions Base substitutions

Bias in fluorescence
intensities in later
machine cycles

Asynchronous DNA synthesis in
the later cycles

A specific substrate on a flow cell Beads in an
acrylamide matrix

7-8 days 6-7 days

35-150 bases (up to 250 bases by ~50 bases (SOLiD

Hi Seq 2500) 3.0)

300 Gb (SOLiD
5500, SOLiD 5500

400 Gb (Hi Seq 2000)

XL)
98.5 -
Shotgun, paired end Paired end
Once Twice
Ibis and BayesCall Rsolid
Yes -
Genome Analyzer 1 Gb, Hi Seq SOLIiD 5500,
600 Gb SOLiD 5500 XL

“These algorithms reduce error rates by ~5-30 % over the base-calling methods developed by the manufacturers
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4.2.2.5 lon Semiconductor Sequencing

In the case of ion semiconductor sequencing, a
semiconductor sensing device or ion chip senses
the H" ions produced during DNA synthesis by
DNA polymerase (Schadt et al. 2010; Edwards
2013). The signals from H* ions are used for
direct nonoptical identification of the bases pres-
ent in the DNA template. The ion chip has 3.5-
pm-diameter wells, each of which is located
directly over each sensor. As a result, the wells
confine the DNA fragments and the reagents for
DNA synthesis directly over the sensors. The
sequencing equipment comprises primarily an
electronic detection system that is interfaced
with the chip, a microprocessor to process the

l Adapter ligation
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l Fragments attached to beads

e
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signals, and a fluidics system for regulating the
reagent flow over the chip. The genomic DNA is
fragmented, ligated to adapters, and attached to
2-pm-diameter acrylamide beads, and the DNA
fragment attached to each bead is amplified by
PCR (Fig. 4.5). The DNA polymerase and the
sequencing primers are now attached to each
template DNA molecule already attached to the
beads, and the beads are then pipetted into the
loading port of the chip. The well depth and the
bead diameter ensure that only a single bead is
loaded in each well. The four dNTPs are now
added one at a time. When the DNA polymerase
adds a ANTP to a primer/growing chain, there is
net release of one proton (H"), which produces a

Genomic DNA is fragmented

DNA fragments with adapters are
attached to 2um diameter
acrylamide beads

l PCR amplification

N A N

Sequencing primers and DNA
polymerase attached to each
template molecule; the beads are

NS IS RS

l Beads loaded onto the ion chip

Beads with DNA fragments
/

Sensor

Ion chip

!

dNTPs are added one at a time

pH change is detected by the sensor

<«—— Dielectric layer
<«—— Electronic

components

loaded onto the chip; one bead
sits in each well

The 3.5um diameter wells in the
dielectric layer are located
directly over individual sensors of
the chip

Addition of a dNTP to a primer/growing chain releases one proton
This changes the pH (0.02 pH units for each ANTP added)

Unused dNTPs washed out before a new dNTP is added

Fig. 4.5 A schematic representation of the ion semiconductor sequencing method. The Ton Torrent Proton platform
generates up to 10 Gb sequence data per run; read length, 100-200 bases (Based on Schadt et al. 2010)
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change in the pH of the surrounding solution.
The sensor located at the bottom of each well
detects this change in the pH and the signals are
ultimately digitized. In case a ANTP is added to
the primer/growing chain more than once due to
the occurrence of its complementary base in the
template DNA at more than one consecutive
position, the change in pH is proportional to the
number of nucleotides incorporated (0.02 pH
units for each ANTP molecule added). The signal
generation and detection takes ~4 s. The unused
nucleotides are removed by washing before the
new dNTP is added; this takes about one-tenth of
a second.

Ion Torrent (acquired by Life Technologies),
USA, has commercialized this technology as Ion
Torrent PGM (Personal Genome Machine) and
Ion Torrent Proton sequencing platforms. The
Ion Torrent PGM produces 10 Mb-1 Gb
sequence data per run with either 100 or
200 bases read-length protocols and sample
multiplexing. But the Ion Torrent Proton plat-
form generates up to 10 Gb of sequence data
per run with 100 bp or 200 bases read-length
protocols and sample multiplexing. A typical
run lasts just 2 h.

4.2.2.6 Limitations of the NGS Methods

The NGS methods generate short length reads
that are not easy to assemble as genome
sequences because plant genomes contain exten-
sive repeat sequences. In view of this, various
sample preparation strategies like mate pair
libraries/large insert libraries, paired-end reads,
preparations from sorted chromosome, RNA-Seq
data, optical mapping, reduced representation
libraries, and information from genetic mapping
are used to facilitate genome assembly. In fact,
few plant genome sequences of high quality have
been completed using NGS technologies. These
methods use PCR for generating copies of the
DNA fragments. This step inevitably introduces
bias so that the quality of coverage of different
genomic regions is not uniform. In addition,
sequencing is based on synthesis or hybridization
reaction that uses as template millions of copies
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of a given fragment. It is expected that reactions
at all the copies of a single template fragment
will occur in synchrony. This, however, may not
happen and some copies may fall out of syn-
chrony; this would introduce error in the base
sequence of the given fragment. Each NGS plat-
form provides its own software package for sig-
nal acquisition and “base calling” (deduction of
bases on the basis of light color and intensity
signals) with minimum error rates. In addition,
several other base-calling algorithms have been
developed (Table 4.2) that reduce base-calling
error rates by ~5-30 % over the methods
provided with the NGS platforms. But the soft-
ware packages provided with the NGS platforms
are the most widely used.

Sample/template  preparation for NGS
technologies takes several days, which often
involves additional equipment costs, chemicals
and other consumables, and physical space.
Although NGS technologies generate sequence
data at a lower cost per base sequenced, they
have greatly increased the size of projects due
to, among other things, the huge amounts of
sequence data generated, which has created
challenges for their storage, analysis and man-
agement. The third-generation sequencing
methods are based on single DNA molecules,
and they do not suffer from the above limitations.

4.2.3 The Third-Generation DNA
Sequencing Methods

The third-generation sequencing methods do not
use PCR amplification for template preparation
because they sequence single DNA molecules
(Schadt et al. 2010). For this reason, they are
often called single-molecule sequencing (SMS)
methods. The technologies being developed for
TGS are quite diverse and include captured DNA
polymerase, nanopores, electronic detection,
fluorescence energy transfer, and transmission
electron microscopy. Two of these methods
emerged as feasible DNA sequencing options
during 2011. Some of the TGS technologies are
briefly described in the following sections.
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Table 4.2 Some of the freely available NGS data analysis and SNP and genotype-calling software packages

Software  Available from

Single-sample calling

SOAP2
index.html

realSFS
realSFS/

Multi-sample calling
Samtools

GATK

http://soap.genomics.org.cn/

http://128.32.118.212/thorfinn/

http://samtools.sourceforge.net/

http://www.broadinstitute.org/

Prerequisites for
application

High-quality variant
database”
Aligned reads

Aligned reads

Aligned reads

gsa/wiki/index.php/The_
Genome_Analysis_Toolkit

Multi-sample and LD-based calling

Beagle http://faculty.washington.edu/  Candidate SNPs,
browning/beagle/beagle.html genotype likelihoods
IMPUTE2 http://mathgen.stats.ox.ac.uk/ Candidate SNPs,
impute/impute_v2.html genotype likelihoods,
fine-scale linkage map
QCall ftp://ftp.sanger.ac.uk/pub/rd/ “Feasible” genealogies at
QCALL a dense set of loci,
genotype likelihoods
MaCH http://genome.sph.umich.edu/  Genotype likelihoods

Remarks/functions available

NGS data analysis; includes genotype caller
SOAPsnp

SNP and genotype calling; uses allele
frequencies

NGS alignments; computation of genotype
likelihoods (samtools); SNP and genotype
calling (bcftools)

NGS data analysis; SNP and genotype
calling (UnifiedGenotyper), SNP filtering
(variant filtration); SNP quality recalibration
(variant recalibrator)

Imputation, phasing, and association,
including genotype calling
Imputation, phasing, and association,
including genotype calling

SNP and genotype calling, generating
candidate SNPs without (NLDA) and with
(LDA) LD information

SNP and genotype calling; generating

wiki/Thunder

“For example, dbSNP

4.2.3.1 Helicos Genetic Analysis System

In this method, 100-200-bp-long template
fragments are subjected to tailing to generate
over 50-nucleotide-long poly(dA) tails at their
3’ ends, followed by blocking of the 3’ ends
with a suitable treatment. These fragments are
now hybridized with primers [50-nt-long poly
(dT)] immobilized on a proprietary substrate
within a glass microfluidics cell having
25 channels (Fig. 4.6). The dNTPs used for
DNA synthesis are labeled with a bright
fluorophore, e.g., Cy3 and CyS5, so that the
dNTPs incorporated into single growing chains
are readily detected. The four labeled dNTPs
(blocked with virtual terminators) are added
sequentially, one at a time. When molecules of
a given dNTP are added, they will be
incorporated at the 3’ ends of those primers/
growing chains that are associated with the tem-
plate molecules having the base complementary
to the given dNTP at the proper site. The

candidate SNPs without (GPT_Freq) and
with (thunder_glf freq) LD information

fluorescence from the incorporated nucleotide is
recorded separately for each template molecule.
The fluorophores of the incorporated nucleotides
and the terminators are removed, and the next
dNTP along with DNA polymerase is added. In
this way, base sequence of each template mole-
cule is determined.

The length of each read is ~35 bases, and up to
one billion reads (and 35 Gb sequence data) can
be obtained in one run. Since a virtual terminator
is used, a ANTP can be incorporated only at a
single site in a template during each reaction
cycle even when its complementary base occurs
at two or more consecutive sites in the template.
The raw read error rate is generally 0.5 %, but the
finished/consensus error rate tends to be much
lower. Helicos BioSciences Corporation, USA,
has commercialized this process as Helicos
Sequencer, HeliScope™. This system generates
1 Gb usable sequence data per day (~100 times
greater than the first-generation sequencers).
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l
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Fig. 4.6 A schematic representation of the Helicos third-
generation sequencing method. Use of bright fluorophores
(Cy3, Cy5) allows signal detection from replication of a
single DNA molecule. This technology has been adapted
for direct sequencing of RNA molecules without

4.2.3.2 Single-Molecule Real-Time
Technology

The single-molecule real-time (SMRT) technol-
ogy was developed by Pacific Biosciences, USA,
and was commercialized as PACBIO RS. This is
the most revolutionary approach as it is based on
single molecules of DNA polymerase
immobilized (by biotin—streptavidin interaction)
in zepoliter (10721 L) wells of nanometers in
diameter and depth. Each well provides a detec-
tion volume of only 20 zepoliters. High
concentrations of the four dNTPs labeled with
different fluorophores are used for rapid DNA
replication. Each DNA polymerase molecule

production of cDNA. In the case of RNA species without
3’ poly(A) tails, poly(A) tails are added to their 3’ ends.
Primers (50-nucleotide-long poly(dT) oligos) immobilized
on a microfluidics cell; dNTPs labeled with Cy3 or Cy5 and
virtual terminators; read length ~35 bases

will use a single DNA fragment as template to
add the fluorophore-labeled dNTPs to the primer/
growing chain (Fig. 4.7). A highly focused detec-
tion system continuously records the fluores-
cence from the nucleotides added to the
growing chain in each well. Since the
fluorophore is attached to the phosphate moiety,
it is automatically removed as the next nucleo-
tide is added, and it diffuses out of the vicinity of
DNA polymerase molecule. Since the detection
system is focused onto the DNA polymerase
molecule, the liberated fluorophore molecules
do not interfere with the detection process. The
DNA polymerase can sequence the DNA
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DNA polymerase immobilized by
biotin-streptavidin interaction

Each DNA polymerase uses a
single template DNA molecule for
replication

Each dNTP labeled with a different
fluorophore attached to the phosphate
residue

Detection system focussed onto the
DNA polymerase; the liberated
fluorophores diffuse away from the
enzyme and do not interfere with
detection

Fig. 4.7 A simplified representation of the single-molecule real-time (SMRT) method of DNA sequencing. Zepoliter

=1072L (Based on Schadt et al. 2010)

fragment more than once, producing multiple
coverage of the same molecule (Schadt
et al. 2010; Deschamps and Campbell 2010).

The sequencing platform generates 20 Gb
sequence data per 30 min. The average read
length is ~1,000 bp, while the maximum read
length is over 10,000 bp. But an improved tech-
nology allows sequencing of up to 20 kb
fragments, and efforts are being made to increase
it to 40 kb. The raw read error rates may exceed
5 % mainly in the form of insertions and
deletions. The use of SMRT bell sample prepara-
tion system allows sequencing of both the strands
of a DNA molecule in a single cycle, which
increases the consensus accuracy of sequence
data. It can be used for detection of DNA methyl-
ation pattern by using suitable software and for
direct RNA sequencing without the need for
cDNA preparation. This method uses minimum
amounts of reagents and does not require tem-
plate preparation, and there are no PCR, scan,
and wash steps.

4.2.3.3 The Nanopore Sequencing
Technologies

In the case of most nanopore sequencing

technologies, the DNA molecule and its

component bases are passed through an
extremely narrow hole (a nanopore), and the
component bases are detected by the changes in
an electrical current or optical signal caused by
them (Schadt et al. 2010). Genetically
engineered proteins or a suitable chemical com-
pound may be used to construct the nanopores.
The Oxford Nanopore Technologies, UK, uses
BASE technology that creates the nanopore by
an engineered protein (o-hemolysin). Around
2,000-8,000 nanopores are placed in a lipid
bilayer built on a special application-specific
integrated circuit chip. At the extracellular face
of the nanopore, an exonuclease is attached, while
a synthetic cyclodextrin-based sensor is linked at
its inside surface; the cyclodextrin acts as the
binding site for DNA bases (Fig. 4.8). The DNA
sample to be analyzed is restriction digested, the
digest is placed onto the chip, and one DNA
fragment associates with each nanopore. An
enzyme separates the two strands of the DNA
duplex, and the exonuclease digests one strand,
one base at a time, and passes these bases through
the nanopore. Each base sequentially binds to the
cyclodextrin located on the inside of the nanopore.
This binding creates a disturbance in the electric
current passing through the nanopore, which



4.2 DNA Sequencing

o-Hemolysin

91

Exonuclease

Lipid bilayer ——»

\@ _—Nanopore
< Cyclodextrin

Integrated —«——>

circuit chip

Restriction digested DNA
added to the chip surface

<— DNA duplex

©)

One strand passes through the
nanopore one base at a time

<—DNA duplex

©)

|

- Each base binds cyclodextrin molecule

e This disturbs the electrical current flowing through the nanopore
» Signal detected by an electronic device

« Characteristic signal for each base

Fig. 4.8 A schematic representation of a nanopore
sequencing technology (developed by Oxford Nanopore
Technologies, UK). The nanopore is created by an
engineered o-hemolysin; exonuclease cleaves the

generates characteristic signal for each DNA base.
This signal is sensed by an electronic device and is
converted into base sequence data. This technol-
ogy can detect cytosine methylation without any
special chemical processing of the template.

Oxford Nanopore Technologies is preparing
to launch two models, namely, MinION and
GridION, for sales. MinlON USB stick DNA
sequencer is the size of a USB drive, is projected
to cost less than US $ 1,000, works with a PC, has
a lifetime of 6 h from activation, and would
generate up to 150 Mb sequence data. The
GridION system is designed for bigger runs,
uses a standalone machine, and would be able
to analyze RNA and protein as well. These
systems have an error rate of 4 %.

terminal bases one by one and passes them through the
nanopore; cyclodextrin binds to the base; this creates
disturbance in the electrical current flowing through the
nanopore (Based on Schadt et al. 2010)

4.2.3.4 Other Third-Generation
Sequencing Technologies

Several other highly innovative third-generation
sequencing technologies are in different stages of
development, some of which are briefly men-
tioned here. IBM is developing a DNA transistor
that would electronically identify individual
bases in a single DNA molecule. NABsys is
trying to develop the existing solid-state
technologies for whole-genome sequencing
based on electronic detection of bases. Genia,
on the other hand, is developing a nanopore
technology that relies on electrical real-time
sequencing of single DNA molecules. The Star-
light technology uses fluorescence resonance
energy transfer (FRET) for real-time sequencing
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of single DNA molecules. Another technology
uses a specialized technique with a high-
resolution (sub-angstrom) transmission electron
microscope for identification of the DNA bases
by direct imaging of the base sequence (Edwards
2013).

4.2.4 Comparison Between NGS
and TGS Sequencers

The NGS sequencers are simpler to use, very
fast, extremely high throughput and compara-
tively much cheaper, the [llumina Genome Ana-
lyzer being the cheapest. In addition, they do not
require in vivo cloning and carry out the neces-
sary template preparation in a matter of hours.
Finally, they are versatile and can be used for a
variety of analyses. The TGS technologies
sequence single DNA molecules, are faster and
cheaper, and enable a much higher throughput
than the NGS sequencers. The error rate of the
TGS methods is higher because the opportunity
for error removal on the basis of sequencing of
multiple copies of each fragment is not available.
The NGS sequencers yield shorter read lengths
due to the degrading effects of lasers on DNA
and enzymes. Further, the washing, which must
be done after each cycle, slowly reduces the
amount of DNA available for sequencing.
Finally, in the case of NG sequencers, asynchro-
nous reactions may increase the error rate, which
builds up through the cycles.

4.3 RNA Sequencing

Usually, RNA sequencing involves the produc-
tion of cDNA by reverse transcription PCR
(RT-PCR) and then sequencing of the cDNA
product. If the primers for RT-PCR were
correctly designed, only the desired mRNA spe-
cies will be copied as DNA. Initially,
Sanger—Coulson method of DNA sequencing
was used for sequencing of cDNA/EST
(expressed sequence tag) libraries. But this
approach does not have high throughput, is
expensive, and does not permit quantitative
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analysis of gene expression. In addition,
approaches based on this strategy were generally
unable to distinguish among different splicing
isoforms.

4.3.1 RNA-Seq

The NGS technologies enable sequencing of
complete transcriptomes in almost any popula-
tion or tissue; this approach is referred to as RNA-
Seq. RNA-Seq is used for both qualitative and
quantitative analyses of genome-wide gene
expression. It has also been used to discover up
to hundreds of thousands of SNPs (Chepelev
et al. 2009; Wang et al. 2009c) at costs similar
to those from reduced representation and
low-coverage methods (Sects. 13.4 and 13.6).
However, RNA-Seq is more likely to discover
functional SNPs than other SNP discovery
methods. In general terms, the procedure for
RNA-Seq consists of isolation of RNA, produc-
tion of cDNA by reverse transcription, and then
sequencing the cDNA population using a suitable
NGS technology. The RNA preparation may
comprise the total RNA or it may be a specific
fraction of the total RNA, e.g., mRNA with
poly(A) tails (Fig. 4.9). In the case of long
RNA molecules, the RNA molecules themselves
or their cDNAs are fragmented to produce, ulti-
mately, cDNA fragments of sizes suitable for
NGS sequencing. The fragments are ligated
with adapters at one or both the ends, and each
fragment is sequenced at one end (single-end
sequencing) or both the ends (paired-end
sequencing). Typically, reads of 30-400 bases
long are obtained, depending on the NGS tech-
nology and the sequencing strategy (single-end/
paired-end sequencing) used.

The sequence reads are aligned to a reference
genome sequence to generate a genome-wide
transcription map depicting the transcriptional
status of all the genes present in the genome as
well as their expression levels. But when a refer-
ence genome sequence is not available, the reads
can still be assembled to produce the transcrip-
tion map de novo. The available software for
mapping of the reads include ELAND, SOAP,


http://dx.doi.org/10.1007/978-81-322-2316-0_13
http://dx.doi.org/10.1007/978-81-322-2316-0_13

4.3 RNA Sequencing

Fig. 4.9 A schematic
representation of RNA-Seq
technology. The RNA
sample may be the total
RNA or a specific fraction
of RNA, e.g., mRNA.
Longer RNA molecules are
fragmented either as RNA
or as cDNA to generate
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MAQ, and RMAP. RNA-Seq allows high-
throughput qualitative as well as quantitative
analyses of the entire transcriptome. It has
revealed many novel features of eukaryotic
genomes like overlapping in the 3'-regions of
many yeast genes, novel transcribed regions in
every genome studied, new splicing isoforms of
known genes, 5 and 3’ boundaries of the tran-
scribed regions of many genes, etc.

RNA-Seq has high resolution, sensitivity, and
reproducibility, generates very low background
noise, and yields highly accurate quantitative
data on gene expression. It requires relatively
small quantities of RNA and is particularly suited
for transcriptome analysis in non-model
organisms. The chief limitation of this approach
is the difficulty in inferring genotypes from
expression data; this is complicated due to alter-
native splicing that produces multiple RNA
molecules from a single primary RNA transcript.
Further, bias may be introduced by cDNA

preparation, RNA/cDNA fragmentation, and
PCR amplification of the cDNA. For example,
the nascent cDNA being synthesized by reverse
transcriptase may dissociate from the template
RNA molecule and anneal to a new RNA mole-
cule that has a sequence similar to that of the first
RNA template. This event, called template
switching, generates a cDNA molecule made up
of the 3’ region of the first RNA template and the
5’ region of the second RNA template. Reverse
transcriptases can cause self-priming and,
thereby, generate up to 10 % random cDNAs,
which are a major source of error. Reverse
transcriptases are error prone as they lack
proofreading ability. Often the range of dynamic
expression may need to be normalized; this
becomes problematic when a reference genome
is not available. Finally, efficient methods are
required for storage, retrieval, and processing of
large datasets and for reducing the base sequence
errors.
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4.3.2 Single-Molecule Direct RNA
Sequencing

Helicos BioSciences, USA, has developed and
commercialized the technology for direct
sequencing of single RNA molecules in a mas-
sively parallel sequencing operation by the
Helicos® Genetic Analysis System (Ozsolak
and Milos 2011). This technology does not
involve conversion of RNA to cDNA, PCR
amplification, or ligation, uses only minute
quantities (several femtomoles) of RNA, and
provides deep sequence coverage of the
transcriptome. For applications like expression
profiling of poly(A)" RNA encoding genes or
mapping of polyadenylation sites, the RNAs are
directly used for sequencing. But in studies
involving RNA species without poly(A) tails, 3’
polyadenylation of the RNA molecules is carried
out. The RNA molecules are now hybridized
with the poly(dT) primers immobilized onto the
flow cell; the RNA molecules are ‘“filled and
locked” and sequenced by synthesis. The read
lengths are up to 55 nucleotides (average,
33-34  nt). Each  run may  yield
800,000-8,000,000 reads per channel, and there
are up to 50 channels in the 2 flow cells that can
be run simultaneously. Total raw base error rate
is 4-5 % (primarily deletions and insertions). A
sequence aligner freely available from the
Helicos BioSciences HeliSphere significantly
reduces the InDel error rates.

44  Single-Nucleotide

Polymorphisms

Single-nucleotide polymorphisms (SNPs, pro-
nounced as “snips”) describe variation among
different individuals of a species for single base
pairs at the corresponding sites of their genomes.
Thus a SNP locus is a specific position in the
genome, at which different nucleotides occur in
the same DNA strand of different individuals of
the species. Therefore, each SNP locus has to be
defined by the sequence flanking the polymorphic
nucleotide. Often insertions and deletions
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NG, Allete
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Y T GACAGOeTT, Allele 3
Y oA GGe T, Allele 4

Fig. 4.10 The four possible alleles at a SNP locus. In
humans, most SNP loci have only two alleles

(InDels) are also analyzed as SNPs. The nucleo-
tide polymorphism at a genomic position is con-
sidered as SNP only when the least frequent
allele has a frequency of 1 % or more. A SNP
locus can have four alleles, each allele being
represented by one of the four DNA nucleotides
(Fig. 4.10). However, many SNP loci have three
or even two alleles; in fact, two-allele SNP loci
predominate in humans. In any case, SNPs are
usually scored as biallelic markers. SNPs are
produced by either transition (C to T, A to G,
and vice versa) or transversion (A or Gto Cor T
and vice versa). In general, transitions seem to be
more frequent than transversions. At least a pro-
portion of C to T (and, consequently, G to A)
transitions is produced due to deamination of
5-methylcytosine; this is more likely to occur in
genomic regions rich in CpG dinucleotide
sequence.

SNPs are extremely abundant (about one SNP
every 100-300 bp of plant genomes), have rela-
tively low mutation rates, and are relatively easy
to detect. SNP density varies among genomes of
different species and among different genomic
regions of the same species. In general, SNPs
are more frequent in noncoding regions than in
the coding regions due to a lack of selection
pressure in the former. SNPs may generate phe-
notypic effects by altering either the amino acid
sequence of the encoded protein or the splicing
pattern of the RNA transcripts. They may also
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affect promoter activity and, thereby, generate
phenotypic effects. SNPs have proved ideal for
automation, and high-throughput marker discov-
ery and analysis; in addition, strategies for com-
bining these two activities have also been
developed (Chap. 13). Modern SNP genotyping
platforms are supported by improved bioinformat-
ics tools that afford robust automated allele calling
and generate high-quality data. This data can be
easily shared across groups and stored in common
databases irrespective of the genotyping platform
used. Many SNP genotyping platforms are capa-
ble of efficient, fast, and high-throughput sample
processing at increasingly lower cost per data
point. However, in the context of plant breeding
activities, genotyping cost per sample is more
relevant than per data point. Therefore, a breeder
may select an optimal number of SNP loci for
each application; this might markedly reduce the
total genotyping cost.

The chief limitations of this marker system
are the high equipment cost particularly for
high-throughput genotyping. The marker devel-
opment involves resequencing of even whole
genomes, which is rather costly. The genotyping
procedure is technically demanding and may not
be a feasible proposition for many breeding
programs. In such cases, it may be desirable to
use commercial SNP genotyping services
provided adequate funds are available.

441 Types of SNPs

SNPs are classified in a variety of ways based on
different criteria, including genomic location, the
effect on phenotype, etc. SNPs located in the
noncoding regions of genome are called noncod-
ing SNPs (ncSNPs), while the ncSNPs located in
introns are known as intronic SNPs. Exonic
SNPs or coding SNPs are found in exons and
are comparable to copy SNPs (cSNPs or cDNA
SNPs: SNPs discovered in cDNAs). An exonic
SNP that does not lead to a change in the amino
acid sequence of the concerned protein is called a
synonymous SNP  (synSNP), while a
nonsynonymous SNP (nsSNP) alters the amino
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acid sequence. A human nsSNP is known as
diagnostic SNP, when it is involved in a genetic
disease. However, genic SNPs occur in genes and
would include intronic and exonic SNPs, as well
as the SNPs located in the promoter region of the
concerned gene (promoter SNPs or pSNPs).
Some of the genic SNPs will affect the function
of the concerned gene and would give rise to
phenotypic effects; these are termed as func-
tional SNPs or candidate SNPs. But anonymous
SNPs do not affect the function of a gene and do
not produce a phenotypic effect; most SNPs
belong to this category. A reference SNP
(refSNP, rsSNP, rsID) is a SNP that serves as a
reference point for defining neighboring SNPs.
Each refSNP is assigned an rsID number when it
is submitted to a databank, e.g., dbSNP. SNPs
discovered by mining ESTs or genomic
databases are generally called in silico SNPs
(isSNPs) or electronic SNPs (eSNPs); these are
“virtual” polymorphisms and must be validated
by resequencing. Many SNPs located close to
each other tend to be inherited together. The
alleles of such SNPs located in the same chromo-
some together constitute SNP haplotype; such
SNPs are referred to as haplotype-tagged SNPs.
Generally, genotyping only a small number of
carefully selected SNP loci from a haplotype
block allows the deduction of genotypes at the
remaining SNP loci of the block; these SNPs are
termed as “tag” SNPs.

The SNPs in polyploid species have been
classified as simple SNPs and hemi-SNPs or
homoeo-SNPs. A simple or true SNP detects
allelic variation between homologous loci of the
same genome present in the same or different
polyploid species, and it does not detect
differences in their other genome(s). This group
of SNPs would show typical diploid segregation
in most mapping populations, is quite frequent
(10-30 %), and would be the most useful for
mapping. But hemi-SNPs or homoeo-SNPs, on
the other hand, detect homoeologous/paralogous
loci in the two or more genomes of the polyploid
species and of their diploid progenitors. There-
fore, these SNPs are of limited value for mapping
(Deschamps and Campbell 2010).
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4.5 Methods for Discovery of SNPs
It may be pointed out that all SNPs are initially
discovered by sequencing, which remains the
method of choice. Sequencing may involve the
whole genome, a specific region of the genome,
or the transcriptome. One of the major problems
in SNP discovery has been the predominance of
highly repetitive sequences in plant genomes.
Therefore, early efforts at SNP discovery
attempted to avoid repetitive sequences by
resequencing unigene-derived amplicons and in
silico SNP discovery by mining the EST
databases, followed by their PCR-based valida-
tion. However, these approaches detected gene-
based SNPs and did not discover SNPs in the
noncoding regions of genes and the intergenic
spaces. In addition, amplicon resequencing is
expensive and labor intensive. Similarly, many
of the SNPs discovered from EST databases were
non-allelic in several crops because these SNPs
represented paralogous sequences produced by
duplication of the concerned genomic regions.

Prior to the development of NGS
technologies, whole-genome sequencing was a
daunting task. Therefore, it was highly desirable
to minimize the sequencing effort by focusing on
the genomic regions of interest; amplicon
sequencing (Sect. 4.5.1) and sequence capture
(Sect. 4.5.6) strategies serve this purpose. But
the emergence of NGS technologies has made
SNP discovery by whole-genome sequencing a
feasible option. In addition, several reduced rep-
resentation strategies aim at combining SNP dis-
covery with SNP genotyping, using a suitable
NGS technology, at reasonable costs
(Chap. 13). Further, huge amounts of genome
and EST sequence data have accumulated in
various databases, which can be mined for SNP
discovery. Transcriptome sequencing by
RNA-Seq technology is also being used for
SNP discovery.

4.5.1 Amplicon Sequencing

In this approach, a pair of specific primers is used
for PCR amplification of the desired genomic
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region, and the PCR product (amplicon) is
sequenced for identification of SNPs and InDels.
This strategy limits the sequencing and analysis
efforts to the genomic region of interest and,
thereby, reduces the workload. When
Sanger—Coulson sequencing is used, separate
amplification of each amplicon is necessary. Fur-
ther, in the case of heterozygotes or when PCR
amplification is based on pooled DNA, the
amplicons have to be cloned (to separate the
amplicons representing the two alleles present
in the heterozygotes or in different individuals)
before they are sequenced. But the NGS techno-
logy has rendered these steps unnecessary since
each read is generated from a single amplicon.
Therefore, NGS technology permits pooling of
tissues, genomic DNAs/cDNAs, or amplicons
from different individuals. This approach
reduces the quantum of work for template prepa-
ration and permits the discovery of all the SNPs,
including the rare alleles. In case of pooling, a
greater depth of sequencing should be used; in
general, the depth would be greater for shorter
read lengths. According to an estimate, at least
34x, 101x, and 110x sequencing depth would
be needed with 454, ABI SOLIiD, and Illumina
GA, respectively, for separating sequencing
errors from genuine SNPs. However, pooling
does not permit determination of marker
genotypes and haplotypes of the individuals/
lines. In addition, PCR amplification of pooled
DNA may lead to preferential priming of certain
alleles. These difficulties can be removed by
separate PCR amplification of each individual/
line, using separate barcodes for each of the
amplicons and then pooling the amplicons before
sequencing. This approach increases the amount
of work for template preparation as well as the
total cost. However, it increases the usefulness of
data as it combines marker discovery with
genotyping of the individuals/lines.

Read length and sequencing depth are critical
for detection of rare alleles, identification of
InDels, and for eventual marker development.
Deep sequencing minimizes false negatives, and
ensures detection of genuine SNPs and discrimi-
nation of rare alleles from sequencing errors.
Short reads enable discovery of InDels of
1-8 bp, while longer reads from 454 sequencing


http://dx.doi.org/10.1007/978-81-322-2316-0_13

4.5 Methods for Discovery of SNPs

platform permit identification of InDels of 1 to
over 97 bp. Amplicon sequencing can be
extended to even such species, for which
sequence information is not available. For
achieving this, trans-specific or universal primers
are designed on the basis of conserved sequences
of the target genes extracted from a related spe-
cies for amplification of orthologous genes in the
uncharacterized species. This approach has been
successfully used in some plant species.
Orthologous genes are those genes of different
species that perform the same function. In con-
trast, paralogous genes are the genes present in
the genome of the same species and have the
same function; these genes are produced by
duplication, polyploidization, or both.

The limitations of amplicon sequencing
include size limit of amplicons (10-20 kb for
long-range PCR), base substitutions due to
PCR, requirement of sequence information for
primer designing, amplification of paralogues
by the specific primers based on sequences
conserved among paralogues, overrepresenta-
tion of amplicon ends in reads, and uneven
coverage of internal regions of amplicons.
Many of these problems can be mitigated by
suitable strategies, including rigorous quality
control during sample preparation and bioinfor-
matics tools.

4.5.2 SNP Mining

The simplest, most convenient, and highly effi-
cient method for SNP discovery is bioinformatics
analysis of the ever-increasing genomic and/or
EST sequences of different individuals available
in the databases of the concerned species. In
addition, an investigator may sequence genome/
ESTs of a genotype/line/individual of interest
and analyze the sequence so obtained along
with the sequences available in the database.
Bioinformatics tools like PolyPhred are used for
deducing the base sequence of fragments, assem-
bly of the deduced sequences into contigs, and
editing of the contigs. Suitable computer soft-
ware like SNP Pipeline are then used to align
the sequences and detect SNPs. Sequencing
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errors present in the database, particularly in the
genomic regions that are not well characterized,
may lead to discovery of false SNPs. Special
software like POLYBAYES help minimize
false discovery of SNPs due to sequencing errors.
The analysis of genomic sequences will identify
SNPs located in both coding and noncoding
regions of the genome, while EST analysis will
discover SNPs only in the coding regions. At
present, most of the SNP mining activity is
directed at EST databases, possibly for the
above reason. Further, the search may be focused
at specific regions of the genome that have been
either known to be associated with the traits of
interest or to contain genes with specific
functions. The SNPs discovered by SNP mining
are often termed as in silico SNPs (isSNPs) or
electronic SNPs (eSNPs). However, these SNPs
must be validated by resequencing.

4.5.3 Transcriptome Sequencing

Transcriptome sequencing allows rapid and inex-
pensive discovery of genic SNPs and avoids
highly repetitive genomic regions. The NGS,
RNA-Seq, and direct RNA sequencing
technologies can be used for transcriptome
sequencing. The sequence reads are aligned to a
reference genome or to EST sequences to dis-
cover SNPs and InDels. In case a reference
genome is not available, genome sequence of a
related species or of the parental species may be
used for sequence alignment and marker discov-
ery. Alternatively, the sequence reads can be
assembled de novo using appropriate bioinfor-
matics tools. Analysis of EST/transcriptome
sequence data also permits discovery of SSR
markers. For example, an analysis of watermelon
EST sequences obtained from an experiment and
the EST datasets obtained from the GenBank
enabled the discovery of 5,000 SSRs. Useful
markers can also be found in the 3’ UTRs
(untranslated regions) of mRNAs. In general,
longer sequence reads are preferred for marker
discovery as they facilitate sequence alignment
and discrimination among paralogues in the case
of polyploid species. Paired-end reads overcome
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to some extent the above limitations of short
reads.

Markers discovered by transcriptome
sequencing will be, of necessity, gene-based
markers, and a proportion of them will be func-
tional markers. But many QTLs, regulatory
sequences like enhancers, locus control regions,
etc., are located in noncoding regions of the
genome. As a result, it will be unable to discover
markers useful for mapping of such QTLs and
regulatory elements. Transcriptome sequencing
coupled with appropriate experimental design
would permit the determination of allele-specific
differences in gene expression, estimation of the
parental contributions to heterosis, and the role
of genetic imprinting in development and perfor-
mance. However, transcriptome analysis-based
marker discovery is limited to only those genes
that are transcribed in the concerned tissue/organ
during the given developmental stage and under
the environmental conditions prevailing at the
time of sample collection. Therefore, a fair num-
ber of organs/tissues, developmental stages, and
environments should be sampled to ensure the
representation of most, if not all, of the genes
present in the genome of the concerned species.
In contrast, sequencing of hypomethylated par-
tial restriction genomic libraries (Sect. 4.5.5)
provides a more complete representation of
SNPs located in genes than transcriptome
sequencing and allows the detection of SNPs
situated in introns, regulatory regions, and
non-transcribed genes.

Assembly and analysis of NGS data requires
appropriate software programs, for which a vari-
ety of options are available. A de novo assembly
of RNA-Seq sequence data yields contigs, which
are called tentative ESTs or tentative unique
sequences (TUSs). Bioinformatics tools are used
to filter the SNPs discovered from RNA-Seq
data, and the filtered SNPs are usually validated
by Sager—Coulson sequencing. For example, in
one study in maize, transcriptome analysis of
shoot apical meristems from two inbreds permit-
ted the detection of 36,000 putative SNPs; these
were reduced to 7,000 after stringent processing
of the sequence data. Sager—Coulson sequencing
was used for confirmation of a sample of
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110 from these SNPs, and 85 % of them were
successfully validated. Transcriptome analysis of
polyploid species requires a more complex
experimental design and a comparison with the
diploid ancestral species for assigning the tenta-
tive ESTs to the homoeologous chromosomes.
Unlike the concerned genomes, the RNA
transcripts rarely contain repetitive sequences,
which is a definite advantage in proper sequence
alignment. The error rate of NGS sequence data
is rather high, but availability of a good quality
reference genome considerably reduces the error
rate. It is important to use an optimum sequenc-
ing depth because a low sequencing depth would
lead to higher error rate and “false negatives.”
Transcriptome sequencing has been successfully
used in several crop species, including maize,
canola, sugarcane, wheat, etc.

4.5.4 Whole-Genome Sequencing

Often SNP discovery has been based on whole-
genome sequencing of a small number of
selected individuals/lines; this approach remains
the method of choice wherever resources and
other considerations do not preclude this option.
SNP discovery is greatly facilitated by the avail-
ability of a good quality reference genome
sequence. One may reduce the sequencing effort
by pooling DNAs from the selected individuals/
lines and constructing a genomic library from the
pooled DNA. Random clones may be picked
from this library and used for sequencing. The
shotgun sequences so obtained are processed,
using appropriate bioinformatics tools for dis-
covery of SNPs. It may be pointed out that the
sequencing depth should be large enough
(at >20x coverage) not only to yield sequence
data with minimum error but also to ensure that
sequence of a given genomic region is available
from enough number of individuals/lines to
allow SNP discovery. The term sequencing
depth may refer to specific nucleotides or to the
entire genome. Sequencing depth for a specific
nucleotide represents the total number of all
reads, in which a given genomic position
(or base pair) from a given individual is
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represented; these reads may be obtained from a
single sequencing experiment or from a series of
experiments. But sequencing depth for the whole
genome is the average number of times each base
of the genome (the entire genome) of an individ-
ual has been sequenced. The sequencing depth
for the whole genome is generally referred to as
coverage of sequencing and is denoted as 10x,
20x, 30x, etc., coverage or depth. The general
formula for coverage (C) is C = LN/G, where L
is the read length, N is the total number of reads,
and G is the length (in bp) of the haploid genome
of the concerned species. It should be kept in
mind that coverage denotes average sequencing
depth of the genome as a whole; therefore, some
genomic regions would be sequenced at much
higher depth, while some others would be
sequenced at much lower depth than the cover-
age level. The minimum coverage level required
for a study depends on many factors, including
the type of study, gene expression level, the
trends in published literature, etc.

The analysis of sequence data for SNP discov-
ery proceeds in several steps. In the case of NGS
data, the first step involves image analysis and
base calling with the minimum error rate. This
can significantly reduce false-positive SNP calls
and facilitate sequence assembly, particularly
when the coverage is low to moderate. The
short sequence reads are then aligned onto the
reference genome whenever it is available; this is
known as read alignment or read mapping. The
alignment algorithms should be able to handle
both sequencing errors, as well as potentially real
sequence differences, in the form of base
substitutions and InDels, between the reference
and the newly sequenced genomes. In addition,
the aligners should generate well-calibrated
alignment quality values, which are important
for variant calling, i.e., determining the genomic
positions at which at least one base differs from
the reference genome. It has been recommended
that Novoalign or Stampy should be used as
aligners, and GATK or SOAPsnp should be
used for recalibration of per base quality scores
(Nielsen et al. 2011). This is followed by realign-
ment of reads, removal of duplicate reads, and a
recalibration of the quality scores for each base.
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Both SNP and genotype calling at a given geno-
mic position depend on the accuracy of base calls
as well as the per-base quality scores of the reads
overlapping the genomic position.

SNP calling is the determination of the geno-
mic  positions at  which  nucleotide
polymorphisms occur. It can be based on data
from a single individual/line (single-sample call-
ing) or it may simultaneously use data from all
individuals in the sample (multi-sample calling).
As far as possible, multi-sample calling should
be used, and the calling methods should involve
likelihood ratio tests or Bayesian procedures.
Similarly, genotype calling, i.e., assigning of
SNP alleles to different individuals in the sam-
ple, should be done by combining the data from
all the individuals in a Bayesian framework, and
information on known SNPs (e.g., those listed in
dbSNP), linkage disequilibrium (LD), etc.,
should be included to improve the accuracy of
genotype and SNP calls. A number of filtering
steps based on a variety of criteria like generally
low-quality scores, systematic differences in
quality scores of major and minor alleles, aber-
rant LD patterns, strand bias, etc., may be
implemented to improve the accuracy of SNP
and genotype calls. Most of the software used
for NGS processing carry out both SNP and
genotype calls (Table 4.2). Several additional
steps like local realignments, combining results
from multiple SNP- and genotype-calling
algorithms, etc., can be implemented to improve
genotype calls. Finally, uncertainty should be
incorporated in the subsequent statistical
procedures for analyzing the data. It may be
pointed out that analysis of NGS data is evolving
rapidly, and new tools for data analysis are being
continuously developed. Therefore, the choice of
most suitable software package for any task will
keep on changing with time.

4.5.5 Reduced Representation
Approaches

Genome sequencing of a sample of individuals/
lines has to be resorted to when either genome
sequences are not available or it is desirable to
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use genome sequences of a set of new lines/
individuals. Sequencing of whole genomes is
the ideal strategy, but it involves considerable
time, effort, and financial and other resources.
Further, sequencing of whole genomes may not
be necessary for many types of studies. In view
of the above, many strategies for simultaneous
SNP discovery and genotyping have been devel-
oped (Sects. 13.3-13.6). In general, these
methods sample a fraction of the whole genome
for sequencing so that the cost and effort for
marker discovery and genotyping are greatly
reduced. One approach aims to enrich the sam-
pled fragments with gene-rich regions by con-
struction of a hypomethylated partial restriction
(HMPR) library as follows. The genomic DNA
of the target individual/line is digested
completely with a 5-methylcytosine-sensitive
restriction enzyme like Hpall (5’ C/CGG 3')
with a 4 bp recognition sequence. The digest is
subjected to electrophoresis; fragments of
100-600 bp are separated and used for sequenc-
ing by an NGS technology. The genomic regions
having  repetitive =~ DNA  are  usually
hypermethylated; consequently, they will be
present as much larger fragments and will be
excluded. This approach may eliminate ~95 %
of the maize genome and enrich the selected
fragments four- to five-fold for genic sequences.
Sequencing of the gene-enriched fragments from
two maize inbreds allowed the identification of a
large number of putative SNPs. However, it
restricts SNP discovery to the regions near the
recognition sites of the enzyme used for diges-
tion. Therefore, two or more 5-methylcytosine-
sensitive restriction enzymes with distinct recog-
nition sequences should be used to get a more
complete representation of the genic regions.

4.5.6 Sequence Capture

Sequence capture is a targeted SNP discovery
strategy applied to specific genomic regions.
This strategy can be applied when the genomic
region of interest is known and a closely related
reference genome sequence is available. It
involves designing of oligonucleotide probes or
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primers specific for the genomic regions of inter-
est to permit their separation or amplification
before sequencing. There are three main
strategies for sequence capture, viz., SureSelect
from Agilent, SeqCap from NimbleGen, and the
Targeted Sequencing System from RainDance
(Davey et al. 2011). All the three technologies
are proprietary, require the customer to provide
the target region sequences, and use in-house
bioinformatics tools to design probes/primers
for the target regions. The NimbleGen SeqCap
technology  uses  oligonucleotide  probes
synthesized on microarray slides, and the lengths
of the probes are adjusted to obtain a uniform
melting temperature. The genomic DNA
fragments are hybridized with the microarray
and the captured fragments are used for sequenc-
ing. The Agilent SureSelect method, on the other
hand, implements in-solution target sequence
capture using biotinylated RNA probes of
120 nt. The genomic DNA fragments already
ligated to sequencing adapters are hybridized
with the probes, and the hybridized fragments
are separated by exploiting the high affinity of
biotin for streptavidin. In both these
technologies, repeat sequences are filtered out
from the probe set by using specific software
programs.

The RainDance Targeted Sequencing System,
in contrast, uses two rounds of PCR to specifi-
cally amplify fragments from the targeted geno-
mic region. This is achieved by designing a set of
PCR primer pairs using proprietary software so
as to cover most of the genomic region of inter-
est. Each primer pair of the set has at its 3’ end
the sequences specific for a segment of the target
genomic region, while its 5’ end comprises par-
tial sequence of the adapter for the selected NGS
technology. The target-specific primers are used
for the first round of PCR amplification. In the
second round of PCR, universal primers with the
partial NGS adaptor sequences at their 3’ ends
are used. The PCR products generated from the
second round of PCR are directly used for
sequencing. The SureSelect and SeqCap methods
capture about 90 % of the targeted genomic
region, while the Targeted Sequencing System
may capture over 95 % of the region. These
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technologies do not appear to introduce a sub-
stantial bias in allele representation in the
sequence data. The reference genome used for
designing the probes/primers should be of high
quality and closely related to the population
under study.

4.5.7 Validation of Discovered SNPs

Once a group of SNPs has been discovered, each
locus should be evaluated to ascertain the follow-
ing: (1) that it is a true SNP and not a product of
sequencing error, faulty read alignment, etc.,
(2) that its alleles represent homologous genomic
regions and not paralogous/homoeologous
regions, and (3) that it segregates in a typical
Mendelian fashion. The above evaluation is gen-
erally referred to as SNP validation. One
approach for SNP validation is to resequence
the concerned genomic regions of carefully
selected individuals/lines to confirm that the dis-
covered SNPs represent true polymorphisms. A
more informative validation process involves
designing a suitable assay for the discovered
SNPs and to apply this assay to evaluate a set
of diverse germplasm lines or, preferably, a
segregating population. This procedure will
reveal the discovered SNPs to be real or false,
their ability to discriminate among the germ-
plasm lines, and their segregation pattern in the
segregating population. The choice of assay will
depend mainly on the number of SNPs to be
validated. The assays in common use for a large
number of SNPs are Illumina’s GoldenGate
(Sect. 13.2.8) and Infinium assays, TagMan
OpenArray Genotyping system (Sect. 13.2.4),
and Kompetitive Allele-Specific PCR (KASP)
assay (Sect. 13.2.3). The length of SNP context
sequence, the total number of SNPs to be
genotyped, and the available funds would have
to be considered while selecting one of these
assays. It may be pointed out that SNP validation
still remains a cost-intensive procedure. SNP
validation in allopolyploids would be facilitated
by the use of haplotype and allele frequency
information, and application of bioinformatics
tools like HaploSNPer. This strategy would be
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useful even for diploid species like barley that
have highly repetitive genomes.

4.6 Methods for SNP Genotyping
The various SNP genotyping methods/platforms
range from scoring of a single SNP marker to a
very large number of markers assayed using
high-density SNP chips, and they are suited for
a wide range of applications. These methods rely
on strategies that are able to distinguish between
a perfect match from a single base mismatch
between an oligonucleotide and the template
DNA strand. These strategies are based on
nucleic acid hybridization, primer extension, oli-
gonucleotide ligation, DNA replication, or
single-strand invasion coupled with cleavage of
the displaced strand (Sobrino et al. 2005). The
different genotyping methods include allele-
specific PCR, 5'-nuclease assay, high-density oli-
gonucleotide arrays or DNA chips, bead-based
techniques, primer extension, invasive cleavage
or invader technology, MALDI-TOF MS-based
homogeneous MassEXTEND (hME) assay, and
pyrosequencing. In addition, PCR products can
be subjected to restriction enzyme digestion
(cleaved amplified polymorphic sequences,
CAPSs; Sect. 3.14), electrophoresis of single
strands (single-strand conformation polymor-
phism, SSCP; Sect. 3.15), or denaturing gradient
gel electrophoresis (D/TGGE; Sect. 3.16) for
genotyping of known SNPs. These techniques
can be broadly classified into gel-based and
gel-free assays; the latter group of assays is pre-
ferred because the methods in this group are
amenable to high-throughput analysis leading to
economy of time and other resources.

4.6.1 Allele-Specific PCR

Allele-specific PCR is designed to amplify only
one of the alleles at a SNP locus (Okayama
et al. 1989). It uses a pair of primers, one of
which is based on a conserved sequence present
in all the alleles. The other primer of the pair is
specific to the genomic region having the SNP
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locus, and the base at its 3’-end corresponds to
the SNP locus. When the 3’ terminal base of the
second primer is complementary to the SNP
allele, it pairs with the allele and supports ampli-
fication of the genomic region and yields a PCR
product detectable by gel electrophoresis
(Fig. 4.11a). A mismatch at the 3’ end of the
primer greatly reduces the chances of amplifica-
tion so that no amplification product would be
detectable (Fig. 4.11b). Therefore, allele-specific
PCR generates a dominant STS marker scored as
“present”/“absent.” But sometimes a single-base
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mismatch at the 3’ end of a primer is unable to
prevent amplification. On the other hand, some-
times amplification may fail due to an error in the
setting up of the experiment. The first difficulty is
resolved by introducing a mismatch at the second
base from the 3’ end of the primer (Fig. 4.11c).
This mismatch will still allow amplification of
the allele for which the primer has been designed
but will effectively prevent amplification of the
other alleles. The second problem can be over-
come by using four different primers, i.e., one
primer for each SNP allele, and screen every

Fig. 4.11 A simplified 5
representation of allele-

specific PCR for

genotyping of a SNP locus. 5
The mismatch at the second 3

Primer 1

A 3
¥ T——%
Primer 2

T 5

base from the 3’ end of the
primer 2 increases
effectiveness of allele
discrimination. This does
not prevent amplification in
case the 3’ terminal base is

Conserved
sequence

l PCR amplification

A

matched with the SNP

T

allele, but it definitely
prevents amplification in
case of a mismatch

PCR product

(detected by gel electrophoresis)

A. Perfect match at the SNP locus

5, G 3/
— 5
,  Primer 1 T Primer 2
e
3, C 5/
Conserved ) .
sequence PCR amplification
No PCR product
B. Mismatch at the SNP locus
5 A-C 3/
TC———¥%
, Primer 1 Primer 2
e
ki T-G 5

C. Mismatch created at the second position of primer 2
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individual with all the four primers. If there is an
experimental error, amplification will fail with
all the four primers. But when there is no error,
one primer is expected to generate amplification
product in every individual. The four primers can
be designed in such a way that each of them
amplifies product of a different length, or a dif-
ferent fluorophore may be attached to each
primer. This would allow all the four primers to
be used in a single PCR tube for each individual.
The allele-specific PCR is a user-friendly
approach for SNP analysis by any laboratory
with PCR facility. However, the overall through-
put is low, and only a small number of SNPs can
be analyzed by this approach. This strategy has
been modified as KASP™ genotyping assay for a
high-throughput SNP and InDel genotyping
(Sect. 13.2.3).

4.6.2 5'-Nuclease Assay (TagMan®
Assay)

This technique gets its name from the fact that it
uses the 5'-nuclease activity of Taq polymerase
in real-time PCR to quantify the hybridization of
allele-specific oligonucleotides with the genomic
DNAs of the test individuals and deduces the
SNP allele from this information. It uses two
PCR primers for amplification of the target
sequence, i.e., the genomic region containing
the SNP locus, and a specifically designed
probe, TagMan™ probe, complementary to that
region of the target sequence that has the SNP
locus (Livak 1999). This probe has a fluorescent
dye attached to its 5’ end and a quenching dye
linked to its 3’ end. As long as the fluorescent dye
molecule is located near the quenching dye mol-
ecule, there will be no fluorescence due to the
quenching action of the latter. The base at the 5’
end of the probe is complementary to the SNP
allele it detects. In case the 5’ end of the probe is
paired properly with the SNP allele present in the
target sequence, the 5'-nuclease activity of Taq
polymerase will cleave the whole probe begin-
ning at its 5’ end. This will free the fluorescent
dye molecule, which will diffuse away from the
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quenching dye; as a result, it will now generate
fluorescence (Fig. 4.12). But if the base at the 5’
end of the probe is not complementary to the
SNP allele, there will be mismatch, and Taq
polymerase will not be able to cleave the probe
at its 5’ end. As a result, there will be no fluores-
cence. One may design one TagMan probe for
each allele at an SNP locus, label them with
different fluorophores, and use them in a single
PCR tube. In such a case, the ratios between the
fluorescence of different colors will permit a
highly reliable scoring of the SNP alleles.

The TagMan® assay is homogeneous, quick
(on an average, 2 h per run), and simple, PCR
and data calling occur simultaneously in real-time
mode, and the throughput is high. The assay
generates 2,000 data points per day per person in
a monoplex mode; it can also be run in a duplex
mode to generate up to 3,000 data points per day
per person. However, the procedure is based on a
costly real-time PCR machine, and the costs of
labeled probes and other consumables are high.
The TaqMan® assay has been commercialized
as the high-throughput TagMan OpenArray
Genotyping system (Sect. 13.2.4) by Applied
Biosystems, USA. It has also been adapted for a
cost-effective medium multiplexing, high-
throughput SNP genotyping platform using
nanofluidic dynamic arrays (Sect. 13. 2.6).

4.6.3 Molecular Beacons

Molecular beacons are specially designed oligo-
nucleotide hybridization probes used for identifi-
cation of SNP alleles. The central region of a
molecular beacon is complementary to the
sequences flanking the target SNP locus, includ-
ing the SNP allele to be detected (Sobrino
et al. 2005). The sequences on either side of the
central region are universal sequences, and they
are complementary to each other. A fluorophore is
attached to the 5’ end of the probe, while a
quenching dye is attached to its 3’ end. The
probe molecules will form a hairpin structure
due to pairing between their 3’ and 5’ end regions.
This pairing will bring the quenching dye in close
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Fig. 4.12 Use of TagMan™ probe to quantify PCR
products. Primer 1 and Primer 2 are the two PCR primers;
Probe is TagMan™ probe that has a fluorescent reporter at
its 5’ end and a quencher at the 3’ end. (a) 5’ Nucleotide of
the probe is complementary to the SNP allele: fluorescence

proximity to the fluorophore, due to which there
will be no fluorescence (Fig. 4.13a). But when the
probe base pairs with the specific SNP allele, it
becomes linear and the quenching dye becomes
separated from the fluorophore, and fluorescence
is generated (Fig. 4.13b). A molecular beacon is

is produced as the reporter dye is released by 5" exonuclease
action of Taqg DNA polymerase. (b) 5" Nucleotide of the
probe is not complementary to the SNP allele: mismatch at
5’ end of the probe prevents its cleavage and the release of
the reporter dye. Therefore, fluorescence is not produced

mixed with denatured PCR product representing
the concerned genomic region of the test individ-
uval/line and allowed to anneal. If the allele at the
target SNP locus is complementary to the beacon,
the two will base pair and there will be fluores-
cence (Fig. 4.13b). But if the SNP allele were not
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Fig. 4.13 A schematic representation of molecular bea-
con and its use for detection of SNP alleles. Molecular
beacon is mixed with denatured PCR product

complementary to the beacon, there will be no
pairing and fluorescence (Fig. 4.13c). A suitable
sensing device detects the fluorescence signal,
which is used to deduce the SNP allele.

Some degree of multiplexing can be achieved
by labeling two or more molecular beacons, spe-
cific for different SNP loci, with different
fluorophores and using them in a single reaction
vessel. However, most detection systems use
monochromatic  light for excitation of
fluorophores, which limits the number of differ-
ent fluorophores that can be assayed together
efficiently. One strategy to overcome this diffi-
culty employs two fluorophores, one harvester
fluorophore and one emitter fluorophore arranged

representing the concerned genomic region, allowed to
anneal, and then fluorescence is monitored (Based on
Sobrino et al. 2005)

serially, at the 5’ end of the probe in the place of
single fluorophores used normally.

4.6.4 Microarray-Based SNP
Genotyping

Microarray-based SNP genotyping requires the
development of SNP microarrays/DNA chips for
simultaneous genotyping at several SNP loci. A
subset of the polymorphic SNP loci is selected
mainly on the basis of their position in the
genome, the level of polymorphism and suitabil-
ity for the assay, and used to construct a
microarray. A microarray or DNA chip is a
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small plaque/wafer of silicon, glass, or metal,
onto which one end of a large number of different
single-stranded DNA molecules is covalently
linked and arranged in spots (Appendix 2.3).
Each spot has several copies of a single DNA
molecule of 25 nt representing the SNP locus and
includes the nucleotide involved in the SNP
around its middle position. In order to ensure
high reliability, each SNP allele is represented
by five different oligonucleotides; in each of
these oligonucleotides, the variable SNP is
located at a different position, ranging from two
bases on one side of the central base to two bases
on the other side (Fig. 4.14a). At the same time,
each of the oligonucleotides is spotted at two to
three different locations (Fig. 4.14b), which
serve as replications and help eliminate false-
positive signals (possibly due to nonspecific
hybridization). It may be pointed out that the
SNP locus and the sequences surrounding this
locus influence the hybridization efficiency.
Therefore, it is very difficult to optimize the
conditions for detection of a panel of SNPs
using an array, and ingenious approaches are
used to overcome this difficulty (Sobrino
et al. 2005).

Genomic DNA from each individual to be
genotyped for SNPs is used for a series of PCR
reactions to amplify all the short genomic regions
having the different SNPs. For this reason, each
SNP locus is first converted into an STS by
designing a pair of primers for its reliable ampli-
fication. The PCR products are labeled by fluo-
rescence, and all the PCR products from a single
individual are pooled and used for hybridization
with the DNA chip (Fig. 4.14). The
non-hybridized PCR products are removed by
washing under such conditions that permit only
perfectly base-paired PCR products to remain
associated with the oligonucleotides spotted
onto the chip. A fluorescence scanner is used to
measure fluorescence at each spot on the chip,
and the data are analyzed with the help of image
analysis software. Since the position of each
oligonucleotide on the chip is known, the alleles
present at different SNP loci are readily deduced.
This approach simultaneously analyzes all the
SNP loci of the test individual/line. Microarrays
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can also be used for simultaneous genotyping of
a large number of individuals/lines at a given
SNP locus. This type of assay may be needed in
certain situations, e.g., during MAS. In such a
case, the PCR products representing the
concerned SNP locus from individual plants of
the relevant segregating generation are spotted
onto a glass slide. This microarray is hybridized
with labeled probes representing the alternative
alleles of the concerned SNP locus, and plants
with the desirable SNP allele are identified. This
technique is referred to as tagged microarray
marker approach; it has been successfully used
in the case of humans and pea.

Wang et al. (1998) were the first to use DNA
chips for SNP genotyping in humans. The
microarrays have to be custom made for every
species and whenever the panel of SNP loci is
altered. The development of chips involves con-
siderable amount of work like designing of STS
primers for each SNP locus and construction of
the oligos for every locus. Since hybridizations
for all the SNPs are carried out simultaneously
under the same conditions, the oligos must be
designed with great care so that they all have
identical requirements for perfect hybridization.
This requires considerable expertise, and
specialized software have been developed for
this purpose. The synthesis of oligos onto the
chips requires the construction of expensive
“masters” for each set of oligos. Therefore, the
initial development of SNP chip for a species is
very costly, but the subsequent production of a
large number of identical chips may be much
cheaper. As a result, SNP chips are relevant
only for large projects. The efficiency of discrim-
ination between completely matched and
mismatched oligos in hybridization is much
lower than the ability of DNA polymerases or
DNA ligases to distinguish between them. This
problem is particularly aggravated in the case of
microarrays since many different oligos need to be
hybridized under a single set of conditions; this
adversely affects the accuracy of genotype calls.
Therefore, universal microarrays that can be used
in any species with any set of SNPs have been
developed, e.g., the Illumina’s “Sentrix Array
Matrix” for the GoldenGate assay (Sect. 13.8).
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The numbers 11, 12, 13, etc. denote the
base position corresponding to the SNP
allele in the 25 nucleotide long oligos

The five oligos are spotted in three
replicates

« PCR amplification of the genomic regions corresponding to

all SNP loci of an individual/line
PCR products labeled with fluorescence

with probes on the chip

PCR products from one individual/line pooled and hybridized

«  Washing leaves only perfectly paired PCR products

hybridized with the probes

» Fluorescence measured at each spot of microarray
« Fluorescence data analyzed to deduce SNP alleles

Fig. 4.14 A simplified schematic representation of microarray-based genotyping of SNP loci on the basis of
hybridization of PCR products with probes on the microarray (Based on Sobrino et al. 2005)

4.6.5 Bead-Based Techniques

The bead-based techniques are similar to
microarray method, but they use oligos attached
to fluorescent microbeads of 3—5 pm diameter for
hybridization (de Vienne 2003). The microbeads
are coated with a combination of two fluorescent
dyes (red and orange). Different concentrations
of the two dyes are combined to generate beads
of several different types. The bead types can be

distinguished from each other by flow cytometry
on the basis of intensity and wavelength of the
fluorescent light emitted by them. One can gen-
erate 100 different types of microbeads by com-
bining 10 different fluorescence intensities with
2 different wavelengths. To each bead type, sev-
eral copies of an oligo representing a specific
allele of a particular SNP locus are attached.
Each SNP locus is represented by two oligos
corresponding to the two alleles of the locus,
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which are attached to two different bead types.
Thus the set of 100 bead types will enable simul-
taneous analysis of 50 SNP loci, each having two
alleles. All the bead types are pooled and
distributed into different tubes prior to
hybridization.

Fluorescence-labeled PCR products corres-
ponding to the SNP loci represented on the
microbeads from an individual are hybridized
with the pooled microbeads. The non-hybridized
PCR products are removed by washing. The beads
are passed in a single row through the capillary of
a flow cytometer, where they are exposed to two
laser beams. The data on the levels of fluorescence
in response to the two laser beams are recorded.
These data enable the identification of the
microbead type and, thereby, the SNP locus and
its allele being examined. In addition, the fluores-
cence level of the PCR product, ie., the
genotyping signal, is also recorded. This signal
reveals the “presence” or “absence” of the partic-
ular SNP allele. The flow cytometer can examine
thousands of microbeads in a few seconds. Data
from a large number of beads are collected, and
the mean values of fluorescence of the PCR
products for each bead type are calculated. This
allows deduction of the alleles at the different
SNP loci.

The technique has high-throughput potential
but has the same limitations as DNA chips. The
level of multiplexing is limited by the availabil-
ity of only green color for the genotyping signal.
At present, the use of a 96-well flow fluorometer
would permit scoring of thousands of genotypes
in a single 96-well format reaction. The bead-
based approach has been successfully used for
genotyping on the basis of allele-specific
hybridization, allele-specific primer extension,
single-base extension, and oligonucleotide liga-
tion assay. The microarray- and bead-based
techniques are not freely available as they are
“closed” or proprietary technologies.

4.6.6 Primer Extension

The primer extension method involves annealing
of a specially designed primer to the target PCR
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product, extension of the primer by one to few
nucleotides using DNA polymerase (Sokolov
1990; Braun et al. 1997), and analysis of the
products of extension to deduce the allele at the
SNP locus. This primer is so designed that the
base at its 3’ end is complementary to the base
just preceding the polymorphic base of the SNP
locus present in the PCR product (Fig. 4.15a). As
a result, the first nucleotide added to the primer
will be complementary to the polymorphic base
of the SNP locus. Initially, one ddNTP and the
remaining three dNTPs were used in a reaction
mixture for primer extension. As a result, for
each PCR product, four separate reactions, each
using a different ddNTP, had to be set up. In case
the ddNTP present in a reaction mixture was the
first nucleotide to be added to the primer, there
will be no further extension of the primer. But if
one of the dNTPs was the first to be added, the
primer extension will continue up to the point, at
which the base complementary to the concerned
ddNTP occurs in the PCR product (Fig. 4.15a).
The products of primer extension are analyzed by
either electrophoresis in an automated DNA
sequencer or by MALDI-TOF MS (matrix-
assisted laser desorption ionization time of flight
mass spectrometry). The ddNTP permitting addi-
tion of only a single base to the primer is
identified; the base complementary to this
ddNTP will be present at the SNP locus. The
primer extension approach has been developed
as the homogeneous MassEXTEND (hME) assay
for high-throughput SNP genotyping (Sect.
13.2.5; de Vienne 2003).

Alternatively, the four ddNTPs are used in a
single reaction mixture for each PCR product so
that the primer will be extended by a single
nucleotide only (single-base extension, SBE).
Phosphodiesterase II digestion is used to trim
the 5’ ends of the products of primer extension,
and the molecular weights of the shortened
products are determined by MALDI-TOF
MS. This permits an accurate identification of
the ddNTP added to the extended primer and
deduction of the SNP allele. MALDI-TOF MS
analysis takes merely 4 s per sample, but the
equipment is very expensive, and it requires
high expertise. In addition, an extremely
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Fig. 4.15 A schematic representation of primer extension
and its modification called single-base extension (SBE).
The first A in the sequence ACTAG of the PCR product
represents the SNP locus. *1, *2, *3, and *4, the four
distinct fluorophores used to label the ddNTPs. ddNTP,
dideoxynucleotide; ddATP 2/ ,3’-dideoxyadenosine

sophisticated laboratory setup is essential for an
optimum use of the mass spectrometer. On a
smaller scale, the four ddNTPs can be labeled
by different fluorophores, each giving a different
color on fluorescence. Since in a given reaction
mixture, only one of the four ddNTPs will be
added to the primer, the fluorescence color of
the product will permit easy identification of the
added ddNTP and, thereby, the deduction of the
allele present at the SNP locus (Fig. 4.15b).
SBE approach has been used to develop diag-
nostic assays and microarrays for high-
throughput genotyping. The SBE assay is also
called genetic bit analysis (GBA) or mini-
sequencing. SBE has been used to develop a

triphosphate, ddTTP 2',3'-dideoxythymidine triphosphate,
ddCTP  2',3'-dideoxycytidine  triphosphate,  ddGTP,
2'.3'-dideoxyguanosine  triphosphate, MALDI-TOF-MS,
matrix-assisted laser desorption ionization time of flight
mass spectrometry (Based on de Vienne et al. 2003)

diagnostic tool, in which the primer is bound to
a microtiter plate well. The PCR product is dena-
tured and allowed to anneal to the bound primer.
DNA polymerase adds a single nucleotide,
corresponding to the SNP site, to the primer,
which allows direct determination of the SNP
allele. Applied Biosystems, USA, has used this
strategy for its 5-10-plex, medium-throughput
genotyping  system  called  SNaPshot®.
Multiplexing is achieved by using primers of dif-
ferent lengths (from 23 to 60 nt). The primers for
different loci differ by four to five nucleotides, and
detection is based on capillary electrophoresis.
The use of a 96 capillary system allows one person
to generate over 10,000 data points per day.
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4.6.7 Pyrosequencing

Pyrosequencing has been used for NGS techno-
logy (the 454 sequencing technology), which is
suitable for both SNP discovery and SNP
genotyping. The use of this technology for SNP
genotyping is considered in some detail in
Chap. 13 (Sect. 13.2.2).

4.6.8 Oligonucleotide Ligation Assay

Oligonucleotide ligation assay (OLA) utilizes a
pair of oligos for hybridization with the PCR
products, followed by ligation of the two oligos
by DNA ligase (Landergren et al. 1988). One of
the two oligonucleotides is complementary to the
SNP locus, i.e., it includes the polymorphic
nucleotide, and the sequence on the upstream of

( SNP locus
5 A 3
3 T 5
PCR product
5" 3 3T 5

Reporter oligo Capture oligo

A. Reporter and capture oligos

5 A 3

»—T 5

l DNA ligase

.*_ T —— 5" Ligation product

B. Perfect match at the SNP locus

5 3

G

l DNA ligase

_*_T

C. Mismatch at the SNP locus

Fig. 4.16 A simplified schematic representation of oli-
gonucleotide ligation assay. The 3’ terminal base of cap-
ture oligo represents the base involved in the SNP. Steps
of LCR are similar to those of PCR, viz., denaturation,
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the SNP locus; this is known as capture oligo.
The other oligo is complementary to the
sequence on the downstream side of the SNP
locus and does not include the SNP locus; this
is called reporter oligo. The reporter oligo is
labeled with a fluorophore. The pair of oligos
thus represents contiguous regions including the
SNP locus (Fig. 4.16a). The two oligos, the PCR
product representing the target genomic region of
an individual, and DNA ligase are added to a
reaction mixture, heated to denature the DNA,
and then cooled to permit their annealing. The
two oligos would pair perfectly to the PCR prod-
uct if the base at the 3’ end of the capture oligo
were complementary to the SNP allele in the
PCR product. DNA ligase will ligate the two
oligos to generate a product having the combined
lengths of the two oligos (Fig. 4.16b). However,
if the base at the 3’ end of the capture oligo were

The target region is amplified by PCR.
Capture oligo represents the SNP
locus at its 3’ terminus, while reporter
oligo is labelled and corresponds to the
S’region next to the SNP locus

PCR product, the two oligos heated to
denature DNA, cooled to allow
annealing of oligos to the template,
DNA ligase ligates the two oligos. The
quantity of ligation product can be
increased by LCR

There is mismatch at the SNP locus.
Therefore, DNA ligase fails to ligate
the two oligos

5" No ligation product

annealing, and ligation. A thermostable DNA ligase like
Taq DNA ligase is used for LCR. LCR, ligase chain
reaction (Based on Sobrino et al. 2005)
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not complementary to the SNP allele, there will
be mismatch at this base, and the ligation react-
ion will be highly inefficient. Therefore, a negli-
gible amount of the ligation product will be
produced (Fig. 4.16¢).

The quantity of ligation product can be greatly
increased by using a thermostable ligase like Taq
DNA ligase in a ligase chain reaction (LCR)
procedure that is similar to PCR. The reaction
mixture is repeatedly heated to denature the
DNA and then cooled to allow hybridization of
the two oligos with the PCR product, followed by
ligation of the two oligos to generate the product.
The OLA procedure can be used in combination
with the DNA chip or bead-based techniques to
overcome the difficulty in designing of the oligos
with the same optimum hybridization conditions.
However, the combined procedure is quite com-
plex and demanding. Ligation-based assays are
more amenable to multiplexing than primer
extension-based assays since ligation is less
prone to interference between primers. But
OLA tends to be more expensive due to the use
of SNP-specific fluorescent primers, while the
single-base extension reaction uses a common
set of fluorescent ddNTPs for all the SNP loci.
The OLA assay system has been modified to
develop the 96- and 192-plex assay system
SNPlex™ that exploits the specificities of differ-
ent DNA ligases. OLA is also used for the
Illumina’s highly multiplexed GoldenGate™
assay (Sect. 13.2.8; Sobrino et al. 2005).

4.6.9 Dynamic Allele-Specific
Hybridization

The dynamic allele-specific  hybridization
(DASH) uses specific probes for hybridization
with the target PCR products (de Vienne
et al. 2003). It discriminates between perfect
pairing and mismatch at the SNP locus of the
PCR product on the basis of relative melting
temperatures of the duplexes so produced and
thus deduces the SNP allele. One of the two
primers used to amplify the PCR product is con-
jugated with biotin. This PCR product is added to
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a microtiter plate well coated with streptavidin,
to which biotin binds. Thus one strand of the
PCR product remains attached with the microti-
ter plate well, while the other strand is washed
away with alkali (Fig. 4.17). This single-stranded
preparation is hybridized at a low temperature
with an oligonucleotide probe specific for one
allele of the SNP locus. An intercalating dye spe-
cific for double-stranded DNA (dsDNA) is added
into the well. The intensity of fluorescence
generated by this dye will be proportionate to the
amount of dsDNA. The microtiter well is now
gradually heated, and the fluorescence intensity
is continuously monitored. There would be a
rapid fall in fluorescence intensity as the dsDNA
begins to denature. Under appropriate conditions,
mismatch at a single base pair, i.e., the SNP locus,
leads to an easily detectable lower melting tem-
perature than that with perfect pairing. The
sequence of the oligo used for hybridization with
the PCR product together with the relative melting
temperature of the duplex so formed allows
deduction of the SNP allele at this locus. This
assay procedure is quick and can be used for
reliable scoring of all SNP types, and a suitable
device for its implementation is available.

4.6.10 Denaturing High-Performance
Liquid Chromatography

In the denaturing high-performance liquid chro-
matography (dHPLC) procedure, ion-pair
reversed-phase high-performance liquid chroma-
tography is used to separate perfectly matched
DNA homoduplexes from heteroduplexes having
one or more mismatched base pairs (de Vienne
et al. 2003). The PCR product of a test individual
is mixed with the PCR product of a reference
individual that has a known allele at the SNP
locus. The mixture is heated to denature the
DNA and then cooled to permit renaturation
(Fig. 4.18a). If the test PCR product is exactly
the same as the reference PCR product, all DNA
duplexes will be perfectly matched, and only one
peak of elution will be detected. But if the SNP
allele in the test PCR product is different from
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Fig.4.17 A simplified schematic representation of dynamic
allele-specific hybridization (DASH). Biotin specifically
binds streptavidin; as a result, the biotinylated strand is

that in the reference PCR product, renaturation
will  produce the two  homoduplexes
(corresponding to the two PCR products) as
well as two heteroduplexes formed by pairing
between the strands of the two PCR products

retained in the microtiter wells. Each well has several copies
of the concerned strand of the PCR products (only one strand
is shown in each well here) (Based on de Vienne et al. 2003)

(Fig. 4.18b). As a result, there will be two
peaks of elution in this case, one for the two
homoduplexes and the other for the two
heteroduplexes. The procedure requires precise
control of temperature and gradient conditions.
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Fig. 4.18 A simplified SNP locus

representation of

denaturing high-

performance liquid 5’ A 3y A 3
chromatography (dHPLC). 3 T 53 T S

When the test and reference
individuals/lines have
different alleles, two
elution peaks are observed:
one peak corresponds to the
two homoduplexes, while
the other peak is due to the
two heteroduplexes (Based

Reference individual/line

Test individual/line
PCR products

+ PCR products mixed
+ Heated to denature DNA
« Cooled to allow renaturation

A 3

on de Vienne et al. 2003) g :

T 5

Renatured DNA duplexes

(All duplexes perfectly matched, i.e., homoduplexes)

Denaturing high performance liquid
chromatography (dHPLC)

Only one elution peak observed

A. Reference and test individuals/lines have the same SNP allele

SNP locus
5 A 3y 5 G 3
3 T 5% C 5

Reference individual/line

Test individual/line
PCR product

+ PCR products mixed
+ Heating (denaturation)
« Cooling (renaturation)

5 A y 5 A\ ¥
3 T 5 3 Vel 5
5 G ¥y 5 /Gy 3
3 C ¥ N/ 5
Homoduplexes Heteroduplexes
dHPLC

Two elution peaks observed

B. Test and reference individuals/lines have different SNP alleles

Transgenomics, Inc. (San Jose, USA), has devel-
oped the fully automated dHPLC WAVE™ sys-
tem for the analysis of PCR products. The
dHPLC WAVE™ gystem has been used to

develop the Masscode™ system by QIAGEN
Genomics for high-throughput SNP genotyping
as well as SNP discovery (http://www.
giagengenomics.com).


http://www.qiagengenomics.com/
http://www.qiagengenomics.com/
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4.6.11 InDels as Molecular Markers

InDels are generally scored as SNPs, but Salathia
etal. (2007) developed an InDel array for accurate
InDel genotyping. They constructed the array
using 70-nt-long oligos representing 240 unique
InDel polymorphisms between two A. thaliana
accessions. InDels of >25 bp were selected to
maximize differential hybridization. For each
InDel locus, 40 bp of sequence on both sides
from the center of the insertion was used to derive
the best 70-bp-long oligo; the GC content of the
oligo was kept close to 50 %. The test DNA was
sonicated, and the genomic fragments were
directly labeled with Cy3 and Cy5 fluorophores.
Competitive hybridization with the InDel array
oligos was performed using 6 pg of the labeled
genomic DNA fragments of each of the two
accessions. The slides were washed to remove
the free probes and the probes involved in nonspe-
cific hybridization. The fluorescence signals were
recorded with a sensitive detector, and the data
were processed using appropriate bioinformatics
tools to deduce InDel genotypes. The InDels were
readily recognized with great precision so that
there was no need for array replicates and com-
plex statistical analyses. The InDel markers were
distributed over the A. thaliana genome at an
average distance of ~500 kb. Multi-well chips
would allow groups of 16 lines to be genotyped
in a single experiment. Shotgun sequencing or
even partial genomic sequences should permit
the application of this approach to non-model
organisms for which reference genomes are not
available. InDel polymorphisms have also been
used for accurate mapping of recessive mutations
in A. thaliana, identifying alternative expression
isoforms of genes in indica and japonica rice and
QTL mapping in salmon. Bulk of the InDels are of
1 bp, and those of 2—4 bp are the second most
frequent category, while the frequency of 5 bp or
longer InDels is ~10 % or less.

4,7 Epigenetic Markers

Epigenetics is the study of a change in gene
function without any change in the gene base
sequence. Epigenetic changes involve DNA
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methylation, RNA interference, and histone
modification (acetylation, methylation, phos-
phorylation, and ubiquitination); these changes
are also known as epigenetic marks (Edwards
2013). A genome-wide study of the epigenetic
marks is referred to as epigenomics. The sites of
cytosine methylation in the genome can be deter-
mined by bisulfite sequencing. In this strategy,
the template DNA is treated with sodium bisul-
fite prior to sequencing. This treatment causes
deamination of cytosine, thereby converting it
to uracil. But when cytosine is methylated at
5 C, it is protected from deamination by the
bisulfite treatment. Therefore, bisulfite sequenc-
ing will read normal cytosine as thymine, while
methylated cytosine will be read as cytosine. The
third-generation sequencing technologies are
able to directly detect methylation sites. An anal-
ysis of the DNA methylation patterns in specific
regions of the genome and in the genome as a
whole would help understand their role in normal
development and in disease. Epigenomic
analyses will also elucidate the role of epigenetic
changes in environmental adaptation, heritable
genetic variation generated by epigenetic
changes (epimutation and somaclonal variation),
and agronomic performance of elite lines devel-
oped by breeding programs. Somaclonal varia-
tion is the heritable variation generated in cells
and tissues grown in vitro, in the plants
regenerated from them, and in the progeny of
these plants.

4.8 Use of Genomics,
Transcriptomics, Proteomics,
and Metabolomics in Marker

Development

The term genome denotes the complete set of
nuclear and cytoplasmic genes present in an
organism. Genomics is the field of study
concerned with analysis of whole genomes in
terms of their organization, including sequence,
and function, including metabolic pathways and
their interactions. Genomics is generally divided
into the following two domains: (1) structural
and (2) functional genomics. Structural geno-
mics deals with determination of the complete
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genome sequence and the complete set of
proteins produced by an organism. Functional
genomics, on the other hand, is the study of the
gene expression patterns and the functioning of
metabolic pathways. Transcriptome 1is the full
complement of RNA molecules, including their
quantities, produced by a cell during a specific
developmental stage and exposed to a given
environment. Thus transcriptomics aims to cata-
logue all the species of RNA transcripts
expressed in a tissue/organ; their expression
levels, splicing patterns, etc.; and the effects of
developmental stages and environmental
conditions on their expression.

The term proteome refers to the complete set
of proteins produced in a cell during a specific
developmental stage and under the given envi-
ronmental conditions. Proteomics, thus, is the
study of proteome using a diverse array of
techniques starting with simple genetic analysis
to mass spectrometry. Proteomics is usually clas-
sified into structural, functional, and expression
proteomics. The discipline of structural proteo-
mics deals with mapping of the 3-D structure of
proteins and analyzing the nature of protein
complexes present in a specific cell/organelle.
The use of proteomics techniques for analyzing
the characteristics of protein networks operating
in a living cell constitutes functional proteomics.
Expression proteomics, on the other hand, refers
to a comparative quantitative analysis of the
expression patterns of proteins between samples
differing by some variable. Metabolome
comprises all the metabolites representing the
end products of cellular processes present in a
cell, tissue, organ, or organism. Therefore,
metabolomics is the systematic study of the char-
acteristic small-molecule metabolite profiles
generated by the various cellular metabolic
processes.

Thus genomic resources of a species comprise
the sum total of information about the structural
and functional aspects of its genome. These
resources include detailed high-density genetic
maps, contig-based physical maps (including
draft/completed genome sequences and their
annotations), deep-coverage large-insert
libraries, ESTs, gene expression levels and
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patterns (transcriptome), proteome, and the
metabolome. The genome-sequencing projects
dramatically  accelerated the pace of
developments in various areas of genomics, and
vast amounts of data have been/are being
generated for an increasingly large number of
plant species. Some plant species like
A. thaliana and rice have been investigated far
more extensively and intensively than others so
that the information accumulated about them is
much more complete than that for other plant
species. A. thaliana, a member of the Cruciferae
family, is considered as a model dicot plant for
molecular biology studies since it has a small
genome size (125 Mb), low content of repetitive
sequences, and short generation time and
generates a large number of progeny per plant.
Similarly, rice has emerged as the model mono-
cot crop species due to its relatively small
genome size and conservative genome organiza-
tion. The genomes of these species have been
sequenced and extensively annotated, and
functions of a large number of their genes have
been experimentally determined. Therefore, the
genomes of these and other extensively studied
species serve as reference for a variety of
investigations, including identification of genes/
gene families with specific functions, determina-
tion of conserved orthologous set of genes, etc.
Comparative genetic mapping of molecular
markers revealed that the gene order is largely
conserved (collinear or syntenic) among related
plant species, e.g., among the species of grass
family, and to some extent even across
angiosperms. But comparisons among genome
sequences revealed a much lower extent of col-
linearity of genes, since small-scale sequence
rearrangements and InDels disturb the collinear-
ity even between such species that are closely
related. For example, comparisons of sequence-
based maps reveal extensive breakdown of col-
linearity between wheat and rice, maize and rice,
and sorghum and rice genome sequences.
Knowledge of the extent of synteny and the
locations of syntenic genomic regions and the
patterns of chromosomal rearrangements would
enable the transfer of genomic information from
one species to the other. This would also
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facilitate marker development for the whole
genome as well as for specific genomic regions
of a species based on the genomic information
from a related species. Genome sequences can be
analyzed with the help of suitable computer
programs to identify molecular markers. For
example, SSR markers can be developed by
mining the end sequences of bacterial artificial
chromosome (BAC) clones and screening of EST
databases. All SNP markers are discovered by
comparing genome and/or EST sequences of
two or more lines/individuals, and SNP
genotyping assays are designed on the basis of
sequences flanking the SNP loci (Sects. 4.5 and
4.6). For example, comparison of genome
sequences of the indica and japonica subspecies
of rice has revealed several SNPs, including
InDels. Similarly, the conserved orthologous
sequences (COSs) are identified by comparing
EST databases of a group of related species against
a reference genome like that of A. thaliana (Sect.
3.20). Single feature polymorphisms (SFPs) are
discovered by using either microarrays developed
for gene expression analysis or designing
microarrays based on sequences of all the
annotated genes, unigenes, and ESTs of the species
(Sect. 2.8). By screening the consensus EST
sequences or the unigene sequences from many
plant species, it is feasible to predict molecular
markers like SSRs, SNPs, and COSs that could
be developed as functional markers. However, all
the predicted functional markers need to be con-
firmed and validated by appropriate genetic
analyses and, ultimately, genetic transformation.
Transcriptome analysis generates a large col-
lection of ESTs, and EST databases exist for
most of the important species of plants. But the
EST data have several limitations, including
unidentified contaminants, chimeric sequences,
paralogous and/or homoeologous sequences,
and ESTs representing putatively nonfunctional
transcripts. Moreover, EST databases lack the
non-transcribed cis-acting elements and genes
expressed at very low levels. However, the EST
databases do serve as a rich and invaluable
sequence resource for the transcribed regions of
the genomes that have been exploited for a vari-
ety of purposes. Analysis of transcriptome data
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pertaining to segregating populations has
enabled the identification of expression QTLs
(eQTLs), i.e., QTLs concerned with regulation
of expression levels of the genes analyzed in
the study. In case a high-quality complete
genome sequence is available for a plant species,
annotation of the genomic regions harboring
eQTLs will facilitate the identification of genes
and cis-acting sequences involved in the regula-
tion of gene expression relevant for various
phenotypes. Efforts are being made to use metab-
olite levels as markers for the prediction of per-
formance and to assess their usefulness as
selection criteria.

49 Polymorphic Information

Content of Marker Loci

The chief function of molecular markers is a
clear-cut and reproducible classification of
individuals/lines on the basis of DNA sequence
variation. As a result, molecular markers also
serve the purpose of reliable identification,
based on close linkage, of the genes present in
different individuals/lines. A codominant marker
would also reveal the allelic states of these genes
in the individuals/lines irrespective of whether
they are heterozygous or homozygous for these
genes. In contrast, a dominant marker will
correctly identify the homozygotes but will fail
to differentiate the heterozygotes from the domi-
nant homozygotes. For this reason, codominant
markers are considered to be more informative
than dominant markers. Further, the usefulness
of any marker locus for discrimination among
different individuals/lines depends on the degree
of polymorphism exhibited by the locus in the
given population.

Polymorphic information content (PIC) of a
marker locus is a measure of the degree of its
polymorphism and is indicative of its usefulness
in linkage and other studies. The PIC has been
defined in various ways mainly depending on the
biological material in which the marker locus is
present and the particular use to which the
marker is to be put. A simple and generalized
definition of PIC is as follows: it is the
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probability of a marker locus being polymorphic
between two random individuals/lines selected
from a given population. It can be readily
shown that in a population homozygous for a
biallelic marker locus, the PIC for the locus will
equal 2pgq, where p and ¢ are the frequencies of
the marker alleles a; and a,, respectively. In a
homozygous population like a recombinant
inbred line (RIL), there will be only two
genotypes for the marker, viz., a;a, and a,a,,
and the frequencies of these genotypes will be
p and g, respectively. Therefore, the probability
that any two individuals randomly chosen from
this population will differ at the marker locus
will equal the product of the frequencies of the
two genotypes multiplied by two, i.e., 2pq. It has
been shown that the same will be the situation,
i.e., PIC = 2pgq, in the case of a random mating
population and in an F, population provided the
marker locus is in Hardy—Weinberg equilibrium
and the marker is codominant.

Since 2pg is also the frequency of
heterozygotes in a random mating population,
PIC is often referred to as expected heterozygos-
ity (H,) for the marker loci. The term expected
heterozygosity is in use for the following reason
as well. In human linkage studies, analysis of
progeny from a parent heterozygous for the
marker locus and affected by a dominant disease
may allow one to infer the marker allele most
likely linked with the disease allele. The value of
PIC for a biallelic marker ranges between 0 (only
one marker allele present in the population, i.e.,
p =1and g = 0 or vice versa) and 0.5 (p = ¢
= 0.5 = 2pq). But as the value of p (and, conse-
quently, that of ¢) deviates from 0.5, the PIC
value decreases. For example, when values of
p and g are 0.4 and 0.6, respectively, the PIC
value declines to 0.48 (=2 x 0.4 x 0.6), while it
drops down to merely 0.18 when the values of
p and g are 0.1 and 0.9, respectively.

It can be readily shown that in the case of a
multiallelic marker locus, the value of PIC would
equal 1 — Yp?2, where p; is the frequency of /™
allele at the marker locus. This is because the
value of Yp;? would equal the sum of the
frequencies of homozygotes for all the alleles at
the marker locus present in the population, and
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that of 1 — Yp;* will be the same as Y2p,g;. The
value of PIC for a multiallelic locus ranges
between zero (only one allele present in the pop-
ulation) and 1 (infinite number of alleles present
in the population). For example, the PIC score for
a marker locus with five alleles, each allele hav-
ing the frequency of 0.2, will be 0.8 [=1 — (5
x 0.04)]. Thus, the PIC estimate is the property
of a specific marker locus in a given population
and depends on the number and frequencies of
the marker alleles in the population. Therefore,
PIC estimates will differ for different loci of a
single marker system and for different
populations for the same marker locus.

In any study, several marker loci of a marker
system are analyzed. The information from all
the loci scored for the marker system may be
pooled to estimate the average PIC score for the
marker system. It can be shown that the average
PIC score (H,, = average heterozygosity) for all
the polymorphic markers scored for a marker
system will equal Y H/n, where H is the
expected heterozygosity or the PIC score of the
ith marker locus and n, is the number of poly-
morphic loci present in the population. However,
some of the marker loci may not be polymorphic
in the population, but they should be taken into
account while estimating the average PIC for the
marker system. This can be done by multiplying
the average PIC score with f3, i.e., the ratio of
polymorphic marker loci to the total number of
loci scored. Thus the PIC for the marker system
would equal § H,,. However, the H,, estimate for
a marker system is applicable to a particular
population, from which it is estimated, and it
may be only of limited value in other populations.

A single assay for some marker systems
permits the scoring of a single locus, while each
assay for some other marker systems evaluates
several marker loci. The average number of
markers scored per assay of a marker system is
described as its multiplex ratio. This ratio is
different from the extent of multiplexing possible
for a marker system in that it indicates the num-
ber of different markers analyzed by a single
assay without application of any multiplexing
strategy (Sects. 3.3.3 and 3.12.2). The multiplex
ratio will be one or close to one for markers like
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SSRs, SCARS, CAPSs, etc., but will be much
larger for marker systems like AFLPs, RAPDs,
ISSRs, etc. Marker index for a marker system is
estimated as the product of multiplex ratio and
the average PIC score for the marker system in
the given population. Marker index, thus, reflects
the degree of polymorphism that would be
detected by each assay of the given marker sys-
tem in the population. Similar to the PIC score,
these indicators of the marker usefulness also
will be applicable to the concerned population
and would merely serve as rough indicators for
other populations.

A comparison among different marker systems
has been done in several crops, including soybean,
barley, and wheat. In a study with soybean, SSR
markers were found to have the highest expected
heterozygosity, while AFLP markers had the
highest multiplex ratio and the highest marker
index. In comparison, RAPD markers were inter-
mediate in terms of both expected heterozygosity
and multiplex ratio, whereas RFLP markers were
moderate with respect to expected heterozygosity
(Powell et al. 1996). Studies with other crops have
also revealed a similar picture.

4,10 Marker System Selection

RFLPs were the first DNA markers to be devel-
oped, and they were extensively used in various
biological investigations, including plant breed-
ing. But with the development of more user-
friendly PCR-based markers during the 90s, the
interest in RFLPs declined, and soon SSRs
became the most widely used molecular markers.
The dominance of SSRs began to be challenged
by SNPs about a decade ago, and since then the
latter have rapidly emerged as the marker of
choice in view of their abundance and almost
uniform distribution throughout the genome.
However, the search for new marker systems
continues, and so far nearly two-dozen different
marker systems have been developed. The salient
features of some of the common marker systems
are compared in Tables 4.3, 4.4, and 4.5. It would
be seen that each marker system has some desir-
able features that favor its plant breeding
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application, but some of its other features limit
its usefulness. For example, RAPD technique is
relatively simple and straightforward and
requires much less time than RFLPs and
AFLPs, but this marker system has moderate to
poor reproducibility. SSR markers are highly
polymorphic, PCR based, easily detectable, and
codominant, but their development requires con-
siderable time and effort. Similarly, AFLPs are
highly reproducible and can be applied to any
species since there is no specific marker devel-
opment step, but they are dominant and anony-
mous, and their detection requires much more
skill and instrumentation than that of RAPDs
and SSRs.

The selection of a DNA marker system for a
plant breeding application depends on several
factors, including the objectives of the project,
the financial resources available to the project,
availability of the desired marker system for the
concerned species, and the reproducibility of the
marker system. The objective of the project
would determine the scale of operations in
terms of the numbers of markers and the samples
to be scored during a cropping season
(Table 2.4). In view of the above, the research
worker has to critically evaluate each marker
system for its potential utility to his/her project
and select the most suitable marker system. In
general, the choice will be influenced by the
following features of the marker systems: degree
of polymorphism, dominance/codominance of
marker alleles, simplicity and speed of detection
procedures, amenability for multiplexing and
automation, need for prior sequence information
and the amount of work required for marker
development, and above all the reproducibility
of the marker system. For genetic mapping, the
genotyping procedure should be simple and cost-
effective, and the information content of the
marker should be moderate to high. In addition,
the marker should be abundant and distributed
across the whole genome. Cost of genotyping
would depend on the amount of DNA needed
for analysis, need for cloning and sequencing,
the amount of potentially useful genetic informa-
tion acquired per data point, the type of genetic
information needed, dominance relationship of
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Table 4.4 A rough classification of the different marker systems on the basis of their various features

Feature
Detection
Equipment cost

Technical expertise
Throughput

Automation, including data
acquisition and processing
Assay time

Cost per data point

Marker development
Time and effort

Need for sequence
information

Use of bioinformatics tools
Other features
Reproducibility/reliability

Scale of operation

Plant material required

Level
Low

RAPD, SCAR, SSR, ISSR,
COSs

RAPD, SCAR, SSR, ISSR,
COSs
RFLP

RFLP, RFLP, RAPD, ISSR,

RAPD, SCAR, SSR, ISSR,
COSs, DArT, SNP, SFP

RAPD, ISSR, SRAP
RAPD, ISSR, RFLP, DAIT,
SRAP (not required)
RAPD, ISSR, RFLP, DArT,
SRAP (not required)

RAPD

RFLP

RAPD, SSR, ISSR, SCAR,
COSs

Moderate

AFLP, RFLP

AFLP

RAPD, SCAR, SSR, ISSR,
COSs, AFLP

SSR, AFLP, COSs, SCAR

RAPD, SCAR, SSR, ISSR,

COSs, AFLP, SNP, SFP, DArT

CAPS, AFLP

SCAR, AFLP

SCAR

SCAR

RAPD, SCAR, SSR, ISSR,
COSs, AFLP

RFLP, SNP, SFP, DArT

High

SNP, SFP, DAIT
SNP, SFP, DAIT,
RFLP

SNP, SFP, DAIT
SNP, SFP, DAIT
RFLP

RFLP

SNP, SFP, DAIT,
RFLP, SSR, COSs
SNP, SFP, SSR, COSs
SNP, SFP, SSR, COSs
SNP, SFP, DAIT,

RFLP, SSR, COSs,
AFLP

SNP, SFP, DArT

Table 4.5 A summary of differences among different array-based techniques for detecting DNA polymorphisms. All
the markers are scored as presence/absence and are regarded as cost-effective

Marker system

Parameter SNP SFP DArT

Sequence Required Required Not required

information

Markers represent Random genomic regions Genic regions Random
genomic
regions

PCR Required in some assays like Not required Required

amplification MIP and GoldenGate

Number of High High Moderate

markers scored

per assay

Type of array Tag array on beads/glass, High-density Glass-spotted

used oligonucleotide array/ oligonucleotide array/ DNA

GeneChip GeneChip microarray
Resolution High High Moderate

Based on Gupta et al. (2008)

RAD tag
Not required

Random genomic regions

Required

Moderate

Tiling microarray,
oligonucleotide array/
GeneChip

Moderate



4.10  Marker System Selection

marker alleles, amenability to automation, and
the proprietary status of the technique for marker
detection.

A discussion on the selection of a suitable
marker system can be only in general terms,
and it may not be possible to provide specific
recommendations. We may begin our discussion
with reference to large-scale breeding projects
with adequate financial resources. In such cases,
one would need a marker system capable of high
to very high throughput and automated data
acquisition and analysis. Four marker systems,
namely, SNPs, DArT, SFPs, and RAD markers,
satisfy these criteria. All these marker systems
require considerable laboratory infrastructure
and sophistication and moderate to large amount
of marker development effort. However, SFP and
SNP markers are sequence based and either good
quality genome sequences should be available or
de novo sequencing would be necessary for their
development. In contrast, DArT and RAD
markers are anonymous and their development
does not require sequence information; as a
result, they can be developed for any crop species
irrespective of the availability of genomic
resources. Therefore, the choice among them
will depend mainly on the considerations of
marker density requirement, cost per data point,
and the availability of the marker systems for the
concerned species. At present, SNPs are the pre-
ferred markers and almost all large-scale breed-
ing programs are routinely using them. DArT
markers are steadily gaining in popularity for
fingerprinting, diversity studies, selection of
parents, and linkage mapping, while SFPs and
RAD markers have also been used.

In the case of breeding programs of small to
moderate size, most of the DNA markers are
available for application. However, RAPDs
have limited reliability, and RFLPs are not
user-friendly. Therefore, even when RFLP
markers are available for achieving the desired
goals, other marker systems would be preferable.
When the financial resources are adequate and
the desired markers are available, the choice will
have to be between SSRs and SNPs. In most
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situations, these markers can be assayed in the
laboratory, and where required SNP genotyping
services are commercially available. Further, a
moderate-sized breeding program can be hardly
expected to de novo develop SSR and SNP
markers. In case SSR and SNP markers are not
available for the desired goal and genomic and/or
financial resources do not support their de novo
development, one has to select a marker system
like AFLP, DArT, SRAP, or SCoT that does not
require prior sequence information for marker
development. DATT is a proprietary technology,
and its development as well as detection would
require substantial expenditure on equipment or
the activity will have to be outsourced. AFLPs do
require some expenditure on equipment, but this
will be much less than that for DArT. The SRAP,
SCoT and other similar markers are in experi-
mental stages, but appear to be quite promising.

The objectives of the program also influence
issues like marker density and the genomic
regions to be targeted for marker genotyping.
For example, a much higher marker density
would be needed for association studies and
genomic or genome-wide selection than those
for linkage mapping and MAS. Further, even in
the case of association studies, a much higher
marker density would be needed in a cross-
pollinated species than in a self-pollinated spe-
cies. Therefore, SNPs become the preferred
marker system for programs like association
studies and genomic selection. It has been argued
that a much higher density of SNP markers
would compensate for their lower PIC as com-
pared to that of SSRs. Similarly, when a specific
region of the genome is to be targeted and/or fine
mapping is to be done, an abundant marker sys-
tem like SNP is preferable to the others.

Questions

1. Explain the features that make NGS
technologies faster and cheaper than the
first-generation technologies.

2. Briefly describe the procedure of one of the
NGS technologies, and discuss the
applications of the NGS technologies.
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. How do third-generation sequencing
technologies  differ from the NGS
technologies, and what advantages do they
offer in comparison to the latter?

. Explain the meaning of PIC and discuss its
significance for a marker system.

. What are the various issues relevant to the
selection of a suitable marker system for
marker-assisted selection?

4 Sequence-Based Markers

6. Discuss the usefulness of genomic resources

in the development of molecular markers,
especially single nucleotide polymorphism.

. Briefly explain the use of primer extension for

determining the SNP alleles at a given locus.

8. Discuss the use of microarrays for SNP

genotyping
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5.1 Introduction

In 1865, Mendel proposed that the development
of phenotypic characters is governed by hypo-
thetical factors, now called genes, and the alter-
nate forms (alleles) of different genes segregate
independently. Soon after the rediscovery of
Mendel’s findings in 1900, Sutton and Bovery
proposed the chromosomal theory of inheritance
in 1902, according to which genes are located on
chromosomes. In 1910, Morgan provided the
first experimental evidence for the chromosomal
theory: he demonstrated that the inheritance pat-
tern of white-eye gene of Drosophila indicated it
to be located on the X chromosome. One year
later, in 1911, Morgan described the essential
features of linkage between genes, and in the
year 1913, Sturtevant published the first linkage
map of Drosophila. Subsequently, morphologi-
cal markers were used to construct linkage maps
in many species. Since the number of such
polymorphisms in any species is limited, these
linkage maps were sparse, i.e., the markers were
spaced at considerable distances from each other.
Geneticists mounted search for more abundant
markers, and protein polymorphisms were the
first molecular variations used to generate link-
age maps. The limited number of protein
polymorphisms and the environmental influence
on their expression were the major drawbacks,
which favored the development of DNA markers.
Restriction fragment length polymorphism
(RFLP) was the first DNA marker to be
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developed and used in mapping experiment.
RFLPs have now been virtually replaced by
PCR-based markers and single nucleotide
polymorphisms (SNPs), which are amenable to
automation and high-throughput analyses. The
use of DNA markers has allowed construction
of dense linkage maps in many important plant
species and has enabled the mapping of the elu-
sive quantitative trait loci (QTLs). Construction
of linkage maps requires the following: (1) a
suitable marker system, (2) an appropriate
mapping population, and (3) software for proper
analysis of the data. In this chapter, the different
mapping populations are described in some
detail.

5.2  Mapping Populations

A population that is suitable for linkage mapping
of genetic markers is known as mapping popula-
tion. Mapping populations are generated by
crossing two or more genetically diverse lines
and handling the progeny in a definite fashion.
Generally, the parents used for hybridization will
be from the same species. But in some cases,
where intraspecific variation is limited, related
species may be used as one of the parents.
Mapping populations are used for determining
genetic distances between pairs of loci/genes
and to map them to specific locations in the
genome. They also help in the identification of
molecular markers that are linked to genes/loci of
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interest; such markers can be used for marker-
assisted selection (MAS) for the genes of inter-
est. Thus, mapping populations serve as the basic
tools needed for the identification of genomic
regions harboring genes/QTLs and for estimating
the effects of QTLs. The choice of parents, the
design used for their mating to develop the
mapping population, and the marker system
used for mapping are determined by the
objectives of the study, the cost and the accessi-
bility of various marker systems, and the avail-
ability of a molecular map. The parents used for
developing a mapping population must differ to
the maximum extent at both DNA sequence and
phenotypic levels. The DNA sequence level var-
iation is essential to trace the results of recombi-
nation events. In general, the greater is the extent
of DNA sequence variation, the easier it would
be to find polymorphic molecular markers. When
a study aims to identify and map genes governing
specific traits, the selected parents must show
genetic variation for the target traits. If the
parents have different phenotypes for a trait,
there is a reasonable likelihood that they would
also exhibit genetic variation for the trait. How-
ever, sometimes environmental effects might
exaggerate the phenotypic variation, which may
have no genetic basis. Similarly, the absence of
phenotypic variation between the selected
parents may not necessarily mean that genetic
variation is lacking for the trait, since different
sets of genes can generate similar phenotypes.
There are basically two types of mapping
populations, viz., primary and secondary
mapping  populations.  Primary  mapping
populations are created by hybridization between
two homozygous lines usually having contrasting
forms for the traits of interest. Secondary
mapping populations, on the other hand, are
developed by crossing two lines/individuals
selected from a mapping population; they are
developed mainly for fine mapping of the geno-
mic region of interest. The primary mapping
populations are of the following different types:
(1) F5, (2) Fy.derived F3 (F5:3), (3) backcross
(BC), (4) backcross inbred lines (BILs), (5) dou-
bled haploids (DHs), (6) recombinant inbred
lines (RILs), (7) near-isogenic lines (NILs),

5 Mapping Populations

(8) chromosomal segment substitution lines
(CSSLs), (9) immortalized F,, (10) advanced
intercross lines, (11) recurrent selection back-
cross (RSB) populations, and (12) interconnected
populations (Fig. 5.1). A summary of the charac-
teristic features of the important mapping
populations is given in Table 5.1. The specific
type of mapping population to be used in a
given study depends primarily on whether the
concerned plant species can be subjected to
self-fertilization ~without severe inbreeding
depression, the time available for the develop-
ment of the mapping population, and the trait
(s) to be mapped (Schneider 2005).

Selection of Parents for
Developing a Mapping
Population

5.3

The selection of parents for developing a
mapping population is critical to the success of
map construction effort. The two lines selected
as parents, designated as parent 1 (P/) and parent
2 (P2), should be completely homozygous. If
necessary and where feasible, doubled haploids
may be used as parents to avoid the problems due
to residual heterozygosity. Since the economic
significance will primarily depend upon the use-
ful marker—trait associations depicted in the map,
the genetic stocks selected as parents for
generating a mapping population should differ
for as many qualitative and metric traits as possi-
ble. In addition, the parents should be polymor-
phic for as many molecular markers as possible
to afford the construction of dense linkage map.
It is desirable to ascertain the polymorphism
present between the two parents both at the phe-
notypic and genotypic, i.e., molecular marker,
levels before crossing them. Another point that
should be considered is whether adapted or
exotic germplasm should be used for developing
the mapping population. Chromosome pairing
and recombination rates would be suppressed,
sometimes severely, in wide crosses, and this
would inevitably yield greatly reduced estimates
of distances between pairs of loci (Zamir and
Tadmar 1986). In general, wide crosses will
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Fig. 5.1 A schematic representation of the various biparen-
tal mapping populations. * Introgression of a gene by repeated
backcrossing combined with selection for the gene. **
Repeated backcrossing without selection; each line has a

generate segregating populations exhibiting a
relatively large array of polymorphism as com-
pared to that encountered in the segregating
generations of narrow crosses (adapted X
adapted germplasm crosses). In some crop spe-
cies like chickpea, the variation in the
intervarietal crosses is limited. In such cases,
the use of mapping populations derived from
wide crosses may be desirable. But the F; hybrid
from such a cross should be fertile to allow the
development of a mapping population. Further,
the map developed from such a population
should be preferably collinear, i.e., having a sim-
ilar order of different loci, with the map
constructed from populations derived from the
adapted parents. However, some valuable

distinct chromosome segment from the donor parent. © The
donor parent has high value for a quantitative trait. In each
backcross generation, the individual with the highest value for
the trait is selected and backcrossed to the recurrent parent

inferences about the ease of introgression can
be drawn even from such an interspecific map
that differs substantially from that of the adapted
parent due to chromosomal rearrangements.

5.4 F, Population

A F, mapping population comprises the progeny
produced by selfing or sib-mating of the F;
individuals from a cross between the selected
parents (Fig. 5.1). The F; individuals would be
heterozygous for all the loci for which their
parents differ from each other. Each F, individ-
ual is expected to have a unique combination of
linkage blocks from the two parents, and this
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Table 5.1 A comparative summary of the important features of some of the common mapping populations

Mapping population

Immortalized
Feature F, Backcross RIL NIL CSSL F,
Perpetuation Ephemeral Ephemeral Perpetual Perpetual Perpetual Perpetual®
Genetic composition Homozygotes Homozygotes Homozygotes Homozygotes Homozygotes Homozygotes
and and and
heterozygotes heterozygotes heterozygotes
Each genotype One plant One plant One line One line One line One line
represented by
Generations needed to Two Two 7-8 or more  8-10 7-10 One (after
develop RILs are
developed)
Number of crosses One (F) Two (F; and  One (Fy) 6 or more (F; 6 or more (F; Many
made backcross) and and (hundreds per
backcrosses) backcrosses) population)
Selection during None None None Yes Yes None
population (foreground  (foreground
development and and
background) background)
Rounds of One One About two One + the One + the About two
recombination number of number of (in the RILs)
backcrosses  backcrosses
Segregation ratios for Different Different Same Same Same Different
dominant and
codominant markers
Suitable for:
(i) Oligogene mapping Yes Yes Yes Yes Yes Yes
(i1) QTL mapping No No Yes Yes Yes® Yes
(iii) Fine mapping No No No Yes Yes® No
(iv) Mapping of Yes No No No No Yes
heterosis loci
(v) Positional cloning No No No Yes Yes® No
(vi) Assessment of No No Yes Yes No No
QTL x genotype
interaction
Minimum QTL x No No Yes Yes Yes® No
QTL interaction
Mapped loci belong to Either parent  Either parent  Either parent Donor parent Donor parent Either parent
Analysis covers Whole Whole Whole A genomic A genomic Whole
genome genome genome segment segment genome

A given immortalized F, population is, in fact, ephemeral, but the same population can be reconstructed from the

component RILs; therefore, it is considered as perpetual
"Best mapping population for the purpose
“For each line

difference is the basis for detection of linkage
between pairs of loci. Since F, generation is the
product of a single meiotic cycle (in the F;
plants), only one round of recombination can
occur between any two loci. Therefore, the
estimates of recombination frequencies between

pairs of loci obtained from F, populations serve
as a reference point. In a F, population, the ratios
expected for dominant and codominant markers
are 3:1 and 1:2:1, respectively. The F, popula-
tion is grown in an un-replicated block and the
target traits are scored on individual plants.
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These scores would be reliable so long as the trait
heritability is nearly 100 %, but they will be
much less reliable for quantitative traits. In
cross-pollinated crops like maize, quantitative
traits can be meaningfully evaluated only with
heterozygous individuals/populations such as F.
This is because in these crops, dominance and
epistatic genetic variances constitute the major
proportion of the genetic variance. These variance
components can only be estimated in a population
consisting of heterozygous individuals. Further, in
such crops, F, plants are crossed with suitable
testers and the testcross progeny are used for eval-
uation in appropriate trials. Ideally, more than one
tester should be used to produce the testcross
progeny so that specific effects due to a particular
tester genotype are excluded. In some studies, F;
populations have been used for mapping QTLs.
For example, Edwards et al. (1987) used allozyme
markers segregating in two maize F, populations
to map QTLs for 40 quantitative traits measured
on individual plants; they divided the experimen-
tal area into four blocks to obtain an error term for
statistical analysis.

F, populations are the best suited for prelimi-
nary mapping of markers and oligogenes. Crea-
tion of F, populations requires only two
generations, which is the minimum for develop-
ing a biparental mapping population. Further,
their development requires the minimum effort
as compared to the other mapping populations.
The F, populations provide estimates of additive,
dominance, and epistatic components of the
genetic variance. These populations capture the
recombination events from both male and
female parents (actually, gametes in self-
pollinated crops) of the F, plants. They are
ideal for identifying heterosis QTLs, except for
the limitation of replications. Since F,
populations are produced after one round of
recombination, the markers identified to be
linked with the target genes are likely to be
located at a greater distance than those detected
using recombinant inbred line (RIL) populations.
Since each plant in a F, population is genetically
different from the others, F, populations cannot
be evaluated in replicated trials conducted over
locations and years, except in the case of asexu-
ally propagated crops. Therefore, a precise
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evaluation of quantitative traits and the effects
of GEI (genotype X environment interaction) on
their expression cannot be done. In view of the
above, F', populations are of limited use for fine
mapping and for mapping of QTLs. F,
populations are ephemeral, as they cannot be
maintained beyond one generation, except by
asexual reproduction. Further, it is not possible
to construct an exact replica of a F, population
and to increase the amount of seed of individual
genotypes represented by the F, plants. In those
crop species, where asexual reproduction is fea-
sible, the F, plants can be multiplied and
maintained as clones. Micropropagation can
also be used for this purpose for species amena-
ble to in vitro propagation if the effort and the
expenditure were justified. But in most sexually
reproducing species, a F, population would be
available for mapping as long as the DNA
extracted from F, plants and stored in a deep
freezer is not exhausted. A F, population can be
maintained as F5 progeny of the F, plants, i.e., as
F>-derived F3 (F,.3) population (Schneider 2005).

5.5 F,-Derived F; Population

A Fy-derived F; or F,.3 population is obtained by
selfing the F, individuals for a single generation
and harvesting the seeds from each F, plant
separately so that each F, plant is represented
as an individual plant progeny (Fig. 5.1). The
DNA for genotyping is obtained from individual
F, plants or it can be reconstructed from a bulk of
at least 20 plants from each F5; family
(Yu et al. 1997) since this bulked DNA may be
expected to represent the genotype of the paren-
tal F, plant. Similar to F, populations, F5.3
populations are not perpetual. F,.3 populations
are suitable for mapping of oligogenic traits con-
trolled by recessive genes and of QTLs since data
can be recorded on multiple plants in each F.3
family to compensate for sampling error. The
mean phenotypic value from multiple plants in
a F5.; family can be considered to represent the
phenotype of its parent F; plant. Yu et al. (1997)
analyzed a population of 250 F; families of rice
to detect 32 QTLs governing yield and three
yield component traits. The chief limitations of
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the F,.; populations are as follows: (1) The con-
struction of these populations requires an extra
season than that of F, populations. (2) Most of
the F5 families are heterogeneous due to segre-
gation of one or more genes. As a result, it is not
possible to use as replicates multiple genotypi-
cally identical plants from a F,.3 family. (3) The
genotype and, particularly, phenotype of the F;
population do not strictly correspond to that of
the F, generation due to one more round of
segregation, recombination, and inbreeding.
(4) The average phenotype of the F3 is related
to but not strictly comparable to that of the parent
F, plant for the came reasons as given above.
Finally, (5) the data from Fj are likely to under-
estimate dominance, overdominance, and certain
epistatic components of gene action due to the
increased level of inbreeding (Hua et al. 2002).

5.6 Backcross Population

Backcross populations are generated by crossing
F, plants with either of the two parents of the
concerned F (Fig. 5.1). Genetic analysis can be
performed only when there is detectable pheno-
typic segregation for the target trait in the back-
cross generation. Therefore, the F is, as a rule,
backcrossed to the recessive parent, i.e., the par-
ent having the recessive form of the target trait.
Such a backcross is called testcross, is usually
denoted by B,, and exhibits 1:1 ratio for the trait
phenotype, dominant molecular markers present
in coupling phase with respect to the target trait,
and codominant markers in either phase. How-
ever, it would show 1:0 ratio, i.e., no segregation,
for dominant markers present in repulsion phase
in relation to the target trait. In contrast, progeny
from backcross with the dominant parent (gener-
ally designated as B;) would display 1:0 ratio for
the trait phenotype and dominant markers present
in coupling phase with respect to the target trait.
However, a 1:1 ratio would be obtained in B, for
codominant markers and dominant markers pres-
ent in repulsion phase. Thus, in the case of
codominant markers, the order of backcross as
well as the phase of linkage is not important
when only markers are to be scored. In contrast,
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the order of backcross is extremely important for
traits showing dominance, for dominant markers,
and for both dominant and codominant markers
when mapping of a gene showing dominance is
the objective; in these cases, only B, can be used.
The backcross populations offer one specific
advantage as they can be further utilized for
marker-assisted backcrossing (MABC) for intro-
gression of the target traits as proposed in the
advanced backcross QTL method (Tanksley and
Nelson 1996). But the construction of backcross
populations, like that of F,.;3 populations,
requires one more generation than that of F,
populations. Further, it requires crossing of the
F| plants with the selected parent, which imposes
additional work and may limit the population
size in many crop species. The BC populations
are similar to F, populations as they are not
perpetual and cannot be evaluated in replicated
trials, which makes them unsuitable for QTL
mapping. In addition, they capture the recombi-
nation events of only one parent, i.e., the F.

5.7 Doubled Haploids
Doubled haploid (DH) plants are obtained by
chromosome doubling of haploid plants usually
derived by culture of anthers/pollen grains pro-
duced by F plants (Fig. 5.1). In some crop spe-
cies, haploids can also be produced from certain
interspecific crosses. For example, when wheat
or barley is crossed with Hordeum bulbosum, the
chromosomes of H. bulbosum are gradually
eliminated during embryo development, and
embryo culture is used to rescue wheat or barley
haploids. Another method for high-frequency
haploid production uses “inducer” pollinator
strains and is widely used in maize. The maize
haploids for a DH population can be produced by
pollinating the F; plants with an inducer strain
like RWS or RWK-76. The seeds with haploid
embryo have normal triploid endosperm. The
haploid embryos most likely originate due to
gradual elimination of the inducer strain
chromosomes during embryo development.
1. The selection of haploid seeds is based on the
colors of embryos and endosperms, which is



5.8 Recombinant Inbred Lines

specified by the Rnj locus. The dominant
allele Rnj produces violet color in both
embryos and endosperms, while the recessive
allele rnj generates colorless endosperms and
embryos. The female parent (the F; in this
case) should be homozygous rnj rnj, while
the inducer strain should have the genotype
Rnj Rnj. The haploid seeds produced from this
cross will have colored endosperms and col-
orless embryos. In contrast, the diploid hybrid
seeds will have colored embryos as well as
endosperms, while selfed seeds will have col-
orless endosperms and embryos.

The frequency of haploid seeds may average
8—10 % or more depending on the inducer strain,
the strain used as female, method of pollination,
and the environmental factors. The available evi-
dence shows that the ability to induce maternal
haploids is under polygenic control (Geiger and
Gordillo 2009). Generally, colchicine is used to
double the chromosome number of haploids,
since this alkaloid blocks spindle development.
Seeds from individual DH plants are harvested
separately and maintained as DH lines in the
same way as RILs. The DH lines are completely
homozygous at all the loci in the genome, and
unlike RILs, they do not have any residual het-
erozygosity. A DH population may be expected
to represent a random sample from all the homo-
zygous lines that can be obtained from the cross
provided there is no selection pressure exerted by
the haploid production and/or chromosome dou-
bling procedures. The expected ratio for the
genes as well as markers in a DH population is
1:1 irrespective of the marker being dominant or
codominant. DHs are similar to F, in that they
both are products of one meiotic cycle occurring
in F;. But the frequency of recombinants would
be higher in a DH population than in the
corresponding F, population. [The frequency of
recombinants in a DH population will be r, while
itwillbe r — (1*2/2) in the F, population, where, r
is the frequency of recombination between two
markers/loci.]

DH populations, like RILs, are perpetual as
they can be multiplied and maintained indefi-
nitely and can be shared among researchers/
laboratories. They can be evaluated in replicated
trials and are suitable for mapping both
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qualitative and quantitative characters. Construc-
tion of DH populations requires the same number
of years as that of F, populations. However, their
production involves tissue culture technique and
greenhouse facilities. Therefore, a relatively
greater technical skill is needed for their devel-
opment than for other mapping populations. Fur-
ther, dependable haploid production methods are
not available for a number of important crops,
and different genotypes of a single crop species
often differ markedly in their tissue culture
response. The anther culture procedure as well
as colchicine treatment may induce genetic vari-
ation, which should be taken into consideration.
In addition, only additive and additive x additive
interaction genetic variances can be estimated
from DH populations as they consist of only
homozygous plants. Therefore, DH populations
are not suitable for mapping heterosis QTLs. The
suitability of DH populations for mapping has
been demonstrated in pepper (Lefebvre et al.
1995), wheat, barley, rice, etc. (Schneider 2005).

5.8 Recombinant Inbred Lines

Recombinant inbred lines (RILs) are a set of
homozygous lines produced by continuous
inbreeding/selfing of individual F, plants
(Fig. 5.1; Burr et al. 1988; Simpson 1989; Burr
and Burr 1991). RILs are also called F>-derived
inbred lines or single seed descent (SSD) lines
because they are derived from F, populations
usually by the SSD procedure. The concept of
linkage mapping using RILs was originally
developed in mouse, where about 20 generations
of sib-mating was conducted to achieve useful
levels of homozygosity (Schneider 2005). An
RIL mapping population consists of a set of
random RILs derived from a suitable cross.
Wherever possible, F, plants and their progeny
should be selfed, and sib-mating should be
resorted to only when selfing is not feasible for
some reason. This is because the rate of decrease
in heterozygosity with selfing is one-half of that
in the previous generation, while that with
sib-mating it is merely one-fourth. As a result,
selfing requires only half as many generations as
sib-mating to achieve the same level of
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homozygosity. In addition, sib-mating will
require twice as many F, plants as selfing to
produce the same number of RILs. The SSD
method is the best suited for developing RILs,
but bulk procedure and pedigree method without
selection can also be used. It is important that the
generation advance is carried out under an opti-
mal environment that affords equal survival of
the various genotypes and does not impose a
selection pressure against some genotypes.

The SSD procedure is followed for five or
more (usually >8) generations, during which
one seed is harvested from each plant of the F,
and the later generations and seeds from all the
plants are composited and planted to raise the
next generation. At the end of SSD procedure,
seeds from each plant are harvested separately to
obtain as many RILs as there are individual
plants in the SSD population. There will be
some plant loss during the SSD procedure due
to several reasons, viz., lack of 100 % seed ger-
mination, plant survival, and reproduction; this
problem may be more acute in some crops, par-
ticularly at high plant densities (Singh 2012a).
For example, Burr et al. (1988) subjected 50 F,
plants from two maize populations to six
generations of inbreeding; at the end, they had
46 lines in 1 population and only 38 lines in the
second population. It is important that they had
followed ear-to-row method during the
inbreeding process. They harvested the whole
ear from the selected F, plant. In the subsequent
generations, individual plant progenies were
raised, and in each generation, the first plant in
a row was selected for selfing. Therefore, the F,
population should be suitably larger than the
desired RIL population size, and a modification
of SSD procedure may be used if the plant loss is
substantial (Singh 2012a). Each generation of
selfing reduces heterozygosity to one-half of
that in the previous generation, and there is a
corresponding increase in homozygosity. As a
result, in a F4.5 RIL population, 87.5 % of the
RILs will be homozygous for a given locus,
while 92.25 % of the plants in the RIL population
will have become homozygous for this locus
(Table 5.2). It may be pointed out that the
above will also be the level of homozygosity
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Table 5.2 The degree of homozygosity at the levels of
individual RILs and individual plants in RIL populations
produced by SSD procedure for different numbers of
generations

Percent homozygosity at each locus
At individual

RIL population  plant level® At RIL level®
Fiy 87.50 75.00

Fus 93.75 87.50

Fs¢ 96.875 93.75

Fer 98.438 96.875

Frg 99.219 98.438

Fgo 99.609 99.219

*Homozygosity estimated as percent of homozygous
plants in the RIL population
"Homozygosity estimated as percent of homogeneous
RILs in the RIL population

considered at the RIL and individual plant levels,
respectively, at all the loci segregating in the
population. A F,4.5 RIL population denotes that
this population was handled as per SSD proce-
dure up to F,4, and the seeds produced by individ-
ual F4 plants were harvested separately to raise
individual plant progenies in Fs. It is relevant to
note that the level of homozygosity at the indi-
vidual plant level will go on increasing as this
population is advanced to Fgq, Fg4.7, etc.
generations, but the homozygosity at the RIL
level will remain at the Fy.5 level. The process
described above yields a set of lines, each of
which contains a different combination of link-
age blocks from the original parents, which
provides a basis for linkage analysis (Fig. 5.2).
The RIL population consists, almost exclu-
sively, of the two homozygotes (e.g., AA and
aa) for a locus and a rather small proportion of
the heterozygote (e.g., Aa), depending on the
number of generations, up to which SSD proce-
dure was followed. The expected ratio of the two
homozygotes in the population is 1:1. As a result,
the amount of information obtained from domi-
nant markers is the same as that from codominant
markers because heterozygosity is almost negli-
gible. In addition, RILs enable detection of
markers located much closer to the target gene
than is possible with F,, DH, and BC
populations. In the case of the latter populations,
recombination between the marker and the target
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Fig. 5.2 A simplified
representation of
chromosome constitution
of recombinant inbred lines
(RILs); only one
chromosome pair is shown.
It is assumed that two
crossing overs (one in each
arm) occur in each round of
recombination. In many
RILs one round of
recombination would take
place, but in some RILs
two or even three rounds of
recombination would
occur. The location of
crossing over is assumed to
be random
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gene is limited to F'; generation, i.e., there is only
one round of recombination. But in the case of
RIL populations, recombination would continue
to occur, albeit in a progressively declining pro-
portion of the population, for several subsequent
generations. It may be pointed out that recombi-
nation will take place only in the double hetero-
zygote Aa Bb. (It should be noted that crossing-
over will take place almost uniformly in all the
genotypes, including the homozygotes. But it
will be detectable as recombination only in the
Aa Bb genotype since only in this case the allelic
combinations will be altered.) If the recombina-
tion frequency between the genes a and b were
close to zero, the frequency of Aa Bb will be
~50 % in F», and it will decline in the subsequent
generations by the same rate as heterozygosity.
Thus, the number of generations in which recom-
bination will involve the whole population will
be about two: the F; will be one generation,
while the F, and the subsequent generations
together will add up to about one generation.
Thus, the frequency of recombination between
two linked genes in an RIL population developed
by selfing would be nearly two times of that in a
F, population, provided the two loci are <10 cM
apart. For this reason, it is often said that RILs
are twice as informative as F, populations in
terms of recombination. But in the case of an
RIL population created by sib-mating, the
recombination frequency would be nearly four
times as much as that in the F, population. This
is because the rate of increase in homozygosity
under sib-mating is merely one-half of that under
selfing. As the distance between the marker and
the target gene increases, the advantage of RILs
over F, in terms of increased recombination fre-
quency declines nonlinearly till the two
populations become comparable for indepen-
dently segregating markers and genes (Haldane
and Waddington 1931). In view of the above, the
chances of detection of a marker linked to the
target gene are smaller in RILs than in F,, DH,
and BC populations when low marker densities
are used for mapping. However, adequate marker
density would not be an issue in many crop
species, particularly when SNP marker system
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is employed. As a result of the increased recom-
bination between closely located genes, the link-
age map is expanded by a factor of about two and
four, when RILs developed by selfing and
sib-mating, respectively, are used for mapping,
in comparison to the map based on F,, BC, or DH
population (Burr et al. 1988; Burr and Burr
1991).

Since RILs are homozygous, they can be
propagated indefinitely without any further
change in their genotype; this makes RILs essen-
tially a perpetual or permanent mapping popula-
tion (Burr et al. 1988). Often RILs are described
as “immortal,” which seems misleading since
any biological entity is indeed mortal. Therefore,
the term “perpetual” is preferable to “immortal”
to emphasize the fact that these populations can
be maintained/propagated indefinitely. However,
RILs could become genetically variable over
time, as do pure lines, due to mechanical mixture,
natural outcrossing, and mutation; mutation
could become important particularly for quanti-
tative traits over long periods of time. Therefore,
RIL populations should be maintained and han-
dled with considerable care to avoid mechanical
mixtures and natural outcrossing. RILs can be
multiplied, shared by different researchers, and
evaluated in replicated trials conducted over
locations and years, which make RILs of
immense value particularly for QTL mapping.
The phenotypic and genotypic data and the link-
age map generated from an RIL population are
cumulative in that the findings from different
studies using the same RIL population can be
integrated, stored in a database, and shared
among research workers. Finally, RIL
populations yield smaller confidence limits than
F> and BC populations when the proportion of
recombination is low (Burr et al. 1988). The
chief demerit of RILs is that their construc-
tion requires many (around 6-10) seasons/
generations, and some parts of the genome tend
to stay heterozygous for longer periods than
expected from theory. In addition, the develop-
ment of RILs is relatively more difficult in crops
with high inbreeding depression and is problem-
atic in obligate outcrossing species (Burr and
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Burr 1991). Like DH, RIL populations can only
be used for detecting additive and additive X
additive components of the genetic variance.

RILs have been developed in many crops, and
some RIL populations have become a public
mapping tool, e.g., a population of 300 RILs
obtained from the cross between Landsberg
erecta and Columbia ecotypes of A. thaliana
(Lister and Dean 1993). RILs have been widely
used for the development of molecular marker
linkage maps; detection of markers linked with
genes governing qualitative traits like race-
specific vertical disease resistance, seed or flower
color, seed/fruit shape etc.; identification of
markers associated with QTLs involved in the
control of traits like horizontal disease resistance,
yield, days to flowering/maturity etc.; mapping
of genes and QTLs; and the integration of the
gene/QTL maps with molecular marker maps.
Several research groups have successfully devel-
oped epigenetic recombinant inbred line
(epiRIL) populations. An epiRIL population of
Arabidopsis was developed by crossing two
parental lines that showed a little difference at
the DNA sequence level, but had contrasting
patterns of DNA methylation (Johannes et al.
2009). Therefore, the member lines of an epiRIL
population have the same genotype, and they
differ from each other only in terms of the epige-
netic modifications. In contrast, the member lines
of an RIL population differ from each other in
their genotypes.

5.9 Immortalized F, Population

Gardiner et al. (1993) were the first to use the
term “immortalized F, population” for a maize
mapping population, in which the F, population
was immortalized as follows. The F3 progeny
from a F, plant were intermated in two groups
and the seeds from at least 20 such plants were
harvested in bulk. This procedure was followed
for each F, plant, and the resulting population
was termed as “immortalized F, population.”
Later, Hua et al. (2002, 2003) developed
immortalized F, (F,) populations by
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intercrossing a set of RILs (Fig. 5.1) and used
them for genetic analysis of heterosis and detec-
tion of heterosis loci in rice. The RIL population
developed from a suitable biparental cross was
divided into two groups, each of which had equal
number of random RILs. Each RIL of the first
group was crossed with a single randomly chosen
RIL of the second group with the restriction that
any RIL will be involved in only one cross. This
mating scheme will generate n/2 single crosses
from a population of n RILs. Additional rounds
of crosses among the n RILs can be made in the
same way by fresh random pairing of the RILs of
the two groups for each round of crossing. Hua
et al. (2003) made three rounds of crosses among
240 Fg RILs to generate 360 single crosses that
together constituted the IF, population. IF,
populations can also be developed by paired
crossing of the randomly chosen RILs derived
from a cross in all possible combinations, exclud-
ing the reciprocals; in this approach, the single
crosses together with the parental RILs would
constitute the [F, population. However, this
approach can be used only when the number of
RILs is suitably small; otherwise, the number of
crosses to be made would be unmanageably
large.

An IF, population provides a true representa-
tion of all possible genotypes, including the
heterozygotes, expected in the F, of the cross
from which the RILs were derived. Let us con-
sider a single locus A having two alleles A and a.
In the RIL population, the frequency of the
alleles A and a and of the genotypes AA and aa
will be 0.5 each, i.e., p = ¢ = 0.5. A random
mating among these RILs will produce the fol-
lowing three types of F; progeny in the fre-
quency p? (= 0.25) AA, 2pq (= 0.5) Aa, and ¢°
(= 0.25) aa, which is the same as that expected
in the F, generation of any cross. The marker
genotypes of the RILs used for creating an /F,
population can be used to deduce the genotypes
of the various F; progeny included in the IF,
population. Therefore, only the RILs need to be
genotyped for the markers differing between the
two parents of the RIL population, and there is no
need to genotype the /F, population itself. The
IF, population by itself is not perpetual and is
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ephemeral like any F, population. However, the
same [F, population can be reconstructed from
the parental RILs, which are perpetual. This fea-
ture of [F, 1is the basis for the term
“immortalized” in its name. Since each F| prog-
eny comprising an /F, population is produced
from a cross between two RILs, the desired quan-
tity of F; seed can be produced by fresh
hybridization between the parental RILs. There-
fore, IF, populations support replicated evalua-
tion of F, genotypes over locations and permit
detection and mapping of QTLs, including heter-
osis QTLs, and estimation of various epistatic
effects. It is important that in the case of an IF5,
the plants used for measuring heterosis are
hybrids themselves and not their selfed progeny
as is the case with F,-derived F5 populations
(Hua et al. 2003). The chief limitation of these
populations is that their construction requires
making of a large number of crosses, which
could be cumbersome in at least some of the,
particularly, self-pollinated crops.

Hua et al. (2003) analyzed the /F, population
consisting of 360 single cross Fs and identified
heterotic effects at 33 loci for four traits, includ-
ing yield, using modified composite interval
mapping. It was observed that these heterotic
effect QTLs showed little overlap with the
QTLs governing the mean performance of the
concerned traits. Thus, the loci involved in heter-
osis for a trait might be different from those that
govern that trait. It was concluded that heterosis
was mainly the result of single locus heterotic
effects, but digenic dominance x dominance
interactions also contribute to heterosis.

5.10 Near-Isogenic Lines

Near-isogenic lines (NILs) are pairs of homozy-
gous lines that are identical in genotype, except
for a single gene/locus. But in practice, NILs
differ for the single gene and a variable length
of the genomic regions flanking this locus; in
addition, they may also differ for some random
genomic segments located elsewhere in the
genome. Thus, a pair of NILs will most likely
differ for alleles at few to several loci, which
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justifies the use of the term “near isogenic” for
such lines. NILs are generally produced by back-
cross procedure (Fig. 5.1), in which a donor
parent (DP, a homozygous line having the trait/
allele of interest) is crossed with a recurrent
parent (RP, a homozygous line lacking this
trait/allele), and the F; plants are backcrossed
to the RP. The backcross (BC) generation so
obtained and the subsequent BC progeny are
backcrossed to the RP. In each BC generation, a
strict selection is done for the trait/allele being
introgressed from the DP because each
backcrossing reduces the proportion of DP
genome in the progeny to 50 % of that present
in the previous generation. Therefore, only those
individuals that have the DP allele of interest and
are the most similar in phenotype to the RP are
selected for backcrossing. At the end of back-
cross program, the progenies are selfed, and
plants homozygous for the DP allele of interest
and the most similar to RP in the remainder of the
phenotype are selected to constitute the NIL.
Thus, a NIL is essentially a segment substitution
version of the RP. Repeated backcrossing
eliminates the DP genomic segments unlinked
to the target gene and reduces the size of DP
genomic region flanking the target gene due to
recombination in each BC generation (Schneider
2005). In the absence of any selection, the
expected recovery of RP genome in a NIL pro-
duced by b generations of backcrossing and one
terminal selfing generation will be equal to
1 — (1/2)", where t = b + 1. Thus, an infinite
number of backcrosses would be required for a
complete elimination of the DP genome, but
breeders generally use less than ten, most often
only five to six, backcrosses to produce NILs.
Alternatively, pairs of NILs can be produced
by continued selfing of the F'; and the subsequent
generations. In F53 and later generations,
progenies segregating for the target locus are
identified and seeds from individual plants of
such families are harvested separately to raise
the next generation. Harvesting of five plants
from such a family gives a 99 % probability
that at least one of these plants will be heterozy-
gous for the target locus (Pumphrey et al. 2007).
In F5 or a later generation, several plants having
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the contrasting (dominant and recessive) forms
of the target trait are selected from a segregating
progeny, their seeds are harvested separately,
and, in the next generation, individual plant
progenies are grown. Harvesting of ten random
plants without any reference to their phenotype
would give 94 % probability of inclusion of the
two homozygotes for the target locus in the sam-
ple. By this time, the plants would have become
homozygous at most (~98.44 % in F¢) of their
loci. A pair of homogeneous progenies, one
expressing the dominant and the other showing
the recessive form of the target trait, is selected
from a single individual plant progeny; these
progenies constitute a pair of NILs. Such pairs
of NILs may be isolated from other individual
plant progenies as well provided these progenies
are not very closely related, i.e., they were not
derived from the same F4, or Fs progeny.
Pumphrey et al. (2007) followed this approach
to develop wheat NILs for Fibl QTL using three
codominant SSR markers flanking the Fhbl
locus and materials from the wheat breeding
nurseries of the university of Minnesota. Bulk
DNAs from five random plants from each F,
individual plant progeny were assayed with the
SSR markers to identify progenies segregating
for the markers and, hence, the Fhbl locus.
Five random plants from each segregating family
were harvested separately, bulks of DNAs from
five or more seeds from each of these plants were
analyzed to indentify heterozygous F, plants,
and their seeds were used to raise F5 progenies.
DNAs from at least ten plants from each Fjs
family were individually analyzed to isolate the
two homozygotes for the marker and the Fhbl
loci, and the selected plants were selfed to yield
pairs of F4.¢ NILs. This approach can be used for
such genes/QTLs that are being used in breeding
programs and for which linked markers are avail-
able. The development of NILs by this procedure
does not require additional crosses, space, time,
and effort, and it can be readily combined with
line/variety development.

Tuinstra et al. (1997) proposed a procedure,
called heterogeneous inbred family analysis, for
rapid isolation for pairs of NILs. In this proce-
dure, an RIL mapping population is analyzed
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using molecular markers associated with quanti-
tative traits segregating in the population. This
allows identification of inbred lines that are het-
erogeneous, i.e., segregating, for one or more of
the markers. Since the RIL population would be
in F'5 or more likely in Fg generation, the plants
in the heterogeneous inbred lines would be iso-
genic for most of the other loci. The
homozygotes for the two alleles of a segregating
marker locus are selected from each heteroge-
neous family, and the pair of homozygous lines
isolated from a single inbred line forms a pair of
NILs. Tuinstra et al. (1997) screened a popula-
tion of 98 heterogeneous inbred families in sor-
ghum with two unlinked RAPD markers known
to be associated with seed weight. They
identified three segregating inbred lines for each
marker. From each segregating inbred line, a pair
of NILs was isolated. Evaluation of the NILs
confirmed that the two QTLs for seed weight
linked to the RAPD markers were expressed in
these NILs.

The NILs developed by backcrossing are
identical to the concerned RPs, except for the
DP genome segment having the gene of interest
and, possibly, some other DP genomic segments
as well. However, the two members of each NIL
pair developed through selfing are identical with
each other, except for the DP genome segment
with the gene of interest, but they would invari-
ably differ from some to considerable extent
from the parents of concerned crosses. In either
case, the pairs of NILs would differ for the alleles
of the target gene and for the alleles of markers
linked to the target gene; in addition, the NILs
developed by backcrossing would also differ for
alleles of markers located in the random DP
genomic segments retained in them. The ratio
of marker alleles in a group/population of NIL
pairs developed by transferring the same gene
from a DP into several different RPs is expected
to be 1:1 irrespective of the marker being domi-
nant or codominant. Thus, NILs developed by
backcrossing differ from the respective recurrent
parents for an unknown number of DP-derived
molecular markers, some of which may not be
linked to the gene introgressed from the
DP. However, at most (but not all) of the loci
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not linked to the introgressed gene, RP alleles
would be restored primarily due to backcrossing
per se; this will be supplemented by a successful
selection for the RP phenotype. This difference
between the two members of NIL pairs provides
the basis for identification of markers linked with
the target gene/QTL simply by comparing the
allelic states of molecular markers in the RP
and its various NIL derivatives. Linkage between
the introgressed gene and a molecular marker
would be presumed whenever a NIL and RP
have different marker alleles, and the NIL allele
is the same as that present in the DP. When
applied to a large number of available NILs,
this approach would be very useful in detecting
linkage between introgressed genes and molecu-
lar markers (Muehlbauer et al. 1988). NILs may
provide a convenient approach for integration of
conventional genetic markers, i.e., genes, into an
existing linkage map of molecular markers by
identifying linkage of the introgressed genes
with one or more of the already mapped molecu-
lar markers. This would allow a tentative integra-
tion of the introgressed gene into the molecular
linkage map. However, multipoint linkage anal-
ysis will be required to confirm or refute the
presumed linkage and to determine the specific
position of the introgressed gene in the molecular
marker linkage map. The prior knowledge of the
putative linkage between the target gene and the
molecular markers in the linkage map would
greatly increase the efficiency of traditional
multipoint linkage analysis.

Like DHs and RILs, NILs are homozygous
and perpetual mapping resources. Many NILs
are available in several crop species, e.g., SOy-
bean, tomato, rice, etc., as a result of routine
breeding activities. For example, rice NILs car-
rying major blast resistance genes (Pi54, Pita,
Pil, Pib, Pi2, Pi5, Pi9) in the genetic background
of Pusa Basmati 1 have been recently developed.
The recovery of recurrent parent genome was
hastened by marker-assisted background selec-
tion (Khanna et al. 2015). These NILs form
an existing mapping resource, and can be used
for the identification of markers linked to
the introgressed genes/QTLs and other genetic
and functional genomics investigations. The
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introgressed genomic region from the DP is
often highly polymorphic at DNA sequence
level, which is helpful in rapid identification of
molecular markers located near the introgressed
gene (Young et al. 1988). This approach requires
analysis of only three DNA samples, viz., DP,
RP, and NIL DNAs, for detection of markers
having different alleles in the RP and the NIL.
These markers will have the same marker allele
in the DP and the NIL and will be located in the
genomic region flanking the gene of interest.
This is in contrast to the genetic mapping based
on RILs and other mapping populations, where
the whole of the population has to be tested for
every marker to identify those linked with the
gene of interest. Evaluation of NILs allows a
more reliable assessment of QTL effects since
the QTL is placed in the genetic background of
the RP that is used for comparison. However,
linkage drag is a potential problem in such stud-
ies, particularly when genes/QTLs are
introgressed from unadapted germplasm. NILs
can be used to construct high-resolution mapping
populations. For example, NILs derived through
selfing are intercrossed, while those derived
through backcrossing are crossed with the RP to
generate large F, mapping populations. Finally,
they are quite useful in functional genomics; they
can be used for gene expression profiling and for
more direct hypothesis-driven experimentation
(Pumphrey et al. 2007). In addition, NILs and
chromosome segment substitution lines (CSSLs)
are suitable for fine mapping and map-based
cloning of QTLs, while RILs and DHs are not
suitable for these applications (Xu et al. 2010).
The development of NILs requires at least 6—8
generations of backcrossing or selfing after the
F generation is produced. They can be directly
used for molecular tagging of only the
introgressed genes, but they themselves do not
support linkage mapping. Perhaps the most seri-
ous potential limitation of the NIL mapping
approach concerns the extent of marker diversity
between the RP and the DP genomes. Therefore,
it may be advisable to first assess the marker
diversity between the DPs and the RPs and use
only polymorphic markers for analysis of
the NILs.
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5.11 Chromosomal Segment

Substitution Lines

Chromosome segment substitution lines (CSSLs),
introgression lines, or intervarietal substitution
lines are a series of homozygous lines, each
having a single distinct chromosome segment
from a DP in the chromosome background of
RP. Further, the sum total of all the DP segments
present in the complete set of CCSLs equals the
haploid chromosome complement of the
DP. Thus, each line of the set of CCSLs has
successively overlapping DP chromosome
segments beginning from the top of DP chromo-
some 1 to the bottom of last DP chromosome; the
overlapping segments ensure the representation
of the entire DP genome (Eshed and Zamir
1994). The DP can be another variety of the
same crop species or a related species. A line
possessing a chromosome fragment from a
related species has been called introgression
line, while a line having a chromosome segment
from a different variety of the same crop species
was termed as intervarietal substitution line
(Schneider 2005). However, the term introgres-
sion is used to describe gene transfer from other
varieties of a crop species as well as from its
related species, and in plant breeding, the term
substitution line usually refers to a line, in which
a whole chromosome is substituted with the same
chromosome from another variety (Allard 1960).
In order to avoid confusion, it is suggested that
all CSSLs may be called segment substitution/
segment introgression/chromosome segment
introgression/chromosome segment substitution
lines. However, for the CSSLs having genomic
segments from related species, the term “alien”
may be prefixed to the above names, yielding the
terms alien segment substitution and alien seg-
ment introgression lines. A set of CSSLs can be
considered similar to a genomic library with a
huge genome insert in the genetic background of
RP and is often referred to as introgression line
library (ILL) or exotic genetic library (Eshed and
Zamir 1994; Zamir 2001).

The CSSLs may be produced by backcrossing
the F; and the subsequent progeny from a cross
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between the DP and the RP with the RP for six
generations or so, followed by self-fertilization
for two or more generations to isolate lines
homozygous for the introgressed segments.
Selection based on markers evenly distributed
over the entire genome is used to ensure that
each line of the set has a distinct but slightly
overlapping DP genome segment. Eshed and
Zamir (1994) developed a set of alien CSSLs
through introgression of overlapping chromo-
some segments (average size ~33 cM) from the
green-fruited Lycopersicon pennellii  (line
LA716) into the cultivated tomato (L.
esculentum) variety M82, using a combination
of backcross and pedigree programs. The F;
from the cross M82 x LA716 was backcrossed
to M82, and from 600 BC; plants, 99 were
selected for horticultural characteristics and
selfed to obtain BCS;. Selfing was continued
for five more generations to produce BCS¢ prog-
eny, and the selfed generations were handled as
per pedigree scheme. In each selfed generation,
1,500 plants were raised and 100 plants were
selected on the basis of horticultural
characteristics. In BCS¢ generation, plants
were analyzed using 175 RFLP markers, and a
set of such plants whose introgressed segments
together represented the entire genome of
L. pennellii was selected. These plants were
backcrossed to M82; after two more backcrosses,
BC5 plants were analyzed with 350 molecular
markers, and 50 such plants were selected that
had a single L. pennellii chromosome segment,
which together represented the entire 1,200 cM
of L. pennellii genome. The selected plants were
selffed and plants homozygous for the
introgressed genome segments were selected to
yield a library of 50 alien chromosome segment
substitution lines.

CSSLs have been developed in several crop
species, and in rice alone, several CSSL
populations have been created (Xi et al. 2006;
Xu et al. 2010). For example, Xu et al. (2010)
developed a set of 128 CSSLs (BCsF,; or
BC¢F5.3) in rice in the genetic background of
indica variety 93-11 carrying chromosome
segments from the japonica variety Nipponbare.
Analysis of the CSSLs with 254 PCR-based
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markers revealed them to carry a total of
142 chromosome segments from the DP that
summed up to 882.2 Mb of the DP genome that
is ~2.37 times the size of rice genome. However,
sequencing-based analysis of the CSSLs
identified 117 new DP chromosome segments,
each of <3 Mb length, that were not detected
by the PCR-based markers. Multiple regression
analysis of the CSSLs detected nine QTLs
explaining 89.5 % of the phenotypic variance
for culm length. A large effect QTL was
identified in the genomic region that harbors the
rice “green revolution” gene. Some of the CSSLs
were superior to the RP 93-11 in some
characteristics, with potential to be released as
new varieties. It is important that characterization
of the CSSLs with the 254 PCR-based markers
took 3 years, while only 7 weeks was needed for
their sequencing-based characterization.

CSSLs are a perpetual mapping resource and
are suited for mapping of both oligogenes and
QTLs. They can also be used for fine mapping by
raising large F, or backcross populations follow-
ing hybridization with the RP (Eshed and Zamir
1994). CSSLs do not suffer from the limitations
of conventional mapping populations, such as
(1) limited resolution, (2) inability to detect
QTLs with small effects, and (3) interference in
QTL detection due to QTL x QTL interactions.
Since each CSSL is an equivalent of the recurrent
parent, except for the chromosome segment
introgressed from the DP, any phenotypic differ-
ence between the RP and a CSSL would be due to
the DP chromosome segment. Evaluation of
CSSLs in replicated trials over locations and
years would allow the identification of such
lines that have DP genomic segments with favor-
able effects on the traits of interest. CSSLs can be
used for the detection of QTLs with small addi-
tive effects that are ordinarily masked by QTLs
with larger effects in the wusual mapping
populations like F, and RILs. QTL identification
using CSSLs does not require linkage map con-
struction or statistical analysis. Further, each
CSSL can be directly used for mapping and clon-
ing of QTLs/genes and for development of elite
breeding lines. The CSSLs developed by Eshed
and Zamir (1994) were evaluated in replicated
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yield trials along with their hybrids with the
recurrent parent and with one other tomato vari-
ety (Eshed and Zamir 1995). QTL mapping using
these data revealed 23 and 18 QTLs for the total
soluble solids and fruit mass, respectively; these
numbers are about two-fold larger than those
reported earlier using conventional mapping
populations. Fine mapping of a fruit mass locus
represented in two introgression lines revealed
three linked QTLs. For fine mapping, the two
introgression lines were crossed with the RP
MS82, a large F, population was raised and
subjected to RFLP analysis to identify plants
with small portions of the genomic region
represented in the introgression lines, and the
selected plants were selfed to isolate homozy-
gous lines that were evaluated for QTL mapping.
These findings amply demonstrate the unique
mapping opportunities offered by CSSLs.

CSSLs would provide a better understanding
of the number of genes governing a trait, distri-
bution of these genes over the genome, the
effects of individual genes/QTLs, and the man-
ner in which they interact with each other and the
environment (Burns et al. 2003). QTL detection
using CSSLs is free from epistatic effects of the
rest of the DP genome as the introgressed
segments are usually small, and the QTLs are
generally mapped into smaller confidence
intervals. QTLs involved in heterosis may be
identified by crossing individual CSS lines to a
suitable tester and evaluating their F;s. Epistatic
interaction of a QTL of interest can be assayed by
crossing the CSS line having the QTL with sev-
eral different lines and evaluating their F prog-
eny. This can also be done by developing
reciprocal CSSLs. In a pair of reciprocal
CSSLs, parental line A serves as DP and line B
is used as RP in one set of CSSLs, while B serves
as DP and A functions as RP in the second set of
CSSLs (Peleman et al. 2005).

The main disadvantage of CSSLs is that they
might have undesirable traits linked to the target
gene(s) because of the large introgressed chro-
mosomal segment; this would be more likely
when unadapted germplasm is wused as
DP. Linkage drag, where encountered, would
necessitate further breeding effort, which may
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be problematic in the cases of alien CSSLs due to
reduced pairing and recombination between the
DP and RP chromosomes.

5.12 Backcross Inbred Lines

Backcross inbred lines (BILs) are developed by
backcrossing the F; from a cross between two
homozygous lines to one of the parents and
continued selfing of the BCF'| progeny to obtain
homozygous lines. Sato et al. (2003) produced a
set of 98 BILs in rice by backcrossing the F
from the cross Nipponbare (japonica) X
Kasalath (indica) to Nipponbare and continued
selfing of the BCF, progeny to obtain BCFs
lines. The data from BIL population were
analyzed using the method for backcross F, pop-
ulation and treating the heterozygotes as missing
data since a method for analysis of BIL popula-
tion was not available. A possible advantage of
BILs may be the increased frequency of the
alleles contributed by the parent used for
backcrossing. Therefore, it would be desirable
to use the parent with the higher value of the
target trait for backcrossing with the F; hybrid.

5.13 Advanced Intercross Lines

An advanced intercross line (AIL) population is
developed by intermating the individuals of F,
and subsequent generations from a suitable cross.
Intermating in the segregating generations
maintains heterozygosity in the population and
allows recombination between the QTLs and the
markers linked to them in every generation lead-
ing to a more precise location of the QTLs. It was
estimated that the confidence interval of QTLs
would be reduced by up to five-fold in AlLs as
compared to that in an F, population (Darvasi
and Soller 1995). In the case of AILs, mapping
resolution seems to improve for up to eight
generations of intercrossing only, while it
continues to improve with generation in the
case of recurrent selection backcross. Further,
appropriate statistical methods for modeling and
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analysis of the data from AlLs are not available
(Luo et al. 2002).

5.14 Recurrent Selection Backcross
Population

Wright (1952) put forth the idea of recurrent
selection backcross (RSB) procedure for
isolating QTLs with large effect. In this scheme,
the F'| obtained from a cross between a homozy-
gous line with high value for a quantitative trait
(the DP) and a homozygous line with low value
for the trait (the RP) and the subsequent back-
cross progeny are backcrossed to the RP. In each
backcross generation, a predetermined number of
individuals with the top phenotypic values (i.e.,
DP phenotype) for the trait are selected and
backcrossed to the RP. RSB is proposed to be
used for high-resolution QTL mapping, for
which a sufficiently large number of backcrosses
need to be made. Obviously, this will require
considerable effort, resources, and time. Further,
RSB is suited for localization of large effect
QTLs, while important quantitative traits like
yield are mainly governed by many QTLs with
moderate to low effects.

Recurrent backcrossing will lead to homozy-
gosity at a rapid rate for RP alleles at all the loci
that are not affected by the phenotypic selection
for the trait. However, selection will slow down
the progress to homozygosity at those loci that
are involved in the control of the trait as well as
those linked to these loci. Genetic drift, on the
other hand, will increase the rate at which homo-
zygosity is reached in the backcross populations.
It may be expected that phenotypic selection will
maintain the DP alleles of those QTLs that have
large effect on the quantitative trait, while those
having moderate and small effect will be lost. For
example, the frequency of DP QTL allele did not
change even after 50 generations of RSB if it
explained 50 % of the phenotypic variance,
while it disappeared completely after
30 generations if it accounted for only 15 % of
the trait variance. Therefore, large effect QTL
alleles from the DP and the molecular markers
linked to them will be retained in a heterozygous
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state during RSB. Further, recombination
between the DP QTL alleles and the linked
markers will take place in each generation. There-
fore, the level of heterozygosity at these marker
loci will go on decreasing with the increasing num-
ber of RSB generations. In addition, in a given
generation, markers located farther from the
QTLs will show greater reduction in heterozygos-
ity than those located closer to the QTLs. Thus, the
frequency of heterozygosity at marker loci can be
used as a criterion of localizing the QTLs. Theoret-
ical and simulation studies suggest that RSB may
enable detection of markers located at or less than
1 cM from a QTL if sufficiently dense markers
were available. With a fixed total number of
individuals in the population, a smaller number of
larger size families are more likely to reduce the
effects of genetic drift than a larger number of
smaller size families, but it would also reduce the
resolution of mapping (Luo et al. 2002).

Recurrent selection backcross inter se inter-
cross (RSBI) scheme is a modification of RSB
scheme, in which the selected individuals are
intercrossed at one or more stages during the
backcrossing. Intercrossing reduces the approach
to homozygosity and increases the retention of
heterozygosity at DP QTL loci. However, appro-
priate statistical method for the analysis of data
from these populations needs to be developed
(Luo et al. 2002).

5 Mapping Populations

5.15 Interconnected Mapping

Populations

Interconnected mapping populations are pro-
duced by crossing a set of homozygous parental
lines in such a way that two or more crosses have
one parent in common (Fig. 5.3). Interconnected
populations were first used by Gilbert (1985a, b)
to partition single gene effects from the overall
effects of the polygenes estimated from diallel
crosses. Generally, half-diallel mating design
without selfs has been used, but nested, round
robin (Sect. 8.5.2), factorial, or any other mating
design in which two or more crosses share one
parent could be used. In a diallel mating design, a
set of n parental lines are mated in all possible
combinations, including reciprocals and selfs to
generate 1> F, progeny. In a half-diallel mating
design wused for creating interconnected
populations, the reciprocal crosses and selfs are
excluded to obtain only n(n — 1)/2 different
crosses. In a factorial mating design, the
n parental lines are divided into two equal
groups, and each of the n/2 lines of the first
group is mated with each line of the second
group. An interconnected population may consist
of F,, backcross, RIL, or DH populations
generated from each of the crosses produced as
per the mating design used. As expected, F, and

AxB AxC BxC BxD CxD CxE etc.
F, F, F, F, F, F, F,

In each cross, one of the following populations is generated:

» F5 population (selfing in F4)

» Backcross population (BC1F1; F{ backcrossed to one of the parents)
« DH population (haploid production, followed by chromosome doubling)
» RIL population (continued selfing to F5 or Fg using single seed descent

scheme)

[Populations from all the crosses taken together constitute an interconnected

population]

Fig. 5.3 Schematic representation of an interconnected population. These populations involve several parents
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backcross interconnected populations would be
ephemeral, while RIL and DH populations would
be perpetual.

Verhoeven et al. (2006) carried out simulation
analysis of a half-diallel population for
estimating variances for general combining abil-
ity (GCA) and specific combining ability (SCA),
and for detection of QTLs involved in control of
the trait. They concluded that the use of a larger
family and a smaller number of parents is more
efficient than using a small family size and a
large number of parents. Further, for a fixed
total population size and number of parental
lines, less interconnected designs have smaller
number of larger size families than more
interconnected designs. Therefore, a less
interconnected design like single round robin
should be used in an initial study, while a more
interconnected design like half diallel should be
used for subsequent detailed analyses. Data from
such populations have been analyzed using linear
regression, general linear model, multiple QTL
model, composite interval mapping (CIM), and
joint inclusive CIM (JICIM; used with NAM
populations) for QTL detection and mapping
(see Li et al. 2011a). The software package
MCQTL (Sect. 7.19.10) is designed for multi-
allelic QTL mapping in multi-cross design,
including diallel mating design; it uses linear
regression model, and employs composite inter-
val mapping and an interactive QTL mapping to
deal with the multiple QTL models (Jourjon
et al. 2005).

The usefulness of QTL findings in plant
breeding depends on their general applicability
and an understanding of the genetic architecture
of the traits governed by the QTLs. Biparental
mapping populations generate QTL information
applicable to the concerned crosses, and they fail
to take into account segregation of different alle-
lic combinations of QTLs in different mapping
populations and the influences of genetic back-
ground on QTL effects. Generalization of QTL
findings from different biparental populations
has been attempted by comparing the relative
QTL positions determined from different
populations by means of QTL meta-analysis
(Sect. 7.12), and bioinformatics tools are being
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developed to facilitate this analysis (see
Verhoeven et al. 2006). In contrast, joint analysis
of data from interconnected populations provides
more generalized information about QTL
positions and effects, increases QTL detection
power, enables detection and assessment of
QTL x genetic background interaction, and
permits identification of markers located closer
to the QTLs than do biparental populations, par-
ticularly when appropriate analysis tools are used
(Jannink and Jansen 2001; Verhoeven
et al. 2006; Li et al. 2011a). The chief limitation
of interconnected populations is that their con-
struction requires considerable effort, time, and
resources; therefore, a cooperative effort of sev-
eral groups would be desirable (Verhoeven
et al. 2006).

5.16 Multiparent Advanced
Generation Intercross
Populations

The multiparent advanced generation intercross
(MAGIC) populations are a collection of RILs
produced from a complex cross/outbred popula-
tion involving several parental lines (Fig. 5.4).
The parental lines may be inbred lines, clones, or
individuals selected on the basis of their origin or
use. MAGIC populations are an extension of the
AIL proposed by Darvasi and Soller (1995;
Sect. 5.13), but differ from them with respect to
the involvement of multiple parents in their con-
struction. This concept was first used in mice as
“heterogeneous stocks” and later extended to
plants by Mackay and Powell (2007), who also
proposed the name MAGIC. Huang et al. (2015)
provide an excellent discussion on various
aspects of MAGIC populations, including recent
achievements from, and the unique opportunities
and advantages offered by the MAGIC
populations. A simple approach to generate a
MAGIC population is to produce a complex
cross involving multiple, typically eight, parental
lines and to isolate RILs from this cross. The
eight parental lines are crossed in pairs to pro-
duce four different single crosses, and these sin-
gle crosses are crossed in pairs to generate two
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Parents A B C D E etc.

iAll possible n(n-1) crosses

n(n-1) F;s

RILs

Each F; may be mated with two random
F,s for one or more generations
Continued selfing to isolate RILs

Three or more RILs, called MAGIC lines, isolated from each cross
MAGIC lines from all the crosses together constitute the MAGIC population

Fig. 5.4 Schematic representation of the development of
a MAGIC (multiparent advanced generation intercross)
population. This figure is based on the scheme used by

double crosses. Finally, the two double crosses
are mated together to produce an eight-parent
complex cross. This complex cross is handled
as per the SSD procedure to develop the required
number of RILs, which together constitute the
MAGIC population.

A more elaborate procedure was used to con-
struct a MAGIC population of A. thaliana. This
population was created by crossing 19 accessions
in a diallel fashion to generate 342 Fs, each of
which constituted a family. From each family,
two random plants were used as males and two
random plants were treated as females. The male
plants of a family were crossed with female
plants of another randomly selected family, so
that 342 such crosses were made; this process
was repeated in the next two generations
(Scarcelli et al. 2007). In the third generation, a
single random plant was selected from each cross
and selfed, and the 342 segregating populations
were handled according to SSD procedure for six
generations. In the end, up to three inbred lines,
called MAGIC lines (MLs), were selected from
each population, giving a total of 1,026 MLs,
which are available through the Arabidopsis
Stock Centre (http://www.arabidopsis.org). The
MLs from a single family/cross are expected to
share about 25 % of their genomes by descent.
Further, each family has genomic contributions
from, on an average, 9.97 accessions. More
recently, Bandillo et al. (2013) used a far more
elaborate procedure to develop MAGIC

Scarcelli et al. (2007) for developing a MAGIC popula-
tion of 1,026 MAGIC lines in A. thaliana. MAGIC
populations also involve several parents

populations of indica and japonica ecotypes of
rice. They mated 8 elite indica lines as per half
diallel scheme, crossed the resulting 28 F  to
produce 70 four-parent crosses, and then mated
these Fj, to generate 35 eight-parent crosses.
Each eight-parent F| and its later generations
were selfed to isolate RILs. Similarly, the japon-
ica MAGIC population was created. In the end,
the two MAGIC populations were mated
together to generate a global MAGIC population
for rice.

MAGIC populations are perpetual, lack popu-
lation structure, can be used for both linkage and
association analyses, and can be developed at an
appropriate stage during the intermating process
to afford the desired mapping resolution. Since
these populations are created from several
parents, they are likely to show segregation for
multiple traits, multiple QTLs for each trait, as
well as more than two alleles for individual
QTLs. They are an ideal resource for construc-
tion of high-density maps, and they allow
modeling of cytoplasmic effects. In addition,
the parents of a MAGIC population may be
selected to represent a large part of variation
present in the elite germplasm of a crop species.
These populations can be used directly or indi-
rectly for variety development when they are
based on elite parental lines possessing a combi-
nation of useful traits. These populations can be
used as training populations for genomic selec-
tion (Chap. 10). They are preferable as training
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populations to the collections of breeding lines
and cultivars because they are devoid of popula-
tion structure, which is common in the latter.

A MAGIC population of over 1,000 MLs
would enable assessment of two-way and three-
way epistatic interactions (Cavanagh et al. 2008).
A QTL mapping method based on reconstruction
of haplotype mosaics of each MIL was able to
map QTLs explaining 10 % of the phenotypic
variation within confidence interval of 300 kb
(as against 2-20 Mb for biparental populations)
when 527 MILs were used for analysis. The
confidence interval would decline to about
200 kb if the number of MILs used for analysis
was doubled (Kover et al. 2009).

5.17 Nested Association Mapping
Population

In order to combine the advantages of both link-
age mapping and association mapping strategies,
a structured population generated by crossing a
set of diverse founder parents to one or two
common parents has been  suggested
(Yu et al. 2008). Each selected founder is crossed
to one or few common parents (nested parents)
and a set of 250 RILs from each of these crosses
is generated using the SSD method. For example,
a population of 5,000 RILs was generated using
26 founder parents and one nested parent B73 in
maize (Sect. 8.5.2; Yu et al. 2008). The nested
association mapping strategy enables efficient
utilization of genetic and genomic resources for
genetic dissection of complex traits.

5.18 Mapping Populations for
Cross-Pollinated Species

In a number of cross-pollinated species like
maize, nearly homozygous inbred lines can be
developed and used for creating suitable
mapping populations. But in many cross-
pollinated species, development of inbred lines
is not feasible due to long breeding cycle, self-
incompatibility, and/or severe inbreeding depres-
sion. The examples of such plant species include
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tree species like apple, pear, and grape and
annual species like potato. The parents used for
hybridization in such species are heterozygous
and the mapping populations consist of the F
generation or backcross lines. In the case of tree
species, F'; generations from crosses between
selected varieties are used for mapping. The
two parents of a cross would contribute different
alleles to the F; individuals, and linkage among
molecular markers is assessed to develop a
genetic map for either parent. A backcross popu-
lation of potato was developed by pollinating an
individual F; plant with one of the parents, and
the F| generation, the parental lines, and the
backcross progeny were maintained by clonal
propagation (Gebhardt et al. 1989, 1991).

5.19 Linkage Mapping in Polyploid
Species

Linkage mapping in polyploid species is compli-
cated by several factors, including a complex
segregation pattern, production of a larger num-
ber of genotypes for a single locus than in diploid
species, multiple and co-migrating fragments in
the case of markers like SSRs, and poorly
characterized chromosome pairing and recombi-
nation pattern. In a polyploid species, several
genotypes are produced for a single locus and
the segregation ratio is rather complex. For
example, in an autotetraploid species, a single
locus can have five different genotypes, viz.,
AAAA, AAAa, AAaa, Aaaa, and aaaa. Segrega-
tion in an Aaaa individual will produce two types
of gametes Aa and aa in the ratio 1:1 when there
is regular bivalent formation or when there is
regular quadrivalent formation, but there is no
recombination between the gene and the centro-
mere. In F, generation, three genotypes (AAaa,
Aaaa, and aaaa) will be obtained in the ratio
1:2:1, and for a dominant marker, the ratio will
be 3:1. But when there is quadrivalent formation
and crossing-over takes place between the gene
and the centromere, two sister chromatids may
end up at the same pole producing the AA gam-
ete; this is known as double reduction. The seg-
regation distortion observed in autotetraploids is
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mainly due to double reduction. The frequency
of double reduction depends primarily on the
genetic distance between a locus and the
concerned centromere. When there is regular
quadrivalent formation and the frequency of
recombination between the gene and the centro-
mere is 50 %, three types of gametes (AA, Aa,
and aa) will be produced in the ratio 1:12:15, and
the ratio in F, will be 1 AAAA:24 AAAa:174
AAaa:360 Aaaa:225 aaaa (Allard 1960). How-
ever, the above assumptions are unrealistic and
the actual situation is generally not known. In
any case, the complex segregation pattern
makes genetic analysis in the polyploid species
quite challenging. Further, since a polyploid spe-
cies has more than one homologous or
homoeologous genome in its haploid comple-
ment, a single SSR locus would generate more
than two fragments. Usually, it is very difficult to
decide which one of these fragments is allelic
and which ones are paralogous, i.e., produced
by loci in different chromosomes. In polyploid
species like bread wheat that behave like
diploids, therefore, one may deliberately select
such markers that are polymorphic in only one of
the homoeologous genomes. Alternatively, one
may use dominant markers, e.g., AFLPs and
RAPDs, that occur in a single dose in autopoly-
ploid species so that the gametes are produced in
1:1 ratio, and a 3:1 ratio is obtained in F,
(Sorrells 1992).

The various types of populations that can be
used for mapping in polyploids are as follows:
(1) mapping populations of diploid progenitors
or relatives of the polyploid species, (2) a popu-
lation of F; hybrids from a cross between the
polyploid and a diploid progenitor or related
species, (3) aneuploid stocks, (4) haploid
populations, and (5) doubled haploid
(DH) populations of the polyploid species.
When gene synteny is conserved among related
species, mapping in a diploid progenitor or rela-
tive of the polyploid species is distinctly advan-
tageous. For example, this approach has been
extensively used in the case of polyploid Bras-
sica species. In such cases, it is important that the
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diploid species should exhibit high polymor-
phism, and the chromosomal rearrangements, if
any, in the polyploid species as compared to the
diploid relative should be well characterized to
permit the transfer of marker information to the
polyploid species. However, it is desirable that
linkage analysis be done at the polyploid level
because meiotic processes greatly differ between
autopolyploids and diploids, the genome evolu-
tion in polyploids is extremely dynamic so that
the polyploid genomes may not directly corre-
spond to the diploid genome, and the diploid
relatives of some polyploids may no longer be
available (Luo et al. 2004). The polyploid species
may be crossed with a diploid relative, and the F';
population can be used for mapping. It is
expected that the marker alleles contributed by
the diploid relative will be easily distinguishable
from those of the polyploid species. As a result,
only one copy of each genome will be present in
the F, plants, and their analysis would readily
allow determination of the marker allele
frequencies and reconstruction of the parental
genotypes. This situation is essentially compara-
ble to that obtaining in haploid or DH
populations. In this approach, the two parents
should be highly heterozygous and large
mapping populations with 500 or more plants
should be used. Aneuploid stocks are useful for
mapping in polyploid species with moderate to
low polymorphism. These stocks also allow the
assignment of markers to specific chromosomes
or chromosome arms; for example, such maps
have been developed in wheat. The haploid and
DH populations facilitate mapping by
eliminating the confusion caused by heterozy-
gosity in scoring of the marker alleles. Since
the haploid/DH individuals will have only one
marker allele present in each genome, any poly-
morphism present in an individual will be due to
variation among paralogous loci (Sorrells 1992).

In the mapping strategy developed by Wu
et al. (1992), the first step comprises identifica-
tion of markers that segregate in a 1:1 ratio. The
marker genotype data are analyzed to classify the
individuals, for each marker pair, into two
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groups, viz., coupling phase (++/——) and repul-
sion phase (+—/—+), to identify linked markers.
This is followed by grouping and ordering of the
markers into a linkage map based on recombina-
tion fractions using a suitable mapping tool like
MapMaker (Sect. 6.14.1). However, mapping in
autotetraploids is a challenge in view of the phe-
nomenon of double reduction. Luo et al. (2004)
proposed a general theory for linkage mapping in
autotetraploids and a statistical model for
estimating the frequencies of double reduction
and recombination between pairs of loci using
both dominant and codominant marker data.
Their model takes into account most of the essen-
tial features of segregation and recombination
in autotetraploid species, including null alleles,
alleles present in multiple dosages, segregation
distortion as a result of double reduction, forma-
tion of variable numbers of bivalents and
quadrivalents, and incomplete information on
the relationship between phenotype and geno-
type. Their method involves computation of the
conditional probability distribution of progeny
phenotypes with the given phenotypes of their
parents. Then, the expectation maximization
algorithm is used for computing the maximum
likelihood estimates for the model parameters.
Further, the likelihood-based method enables
prediction of the most likely parental genotypes
at the linked loci. It may be added that efforts are
being made to develop linkage maps for many
important polyploid crop species like potato,
sugarcane, alfalfa, etc.

5.20 Chromosome-Specific
Genetic Stocks

Chromosome-specific genetic stocks facilitate
localization of new mutations to specific
chromosomes/chromosome arms by screening
of a segregating generation derived from a cross
between the new mutant and the genetic stock.
The first examples of genetic stocks of this type
were mutant lines with one or more visible
mutations mapped to specific chromosomes or
chromosome arms. For example, line W100 of
A. thaliana is one such multiple marker line,
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which has specific visible mutations that identify
each arm of the five chromosomes of the species
(Koornneef and Vanderveen 1983). The marker
line with the genotype aa, bb to zz is crossed with
the mutant line (genotype mm), and frequencies
of the double mutant, viz., aa mm, bb mm, and zz
mm, phenotypes are scored in the F, generation.
It is expected that the frequency of each double-
mutant phenotype would be 1/16 if the two loci
were segregating independently. Therefore, a
significant reduction in the frequency of a double
mutant from the expected 1/16 would indicate a
linkage between the new mutant and the
concerned mutant already mapped to a chromo-
some arm. In general, the closer are the two loci
in the chromosome, the greater will be the reduc-
tion in frequency of the concerned double-mutant
phenotype.

5.21 Natural Populations and

Germplasm/Breeding Lines

The natural populations, germplasm lines, and
even a collection of different breeding lines can
be used as mapping populations for linkage
disequilibrium-based mapping called association
mapping discussed in some detail in Chap. 8.

5.22 Segregation Ratios in Mapping
Populations

The genotypic segregation ratio observed in a
mapping population for a marker locus depends
on whether the marker is dominant or codomi-
nant and on the mapping population itself
(Table 5.3). In the case of a codominant marker,
the heterozygote can be clearly differentiated
from the two homozygotes, while the heterozy-
gote for a dominant marker will be identical to
the homozygote showing “presence” of the
marker. Similarly, some mapping populations
consist of only homozygous individuals, while
others have both homozygotes and heterozygotes
in ratios that differ predictably with the popula-
tion type. As a result, codominant markers are
more informative than dominant markers in
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Table 5.3 Segregation ratios at dominant and codominant marker loci in different mapping populations

Segregation ratio

Marker type® F, RILs
Codominant 1:2:1 1:1 1:1
Dominant 3:1 1:1 1:1

DHs

Backcross population
NILs B,* B,"
1:1 1:1 1:1
1:1 1:0 1:1

“Dominant markers: RAPDs, AFLPs, most SCARs, ISSRs, SNPs, DArT, SFPs, RAD markers. Codominant markers,

RFLPs, SSRs, CAPSs

"B, backcross with the parent having the dominant allele for the marker/trait, B, backcross with the parent with the

recessive allele for the marker/trait

mapping populations having heterozygous
individuals. Further, a clear understanding of
the segregation ratios for various molecular
markers in different mapping populations is crit-
ical for assessing whether the marker loci are
segregating as per expectation and for deciding
the statistical analyses appropriate for the marker
data.

Markers like RFLPs, microsatellites, and
CAPS are codominant, while AFLPs, RAPDs,
ISSRs, DArT, and SNPs are ordinarily dominant
markers and are scored as “presence” and
“absence” alleles. Mapping populations such as
RILs, DHs, and BILs equalize the two marker
types because they consist of only homozygous
individuals. In RIL and DH populations, the two
alleles at each marker locus are present in homo-
zygous state in 1:1 ratio in the case of both
dominant and codominant marker loci. However,
a BIL population will show 3:1 ratio for the RP
and DP alleles of both the marker types. In con-
trast, mapping populations like F,, F, derived
F3, backcross, and immortalized F, populations
consist of both homozygous and heterozygous
individuals. As a consequence, they would
show different segregation ratios for the domi-
nant and codominant markers. In the case of F»,
F>-derived F5, and immortalized F', populations,
codominant markers segregate in 1:2:1 ratio,
while 3:1 ratio is obtained for dominant markers.
In a backcross population, codominant markers
will show 1:1 ratio irrespective of whether the P,
or P, is used for the backcross. In contrast, dom-
inant markers will show a 1:0 ratio in B; popula-
tion (backcross to the parent with the “presence”
allele) and a 1:1 ratio in B, population (backcross
to the parent with the “absence” allele).

5.23 Characterization of Mapping
Populations

Precise characterization of the individuals/lines
of a mapping population for genotypes of molec-
ular markers (genotyping) and phenotypes of the
traits of interest (phenotyping) is vital for the
success of any mapping project. The molecular
marker genotypes of any individual are indepen-
dent of the environment. However, trait
phenotypes, particularly those of quantitative
characters, would be affected by the environment
and are also likely to show G x E interaction.
Therefore, it becomes important to precisely
evaluate quantitative trait phenotypes by planting
the mapping populations in replicated trials, pref-
erably, over locations and years. This would,
however, require the use of a perpetual mapping
population like RILs, DHs, BILs, etc.

5.24 Problems in Mapping Studies

One of the problems encountered in mapping
studies concerns limited variation at the DNA
sequence level detectable as alleles of molecular
markers in the elite germplasm of some impor-
tant crop species. For example, crosses between
cultivated varieties of tomato show exceptionally
low polymorphism for RFLP markers (Miller
and Tanksley 1990) and only small variation for
SSR alleles (Areshchenkova and Ganal 2002).
The low polymorphism is likely to result from
domestication/introduction of limited germplasm
and development of the modern varieties from a
relatively small number of lines. This problem
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may be resolved by using unadapted germplasm,
including a related species, in crosses with the
adapted germplasm lines to generate the
mapping populations. Another problem faced in
some mapping studies relates to segregation dis-
tortion for some of the molecular markers. A
significant deviation of the observed segregation
ratio for a marker locus from the expected ratio in
a mapping population is called segregation dis-
tortion (Lyttle 1991). Segregation distortion may
be due to meiotic drive or preferential segrega-
tion, selective abortion of male or female
gametes, selective fertilization of certain
gametes, selective zygotic lethality during seed
development, germination and plant growth, and
sampling error and/or unintended selection dur-
ing mapping population development (see Xu
et al. 1997). Self-incompatibility loci, hybrid ste-
rility loci, and wide compatibility loci may also
cause  distorted segregation (Gebhardt
et al. 1991). In addition, differential responses
of pollen grains with different genotypes to the
anther culture procedure could lead to segrega-
tion distortion in DH populations. Segregation
distortion can occur for some specific markers
in a mapping population that shows normal seg-
regation for the rest of markers. It is, therefore,
important that the “goodness of fit” of segrega-
tion ratio should be tested for each marker locus
and, if necessary, data concerning markers
showing a high degree of segregation distortion
may be excluded from further analyses. Alterna-
tively, one may use one of the software designed
for analysis of marker data with distorted
segregation.

5.25 Size of Mapping Population

It is important that the mapping population
should be as large as feasible since population
size is associated with several valuable aspects of
mapping studies. The confidence interval for
linkage estimates is smaller in a larger population
than that in a smaller population (Silver 1985).
When the population size is increased from 50 to
100, the 95 % confidence limit for the distance
between two markers when no recombination is
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detected declines from 3.8 to 2.1 cM; the magni-
tude of the reduction in confidence interval due
to increased population size decreases as the
distance between the marker and the target gene
increases (Burr et al. 1988). In the case of QTL
mapping, population size generates Beavis
effect, which signifies that the number of QTLs
detected for a trait decreases as the population
size decreases. In addition, the QTL effect
estimates increase as the population size
decreases (Sect. 7.13.4). It has been suggested
that for most quantitative traits, the mapping
population size should be 500 or more to mini-
mize the Beavis effect (Bernardo 2008).
Schneider (2005) has recommended a population
size of ~100 F, individuals for producing a
genome-wide overview marker map as a com-
promise between cost/feasibility and the resolu-
tion of linked loci, while a population of at least
200 individuals should be used for mapping of
QTLs. But when the objective is positional clon-
ing of genes, populations of several thousand
plants should be used. For example, Alpert and
Tanksley (1996) analyzed a population of over
3,400 tomato plants to develop a detailed marker
map of the genomic region flanking a fruit
weight locus. Similarly, Ashikari et al. (2005)
generated a F, population of 13,000 individuals
for fine mapping of the QTL governing grain
number in rice, which was ultimately cloned
and named as Gnl.

5.26 Choice of Mapping Population

The short-term mapping populations, such as F»,
backcross, or the conceptual near-isogenic lines
developed following the bulk segregant analysis
(BSA) approach (Sect. 6.6.2), can be a good
starting point in molecular mapping. However,
long-term mapping populations like RILs, DHs,
NILs, and CSSLs, or immortalized F,, MAGIC,
or NAM should be developed for precision
phenotyping of the traits of importance and for
sharing of the populations among different
research workers involved in global mapping
projects. In fact, the development and phenotypic
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characterization of mapping populations should
become an integral part of the ongoing breeding
programs in important crops. At this point, the
roles of geneticists and plant breeders become
crucial for reaping the full benefits of molecular
plant breeding. Since RILs, DHs, NILs, and
CSSLs are homozygous, they are not suitable
for studying dominance and interaction effects,
except for additive x additive interaction effects.
In contrast, immortalized F, populations com-
bine the benefits of perpetual mapping
populations and the opportunity for studying
dominance and all interaction effects estimable
from F, populations.

Questions

1. Discuss the relevance of mapping
populations in mapping of genes and quanti-
tative trait loci.

2. Discuss the usefulness and limitations of
mapping populations based on early
segregating generations from biparental
crosses.

3. Briefly describe the different procedures for
generating near-isogenic lines and their use-
fulness in gene mapping studies.

4. “Recombinant inbred lines offer several
advantages including the opportunity to
detect markers located close to the target
gene.” Discuss this statement in the light of
available information.

10.

11.

. Briefly discuss

5 Mapping Populations

. “Immortalized F, populations are the best

available option for detection and mapping
of heterosis quantitative trait loci.” Analyze
this observation critically in the light of rele-
vant information.

. Briefly describe the construction of chromo-

some segment substitution lines and discuss
their usefulness in linkage mapping and
plant breeding.

. Most mapping populations are derived from

biparental crosses. But some mapping
populations are constructed from
multiparent crosses. Briefly describe the
salient features of some of the multiparent
crosses and discuss their advantages and
limitations.

the populations and
procedures used for linkage mapping in
polyploid species.

. Discuss the relevance of the type of mapping

population and its size and the difficulties
encountered in mapping studies.

“Doubled haploid populations are similar to
recombinant inbred line populations, but
they are not as informative as the latter.”
Critically analyze this statement in the light
of relevant information.

Briefly describe the recurrent selection back-
cross procedure and discuss its usefulness
and limitations.



6.1 Introduction

According to the second law of Mendel, the law
of independent assortment, segregation of two
different genes is independent of each other.
However, the chromosomal theory of inheri-
tance, proposed in 1902, led to the expectation
that more than one gene would be located on a
single chromosome and such genes would tend to
be inherited together since each chromosome
appeared to behave as a unit during mitosis and
meiosis. In 1911, Morgan proposed that three
sex-linked genes of Drosophila were linked
together and described the essential features of
linkage and crossing over. The tendency of two
or more genes or loci being inherited together is
known as linkage. It is now universally accepted
that genes located relatively close to each other
in the same chromosome show linkage. Further,
new combinations of linked genes are usually
recovered in the progeny; this phenomenon is
known as recombination. Recombination
between linked genes is the result of crossing
over, i.e., a physical exchange of ordinarily
strictly homologous segments between homolo-
gous chromosomes. Finally, the frequency of
recombination between two linked genes is gen-
erally proportional to the distance between them.
As aresult, genes located close to each other in a
chromosome show a lower frequency of recom-
bination than those located farther apart. This
feature of linkage was exploited by Sturtevant
to generate the first ever linkage map of

Drosophila in 1913. Since then, linkage maps
have been constructed in every organism that
has been the subject of genetic investigations.

6.2 Genetic Maps

A genetic map is a schematic representation of
various genetic markers in the specific order, in
which they are located in a chromosome along
with the distances between them. Genetic maps
have been constructed by using three diverse
strategies to generate three different types of
maps, viz., (1) linkage maps, (2) cytogenetic or
cytological maps, and (3) physical maps.

6.2.1 Linkage Maps

A linkage map is a schematic representation of
the relative locations of various genetic markers
present in the chromosomes of an organism as
determined from the frequency of recombination
between pairs of markers. The recombination
frequencies between marker pairs are estimated
from suitable mapping populations (Chap. 5) and
are converted to map or genetic distances. Based
on the genetic distance, the markers are grouped
into linkage groups, and their order in the linkage
group is depicted as the linkage map. But the
recombination frequency shows considerable
variation in the different regions of the genome,
and heterochromatic regions like centromeres
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exhibit considerably reduced recombination
frequencies. In such cases, cytogenetic maps
depicting the physical fine structure of
chromosomes can provide complementary infor-
mation and enhance the usefulness of genetic
maps. In addition, recombination frequency itself
is a heritable trait and is affected by several
factors, including sex, genetic background, and
environmental conditions. A special category of
linkage maps, called functional maps, depicts
locations of different genes of the concerned spe-
cies. The conventional linkage maps also depict
the genes governing different phenotypic traits,
but they are developed by using the concerned
traits as genetic markers. The functional maps,
on the other hand, are developed by using molec-
ular markers located within genes or the gene
sequences themselves are used as markers. The
genes mapped in a functional map include those
affecting traits of interest, genes with known func-
tion, and those comprising quantitative trait loci
(QTLs). A large number of functional maps have
been prepared for wheat; these maps depict genes
involved in specific metabolic pathways or
expressed sequence tags (ESTs) derived from
mRNAs from specific organs.

6.2.2 Cytogenetic Maps

A cytogenetic map depicts the locations of vari-
ous genes in the chromosomes of a species rela-
tive to specific microscopically observable
landmarks in the chromosomes. In most cases,
each chromosome has a characteristic banding
pattern, which may be either naturally present,
e.g., in polytene chromosomes of Drosophila, or
is most commonly generated by specific staining
protocols like Giemsa C. Even morphological
landmarks like  centromeres, nucleolus-
organizing regions, knobs, etc., and heritable
heterochromatic regions of identifiable shape
have been used for mapping. Cytogenetic
mapping is generally used in eukaryotes, which
have relatively large microscopically observable
chromosomes. Further, it is far more refined in
species having polytene chromosomes. Cyto-
genetic mapping may use one or more of the
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following approaches: (1) fluorescence in situ

hybridization (FISH), including multicolor
FISH (McFISH), using gene sequences as
probes; (2) human—-mouse somatic cell

hybridization, followed by genetic and cyto-
genetic analyses of the hybrid clones; and
(3) analysis of small changes in polytene
chromosomes and the genetic alterations
associated with them. In addition, chromosome
deletion, translocation, trisomic, monosomic, and
nullisomic lines serve as valuable tools for cyto-
genetic mapping. Further, defined translocation
breakpoints enable localization of probes to spe-
cific regions of chromosome arms. Cytogenetic
maps permit the linkage groups to be associated
with specific chromosomes. They also allow
decision about the direction of the various link-
age groups in relation to the morphology of the
respective chromosomes. The information from
cytogenetic maps developed on the basis of FISH
facilitates the construction of physical maps and
allows the BAC clones and other BAC sequences
to be placed along the chromosomes.

6.2.3 Physical Maps

In a physical map, the genes/molecular markers
are depicted in the same order as they occur in
the chromosomes, but the distances between
adjacent genes/markers are depicted in terms of
base pairs. The distance in terms of base pairs is
known as physical distance and is determined by
either hybridization of appropriate probes or
sequence alignment to a good quality reference
genome. Physical mapping usually involves
(1) cloning of many pieces of chromosomal
DNA, (2) characterization of these fragments
for size, and (3) determination of their relative
locations along the chromosomes using a suitable
technique like McFISH (Hass-Jacobus and
Jackson 2005). The molecular markers used for
linkage mapping can also be used for physical
mapping (Sect. 6.17). The ultimate physical map
of any genome is a good quality genome
sequence that is fully annotated to depict all the
functional elements of the genome. Reasonably
good quality genome sequences are available for
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several species, but their complete and reliable
annotation remains to be accomplished.

Estimation of Recombination
Rates

6.3

The two fundamentals of linkage mapping are
the phenomena of linkage and crossing over. As
a rule, frequencies of the parental genotypes
(allelic combinations) of linked genes are much
higher than their expected frequencies in the
progeny. But new allelic combinations of linked
genes are produced by crossing over; this is
called recombination. The individuals having
new combinations of linked genes are termed as
recombinants. As a rule, the frequencies of
recombinant genotypes are drastically lower
than their expected frequencies and the
frequencies of parental genotypes. In general,
each event of crossing over between two linked
genes produces two parental and two recombi-
nant gametes. Further, the likelihood of crossing
over taking place between two given points of a
chromosome is presumed to depend on the phys-
ical distance between them. It is impractical to
score the frequency of crossing over between two
genes, while the recombination frequency can be
readily estimated. Therefore, recombination fre-
quency is generally taken as an approximate
indicator of the distance between genes/markers
and provides the basis for linkage map
construction.

Let us suppose that two genes, viz., a (alleles
A and a) and b (alleles B and b), are linked and
two lines with the genotypes AA BB and aa bb
are crossed to produce the F; Aa Bb. This F will
produce four types of gametes (AB, Ab, aB, and
ab) and testcross progeny (Aa Bb, Aa bb, aa Bb,
and aa bb). The gametes AB and ab (and the
testcross progeny Aa Bb and aa bb) represent
the parental allelic combinations, while the
gametes Ab and aB (and the testcross progeny
Aa bb and aa Bb) are the recombinant types. It
should be noted that the recombinant types will
be produced by one crossing over event between
the genes @ and b (Fig. 6.1). The frequency of
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recombination between the genes a and b can be
estimated as follows:

Number of recombinant progeny

(6.1)

r =
Total number of testcross progeny

__ Totalnumber of Aa bb and aa Bb progeny

Total number of testcross progeny (62)
This estimation of recombination frequency (r) on
the basis of phenotypic data from a testcross popu-
lation is possible because this population permits
visualization of the gametes produced by the F,
hybrid. Some other mapping populations, such as
backcross with the recessive parent and that with
the dominant parent (in case of codominant
markers/genes only) and doubled haploid
(DH) populations, also allow visualization of the
F gametes. Therefore, r can be estimated from
these populations in the same manner as described
above. However, in F, and recombinant inbred line
(RIL) and other similar populations,  cannot be
directly estimated. In such populations, the maxi-
mum likelihood method has to be used to obtain
the most probable estimate of r. But in the case of
RILs, a simpler approach for estimation of r is to
first calculate R, which is the proportion of inbred
lines, in which the genes a and b have recombined.

Number of inbred lines recombinant
_ forthe genesaand b
~ Total number of inbred lines in the population

(6.3)

Then the value of r is estimated from R following
Haldane and Waddington (1931), who showed
that R = 2r/(1 + 2r), which leads to r = R/[2
(1 — R)]. Therefore, when the value of r is very
small, the value of R is approximately 27.

6.4  Genetic Distance

Since the frequency of recombination depends on
distance between the two given genes, it could be
used as a measure of the distance between them
and as the basis for linkage mapping. However,
recombination frequency cannot be directly used
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. . . . Recombinant types
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Fig. 6.1 The effect of a single crossing over between two
linked genes a and b. Out of the four gametes produced by
this meiotic division, two each are of the parental and the
recombinant types. The four gametes can be easily moni-
tored by examining the phenotypic expressions of the
concerned traits in the testcross progeny. Since the test-
cross parent (aa bb) contributes only recessive alleles to

as a measure of the genetic distance for the fol-
lowing reason. When two genes are located close
to each other, only a single crossing over may be
expected to take place between them, and each
crossing over would lead to recombination
(Fig. 6.1). But as the distance between these
genes increases, the likelihood of two or more
simultaneous crossing overs between them
would also increase. The occurrence of an even
number of crossing overs between two genes will
yield only parental gene combinations (Fig. 6.2).
As a result, the recombination frequency will no
longer correspond to that of crossing over, and it
will become progressively smaller than that of the
latter as the distance between the two genes
increases. In any case, no matter how far apart

the progeny, the phenotypes of these progenies are deter-
mined solely by the F'; gametes. It may be pointed out that
one crossing over event involves only two nonsister
chromatids of a bivalent. However, the other two
chromatids of the bivalent may also be involved in another
crossing over event, but these possibilities are not consid-
ered here primarily to keep the discussion simple

two genes are located in a chromosome, the fre-
quency of recombination between them cannot
exceed 50 %, which is the frequency of
recombinants obtained with independent segrega-
tion of genes. Thus, in general, the correspon-
dence between recombination frequency and
genetic distance progressively declines with the
increasing distance between the linked genes. In
view of this, recombination frequencies have to be
corrected for the occurrence of multiple
crossovers to obtain the estimates of genetic dis-
tance from them. There are several methods,
called mapping functions, for converting recombi-
nation frequency into genetic distance, but the two
most commonly used methods are those proposed
by Haldane (1919) and Kosambi (1944).
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a A B
A B ] ]
a X x E, — > a b Parental types
2 s a
b = b
Double crossing over
b A 2 Parental type
2 B A b
A X:X:X— B —_— a B }Recombinant types
d l-.’ a b
2 b Parental type

Triple crossing over

Fig. 6.2 Effect of multiple crossing over events between
two genes. (a) When two crossing overs occur, all the four
gametes are of parental type; the same will be the case for
all even numbers of crossing overs. (b) But when three
crossing overs occur, the consequences are the same as
those when a single crossing over takes place (Fig. 6.1);

6.4.1 The Haldane Distance
The Haldane mapping function corrects recom-
bination frequencies for multiple crossing over
events assuming that occurrence of a crossing
over does not affect the likelihood of another
crossing over in the neighboring regions of the
chromosome, i.e., there is no interference. Let us
suppose that genes A, B, and C are located in the
given order in a chromosome (Fig. 6.3). If there
were no multiple crossing overs, a recombination
between the genes A and C will be observed
whenever there is a recombination between the
genes A and B or the genes B and C. Therefore,
the frequency of recombination between A and
C (denoted by r4¢) will equal the total of recom-
bination frequencies between A and B (r4p) and
between B and C (rpc¢). Thus,
rac =Tap +rpc (6.4)
But multiple crossing overs do take place, and
they tend to reduce the recombination rates
between the genes. In this case, two crossing
overs could occur, one between genes A and

again, all odd numbers of crossing overs will produce the
same result. For simplicity, the multiple crossing overs
are considered to involve the same two nonsister
chromatids of the bivalent. However, they may also
involve three or all the four chromatids of the bivalent,
leading to different consequences

a b c

Fig. 6.3 A map of three genes a, b, and ¢ located in the
same chromosome in the order a—b—c

B and the other between genes B and Cj; the
frequency of this event will equal the product of
the frequencies of crossing overs between the
two pairs of genes (r4p - rpc). Since the double
crossing over event can occur in two different
ways, i.e., crossing over between A and B,
followed by that between B and C, and vice-
versa, the frequency of double crossing over
would equal 2r,p - rgc. Therefore, the observed
frequency of recombination between the genes
A and C will be lower (by 2r4p - rpc) than other-
wise expected. Thus,

FAC = TaB +TBc — 2r'ap - Tpc (6.5)

The above equation can be rewritten, simplified,
transformed to make the relationships linear,
generalized for any number of loci, and ultimately
simplified to yield the Haldane genetic distance
(m) in Morgans as a function of r as follows:



156 6

e (s 20

Since map distances are generally in
centimorgans (cM), and one Morgan comprises
100 cM, the above equation may be written as
follows:

(6.6)

m = —50 In(1 — 2r) (6.7)

6.4.2 The Kosambi Distance

The assumption of lack of interference in the
Haldane function is a strategy of convenience
rather than a reflection of reality. In fact, occur-
rence of crossing over at a chromosomal site
interferes with the occurrence of another crossing
over in its surrounding regions; this phenomenon
is known as interference. As a result, the
observed frequency of two simultaneous crossing
overs in the neighboring regions of a chromo-
some is lower than expected, and the ratio of
their observed to the expected frequency is
termed as coincidence (denoted by c). Therefore,
the value of 2r,p - rzc (the expected frequency
of double crossing over; Sect. 6.4.1) should be
reduced to the fraction c. Thus, Eq. 6.5 becomes

rac = T'AB —+ I'ec — 2¢ I'AB " I'BC (68)
In the absence of interference, i.e., with ¢ = 1,
this equation ultimately simplifies to
m = —(%) In (1 — 2r), which is the same as
Haldane distance. But when interference is
assumed, we have to assign c¢ a value. In general,
the value of ¢ is proportional to that of . How-
ever, this relationship is influenced by several
factors, including the species, the specific chro-
mosome of a genome, and even the particular
region of a chromosome. Kosambi proposed to
assign ¢ the value of 2r; this would yield a value
of 0 for ¢ when r takes the value of 0 and the
value of 1 when r equals 0.5. With this and
certain other assumptions, the equation 6.8 is
simplified to give the Kosambi genetic distance
(mg) in Morgans as follows:
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mg = <411) In[(1 4+ 2r)/(1 = 2r)] (6.9)

Since the genetic distance is ordinarily expressed
in cM, this formula takes the following form:
mg = 25In[(1+2r)/(1 — 2r)] (6.10)
In general, the value of Kosambi distance for a
given value of r is lower than that of Haldane
distance, and this difference increases with the
value of r. This is because the genetic distance
estimates depend on the frequency of double
crossing over, which will always be lower in the
Kosambi function than in the Haldane function for
obvious reason. Therefore, it is not entirely correct
to say that one centimorgan is that distance
between two genes, which would allow one per-
cent recombination between them. The correct
statement would be that a distance of one centi-
morgan between two genes is expected to lead to
one percent crossing over between them. The
Haldane and Kosambi functions of genetic dis-
tance are the most commonly used in plant genet-
ics, but some other functions have also been
proposed, which differ primarily in the relation-
ship between the values of ¢ and r. For example,
one such function assumes the relationship
between ¢ and r to be ¢ = (21*)2. With this rela-
tionship, the value of cisO whenr = 0and ¢ = 1
when r = 0.5. A given genetic distance function
may be valid in some genomic regions, but not
others, and may better fit data from some species
than from other species (de Vienne 2003).

6.4.3 Variation in Genetic Distance

The estimates of genetic distance are affected by
all such factors that affect recombination rates
between genes. The following three factors
intrinsic to biological materials are known to
markedly affect recombination rates. Sex is a
potent factor affecting recombination rates: in
some species like tomato and barley, recombina-
tion rate is higher in the female gametes, while in
some other species like maize, the opposite is the
case. For example, results from reciprocal
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backcrosses in tomato showed that the genetic
map was about 20 % longer when the F; was
used as female than when it was used as male.
Different genotypes of the same species usually
show different rates of recombination, and this
difference may sometimes be more than 20 %.
For this reason, genetic distances between given
pairs of markers estimated from different
mapping populations of the same species may
not necessarily be identical. Finally, genetic
distances estimated from interspecific crosses
are generally considerably (in some cases, up to
65 %) smaller than those estimated from intra-
specific crosses. The reduced genetic distances
result from reduced recombination frequencies in
interspecific crosses than in intraspecific crosses.
In addition, smaller chromosomes of a species
tend to show higher recombination rates than its
longer chromosomes. Similarly, heterochromatic
regions containing highly repetitive DNA
sequences show much lower recombination
rates than do euchromatic regions within a single
chromosome, and the gene-rich regions
corresponding to zones of transcription show
higher recombination rates.

6.4.4 Relationship Between Genetic
and Physical Distances

The physical distance is generally expressed as
kilobase pairs (kb), Mb (megabase pairs), or Gb
(gigabase pairs). In general, the genetic distance
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is proportional to the physical distance, but the
exact relationship is quite variable and is affected
by several factors (Sect. 6.4.3). A comparative
study of the total genome sizes (total physical
distance) and the total genetic lengths of different
plant species reveals the following remarkable
aspect of the relationship of genetic distance
with physical distance (Table 6.1). It would be
seen that the total physical distance increases
from merely 0.15 Gb in Arabidopsis thaliana to
about 16 Gb in hexaploid wheat, representing an
increase of over 100-fold. In contrast, the total
genetic distance increases from 630 cM in
A. thaliana to only 3,500 cM in wheat, which is
merely a 5.6-fold increase. Thus, as the total
physical distance increases, the total genetic dis-
tance also increases, but at a much lower rate
than the physical distance. This relationship is
reflected in the total physical length represented
by one centimorgan genetic distance: this length
is merely 140 kb in Arabidopsis, through 750 kb
in tomato to 4,600 kb in wheat.

The values presented in Table 6.1 for total
genetic lengths and the lengths of DNA per cM
are merely illustrative rather than definitive. This
qualification is required in view of the difficulty
in selecting the appropriate value for the total
genetic distance for a given species. For exam-
ple, more than 1,000 different genetic maps have
been constructed for maize using various types of
mapping populations and different parental
materials. The total genetic lengths of these
maps range from just 1,500 to 4,922 cM, which

Table 6.1 The relationship between genome size, physical distance, and genetic distance in certain plant species, for

which saturated genetic maps have been developed

Haploid (n)

Genome size

Total genetic Length (kb)

Plant species chromosome number (Gb of DNA) length (cM)* of DNA per cM
Arabidopsis 5 0.15 630 140
Bean 11 0.65 830 780
Maize 10 2.5 1,860% 1,400
Rapeseed 19 1.2 1,016 1,200
Rice 12 0.43 1,575 280
Soybean 20 1.2 2,700 440
Tomato 12 0.95 1,267 750
Wheat 21 16 3,500 4,600

*There are over 1,000 different linkage maps for maize and the estimates for total genetic length range from just

1,500 to 4,922 cM
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represents about 3.3-fold variation. Conse-
quently, the length of DNA/cM of genetic dis-
tance in maize would vary from merely 500 to
1,667 kb. Further, these values are the average
for the entire genome assuming even distribution
of the recombination frequencies over the entire
genome. However, in reality, both recombination
rates and the length of DNA/cM genetic distance
show considerable local variation in the genome.
For example, in the maize genomic region hav-
ing the bronze locus, 1 cM corresponds to merely
14 kb as compared to 1,400 kb for the entire
genome. The length of DNA/cM genetic distance
is also affected by genetic as well as environmen-
tal factors.

The relationship of genetic distance to the
physical distance is of considerable importance
in map-based or positional cloning of genes. For
example, in a species with small genome size like
A. thaliana, a marker located at 1 cM from the
gene of interest would be considered as
promising for positional cloning, but the same
genetic distance would be discouraging in spe-
cies like maize and wheat.

6.5 General Procedure for Linkage
Mapping of Molecular Markers
and Oligogenes

1. The first step in mapping of markers/

oligogenes is to select two genetically diver-
gent parents expected to differ for a large
number of markers and/or the trait of interest.
The selected parents are crossed, and a suit-
able mapping population (Chap. 5) is
developed.

2. The parents are tested with a large number of
markers to identify polymorphic markers. The
two parents would differ for the alleles of a
polymorphic marker.

3. In case a molecular marker map is to be
constructed, all the individuals of the mapping
population are screened with the polymorphic
markers; this is called genotyping.

4. The marker genotype data are analyzed using
a suitable software package (Sect. 6.14) to
estimate recombination frequencies and
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genetic distances between marker pairs,
group the markers into linkage groups, select
the most likely marker order, and finally pre-
pare a marker linkage map.

5. In order to map an oligogene governing the
trait of interest, all the individuals of the
mapping population are evaluated for pheno-
typic expression of the trait; this is known as
phenotyping. Since the target trait would be a
qualitative trait governed by one or few
oligogenes, the individuals of the population
would be classifiable into a limited number of
distinct phenotypic classes. For example, if
resistance to a disease were governed by a
single oligogene, the individual plants of the
mapping population would be classified either
as “resistant” or “susceptible” on the basis of
their reaction to the disease.

6. The trait phenotype and marker genotype data
are analyzed using a suitable computer pro-
gram (Sect. 6.14) to identify the markers
linked to the oligogene governing the target
trait, estimate the frequency of recombination
between the gene and the markers, and ulti-
mately prepare a linkage map of the oligogene
and the markers linked to it.

7. In fact, one may not genotype the entire
mapping population for all the polymorphic
markers to identify the markers linked to the
gene for the target trait. One may use a strat-
egy like bulked segregant analysis
(Sect. 6.7.2) to identify a small set of poly-
morphic markers most likely to be linked to
the target trait/gene.

6.6 Mapping of the Loci Present

in a Chromosome

The mapping software estimate the likelihood of
linkage (Sect. 6.8) as well as the genetic distance
(Sect. 6.4) between all possible pairs of loci.
They use the genetic distance estimates to
group the loci into distinct linkage groups as
well as to determine the most likely order of the
loci in each linkage group. The problem of
finding the “true order” of loci in a linkage
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group or chromosome is known as “traveling
salesman problem”. The “true order” of loci in
a chromosome represents the order in which the
loci actually occur in the concerned chromo-
some. The various algorithms developed to
solve the above problem are basically of two
types, viz., the exhaustive search and the approx-
imation algorithms. An exhaustive search is
impractical as it requires heavy computation
that is extremely time-consuming. Therefore,
approximation algorithms offer the only practi-
cable approaches; these algorithms include
simulated annealing, Lander—Green, and step-
wise algorithms. Many of these algorithms have
been implemented in mapping programs like
MapMaker/Exp, JoinMap, GMendel, etc. In an
alternate approach, the linkage map construction
for a chromosome begins with a small number of
loci. Then more loci are added to the linkage map
one at a time; this approach is called sequential
map construction. Several different approaches
have been proposed for sequential mapping. Of
these, the unidirectional growth method has the
same speed and other advantages as the other
sequential mapping approaches, but it has a
much higher accuracy. In this approach, the
locus at one terminus of the map of a chromo-
some is the first to be determined. Then the other
loci of the linkage group are added to the map
one at a time in the direction of the other end of
the chromosome. Computer simulation results
showed this method to be more efficient than
several other methods including simulated
annealing, evolutionary strategy, and neighbor
mapping methods. Thus, the unidirectional
growth approach of sequential mapping is suit-
able for map construction with a large number of
loci (Tan and Fu 2006). But the insertion algo-
rithm, a modification of the branch and bound
algorithm, begins with any pair of linked loci and
then adds to this map one of the remaining loci in
the appropriate position in the map. This step is
repeated many times, and the loci are selected
randomly for insertion into the growing linkage
group. It has been found that this algorithm is
more efficient than the unidirectional growth
algorithm, and it was considered to be a robust
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and efficient algorithm for large-scale linkage
mapping (Wu et al. 2011a).

6.7  Strategies for Mapping

of Oligogenes

A qualitative trait is governed by one or few
genes with large effects, and its phenotypic
expression is relatively little affected by the envi-
ronment. As a result, the individuals can be read-
ily classified into two or more distinct classes on
the basis of such traits, and the inheritance of
such traits can be followed with confidence.
Therefore, oligogenes can be treated at par with
markers for mapping purposes, and the qualita-
tive traits were the first marker type used for
construction of the conventional linkage maps.
Therefore, the purpose of mapping of an
oligogene with molecular markers is to identify
marker(s) closely linked to the oligogene to facil-
itate indirect selection for the concerned trait. As
noted in Sect. 6.5, one approach for this is to
screen the whole mapping population for a
large number of markers. However, this would
involve considerable genotyping work, and the
chance of finding a marker closely linked to the
gene of interest would be small. Therefore, a
suitable strategy like near-isogenic lines, bulked
segregant analysis, bulked segregant RNA-Seq,
etc., should be used to reduce the genotyping
work and to facilitate identification of those
markers that are most likely to be closely linked
to the gene(s) governing the target trait.

6.7.1 Use of Near-Isogenic Lines

In theory, isogenic lines have identical genotype,
except for the alleles of a single gene. But an
isogenic line (RP’) of a recurrent parent (RP) is
generally produced by a backcross program
(Sect. 5.10). The RP and the RP’ differ not only
for the gene transferred from the donor parent
(DP) but also for a variable number of loci linked
to this gene and often for loci located in other
chromosomes. Therefore, the RP and RP’ are
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called near-isogenic lines (NILs) in the place of
isogenic lines. When the RP, RP’, and the
concerned DP are screened with a number of
markers, many of the markers would be polymor-
phic, i.e., will differ among the RP, RP’, and DP
(Kaeppler et al. 1993). Most of the polymorphic
markers will differentiate the DP from the RP
and the RP’; these markers will be located in the
genomic regions of RP. But some of the polymor-
phic markers will differentiate the RP from both
the DP and the RP’; these markers will be located
in those DP genomic regions that have been
retained in the RP'. A comparison between RP
and RP’ would permit the identification of
markers expected to be located in the transferred
DP genome. However, the inclusion of DP as a
control is highly desirable as it would eliminate
the risk of differences between the RP and the RP’
being the product of technical and/or genetic
errors. The technical errors would include genera-
tion of bands due to artifacts, while genetic errors
would result from contamination due to mechani-
cal mixture and/or cross-pollination. Two impor-
tant questions, however, remain to be answered:
(1) which of these markers are linked with the
transferred gene, and (2) what is the genetic dis-
tance between the gene and the linked markers?
One way of resolving the first question is to
evaluate several pairs of NILs developed by
transferring the same gene from the same DP
into several different RPs. Some of the markers
differentiating the RP from the RP’ and the DP
will differ among the NIL pairs; these markers
will not be linked to the transferred gene and will
be present in the DP genomic regions transferred
randomly into the RP genome. But some of the
polymorphic markers will be common to all the
pairs of NILs tested; these markers are likely to
be linked to the target gene. Another approach
that provides answers to both the above questions
consists of crossing an RP’ to the concerned RP
to generate a mapping population like F,. This
population is screened for the target trait and the
polymorphic markers, and the trait phenotype
and marker genotype data are analyzed using
suitable computer software (Sect. 6.14) to iden-
tify the markers linked to the target trait/gene and
to obtain the estimates of the genetic distances as
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well. It has been suggested that markers like
AFLP, ISSR, etc., that are used for fingerprinting
should be used for this analysis; once a closely
linked marker is identified, it may be converted
into a more user-friendly SCAR marker. Several
oligogenes, especially those for disease resis-
tance, have been mapped using NILs.

6.7.2 Bulked Segregant Analysis

Bulked segregant analysis (BSA) is based on the
principle of NILs. It is widely used for
identifying markers putatively linked to the
gene of interest with the minimum effort and
expenditure. In BSA, two parents, say, a disease
resistant and a susceptible line, are crossed, and a
suitable mapping population, like F,, backcross,
DH, RIL, etc., population, is generated. In the
case of an F, population, individual plants are
phenotyped for their reaction to the concerned
disease, and plants exhibiting extreme resistance/
susceptibility to the disease are identified. Usu-
ally, equal amounts of DNA isolated from the ten
most resistant and the ten most susceptible plants
in each group are pooled to constitute two bulks,
viz., the resistant and the susceptible bulks.
DNAs from the two parents and the two bulk
DNAs are screened with a large number of
markers. A marker showing polymorphism
between parents as well as the resistant and sus-
ceptible DNA bulks is likely to be linked to the
target gene/trait, i.e., resistance to the concerned
disease in this case. It may be pointed out that the
polymorphism may not always be of “presence”/
“absence” type, but it may be observed as a
difference in band intensity between the two
bulks due to the presence of one or few recombi-
nant individuals in the bulk(s). These polymor-
phic markers are genotyped in all the individuals
of the mapping population, and the data on trait
phenotype and marker genotype are analyzed for
linkage mapping of the target trait (Michelmore
et al. 1991).

Conceptually, the genetic constitution of the
two bulks with respect to any marker will depend
on the location of this marker in the genome with
respect to the gene governing the target trait that
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was used for creating the two bulks. It is assumed
that the target trait has 100 % heritability, i.e.,
there is complete correspondence between the
genotype at the concerned locus and the trait
phenotype. Since the bulks were constituted on
the basis of the target trait phenotype, they are
expected to differ for the gene governing this
trait and the markers linked to this gene. In con-
trast, the markers not linked to this gene will
segregate independently of the gene, and both
the alleles of all such markers would be expected
to be present in both the bulks in comparable
frequencies. Therefore, the two bulks will be
similar in composition for all the markers
segregating independently with the gene of inter-
est, while they would differ for those markers
that are linked to this gene.

The minimum size of bulks can be determined
by estimating the maximum probability of
detecting linkage between an unlinked marker
and the target gene, i.e., being polymorphic
between the two bulks. This probability should
be as low as feasible, and its magnitude depends
on the type of mapping population and the domi-
nance relationship at the marker locus. For exam-
ple, the probability for an unlinked dominant
marker being polymorphic between the two
bulks in an F, population will be given by the
following formula:

Py =2(1/4)"[1 = (1/4)"] (6.11)
where Py is the maximum probability of
detecting linkage between the gene and an
unlinked dominant marker and 7 is the number
of plants constituting the bulk. When the value of
n is 10, the above equation will simplify to give
the approximate estimate of the probability as
27 or 2 x 107°. Therefore, the probability
that a marker that is polymorphic between the
two bulks is linked with the target gene would be
1 — (2 x 107°). For this reason, usually 10 plants
are used for constituting each of the two bulks. In
the first study based on BSA, Michelmore
et al. (1991) detected RAPD markers linked to
the gene Dm5/8 that confers resistance to downy
mildew in lettuce. They created resistant and
susceptible bulks of 17 F, plants each out of a
population of 66 F, plants and screened them
with 100 RAPD primers. They were ultimately
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successful in identifying three RAPD markers
that were linked to the resistance gene. The
BSA method can be used iteratively, i.e., new
bulks can be constructed based on each new
marker linked more closely to the target gene,
in an effort to identify markers tightly linked to
the gene (Sect. 6.9). Usually, the bulks are cre-
ated from the concerned mapping population, but
the BSA markers could as well be anchored in a
different mapping population (Sect. 6.7.3). BSA
has been extensively used for mapping of
oligogenes governing qualitative traits of various
crop species, and it has been extended to the
mapping of quantitative trait loci (QTLs) as well.

The principle of BSA is similar to that of NILs
in the following respect. (1) In both the cases, the
two samples (the two bulks in BSA and the two
lines of each NIL pair) are expected to be homo-
zygous for different alleles of the target gene.
Therefore, (2) the two bulks, and the two
members of each NIL pair, will differ for such
markers that are closely linked to the target gene.
(3) Finally, the two bulks are expected to have
comparable frequencies of both parental alleles
of all such loci that are unlinked to the target
gene. Similarly, both the members of an NIL pair
are expected to be homozygous for the same
parental allele of all such loci. However, the
BSA and NIL strategies differ in the following
respect: the dominance relationships at the target
and marker loci, and the phase of linkage
between them will not materially affect the
results from analysis of NILs, while these factors
are highly relevant in the case of BSA. This is
because each member of an NIL pair will be
homozygous for the target gene as well as the
marker loci; as a result, the alleles of the target
gene and marker loci present in the members of
an NIL pair would be readily distinguished. The
same will be the case when the bulks for BSA are
created from DH or RIL populations, where the
only confusion will arise due to those individuals
that are recombinant for the target gene and the
linked marker locus. But in the case of F, and
backcross (actually, testcross) populations, the
two bulks will be easily distinguishable on the
basis of the dominant markers alleles linked in
coupling phase with the target gene. However,
the two bulks cannot be differentiated for the
dominant marker alleles linked in the repulsion
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Line 1 Line 2 Bulk 1 Bulk 2
MIl A m2 ml M2 M1 A m2 ml M2
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Near-isogenic lines Doubled haploid lines
Recombinant inbred lines
Bulk 1 Bulk 2
M1 A m2 ml a M2 Bulk 1 Bulk 2
ml a2 m2 ml M2 Ml A m2 ml M2
+ ml a M2 ml M2
Ml A m2 Backcross population
ml a M2
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Fig. 6.4 Effect of linkage phase on the ability of domi-
nant markers to discriminate between members of NIL
pairs and the two bulks derived from doubled haploid,
RIL, F, and backcross populations. The backcross popu-
lation is produced by crossing the F; to the parent having
the recessive phenotype for the target trait. For simplicity
of presentation, it is assumed that the markers and the
target gene are completely linked and there is no recom-
bination between them. It would be seen that the marker

phase with the target gene (Fig. 6.4). Therefore,
assuming that there is equal frequency of cou-
pling and repulsion phase markers, about 50 % of
the markers of a dominant marker system will
fail to discriminate between the two bulks from
these populations. Therefore, twice as many
markers will have to be scored for BSA in F,
and backcross populations than that for BSA in
DH and RIL populations. One approach to over-
come the above difficulty is to screen several
(30-50) individual plants with the recessive phe-
notype of the trait, but even this approach is not
very reliable (Sect. 6.7.3). This approach may,
however, be useful if there were near-complete
linkage and a fairly large number of plants were
screened. The above difficulties will not be faced
in the case of codominant markers, particularly
when the target trait also shows partial dominance.

BSA offers certain advantages over NILs.
(1) BSA does not require several generations of
backcrossing, which is necessary for the develop-
ment of NILs. (2) A proportion of marker loci
polymorphic in the two members of an NIL pair
are likely to map in genomic regions other than

M1, which is linked in coupling phase with the target gene
A, is able to discriminate between the two F> and back-
cross bulks. In contrast, the marker M2 is linked with the
target trait in repulsion phase and is unable to differentiate
between the two F» and backcross bulks. The two bulks
(Bulk 1 and Bulk2) are constituted on the basis of
phenotypes produced by the alleles A and a, respectively.
It may be emphasized that the linkage phase has no effect
in the cases of NILs, and DH and RIL populations

that harboring the gene of interest. But in BSA, the
genomic regions unlinked to the target gene are
not likely to differ between the two bulks when
each bulk comprises ten or more individuals. Fur-
ther, (3) all polymorphic loci detected using BSA
will be segregating in the mapping population and
can be mapped by analyzing the individual plants
of the population. In contrast, the loci polymor-
phic in a pair of NILs can be mapped only after
developing a mapping population from them.
Finally, (4) BSA can be used for finding markers
to fill the gaps remaining in genetic maps
(Sect. 6.9). BSA has been extended to linkage
mapping of QTLs, gene mapping using
RNA-Seq, and for pooled mapping.

6.7.3 Mapping of Recessive
Morphological Mutants by a
Two-Step Procedure

In the two-step procedure for mapping of reces-
sive mutations, the first step involves the con-
struction of a linkage map with sufficient
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number of markers using a biparental mapping
population. In the second step, the mutant strain
is crossed to the two parents of the mapping
population to generate two F, populations
(Castiglioni et al. 1998). From each F, popula-
tion, 30-50 plants with the mutant phenotype are
selected and screened with the markers already
placed onto the linkage map. The two parents of
the mapping population and about 5 wild-type F;
plants may also be included as controls. A domi-
nant marker present in the wild-type strains and
absent from the mutant strain is expected to be
present in 75 % of the mutant F, plants in case of
independent segregation of the marker and the
mutant gene, but it will be absent from the
mutant F, plants in case of tight linkage. Thus,
a marker present in the mutant F, plants in a low
frequency would be linked to the mutant allele,
and the plants having the marker would be
recombinants. The recombination frequency
between this marker and the mutant gene is
then estimated, and based on this information,
the gene is placed onto the already constructed
linkage map. Dominant markers present in the
mutant strain and absent from the wild-type
strain are not suitable for this analysis because
of the narrow window available for them. Such a
marker is expected to be present in 100 % of the
mutant F, plants in case of tight linkage between
the marker and the gene, while 75 % of the plants
will show the marker in case of independent
segregation. Castiglioni et al. (1998) constructed
a genetic map comprising 511 AFLP markers
using 113 DH lines from the cross Proctor x
Nudinka. The recessive mutant branched-5,
isolated from a germplasm collection, was crossed
with both Proctor and Nudinka. They selected
45 mutant and 5 wild-type plants from the F,
population of the mutant x Nudinka cross and
analyzed them for the AFLP markers. Markers
linked with the mutant gene were identified,
genetic distances between the gene and the
markers were estimated, and the gene was placed
onto the already constructed linkage map. Analy-
sis of the mutant plants isolated from the F, gen-
eration of the mutant x Proctor cross supported
the findings from the above analysis.
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6.7.4 Bulked Segregant RNA-Seq

Bulked segregant RNA-Seq (BSR-Seq) is a modi-
fication of BSA that uses RNA sequence data
from the two phenotypic extreme bulks to iden-
tify markers tightly linked to the gene responsi-
ble for the target trait (Liu et al. 2012). BSR-Seq
was used to map the g/3 (glossy 3) gene of maize,
which affects epicuticular wax deposition on
juvenile leaves to generate the glossy phenotype.
RNA was isolated from leaves of the normal and
glossy bulks from the F, population and
sequenced by RNA-Seq technology. This tech-
nology also provides information about the
approximate number of copies of each RNA
sequence present in the sample assuming that
the numbers of reads of various sequences reflect
their relative concentrations in the sample. The
RNA sequence data was used to discover a large
number of polymorphic SNP markers. This data
was analyzed by an empirical Bayesian-based
BSA approach to identify the SNP markers
tightly linked to the glossy 3 gene, map it within
a 2 Mb interval, and ultimately clone this gene.
Theoretically, only a single allele of the marker
showing complete linkage with the glossy 3 gene
should be present in the glossy bulk since this
phenotype is recessive and, consequently,
expected to be homozygous, while the normal
bulk should have both the alleles of the marker.
However, in practice, only single alleles of many
unlinked SNP markers are also detected in the
mutant bulk due to allele-specific expression and
sampling error. The Bayesian-based BSA
approach was developed to filter out such noise
and identify SNP markers completely linked to
the gi3 gene.

Ideally, RNA used for sequencing should be
extracted from a tissue in which the target gene
expression takes place, but this is not essential.
BSR-Seq combines polymorphic marker discov-
ery with gene mapping. Therefore, it can be used
even in such populations, for which marker poly-
morphism information is not available. The anal-
ysis of the RNA sequence data provides
information on the effect of the mutant allele of
target gene on global gene expression and
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simplifies gene cloning efforts. BSR-Seq is effi-
cient and cost-effective particularly in case of
species with large genomes. BSR-Seq may be
modified to enable mapping of dominant mutant
genes, major effect QTLs, and possibly major
genes influenced by modifying genes. Although
replication is not essential, findings from
replicated studies would be more reliable. The
mapping interval size is affected by the number
of individuals included in the two bulks, the
depth of sequencing, and the extent of polymor-
phism in the mapping population. In general, the
larger are the above variables, the more precise
would be the mapping results. In addition, a
mutant affecting allele-specific expression of
genes may lead to identification of false-positive
SNPs. BSR-Seq depends on a reference genome
sequence. Therefore, it is affected by the quality
of this sequence and the extent of structural and
copy number variations between the reference
genome sequence and that of the strain being
analyzed. The mapping software MMAPPR
(Sect. 6.14.11) has been developed for linkage
mapping using pooled RNA-Seq data.

6.7.5 The MutMap Technique

The MutMap scheme was developed by Abe
et al. (2012) for a quick, reliable, and cost-

Fig. 6.5 A schematic
representation of the
MutMap scheme for
mapping of mutant alleles
of oligogenes. Sequencing
is done using a NGS
platform. SNP index of a
SNP locus is the ratio of
reads having the mutant
SNP allele to the total
number of reads covering
the SNP locus (Based on
Abe et al. 2012)
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effective mapping of causal SNPs in more than
10 EMS-induced mutant lines of rice (Fig. 6.5).
Mutations are induced in a homozygous line by a
chemical or physical mutagen treatment. A
mutant line is then selected and crossed with
the parental line. In the F, generation, plants
with the mutant phenotype are selected, and
equal amounts of DNA from each selected plant
are bulked. This DNA bulk is subjected to whole-
genome sequencing, using a next-generation
sequencing (NGS) platform with sufficient
depth. The depth should be such that the set of
reads for a genomic region may be expected to
include sequences from almost all the mutant
individuals included in the bulk. The short
sequence reads are aligned with the parental ref-
erence genome and the genomic positions with
SNPs are identified. These SNPs would have
been induced by the mutagen treatment. Each
mutant line may be expected to differ from the
parent at several (up to around 2,000) SNP loci.
For each SNP locus, the numbers of short reads
having the parental and the mutant SNP alleles
are scored, and a SNP index is calculated. SNP
index is the ratio of the number of short reads
with the mutant allele at a SNP locus to the total
number of short reads covering this SNP locus. In
case of a recessive mutation, all the F,
individuals with the mutant phenotype will be
homozygous for the mutant allele of the

Parent x Mutant

:

F1
F2

Plants with mutant
phenotype selected

DNA from the mutant plants bulked

:

«  Whole genome sequencing of the DNA bulk at sufficient depth
« Short reads aligned with parental genome sequence

* SNPs identified and SNP index for each SNP locus calculated
« SNP with index of ~1 is the causal SNP

* Location of causal SNP determined from the reference genome



6.8 LOD Score and LOD Score Threshold

concerned gene. As a result, the mutant SNP
allele involved in the gene mutation, i.e., the
causal SNP allele, will also be homozygous in
all these individuals. Therefore, the causal SNP
locus will have SNP index of 1.0. In addition,
SNP loci tightly linked with the causal SNP
locus, but not involved in the gene mutation,
will have SNP indices close to one. The
remaining SNP loci will have SNP index of
~0.5 since the mutant and parental alleles at
these loci will be in nearly 1:1 ratio in the mutant
F, plants. The causal SNP locus can be readily
mapped onto the reference parental genome.
Thus, the MutMap approach involves whole-
genome sequencing of a single DNA bulk and
avoids marker development, genotyping of indi-
vidual plants, and linkage analysis for mapping
of the gene.

A variation of MutMap scheme, the MutMap-
Gap scheme, is designed to identify mutations
located in those genomic regions that are missing
from the parental or reference genome. First the
MutMap approach is used to identify the approx-
imate genomic location of the causal SNP allele.
Then de novo assembly of the missing region of
the parental genome is done, the reads from the
mutant bulk are aligned to this reference
sequence, and the causal SNP mutation is
identified and mapped. MutMap-Gap was used
to isolate the gene Pii for blast resistance using
mutant lines lacking the Pii function. Recently,
MutMap scheme was modified on the pattern of
BSA to allow mapping of mutations, including
those causing seedling lethality or sterility, with-
out the need for a cross with the parental line. In
the new scheme, called MutMap™, the seeds from
mutagen-treated M1 plants are grown as individ-
ual plant progenies. Selfed seeds are harvested
from wild-type plants of an M2 progeny
segregating for a visible mutation, and individual
plant progenies are grown. Tissues from 20 to
40 wild-type and 20 to 40 mutant seedlings are
harvested from a single M3 progeny segregating
for the mutant trait, and a wild-type and a mutant
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DNA bulk are created. The two DNA bulks are
separately sequenced using NGS technology,
their sequence reads are aligned with the parental
reference genome, and the SNP indices are
estimated. A comparison between the SNP
indices for the two bulks allows the identification
and mapping of the causal SNP mutations. Both
MutMap and MutMap® approaches can be used
to rapidly identify mutations affecting quantita-
tive traits as well.

6.8 LOD Score and LOD Score

Threshold

When two genes are segregating together, a deci-
sion has to be reached whether they are
segregating independently or they are linked.
This decision can be based on either a
chi-square test or a LOD (logarithm of odds)
score estimate. The chi-square test is simpler
and far easier to carry out than estimating LOD
scores, but it merely detects the presence of link-
age and generates no more information. In con-
trast, LOD score detects linkage as well as
provides an estimate of the most likely frequency
of recombination between the two genes. This is
because LOD score can be estimated only after
assuming a value for the frequency of recombi-
nation between the two genes. Therefore, LOD
scores have to be calculated for several recombi-
nation frequencies ranging from 0 to 0.5 (the
maximum possible frequency of recombination
with independent assortment). The recombina-
tion frequency that yields the highest value of
LOD score is taken to be the most likely value
of recombination between the two genes. LOD
score (z) is the log to the base 10 of the ratio of
probability of obtaining the given data assuming
linkage between the two genes with a specified
frequency of recombination to the probability of
getting the same data with independent segrega-
tion (Morton 1955). Thus,

Probability of obtaining the given data assuming

LODscore(z) = logl0

linkage with a specified frequency of recombination

Probability of getting the same data assuming independent assortment

(6.12)
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Let us suppose that two homozygous lines
with the genotypes AA BB and aa bb are crossed
and the resulting F'; is testcrossed to produce the
following progenies: Aa Bb, Aa bb, aa Bb, and aa
bb. The genotypes Aa Bb and aa bb are the
parental types, while Aa bb and aa Bb are the
recombinant types. If we denote the number of
recombinant types by r, the parental types would
be represented by n — r, where n is the total
number of the testcross progeny. Therefore, the
frequency of recombination or recombination
fraction, denoted by 6, would be r/n, and the
nonrecombinant fraction would be 1 — 6. In
case of independent assortment, the frequency
of recombinant types will be equal to that of
the parental types so that 8 = (1 — 6) = 0.5.
The probability of getting the above n testcross
progeny assuming linkage between the genes
a and b with recombination fraction 6 will be
0 x (1 — 0)"". Similarly, the probability of
getting the same n testcross progeny assuming
independent segregation of the genes a and b will
be 0.5”. Therefore, the value of LOD score can
be estimated as follows:

LOD score(z) = log,[0" x (1 —8)""/0.5"] or

(6.13)
= rlog,((20) + (n — r)log,y[2(1 — 8)] (6.14)

A more intuitive way of calculating LOD
score is as follows. Suppose the numbers of test-
cross progeny with the genotypes Aa Bb, Aa bb,
aa Bb, and aa bb are 9, 1, 1, and 9, respectively.
If the two genes were segregating independently,
the probability of getting each of these genotypes
will be the same, i.e., 0.25. Therefore, the proba-
bility of getting the above data with independent
assortment will be

=0.25" x 0.25! x 0.25' x 0.25°
=0.25%

If we assume linkage between the two genes, the
recombinant fraction obtained in the testcross
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progeny will be 2/20 = 0.1 and the nonrecombi-
nant fraction will be 0.9 (=1-0.1). Therefore,
the expected frequency (or probability) of each
of the two recombinant types will be 0.05 (=0.1/
2), while that of the two parental types will be
0.45 (=0.9/2) each. Thus, the probability of get-
ting the observed data assuming linkage with 0.1
recombination fraction will be

=0.45° x 0.05" x 0.05' x 0.45°
=0.45" x 0.05%

Therefore, LOD score(z)
=log,([(0.45" x 0.05%)/0.25%]

Thus, a LOD score of 1 signifies that linkage with
the given frequency of recombination is 10 times
more likely than independent segregation. Simi-
larly, LOD values of 2 and 3 will reveal the
linkage to be 100 and 1,000 times, respectively,
more likely than independent assortment.

The LOD score threshold is the lowest value
of LOD score that is accepted as evidence for
linkage. Conventionally, a LOD score of 3.0 is
considered as the threshold value. Therefore, a
LOD score of 3.0 or more is accepted to indicate
linkage. However, some researchers prefer a
LOD threshold of 4.0. Linkage may be presumed
with a LOD score lower than 3.0, but it should be
stated that this is the best estimate available from
the data. In some cases, the LOD score may take
a negative value. It is often helpful to display the
LOD scores graphically with the value of 6 on
the X-axis and those of z on the Y-axis. If the
peak of the graph reaches z value of 3.0 or more,
linkage will be accepted, and the peak will indi-
cate the value of © most appropriate for the data
under consideration. However, the LOD score
threshold will depend on the number of markers
among which linkage is being tested. In case
n markers are being evaluated for linkage, a
total of n(n—1)/2 LOD score values will be
estimated (one LOD score value for each marker
pair). Thus, for 100 markers, a total of 4,950
LOD score values will be estimated, while for
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200 markers, this number will be 19,900. In case
the level of type I error is chosen as 5 %, the level
generally selected for biological studies, the
number of LOD score values that will equal or
exceed the threshold value purely due to chance
will be ~248 and ~995 for 100 and 200 markers,
respectively. Therefore, the type I error of 0.1 %
is chosen to keep the number of linkages detected
purely by chance to a relatively low level, e.g.,
~5 and ~20 for 100 and 200 markers, respec-
tively. It may be noted that a type I error of
0.1 % will correspond to a LOD score of 3.0.
More information on LOD score threshold is
available in Sect. 7.8.

6.9 A Complete Linkage Map
A complete linkage map contains sufficiently
large number of genetic markers so that every
point in the genome of the species is genetically
linked to at least one marker. A complete linkage
map has the following features: (1) It has as
many linkage groups as the haploid number of
chromosomes of the concerned species, and
(2) in each linkage group, the terminal positions
correspond to the genomic regions immediately
adjacent to the telomeric regions of the
concerned chromosome. Further, (3) in theory,
the total genetic length of a complete map should
not increase with the inclusion of an increasingly
larger number of markers in the map. Finally,
(4) all the new markers included in the map
should exhibit linkage with one or the other
group of the markers already placed in the map.
When one or more internal regions of a chro-
mosome are not represented in the map, due to a
lack of genetic linkage with the mapped markers,
the map of the chromosome will be broken into
two or more parts. These parts will merge into a
single linkage group as more markers located in
the “gap” are mapped. Some genomic regions are
poor in markers, possibly due to unusually high
recombination rates in these regions, which
abnormally increases the genetic distance. It
may be advisable to use the BSA (Sect. 6.7.2)
approach to find markers located in such regions
in the place of screening the whole mapping
population for a large number of random
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markers. In this approach, the two bulks are
created for the two alleles of a marker located
at one end of such a region, and the bulks are
screened for a large number of markers to iden-
tify those that are polymorphic in the two bulks.
The entire mapping population is then analyzed
to map these markers, and some of them may
actually map in the “gap” region. The same pro-
cedure may be used with the marker located at
the other end of the “gap.”

Mapping of a large number of marker loci
with a limited number of plants in the mapping
population presents insurmountable technical
constraints. The  bin-mapping  approach
overcomes these problems and allows the
mapping of markers to individual bins with rea-
sonable certainty. In the bin-mapping approach,
the linkage map is divided into several relatively
small segments called bins, and the markers are
mapped within individual bins and not in the
linkage map as a whole. A bin is a relatively
small, typically 10-20 cM long, segment of a
linkage group that is flanked by fixed core,
anchor, or framework marker loci. (It may be
noted that the concepts of “bin” and “bin
mapping” in this context are slightly different
from those used in Sect. 6.15.) A core marker is
a highly polymorphic marker that is expected to
be polymorphic in most, if not all, mapping
populations of the given species. The anchor
markers are carefully selected on the basis of
their previously observed even distribution in
the linkage map, high degree of polymorphism,
and high reproducibility. Typically, anchor
markers are SSR or RFLP markers, but some
SNP markers are also used for this purpose. The
marker loci already mapped within a bin do not
influence the placement of new marker loci since
these markers are placed with reference to the
stable framework markers. Bin mapping is easily
automated using ActionMap (Sect. 6.14.8) or
some other suitable software. One limitation of
bin mapping is that as the number of markers
included in the linkage map increases, there is
an increase in the number of genotyping errors;
this tends to increase the estimated genetic length
of the map. Therefore, the control of genotyping
errors should be a priority objective in linkage
mapping. MapMaker v 3.0 and other software
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programs have a function that searches for
genotyping errors, e.g., by detecting such recom-
bination events that are “too close” for the given
mapping population.

The representation of subtelomeric regions of
all the chromosome arms in the map can be tested
by evaluating the tandemly repeated telomeric
sequences for linkage with the terminal markers
included in the different linkage groups of the
map. The recombination frequency between the
telomeric regions and the terminal markers
would indicate whether the marker is located
near the end of the chromosome. This test has
been done in tomato and maize with positive
results. In case the subtelomeric regions of a
chromosome are not represented in the map, the
BSA approach (Sect. 6.7.2) can be used to iden-
tify markers more distal to the terminal markers
included in the map. Finally, theoretical methods
can be used to obtain a rough estimate of the total
genetic length for a species based on the type of
mapping population used and the number of
markers included in the map (de Vienne 2003).
The minimum number of markers needed for a
complete map would depend on the total genetic
length of the genome. Theoretically, one marker
at every 20 cM should be sufficient, but a greater
number of markers would be needed since usu-
ally the markers are unevenly distributed. Thus,
theoretically, if the markers in a map were
distributed at an average density to give 5 %
recombination between pairs of adjacent
markers, about 1 % of the marker pairs would
give >25 % recombination. It may be noted that
it is difficult to detect linkage between markers
showing >25 % recombination.

The reference map of maize published in 1993
contained 97 markers (total genetic length
1,860 cM). The present reference map of maize
available for general public use is the IBM2 map
(see MaizeGDB) that has been developed from
intermated recombinant inbred lines (IRILs).
These IRILs were derived from the cross
B73 x Mol7 by four generations of intermating
among the F, plants, followed by continued
selfing to isolate the IRILs. This reference map
is divided into a number of bins and comprises
thousands of marker loci.
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6.10 Integration or Merger

of Linkage Maps

A linkage map is specific to the particular
mapping population and the marker system(s)
used for its construction. As a result, multiple
linkage maps have been developed for most of
the crop species, and in some cases like maize,
this number may be really large. When two or
more linkage maps for a given species possess a
minimal number of common anchor or core
markers, they could be merged together to create
a single more informative map called consensus,
merged, or integrated linkage map. The process
of merging different linkage maps is known as
integration or merger of linkage maps. Gener-
ally, the linkage groups in a map are divided into
several bins to facilitate the merger of maps.
Some software packages like JoinMap
(Sect. 6.14.6) and MergeMap (Sect. 6.14.7)
have been specifically designed for integration
of linkage maps. Integration of two or more
maps generally increases marker density in the
consensus map without any additional
genotyping effort. Therefore, the likelihood of
identifying markers tightly linked to the target
genes/QTLs would be higher with a merged
map than with the individual maps. Merger of
maps increases marker portability, i.e., the use of
polymorphic markers in more than one mapping
population. Generally, the markers in a merged
map are aligned with a greater precision due to
the congruent anchor marker positions. Further,
the inferential capabilities of consensus maps
become broader since they become applicable
across populations. Integrated linkage maps
have been developed in several important crop
species, including maize, wheat, soybean, com-
mon bean, potato, melon, etc.

Some of the main problems encountered in
linkage map integration are as follows: (1) The
precision of recombination frequency estimates
varies greatly among the datasets for different
linkage maps. (2) The type of information, e.g.,
the type of mapping population, the population
size, and any additional information like
observations on translocation and/or inversion
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heterozygotes, used for the construction of indi-
vidual linkage maps may also be different for the
different maps. (3) An individual map might
have been prepared by compilation “by hand”
of data taken from the literature. (4) Often the
number of common highly polymorphic markers
may be limited. (5) In several species, a single
marker may map at two or more loci in the
genome due to genomic duplications. (6) In any
case, a precise ordering of the loci placed within
a single bin is challenging, and it cannot be
achieved without additional data. Finally, (7) a
proportion (up to ~20 % in some cases) of the
markers included in the individual maps has to be
excluded from the final consensus map.

6.11 Confirmation and Validation
Once linkage between a marker and the gene
governing a target trait is discovered, it is neces-
sary to ensure that this linkage is real; this is
referred to as confirmation. Confirmation can be
done by developing another mapping population
from the same cross and evaluating this popula-
tion for the earlier observed linkage. Alterna-
tively, another worker may independently
evaluate the same mapping population for the
concerned marker-trait linkage. The next step is
to determine whether the marker-trait linkage
confirmed in a specific cross will hold good in
unrelated germplasm; this is referred to as vali-
dation. Validation involves evaluation of a fairly
large number of unrelated germplasm showing
variation for the concerned trait for the observed
marker-trait linkage. A marker that shows link-
age with the target trait in diverse unrelated
materials would be useful for marker-assisted
selection (MAS) for the trait.

6.12 Comparative Mapping

A comparative study of linkage maps of different
species is referred to as comparative mapping.
Comparative mapping is almost as old as linkage
mapping; it goes back to 1920 when Dunn is
reported to have compared the linkage between
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genes for albinism and pink eye color in rat and
mouse. Since then, numerous comparisons of
linkage maps of different closely related
(members of the same tribe or even family) or
very distantly related (monocot and dicot) spe-
cies have been undertaken. Comparative
mapping in plants has been greatly facilitated
by extensive linkage mapping of molecular
markers. In comparative mapping, a common
set of molecular markers is mapped in two dif-
ferent taxa, and the arrangement of these markers
in their linkage maps is compared. The markers
have to be orthologous and conserved across the
taxa to be useful in comparative mapping. A set
of orthologous sequences comprises those
sequences from different species that originated
from the same ancestral sequence. When
orthologous sequences from different species
are almost similar in sequence, they are said to
be conserved. In general, single-copy DNA
sequences are the most commonly used for com-
parative mapping, and cDNA sequences are the
most likely to be conserved across related spe-
cies. RFLPs have been the most common markers
used for comparative mapping, followed by
CAPS markers.

Comparative mapping reveals the similarities
and differences between the genome
organizations of different species. For example,
a comparison of genetic maps of tomato and
potato, by Tanksley and coworkers in 1992,
revealed a good conservation of synteny as well
as collinearity, except for five paracentric
inversions. All the gene and marker loci located
in the same chromosome are said to be syntenic,
and this situation is termed as synteny. In con-
trast, the asyntenic loci are located in different
chromosomes, and the condition is known as
asynteny. But collinear markers are located in
the same linear order in two different
chromosomes of the same species or in the
chromosomes of two different species; this phe-
nomenon is termed as collinearity. Thus, two
main features of a collinear run of markers are
the number of markers in the run and the length
(usually in cM) of the run. Both these features
should be taken into account while assessing the
importance of a collinear run. Generally, the
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decision regarding collinearity is subjective, but
a statistical test to enable objective decisions has
been developed for analysis of collinearity within
the maize genome.

There are basically two approaches for com-
parative analysis of genomes of different species,
viz.,, comparative mapping and genome
sequence-based microsynteny studies. Compara-
tive mapping is the most accessible approach and
provides a broad overview of the whole-genome
organization. A variety of computer programs
like Maplnspect have been developed for map
viewing and comparison solely on the basis of
positions of different loci in the concerned maps.
The microsynteny approach may cover the entire
genome or it may be confined to a specific geno-
mic region or even a specific gene. This approach
yields information about the rearrangements at
the DNA level, the patterns of evolution of the
concerned genes, and the mechanisms involved,
but it fails to yield the whole-genome picture and
involves considerable effort and expenditure. But
with the whole-genome sequences becoming
available for an increasing number of species,
microsynteny analyses are likely to become
more common.

Comparative mapping has generated valuable
information on (1) similarities in genome organi-
zation (synteny and collinearity) in different spe-
cies, (2) patterns of genome evolution and their
possible mechanisms, and (3) the possible geno-
mic location of a gene of interest in a species on
the basis of information from a related species. In
general, synteny is maintained across related spe-
cies and genera at the genome level. However,
collinearity is usually disturbed by local chromo-
somal rearrangements like inversions,
translocations, etc. But the order of genes
appears to be conserved in smaller regions of
genomes of related taxa. For example, the
genomes of lentil and pea show eight well-
conserved regions that together constitute 40 %
of their genomes. The conservation of synteny
and gene order has been extensively investigated
in the grass family (Poaceae or Graminae;
Bennetzen and Ma 2003). The first consensus
genetic map of six species of this family, viz.,
rice, wheat, maize, sugarcane, sorghum, and
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foxtail millet, was published in 1995. This map
has been periodically updated and expanded to
include more grass species. The chief
conclusions from this map are as follows:
(1) the gross chromosome organization has
largely remained conserved during the 60 million
years (My) of their evolution, (2) the genomes of
the present-day species are adequately
represented by 30 linkage blocks of rice, and
(3) these blocks would help predict the positions
of genes involved in key agronomic traits of
related species. It may be pointed out that there
is substantial synteny even between such dis-
tantly related taxa as dicot and monocot plant
species. For example, a comparative analysis of
rice and Arabidopsis genome sequences has
revealed 137 Arabidopsis—rice syntenic groups
located at 75 sites of rice chromosomes. Further,
several rice blocks mapped to more than one
location in the Arabidopsis genome, suggesting
the occurrence of genome duplication, followed
by genome loss during the evolution of
Arabidopsis. Thus, there is detectable synteny
between monocot and dicot species even after
their divergence for over 200 My. However,
gene order conservation between monocot and
dicot species is but limited. The synteny and
collinearity of plant genomes have been modified
by chromosomal rearrangements, which have
occurred at the rate of ~1-3 rearrangements per
million years.

Ancient genome duplication, followed by
diploidization through genome loss, is believed
to be involved in the evolution of all Poaceae
crop species. This is supported by results from
comparative mapping, which reveal extensive
duplication in the genomes of species like maize
and rice, in which 60-82 % and 53-62 %, respec-
tively, of the genome is duplicated. Further, about
10 % of the maize genome appears to consist of
multicopy sequences; this most likely is the result
of duplicated genomic regions present in the dip-
loid progenitor of maize. Other examples of plant
genomes with extensive duplications are soybean,
cotton, and Brassica oleracea. Theoretically,
duplicated genes would be lost with time, but
many duplicate genes are known to retain their
original functions, some of them have evolved to
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acquire altered expression patterns, and some
others have become modified to gain new
functions.

It may be expected that genes occupying
homologous genomic locations in different spe-
cies are likely to be homologous in function as
well. The available evidence tends to favor this
expectation. For example, plant height QTLs
were discovered in those regions of sorghum
linkage groups A, E, and H that are orthologous
to the regions of maize chromosomes 1, 6, and
9, respectively, which have QTLs for plant
height. In addition, the information about a
desired gene from one species may be used for
the isolation of an orthologous gene from a
related species. For example, DNA markers
from rice were used for chromosome walk in
barley for isolation of the desired resistance
genes. It has been suggested that species having
largely syntenic genomes may be regarded to
constitute a single genetic system. Therefore,
markers from one species may be used in the
related species to saturate specific genomic
regions, and the sequence of a desired gene
from one species may be used to isolate the
gene from a related species. But the “unified
grass genome model” has been relatively slow
to develop due to the following two reasons:
(1) the complete genome sequence is available
for only few grass species, and (2) the collinear-
ity observed at the linkage map level is often not
seen at the genome sequence level.

A comparison of the sequences of specific
genomic regions of related species provides
insights into the patterns of evolution of the
concerned genes and the mechanisms responsi-
ble for them. For example, a comparison among
the sequences of waxy locus from rice, maize,
wheat, and barley suggested that two introns
were precisely deleted before the divergence of
the ancestors of barley and wheat from those of
rice and maize ~10-14 My ago. Generally,
sequence conservation is the highest between
the genes of most closely related species. Fur-
ther, the sequence conservation is the greatest in
the exons, intron—exon boundaries, and, presum-
ably, regulatory sequences, e.g., promoters, of
the genes. A comparison of the genome
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organization of related species would enable the
identification of genomic regions that are either
highly conserved or rapidly evolving. The analy-
sis of the regions would provide insights into
genome evolution, speciation, as well as domes-
tication. The analysis of such noncoding
sequences that are conserved between genomes
of related species would facilitate the identifica-
tion and isolation of the cis-acting elements
needed for precise regulation of the gene
expression.

6.13 Fine Mapping

(High-Resolution Mapping)

For many genes, only the phenotypic effects are
known, and there is no information about their
protein products. Map-based cloning is one of the
most promising strategies for isolation and clon-
ing of such genes. For such cloning, high-
resolution maps of the genomic regions having
the target genes are a prerequisite. Linkage
mapping using biparental populations usually
identifies markers located at ~10 cM from the
target gene, but occasionally a marker located at
~1 ¢cM may be identified. But to be useful in
positional cloning, a marker should be preferably
at <0.1 cM from the target gene. Therefore, once
markers linked to the target gene are identified,
very large populations and a sufficiently large
number of markers are used for mapping to iden-
tify markers located very close to this gene; this
is referred to as fine mapping or high-resolution
mapping. The following consideration would
give some idea of the scale of work involved in
fine mapping. In order to find a marker at a
distance of 0.1 cM or less from the target gene,
one has to screen a backcross population of more
than 3,000 individuals for 0.95 probability of
detecting at least one recombination event. Simi-
larly, in a species with the total genetic length of
2,000 cM, a minimum of 20,000 markers have to
be evaluated to achieve, on an average, a marker
density of 10 markers/cM in the hope of finding a
marker at 0.1 cM from the desired gene. It is
assumed here that the markers are uniformly
distributed throughout the genome, which is a
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gross oversimplification of the real situation. It
would be seen that the total number of marker
assays required would be 60,000,000
(3,000 x 20,000), which is prohibitive. There-
fore, a suitable strategy that allows a substantial
reduction in the genotyping work must be used
for high-resolution mapping.

Earlier strategies for fine mapping relied on
reducing the population size to facilitate evalua-
tion of a large number of markers in a blind
search for those located in the relevant region.
In one such strategy, a large mapping population
is first screened with only two markers known to
flank, i.e., located on either side of, the target
gene. All the plants that do not show recombina-
tion between the two markers are rejected, and
only plants showing recombination are retained.
These plants are analyzed with a large number of
new markers, and the markers located nearest to
the target gene are identified. In another strategy,
called pooled-mapping technique, plants expres-
sing the recessive phenotype of the target trait are
selected from a large segregating population of a
suitable cross (Churchill et al. 1993). These
plants are divided into several random pools,
and each pool is analyzed with many markers.
Pools containing at least one recombinant plant
for a marker and the target gene are identified,
genetic distances are estimated, and the most
likely locus order is determined (Sect. 6.16).
Churchill et al. (1993) used this approach for
high-resolution mapping of a region of chromo-
some 5 containing the rin (ripening inhibitor)
gene in tomato. Pooled mapping seems to be a
highly efficient strategy, and it can be used even
for QTLs. Another strategy, called selective
mapping (Sect. 6.15), divides a large mapping
population into several small samples. Each sam-
ple contains a group of individuals selected on
the basis of distribution of breakpoints in specific
chromosomes or chromosome regions. These
samples may be used for fine mapping of the
desired locus that has already been mapped to a
genomic region. This approach would entail only
a moderate increase in experimental effort over
the effort needed for placing the target gene onto
the linkage map.
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The availability of genomic resources like
saturated linkage maps, genome sequences, etc.,
has facilitated an information-guided search for
markers tightly linked to a target gene. The fine
mapping of rice h2s gene for male sterility lead-
ing to the identification of the candidate gene is a
good example of such an effort. The mutant was
crossed to two different lines and very large F,
populations were generated. BSA in one F, pop-
ulation with 52 SSR markers, polymorphic in the
parents, identified one SSR marker polymorphic
in the bulks as well. Then 23 SSR markers
flanking the above marker were assayed for poly-
morphism in the parents, and the polymorphic
markers were used to analyze 612 male sterile F,
plants. This enabled the identification of two SSR
markers linked (at ~7.5 and 9.2 cM) to the h2s
locus. Then 35 SSR and 74 InDel markers
located within the region flanked by the above
two markers were tested for polymorphism in the
parents of the other cross. The polymorphic
markers were then assayed with 2,400 male ster-
ile F, plants, and the h2s locus was mapped to a
152 kb region (markers located at 0.2 and 0.3 cM
from h2s). It would be seen that the stepwise
narrowing down of the genomic region of inter-
est and selection of markers on the basis of a
comprehensive linkage map have drastically
reduced the total number of markers to be
evaluated. This 152 kb region was predicted to
contain 22 genes. An analysis of their expression
pattern indicated one candidate gene that had
spatial and temporal expression patterns consis-
tent with the h2s phenotype. This gene had a
12-base deletion in the sixth exon that is pre-
sumed to be responsible for the mutant pheno-
type (Qin et al. 2013).

The BSA approach has been combined with
genome/transcriptome sequencing using NGS
technology to achieve fine mapping. The soft-
ware MultiPool (Sect. 6.14.10) is designed to
analyze pooled DNA sequence data from NGS
methods to identify SNP markers closely linked
to the gene of interest. Similarly, the RNA-Seq
approach may be combined with BSA (BSR-Seq;
Sect. 6.7.4) to identify SNP markers located very
close to/within the target gene. BSR-Seq was
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used to map the grain protein content gene, GPC-
B1, of tetraploid wheat to a 0.4 cM interval.
Further, global, spatial, and/or temporal gene
expression analysis has been used to identify
the candidate genes involved in generation of
this phenotype.

6.14 Software for Mapping of
Oligogenes/Molecular Markers

Generally, data on several markers from rela-
tively large mapping populations are used for
construction of molecular marker maps and for
mapping of oligogenes. A number of computer
programs like Linkagel, GMendel, MapMaker,
MapManager, etc., have been developed for this
purpose. A linkage mapping software should be
easy to use, have easy data preparation, provide
for application of suitable statistical tools, and
generate easily understandable outputs with
facility of graphic visualization. Additional
features like integration with other software,
comparison between different analyses, evalua-
tion of the behaviors of algorithms, etc., would
be desirable for some workers, and many would
prefer it to be free of cost. Researchers with an
interest in software development would like the
software to come with open high-quality source
code so that they are able to modify and extend
the program as desired. The currently available
programs have been written in diverse languages
and styles, with diverse user interfaces, lack
interconnectivity/easy comparability, and each
one of them serves a limited purpose.

6.14.1 MapMaker/Exp

MapMaker/Exp is a command-driven program
designed for multipoint linkage analysis of
genetic data from experimental crosses and to
construct primary linkage maps (Lander
et al. 1987). It simultaneously estimates all the
recombination frequencies from even very large
datasets for both dominant and codominant
markers. The program uses a sophisticated algo-
rithm for detecting typing errors in data, draws
genetic maps as PostScript files, and can be used
with a variety of mapping populations, including
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F intercross, BC| backcross, F'5 (self) intercross,
and sib- and self-mated RILs. The MapMaker
program can work with both Haldane and
Kosambi mapping functions. It uses the maxi-
mum likelihood values as the criterion for
searching the best order of linked loci. As a
matter of fact, it calculates recombination
frequencies for adjacent intervals, assuming
lack of interference among the intervals, and
subsequently converts them into map distances.
This is correct as long as the Haldane mapping
function is used, but not when the Kosambi
mapping function is applied (Stam 1993). The
PC, SUN or A/UX version of the MapMaker
software can be obtained on request in high
density floppy discs. Alternatively, the software
can be directly downloaded from the internet
(genome.wi.mit.edu/distribution/mapmaker).
The raw data, including information about the
type of cross, number of markers, number of
progeny scored, etc., are first organized as per
the file format of the MapMaker program using
the “prepare data” command, and the data are
saved as a text file. A pairwise analysis of data
may be done to detect linkage by giving the
“sequence” command and specifying the
sequence of the loci. The maximum likelihood
distance between each locus pair and the
corresponding LOD score are calculated. If the
LOD score for a pair of loci is greater than 3.0
and the distance is less than 80 cM of Haldane
distance (both values represent the default setting
of the program), they are considered as linked.
Now the “group” command is used to divide the
loci into linkage groups based on the logic that if
locus a is linked to locus b and locus b is linked
to locus ¢, then locus a and ¢ are also linked.
The “compare” command is used to determine
the most likely order of loci within a linkage
group. For practical reasons, the loci within a
linkage group are divided into overlapping
subsets of five or so loci, most likely orders of
the loci in these subsets are determined, and the
subsets are overlapped to find out the order of the
linkage group. The loci remaining unmapped in
the linkage group are later mapped relative to the
already mapped loci. After the most likely order
of the linkage group is selected, the genetic
distances between pairs of linked loci are
updated by using an expectation maximization
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algorithm. The “map” command is then given to
display the map of the linkage group. The
multipoint analysis facility of MapMaker takes
into account such information as the genotypes
of flanking markers and some amount of missing
data. When a large number of loci are being
mapped, the “assign” command is used in place
of the “group” command. The “assign” com-
mand evaluates each new locus for linkage with
the loci, called anchor loci, already located to
specific chromosomes, and assigns the new loci
to specific chromosomes on this basis. The
results from this analysis are shown following
the “list chromosomes” command.

6.14.2 Rl Plant Manager

RI  Plant Manager is a commercial,
microcomputer-based program that requires a
Macintosh Plus or later model running version
5.0 or later operating system. It is derived from
RI Manager that was written for mice and is
designed for genetic mapping with RIL and
backcross populations. The program detects link-
age between a new locus and the already known
loci and determines the most likely orders for the
linked loci. It displays a graphic map, including
map distances, a table with all inter-locus
intervals, and bibliographic reference and
comments for each locus.

6.14.3 G-MENDEL

The G-MENDEL software has been redesigned
as G-MENDEL 3.0 PC to operate in the
Windows environment (Echt et al. 1992). It can
be used for mapping in advanced backcross prog-
eny (specifically, BC, and BCj). It uses Monte
Carlo analyses for locus ordering and carries out
bootstrap analyses of locus orders to help select
the best order. Once the locus order is obtained, it
computes distances between pairs of loci from
the raw distances estimated between two loci.
G-MENDEL also constructs a linkage map
using independent datasets that have common
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markers, but it does not conduct heterogeneity
tests before pooling the observed and expected
two-locus genotype frequencies. The map draw-
ing function of G-MENDEL generates postscript
files. These files can be imported into a graphic
arts software like CorelDraw and modified as
desired.

6.14.4 MultiMap

MultiMap is an expert system computer program
for automated genetic linkage mapping by using
heuristics for map construction; it can also be
adapted for physical mapping. The order in
which markers are added to the map in a nonran-
dom manner is based on the statistical support for
order as well as the locus content. The locus
content is measured by pairwise joint polymor-
phic information content values and genetic
distances from other closely linked markers.
This program has increased accuracy and speed
so that the total mapping time is greatly reduced.
It greatly facilitates comparison among various
mapping criteria with a view to develop the most
appropriate approach for linkage mapping
(Matise et al. 1993). MultiMap can construct
both framework and comprehensive maps, or it
can expand existing framework map to a com-
prehensive map; it can also construct radiation
hybrid maps. The user can control many of the
mapping parameters that determine the types of
analyses to be performed and the manner in
which the maps will be constructed. MultiMap
can be run automatically or interactively. In the
interactive mode, the researcher is consulted at
many stages for inputs concerning map construc-
tion. MultiMap is easily distributed via FTP or
e-mail (tara@chimera.hgen.pitt.edu, perlin@cs.
cmu.edu).

6.14.5 AntMap

AntMap is designed for construction of linkage
maps using an ant colony optimization algorithm
inspired by the behavior of real ant colonies
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(Iwata and Ninomiya 2006). The determination
of the optimum locus order becomes prohibitive
when the number of loci is large. The ant colony
optimization algorithm is designed to solve this
problem. It can use data from F,, backcross
(BCy), RIL (derived by selfing), and DH
populations, but it cannot analyze RILs derived
by sib-mating and the F5; populations. The
AntMap package carries out segregation test,
classifies loci into linkage groups, and
determines their optimum order. Then it
constructs the linkage map, the reliability of
which is indicated by bootstrap values. It
performs these operations quite rapidly and
nearly automatically. Source code and all the
AntMap files are available from http://lbm.ab.a.
u-tokyo.ac.jp/~iwata/antmap/ under GNU Gen-
eral Public License. AntMap can operate with
Windows, Linux, Solaris, or Mac OS and
requires Java 2 Platform Standard Edition
(J2SE) and Java Runtime Environment (JRE)
(ver. 1.4 or higher).

6.14.6 JoinMap

The program JoinMap was developed (Stam
1993) to use raw data from F,, backcross, and
RIL populations to prepare integrated linkage
maps. A raw data set comprises coded genotypes
for all the polymorphic markers/genes scored in
the mapping population. It can also use recombi-
nation frequencies between pairs of markers/
genes estimated from different experiments for
developing an integrated linkage map. In addi-
tion, data from single experiments can be used
for mapping. JoinMap develops the linkage map
in sequential steps, and a numerical search is
made at each step for the best fitting order of
loci. It uses the weighted least squares method
for the estimation of map distances from recom-
bination frequencies obtained from different
studies. It can also use additional information
about subsets of loci for finding their best fitting
order. The coding as well as the format of raw
data files for JoinMap are similar to those of
MapMaker, and it provides the option for
Haldane or Kosambi mapping function. The
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current version (version 4) of JoinMap is a com-
mercial package designed for MS-Windows ver-
sion XP (Service Pack 2) platform to be run on
PCs (Van Ooijen 2006).

6.14.7 MergeMap

MergeMap program is designed to integrate indi-
vidual linkage maps into an accurate consensus
map (Wu et al. 2011b). The investigator first
assigns appropriate weights to the individual
maps, which reflect the investigator’s assessment
of the quality/reliability of the maps. The
MergeMap then converts the linkage map
datasets into a suitable input data file, and the
maps are merged on the basis of shared vertices
into a consensus graph. The conflicts among
individual maps are resolved by deleting the
minimum number of markers, ordinarily from
the map with the lowest weight. After this, the
results are processed to generate the consensus
map in the same format as the input genetic
maps. The MergeMap operates in the Linux envi-
ronment and depends on the boost library. It is
consistently more accurate and needs less run-
ning time than JoinMap, which is currently the
most popular software for this task. MergeMap
can be downloaded free (for academic use only)
from http://www.cs.ucr.edu/~yonghui/mgmap.
html.

6.14.8 ActionMap

ActionMap automatically assigns hundreds of
new loci to a fixed framework map in a single
process without addition of the new markers to
the framework map (Albini and Joets 2003a).
This program is highly configurable, but it can
be used only with inbred line and backcross
populations. It has Perl and PHP scripts that
automate the command steps of MapMaker. It
has a set of Web forms that are used for data
import. ActionMap analyzes the outputs from
MapMaker to generate the file for the next step
till mapping is completed. All the intermediate
data, the results, as well as the raw segregation
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data are stored in a database integrated into the
software. It has functions that permit easy
import, export, edition, update, and deletion of
the data. It assigns the linkage group to a marker,
computes the distances between the new marker
and all adjacent loci of the linkage group, and
based on these estimates determines the absolute
position of the marker in the linkage group.
Mapping results can be displayed either as tables
or as map drawings. ActionMap can be either
used online as a Web-based program or it can
be freely downloaded from http://moulon.inra.fr/
~bioinfo/.

6.14.9 TetraploidMap for Windows

The TetraploidMap for Windows is a consider-
ably enhanced user-friendly version of the
TetraploidMap program (Hackett et al. 2007). It
is the only program for oligogene/marker and
QTL mapping in autotetraploid species like
potato. It separates molecular markers into link-
age groups by cluster analysis enhanced by a
graphical interface and finds the most likely
order of the loci within each linkage group. It
carries out interval mapping for QTLs based on a
range of models and assesses thresholds by per-
mutation tests. It has a graphical user interface, is
suitable for full-sib offspring of a cross between
two parents, can be used with both codominant
and dominant markers, and takes into account the
presence of null alleles. It has a Windows-based
user interface for importing data and for
displaying the results as linkage maps and QTL
profile plots. TetraploidMap is free [http://www.
bioss.ac.uk/ (user-friendly software)], but one
needs to first register and agree to abide by its
license.

6.14.10 MultiPool

MultiPool is designed for genetic mapping in
experimental crosses analyzed by pooled DNA
sequencing using NGS methods (Edwards and
Gifford 2012). It can handle large datasets with
hundreds of thousands of markers from several
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experimental designs with any number of
replicates. It can be used for mapping of both
oligogenes and QTLs. The sequence reads from a
pooling experiment are aligned against a refer-
ence genome, SNPs are detected, and the allele
frequencies are estimated indirectly from strain-
specific read counts. These estimates are affected
by several factors and are nonuniformly spaced
along the genome. But the genotyping by NGS
methods generates nearly saturated marker cov-
erage for every polymorphism present in the
parents of the cross. It compensates for the non-
uniform noise levels by combining information
about many nearby marker loci. It uses an
information-sharing dynamic Bayesian network
that is capable of generating robust estimates of
locations of genes/QTLs and confidence
intervals. The multilocus methods permit
inferences to be drawn even for those genomic
regions, for which strain-specific markers are not
available. These methods also reduce experimen-
tal noise when many markers are available. It
considers information from all linked markers
for estimation of the location of a causal variant.
In many cases, it was able to associate the trait
phenotype with a single gene. MultiPool is freely
available at http://cgs.csail.mit.edu/multipool/.

6.14.11 Mutation Mapping Analysis
Pipeline for Pooled RNA-Seq

The Mutation Mapping Analysis Pipeline for
Pooled RNA-Seq (MMAPPR) analyses BSA
RNA-Seq data to identify genomic locations of
recessive mutations (Hill et al. 2013a). The F,
individuals from a cross with a mutant are
divided into wild-type (both homozygotes and
heterozygotes) and mutant (homozygous) pheno-
typic bulks. The individuals in each of the two
bulks are divided into pools; tissues from
individuals in each pool are bulked and used for
RNA-Seq analysis. The sequence reads are
processed and aligned with the reference genome
sequence. MMAPPR selects polymorphic SNPs
from the mapped reads, calculates SNP allele
frequencies in each pool, and then estimates the
locations of causative mutations. The results are
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affected by bulk size and read depth. Three
replications of at least 10-20 individuals each
are recommended, and the default read depth is
10x. MMAPPR neither requires information
about the parental strain nor a preexisting SNP
map, but it does need a well-assembled reference
genome. It can handle uneven recombination
frequencies in different regions of the genome
and manage considerable amount of noise in
RNA-Seq datasets. It cannot identify genes that
are missing from the reference genome or are
incorrectly annotated. Further it is unable to
directly identify the causative mutation if the
samples are collected when the concerned gene
is not expressed or the mutation lies in
nontranscribed genomic region, but it still can
identify the genomic region containing the muta-
tion. It is a rapid, cost-efficient, and highly
automated pipeline for mutant mapping.
MMAPPR is available at http://yeast.genetics.
utah.edu/software.php.

6.14.12 MapPop

MapPop is a publicly available computer pro-
gram for implementing selective mapping and
bin mapping (Sect. 6.15). It uses a framework
map to estimate the precise positions of visible
breakpoints in the map. Based on this informa-
tion, it selects within minutes samples of opti-
mum or near optimum size for bin mapping from
the mapping population (having 500 individuals
or less) that was used to construct the framework
map. The sample selection process aims to either
minimize the maximum bin length (MBL) or the
expected bin length (EBL) for the sample. A
cleanup routine attempts to improve the sample
quality in terms of MBL or EBL. The program
also implements bin mapping (Vision
et al. 2000), in which new markers genotyped
with the selected samples are placed at the most
likely positions in the appropriate bins of the
framework map. MapPop can detect and account
for individual genotyping errors. It also generates
a list of possible errors/filled in missing data both
in the framework and the new genotype matrices.
Binaries, source code, and documentation for
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MapPop are available at http://ars-genome.
cornell.edu/software.html. MapPop ver. 1.0 can
be run in Microsoft Windows 95, 98, 2000, and
NT environments.

6.14.13 Next-Generation Mapping

The Next-Generation Mapping (NGM) is a pro-
gram for quick and efficient mapping of recessive
mutations using sequence data from a NGS tech-
nology (Austin et al. 2011). The NGM is a user
friendly web-based tool; it is available for the
analysis of NGS data at the website http://bar.
utoronto.ca/NGM. The mutant to be analyzed is
crossed with a mapping line to generate an F,
population. The F, individuals with the mutant
phenotype are pooled, their DNAs are bulked
and sequenced using a NGS technology, and the
reads are aligned to a reference genome. The dis-
tribution of SNPs in the genomes of the mapping
line and the F', bulk are compared using a slightly
modified version of [llumina’s chastity statistic to
identify the causal mutation. This statistic, termed
as discordant chastity, measures the degree of
difference between a SNP locus in the mutant
bulk and the expected base in the reference
genome. The SNPs are divided into “chastity
threads,” which are clustered into “chastity
belts”; this ultimately allows the estimation of
genomic position of the causal SNP. SNPs are
then annotated for amino acid substitution and/or
splice site disruption, filtered, and mapped. Strong
resolution was obtained with average sequencing
depth of 22x and genome coverage of ~70.

6.15 Selective Mapping and
Selective Genotyping

Linkage mapping is based on a random sample of
individuals drawn from a suitable mapping pop-
ulation, and there is little prior knowledge about
these individuals. Therefore, a large number of
different crossover sites or breakpoints can be
analyzed only by genotyping a very large
mapping population. The number of individuals
used for analysis can be greatly reduced by
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selecting them on the basis of the number and
positions of breakpoints present in a mapping
population. Vision et al. (2000) proposed the
construction of a high-density map in two dis-
tinct phases. In the first phase, a high-confidence
framework map is constructed using a large
mapping population to precisely map a set of
framework markers selected on the basis of
even distribution throughout the genome. The
framework map should be sufficiently dense,
but a too dense map would be counterproductive.
It has been suggested that the lowest density of
framework markers should be such that the
markers are evenly spaced at intervals of less
than half the desired maximum bin length in the
selected samples. The information from frame-
work map is used to determine the breakpoints in
each individual of the mapping population, pref-
erably, by using a computer program
(Sect. 6.14.12).

In the second phase, a small sample (from six
plants to ~30 % of the mapping population) is
drawn from the population on the basis of
breakpoints. The selected individuals are such
that either the MBL or the EBL (Sect. 6.14.12)
for the sample is the minimum. A bin is an interval
in a linkage group within which a breakpoint does
not occur in any individual included in the sample.
The ends of a bin are defined by breakpoints pres-
ent in at least one individual of the sample or by the
end of a linkage group (Fig. 6.6). Thus, bins are the
smallest unit of resolution in the framework map,
and two or more loci placed within a single bin can
be ordered relative to one another only when sup-
plementary information is generated. The
individuals in the selected sample are genotyped
with a large number of new markers. The positions
of these markers are then inferred relative to the
markers in the framework map, and the new
markers are assigned to appropriate bins. This
strategy, called selective mapping or bin mapping,
may strike a near-optimal balance between
mapping precision and the necessary genotyping
effort. It may generate a high-density/saturated
map with an average of ~1 marker per cM. The
software MapPop (Sect. 6.14.12) carries out sam-
ple selection and selective mapping.
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Parent A

Parent B
Parental chromosomes

Binl

Bin2 Bin3

Individual 1
Individual 2

Recombinant chromosomes

Fig. 6.6 Diagrammatic representation of the concept of
“bin.” Bin is the chromosomal segment within which
crossing over has not taken place in the concerned
mapping population. The chromosomes depicted here
are homologous, and only one chromosome of a single
pair is shown. The two recombinant chromosomes have
only one breakpoint (representing a crossing over) each,
but together they define three “bins” of the concerned
chromosome. Inclusion of more individuals in the sample
will divide this chromosome into more “bins” (Based on
Vision et al. 2000)

The selective genotyping, on the other hand, is
an extension of the BSA approach to facilitate
linkage mapping of traits using large mapping
populations of over 500 individuals with a mini-
mum of genotyping effort. The mapping popula-
tion may be F,, backcross, RIL, DH, etc.,
population. The population is evaluated for the
trait of interest, and 30-50 plants/lines with
extreme high phenotypic values and a similar
number of plants with extreme low phenotypic
values for the trait are selected (Fig. 6.7). The
selected plants/lines are subjected to precision
phenotyping for the target trait. These plants/
lines are also genotyped, either individually or
by pooling their DNAs (Sect. 6.16), for a large
number of markers. The data from the two
groups are analyzed and based on differences in
allele frequencies, the markers linked to the tar-
get trait are identified. The above approach is
applicable to all such traits, the phenotypic eval-
uation for which does not affect survival. But
when evaluation for a trait, e.g., abiotic/biotic
stress tolerance, reduces survival of some of the
genotypes, a random group of 30-50 plants/lines
is created in the place of sensitive/susceptible
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A large (N > 500) population
from a suitable cross
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The population may be F,/backcross/
composite F generation, RIL, DH etc.

l Evaluation for the target trait

! l

High phenotype group Low phenotype group
(N=30 to 50) (N=30 to 50)

+ Precision phenotyping
for the target trait
+ Marker genotyping

Marker trait association analysis
based on differences in allele
frequencies/signals in the high and
low phenotypic extreme groups

Fig. 6.7 Selective genotyping for genetic mapping of
traits for which phenotypic evaluation does not affect
survival; this will be the case for most of the traits. In
case of traits like biotic/abiotic stress tolerance, pheno-
typic evaluation reduces survival of the sensitive/

group and used for comparison with the resistant/
tolerant group.

6.16 Pooled DNA Analysis

Linkage mapping using relatively large mapping
populations involves considerable amount of
genotyping work, which rapidly increases with
the number of evaluated markers. The BSA
approach was developed to reduce the
genotyping effort, but individual plants of the
population still have to be evaluated for the
markers identified by BSA to be putatively
linked to the target trait. The strategy called
pooled-mapping technique (Sect. 6.13) is
designed to reduce the genotyping work of indi-
vidual plants. This strategy consists of the fol-
lowing steps: (1) production of a large
segregating population, e.g., F, or testcross (for
the target trait) generation, from a suitable cross;
(2) selection of plants homozygous for, usually,
the recessive phenotype of the target trait;
(3) dividing the selected plants into several ran-
dom pools of near optimum size; (4) pooling

+ Plants with high and low
phenotypic extremes for the target
trait selected

+ Selected plants/lines phenotyped
for the target trait in the target
environment

« Marker genotyping using either
individual DNA or bulked DNA
analysis

susceptible genotypes. In such cases, a random group
(N = 30-50) is created in addition to the resistant/tolerant
phenotypic extreme group, and marker-trait association
analysis is based on comparison of random and resistant/
tolerant groups (Based on Xu and Crouch 2008)

equal amounts of tissue from each plant
constituting a pool; (5) DNA extraction from
the pooled tissue; (6) analysis of all the pools,
treating each pool as a unit, with markers puta-
tively linked to the target gene; (7) identification
of pools that contain at least one recombinant
plant for a marker and the target trait; (8) estima-
tion of recombination frequency between the
marker and the gene on the basis of the proportion
of pools containing recombinant plants; and
(9) finding the most likely order of the markers
linked with the target gene. The recombination
fractions (r) among the loci present in the target
genomic region can be estimated by the maximum
likelihood method using the following formula:

r = (1/26)In[1 = (y,/n) (6.15)
where £ is the number of individuals per pool, y,
is the total number of recombinant pools, and 7 is
the total number of pools. Further, the optimum
pool size would be ~1.594/2r; it will be close to
8 for a value of 0.1 for r. Thus, the optimum pool
size depends primarily on the density of markers
in the target region: with low marker density,
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small to moderate size pools would be optimum,
while for a high marker density, larger pool sizes
would be optimal. The order of loci in the target
region is deduced by using a Bayesian statistical
framework. Several factors like the number and
the size of pools, marker density in the target
region, the probability of error in phenotyping,
etc., would affect selection of the correct order of
markers.

The theoretical basis of above strategy is that
when several markers are located within a small
genomic region with the target gene, most of the
individuals in a segregating population would
have the parental allelic combinations of these
markers and the gene. Further, only a small pro-
portion of the individuals of the population
would be recombinant for a marker and the target
gene. This method has the following three
requirements: (1) the target trait must be
governed by a single gene, (2) it should be feasi-
ble to produce large segregating generations, and
(3) it should be possible to detect in a pool the
presence of a single recombinant for the target
gene and a marker. In view of the last require-
ment, this approach can be used with dominant
markers linked to the target gene in coupling
phase and with codominant markers linked in
either phase. Churchill et al. (1993) showed that
for a marker like RFLP, one recombinant in a
pool of as many as 20 individuals could be reli-
ably detected.

The selection of homozygous recessive plants
from an F; population will reduce the number of
plants to be genotyped by a factor of four, while
for a backcross population, the reduction will be
two-fold. Further, creation of pools of five plants
each will further reduce the genotyping work
five-fold. In this way, pooled mapping would
lead to a 20- and a 10-fold reduction in DNA
extraction and genotyping work in the case of F,
and backcross populations, respectively. Thus,
with an F, population of 4,000 plants, the
genotyping work will be reduced to merely

200 (= 4,000 x Y4 x ¥5) DNA pools. Finally,

BSA for a very large number of markers would
enable the identification of a small number of
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markers putatively linked to the target trait for
genotyping by the pooled-mapping technique.

The pooled-mapping approach based on BSA
has been further extended and modified to facili-
tate mapping of both oligogenes and QTLs. The
bulks used for this purpose may comprise the
opposite phenotypic extremes, one phenotypic
extreme and a control sample, or several pools
constituted from one phenotypic extreme; all
these bulks are isolated from a segregating gen-
eration of a suitable cross. The software program
MultiPool (Sect. 6.14.10) can be used to analyze
pooled DNA sequence data from a NGS method
to identify SNPs closely linked to the target gene.
Further, pooled RNA-Seq data can be used to
identify SNP markers located within the target
gene, and the software MMAPPR (Sect. 6.14.11)
is designed for this purpose. The chief advantage
of pooled DNA analysis is a dramatically
reduced genotyping cost without decreasing the
statistical power, particularly when large samples
are used.

6.17 Physical Mapping of Molecular
Markers

A physical map of molecular markers depicts the
distances between the adjacent marker pairs in
terms of base pairs. In one approach for physical
mapping of markers, the genomic DNA is
digested with a rare cutter restriction enzyme to
generate fragments of several hundred kilobase
pairs to several megabases pairs. These
fragments are separated by pulse-field gel elec-
trophoresis and transferred onto a solid support
and subjected to southern hybridization using
closely linked molecular markers from a dense
linkage map as probes. If two molecular markers
hybridize to the same DNA fragment, the length
of this fragment is taken to be the maximum
distance between these markers. In this way, the
molecular markers of a linkage map can be
localized onto the different fragments. Further,
linkage relationships among the marker probes
can be used to assemble the fragments into
overlapping contigs spanning the entire genome
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or a genomic region of interest. Contigs are a set
of DNA fragments that represent adjoining
regions in the genome, and usually pairs of
these fragments have overlapping ends. This
exercise generates a physical map of marker
probes, which allows correlation the genetic dis-
tance to physical distance. The BAC contigs can
be probed with gene-specific oligonucleotide-
based probes (“overgo” probes), which are
designed from expressed sequence tags (ESTs).
This allows specific genes to be anchored to
particular BAC clones, which facilitates linking
of the genetic map with the physical map.

In another approach, the sequences of closely
linked DNA markers may be aligned with a ref-
erence genome sequence to determine the
locations of the markers in the genome and to
ultimately develop a physical map. The reference
genome can also be used for physical mapping of
related species, for which neither linkage map
nor genome sequence is available. For achieving
this, a deep-coverage large-insert BAC library of
the related species is developed. The BAC clones
representing ~10 genome equivalents are
fingerprinted, both the ends of each clone are
sequenced, and the clones are assembled into
contigs using a suitable software like FPC. The
contigs are then aligned to the reference genome
on the basis of end sequences of the inserts in
BAC clones. This approach is being used to
generate BAC-based physical maps of wild rice
species.

6.18 Sources of Errors in Linkage
Mapping

The genetic distances and locus orders in linkage

maps are derived from the genotype and pheno-

type data from different mapping populations.

The results from mapping studies are affected

by several factors, some of which are briefly

considered here.

1. Errors in genotyping may inflate genetic dis-
tance estimates, reduce estimates of interfer-
ence, and lead to incorrect locus orders. The
approaches for detecting and rectifying these
errors either search for double recombinants
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within short distances or use appropriate
computational methods.

2. Segregation distortion is a significant devia-
tion of marker genotypes/trait phenotypes
from the expected ratio. The expected ratio
will depend on the types of mapping popula-
tion and the marker used. For example, the
expected ratio in an F, population will be
1:2:1 and 3:1 for codominant and dominant,
respectively, markers/traits, but it will be 1:1
in RIL, DH, and backcross (testcross)
populations. Segregation distortion is often
encountered in marker data and may result
from gametic/zygotic selection. There are
contradictory reports on the effect of segrega-
tion distortion on genetic distance and locus
order. However, it is desirable to either iden-
tify and remove, if necessary, the affected
markers or use a linkage-mapping program
capable of handling such data.

3. Interference is relevant for estimation of
genetic distances from recombination values
(Sect. 6.4). Haldane mapping function
assumes lack of interference, while interfer-
ence is common in plants. As a result,
Haldane distances are, in general, longer
than Kosambi distances, but they are widely
used for linkage mapping in plants.

4. Missing marker data are another source of
error in linkage mapping. They may arise
due to random experimental errors leading to
sporadic assay failures; in such cases, a suit-
able algorithm may be used to infer the miss-
ing marker scores. Alternatively, it may be
nonrandom, and scoring failures may be
more frequent with some markers than others;
in such cases, the affected markers should be
deleted.

5. In cases of visible genetic markers/traits of
interest, phenotyping errors may occur due
to misclassification of individual plants for
the concerned traits. This is particularly rele-
vant for characters having a threshold
requirement, e.g., insect/disease resistance,
and for quantitative traits. These errors
would have effects similar to the marker
genotyping errors, and every effort should
be made to minimize them. The importance
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of accurate phenotyping is highlighted by the
development of the discipline of phenomics
to address the phenotyping related issues
(Chap. 15).

6. Pooled-mapping approach (Sect. 6.16)
introduces additional sources of errors, and
the sequence data generated by NGS methods
have their own difficulties. Efforts are being
made to minimize the effects of these factors
by using appropriate algorithms for data
analysis.

7. Finally, the accuracy of linkage-mapping
results is markedly affected by the size of
mapping population. Other things being
equal, results from a larger population will
be more reliable than those from smaller
populations. In view of this, the framework
linkage map of a species is constructed using a
relatively large mapping population.

6.19 The Significance
of Genetic Maps

The development of linkage maps has generated
valuable insights into the genome organization of
different species and enabled the use of linkage
relationships between markers and genes for
achieving various ends, some of which are listed
below:

1. Linkage mapping provided the first substan-
tial experimental evidence in support of the
chromosomal basis of inheritance.

2. In most plant species, several probes/markers
detect more than one locus in the genome,
suggesting homologies within the genome.
These homologies have been confirmed by
genome  sequencing, which revealed
duplications of various sizes within the
genome of a species. Homologous/duplicated
regions are present even in the genomes of
such diploid species as A. thaliana and rice
that have rather small genomes. It has been
postulated that during evolution, the genomes
of these species had undergone partial- or
whole-genome duplication, followed by
genome loss leading to their diploidization.
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Rice is believed to have undergone at least
two or three whole-genome expansion and
reduction cycles.

A comparison of genetic maps of different
related species and even distant taxa has
revealed considerable conservation of the
order of linked genes/markers (Sect. 6.12).
Linkage mapping of molecular markers
provided the evidence for physical location
of the elusive QTLs (Chap. 7) that contain
polygenes postulated to govern the quantita-
tive traits. This has enabled cloning of several
genes located within the QTL regions, which
provide an idea about the functions of
polygenes.

Linkage mapping provides information on
markers linked to genes governing traits of
interest. Such markers are used for various
purposes, including MAS (Chap. 9) and geno-
mic selection (Chap. 10).

Close linkage between a marker and a gene of
interest provides the basis for map-based or
positional cloning of the gene.

. A good high-resolution linkage map greatly

facilitates genome sequencing and, particu-
larly, genome assembly efforts.

Questions

1.

Briefly describe the features of different
types of genetic maps and discuss their
applications and limitations. Discuss the
meaning and relevance of complete
linkage map.

“Genetic distance is related to but not the
same as recombination frequency.” Discuss
this statement in the light of available
information.

Briefly describe the procedure of linkage
mapping of molecular markers and
oligogenes.

Explain the concept of bulked segregant
analysis and briefly describe its various
modifications.

. Briefly describe the various simplified and

less demanding strategies devised for
mapping of mutant alleles and even determi-
nation of the causal SNPs.
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6. Explain the meaning of LOD score and its

computation. Discuss the concept of LOD
score threshold.

. Discuss the various approaches for high-
resolution mapping.

. Explain the meaning of comparative
mapping and discuss its relevance in plant
biology and plant breeding.

9.

10.

11.
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Highlight the significance of genetic maps
and the various sources of errors in linkage
mapping.

Explain the concept of pooled DNA analysis
and discuss its relevance in linkage mapping
of markers.

Explain the concepts of selective mapping and
selective genotyping and discuss their useful-
ness in linkage mapping of markers and genes.



7.1 Introduction

Quantitative traits, by definition, show continuous
variation due to polygenic inheritance and environ-
mental influences. Polygenes produce small indi-
vidual effects on the trait phenotype, but the effects
of all the polygenes affecting a given trait are
cumulative. In 1906, Yule postulated the existence
of genes with cumulative action, and the experimen-
tal evidence for their existence was provided by
Nilsson-Ehle in 1908. Subsequently, between 1910
and 1916, East and Emerson collected extensive
data in support of polygenic inheritance in maize
and tobacco. The findings from these and subsequent
studies made it clear that the continuous variation
characteristic of quantitative traits resulted from
the large number of polygenes involved in their
control and the environmental influences on their
phenotypic expression (Singh 2009). It may be
added that originally polygenes were postulated to
produce only additive gene effects, but they are now
known to exhibit dominance and epistatic effects as
well. Since classical Mendelian methods cannot
be used to follow the inheritance of polygenes, a
variety of statistical tools have been developed for
this purpose; these together comprise the discipline
of quantitative genetics.

7.2  Quantitative Trait Loci

The development of linkage concept led to the
linkage map construction and localization of var-
ious oligogenes to distinct sites in the schematic
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maps of specific chromosomes of different spe-
cies. This gave each oligogene a physical loca-
tion, called locus, in the genome. As a result, the
oligogenes were no longer hypothetical units of
inheritance. However, mapping of polygenes was
not as straightforward as that of oligogenes for
obvious reasons. The efforts for physical locali-
zation of polygenes began when Sax (1923)
reported linkage between seed coat color and
seed size, which are qualitative and quantitative
traits, respectively, in common bean (Phaseolus
vulgaris). This work highlighted the basic princi-
ple for mapping of polygenes based on the detec-
tion of association between a quantitative trait
phenotype and a genetic marker (Sect. 2.2). But
this approach does not map individual polygenes.
This strategy, in fact, identifies the genomic
regions associated with the expression of a quan-
titative trait; such a genomic region is referred to
as quantitative trait locus (QTL). A QTL may
contain one or more genes affecting the
concerned quantitative trait. Thoday (1961)
explored this concept further by combining elab-
orate cytogenetic techniques with genetic analy-
sis to map QTLs for several quantitative traits in
Drosophila. He suggested that by following
the segregation of simply inherited oligogenes,
the mapping and characterization of all the
QTLs governing the quantitative traits should
eventually become possible.

The development of DNA markers has greatly
facilitated the mapping of QTLs (Tanksley 1993)
leading to cloning of the genes located within
some of them. The report by Paterson
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et al. (1988) on mapping of QTLs governing fruit
size, pH, and soluble solids in tomato is one of
the first studies that used DNA markers for QTL
mapping. They generated 237 backcross progeny
from the cross between tomato (Lycopersicon
esculentum, now Solanum lycopersicum) and its
wild relative L. chmielewski. These backcross
progenies were genotyped for 70 RFLP markers
and phenotyped for the fruit traits. The analysis
of these data uncovered six QTLs for fruit size,
five for fruit pH, and four for soluble solids. In a
later study, a more detailed analysis of the fruit-
related QTLs was carried out in F, and F»,-
derived F; family populations from the above
cross, which were evaluated at three locations
(Paterson et al. 1991). In this study, a total of
29 putative QTLs for fruit size, pH, and soluble
solids were identified; out of these only four
QTLs were detected at all the three locations.
These results suggest that phenotypic evaluation
of the mapping population for QTL analysis
should be performed at multiple locations since
evaluation at a single location may underestimate
the total number of QTLs involved in the control
of the concerned traits.

Over the years, not only a very large number
of QTLs governing various quantitative traits but
also several different types of QTLs have been
discovered and mapped. QTLs have been
grouped into different categories on the basis of
their effect size, effect of the environment on
their expression, the type of effect produced by
them, and the manner of their action. Main effect
QTLs produce direct effect on the expression of
the concerned traits, while epistatic QTLs inter-
act with the main effect QTLs to influence the
trait phenotype. Thus, epistatic QTLs are the
same as modifying genes or modifiers, and they
together constitute the genetic background. A
main effect QTL is described as a major QTL if
it explains 10 % or more of the phenotypic vari-
ance for the trait, while a QTL with a smaller
effect size is termed as minor QTL. Most quanti-
tative traits are governed by few major QTLs and
many minor QTLs. In most crop species, plant
breeders would have already exploited the major
QTLs. In addition, marker-assisted selection
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(MAS) for major QTLs is relatively easy, while
that for minor QTLs is problematic (Chap. 9).
The phenotypic effect of a stable QTL is little
affected by the environment so that it is detected
across environments, while an wunstable QTL
shows the opposite behavior. Generally, most
major QTLs show relatively stable expression
across environments, while minor QTLs are usu-
ally sensitive to environmental variation.

Many QTLs affect the expression level, i.e.,
the level of RNA transcript produced in a tissue,
of various genes; such QTLs have been
designated as expression QTLs (eQTLs) or regu-
latory QTLs (Sect. 8.17). The expression levels
of genes can be treated as a phenotype, and
variation in this trait is referred to as expression
level polymorphism. Metabolic QTLs (mQTLs)
control metabolic traits, i.e., rates of various
metabolic reactions and metabolite levels. The
mQTLs generally show epistatic interactions
and have moderate phenotypic effects. In gen-
eral, metabolic traits have much lower heritabil-
ity than gene expression levels, and eQTLs and
mQTLs for a specific trait are not co-localized.
The quantitative variation in the cellular content
of specific proteins is governed by protein quan-
tity QTLs (pQTLs), which have been mapped in
several plant species, including maize and wheat.
In case of wheat, pQTLs were distributed
throughout the genome, and some of them
affected proteins associated with membranes.
The studies aimed at the identification and
mapping of eQTLs, mQTLs, and pQTL that con-
trol molecular traits constitute the field of geneti-
cal genomics. Finally, the QTLs involved in
heterosis are called heterosis QTLs (hQTLs);
these QTLs are generally different from those
affecting the expression of the concerned traits.

73 The General Procedure

for QTL Mapping

There are four salient requirements for QTL
mapping: (1) a suitable mapping population,
(2) a dense marker linkage map for the species,
(3) reliable phenotypic evaluation for the target
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trait, and (4) appropriate software packages for
QTL detection and mapping. QTL mapping is
generally based on biparental populations
(Chap. 5). Alternatively, natural populations,
germplasm collections, and breeding lines can
be used for linkage disequilibrium-based associ-
ation mapping of QTLs (Chap. 8). The general
procedure for QTL linkage mapping is briefly
summarized below.

1. As the first step, two homozygous lines having
contrasting phenotypes for the trait(s) of inter-
est are selected and crossed to develop a suit-
able mapping population, preferably, a doubled
haploid (DH) or recombinant inbred line (RIL)
population. The two homozygous lines used as
parents should show a large difference for the
target trait(s) and, preferably, they should have
been developed by divergent selection for the
trait(s).

2. The mapping population is evaluated for the
target trait in replicated trials conducted, pref-
erably, over locations and years; this is known
as phenotyping.

3. The two parents of the mapping population
are tested with a large number of markers
covering the entire genome, and polymorphic
markers are identified. It is important that the
polymorphic markers should cover the whole
genome at a sufficient density.

4. All the individuals/lines of the mapping popu-
lation are now analyzed using these polymor-
phic markers; this is termed as genotyping.

5. The marker genotype data are used to con-
struct a framework linkage map for the popu-
lation, which depicts the order of the markers
and the genetic distances between marker
pairs in terms of centimorgans (cM).

6. Finally, the marker genotype and the trait
phenotype data are analyzed to detect associ-
ation between marker genotypes and the trait
phenotype. In simple terms, the plants are
divided into separate groups on the basis of
their marker genotype. For each of these
groups, mean and variance for the trait pheno-
type are estimated and used for comparison
between the groups. In case the genotype
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groups for a marker differ significantly for
the trait of interest, it is concluded that the
concerned marker is associated with the trait,
i.e., the marker is most likely linked to a QTL
controlling the trait phenotype.

7.4 Marker and Quantitative

Trait Data Structure

The data used for QTL mapping relate to marker
genotype and target trait phenotype (y;). In addi-
tion, some other relevant data, e.g., data related
to age, sex, body weight, etc., may also be used
as nongenetic covariates. The marker data, in
fact, consist of genotype scores for markers. Sup-
pose two homozygous lines, say, P, and P,, with
the marker genotypes mm and MM, respectively,
are crossed to produce the Fy, Mm. The F, and
backcross (BC, F'; x P;) populations from this
cross will be 1/4 MM, 1/2 Mm, 1/4 mm, and
1/2 Mm, 1/2 mm, respectively (Zou 2009). The
scores for these marker genotypes are derived as
follows: MM, 2; Mm, 1; and mm, O (the system
followed by QTL Cartographer; Basten
et al. 1997). The genotypes of QTLs affecting
the trait of interest are denoted as QQ, Qg, and
qq, and the phenotypes due to these genotypes
are depicted as ypp, Yoq and y,,, respectively.
The genetic locations of the markers in the
genome may be depicted in terms of their physi-
cal locations in the genome or as genetic
distances (Sect. 6.4) estimated from the
frequencies of recombination () between marker
pairs (Sect. 6.3).

7.5 Methods for QTL Detection

and Mapping

In simple terms, QTL mapping methods have to
resolve the following three major issues: (1) the
QTL genotypes of different individuals are not
observed and, as a result, have to be deduced;
(2) since there are potentially thousands of
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possible loci in the whole genome, an appropri-
ate genetic model for QTL analysis has to be
selected from among the large number of possi-
ble models; and (3) the loci located in the same
chromosome are correlated and, as a conse-
quence, difficult to separate. QTL analysis has
been and remains an area of intensive research
activity as it poses a variety of challenging
questions that need to be resolved for obtaining
reliable and reproducible results. As a result, a
large number of QTL analysis approaches have
been proposed, which can be classified into the
following two main groups: (1) single QTL
mapping and (2) multiple QTL mapping methods
(Zou 2009). Each of these groups, in turn,
comprises several approaches, some of which
are briefly described in this chapter. Most of
these approaches use regression analysis, maxi-
mum likelihood parameter estimation, or Bayes-
ian models for the detection of QTLs.

7.5.1 Single QTL Mapping

The single QTL mapping methods are able to
detect a single QTL at a time. These methods
do not take into account other QTLs affecting the
target trait that may be present in the genome.
However, quantitative traits are considered to be
governed by several polygenes, which are
unlikely to be located in a single QTL. Therefore,
the findings from these methods tend to be less
reliable than those from multiple QTL methods.
But these methods are the simplest and the
earliest approaches for QTL mapping and may
still be relevant in certain situations. The two
main methods in this category are single-marker
analysis and simple interval mapping.

7.5.1.1 Single-Marker Analysis

Single-marker analysis (SMA), also called sin-
gle-point analysis, is the simplest and the earliest
used method of QTL detection (Soller and Brody
1976). In this method, each marker is separately
tested for its association with the target trait
(Table 7.1). The phenotypic means for the plants
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Table 7.1 A tabular presentation of the findings from a
hypothetical single-marker analysis for the detection of
QTLs affecting a quantitative trait

Marker  Chromosome/linkage group P value R?
A 2 <0.0001 42
B 2 0.0120 21
C 2 0.5890 2
D 4 0.0230 12
E 4 0.4312 1

placed in the different marker genotype groups
are compared to detect a QTL at or near the site
of the marker. The significance of differences
between the means of the marker classes can be
tested by Student’s t-test, analysis of variance,
linear regression analysis, likelihood ratio test, or
maximum likelihood estimation. The #-test can
be applied when the marker genotype has only
two classes. For #-test, individuals in the popula-
tion are classified according to the genotype at a
marker locus, and the significance of difference
between the trait means for the two marker geno-
type groups is tested. A significant difference
indicates the marker to be linked to a QTL affect-
ing the trait. This procedure is repeated for every
marker locus evaluated in the mapping popula-
tion. The magnitude of difference between the
phenotypic means of the marker genotype classes
provides an estimate of the effect produced by
the substitution of a single allele at the QTL
locus.

The chances of detection of a QTL depend
mainly on the following two factors: (1) the mag-
nitude of the effect size of the QTL (=ypp —
Yog) and (2) the recombination rate (r) between
the QTL and the marker loci (Zou 2009). Let us
suppose that the Q and ¢ alleles of a QTL are
linked with the alleles M and m of a marker,
respectively, and the rate of recombination
between them is  (Fig. 7.1). In the F'| generation,
the gametes MQ, Mq, mQ, and mq will be pro-
duced in the frequency 1/2 (1 — 1), 1/2r, 1/2 1,
and 1/2 (1 — r), respectively. Therefore, in BC
population, genotypes Mm Qgq, Mm qq, mm Qq,
and mm qq will have the frequencies of 1/2
a-r, 12 r, 1/2 r, and 172 (1 —7r),
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] r ]

M Q
Fig. 7.1 Single-marker QTL analysis. M, marker locus;
0, QTL locus; r, recombination rate between M and

QO loci

respectively. These individuals can be divided
into two groups, Mm and mm, on the basis of
their marker genotype. These groups will have
the phenotypic mean of (1—-r) yo, + 1y4, and
Yoq + (1—=7) Y44, respectively. Therefore, the
difference in the mean phenotypic performance
of the two marker groups will be

Ym = Ymm = [(1 - ")qu + I‘yqq}

= [ryo, + (1=1)y,] (7.1

This equation is simplified as

Yvm = Ymm = (1 - I‘) (qu - yqq) (72)
Therefore, for a given magnitude of QTL effect,
the larger is the value of r, the smaller will be the
difference in phenotypic means of the two
marker genotype groups and, at the same time,
the smaller will be the likelihood of this differ-
ence being significant.

When the number of marker classes is more
than two, the data can be subjected to one-way
analysis of variance with fixed effects, which
amounts to linear regression analysis. In this
analysis, the individual markers constitute the
single factor, and the different genotypes for
this marker correspond to the levels of this factor.
A significant F value indicates real difference
between the marker genotypes for mean pheno-
typic values for the target trait and a linkage of
the marker with a QTL affecting the trait. The
fraction of phenotypic variation explained by the
concerned marker (R2, the coefficient of determi-
nation) is obtained as the ratio of the marker sum
of squares to the total of the marker sum of
squares and the error sum of squares. But regres-
sion analysis is the most frequently used because
the estimate of R® provides an estimate of the
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QTL effect size (Table 7.1). Computer programs
QGene and MapManager QTX are the normally
used packages that implement SMA. Further,
solved examples of SMA are available in Liu
B-H (1998). The results obtained from SMA are
generally presented in tabular form depicting the
marker, the chromosome, or the linkage group in
which the marker is located (if known),
P (probability) value denoting the probability of
linkage between the marker and a QTL
governing the trait, and the fraction (as percent)
of the phenotypic variance accounted for by this
QTL (Table 7.1).

SMA is (1) computationally the simplest,
(2) can be performed using common statistical
software, and (3) does not require marker linkage
maps. (4) It is generally used prior to the appli-
cation of other methods of QTL mapping primar-
ily to detect missing data. This analysis suffers
from some serious limitations as follows. (1) As
the magnitude of r increases, the likelihood of
detection of a QTL with a given effect size
decreases. (2) This analysis does not provide an
estimate of recombination rate between the QTL
and the marker, as a result of which (3) the
position of QTL in the genome remains
unknown. Further, (4) a high value of r would
lead to the same result as a small effect size of the
QTL. This leads to a downward bias in the esti-
mate of the QTL effect size since the value of
r will rarely be zero. (5) This method cannot
determine whether one or more QTLs are
associated with a marker. (6) The method has
low QTL detection power. Finally, (7) it gives
many “false-positive” signals because when the
rate of false positives (Type I error) is fixed at
0.05 for one test, the actual error rate for the
study will be much higher because several
markers are tested in any given study.

7.5.1.2 Simple Interval Mapping

Lander and Botstein (1989) developed the inter-
val mapping (IM) procedure, which is generally
known as simple interval mapping (SIM). This
method is regarded as the second level method of
QTL mapping. SIM has become a standard QTL
mapping procedure and has been further
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extended as composite interval mapping (CIM)
and multiple interval mapping (MIM)
procedures. SIM requires a marker linkage map
for QTL search as it uses neighboring marker
pairs to define marker intervals and searches
QTLs within these intervals. SIM makes a sys-
tematic linear or one-dimensional search for a
QTL at several locations, say, at every 1 or
2 cM, within each marker interval. The SIM
model considers at a time a single QTL affecting
the concerned trait, and each marker interval is
analyzed independent of the other marker
intervals. The SIM genetic model is as follows:

yi=p+ax;+e (7.3)

where, y; is the trait phenotype of ith individual
(i takes the value of 1 to n, where n is the number
of individuals in the mapping population), p is
the grand phenotypic mean, a is the QTL effect,
x; is the indicator of QTL genotype, and e; is a
random error term assumed to have mean of
0 and variance as 6°. The term x; represents the
number of positive alleles at the QTL locus; for
example, it is 1 and O for QTL genotypes Qg and
qq, respectively. It is assumed that there is no
QTL in the marker interval being examined, i.e.,
the null hypothesis (Hy) is that a = 0.

The values of p, a, x;, and o’ are seldom
known. The conditional probabilities of different
genotypes (x;) of the presumed QTL within each
marker interval can be estimated on the basis of
genotypes of the marker pair defining the
concerned interval. In a given marker interval
(Fig. 7.2), the QTL location is assumed to range
from that at marker M, to that at marker M, and
at every possible location between the markers

x

>i¢
Pi¢

rl 12

Ml Q M2

h 4

x
h 4

r

Fig. 7.2 Interval mapping of QTLs. Q, QTL locus; M1
and M2, marker loci flanking the QTL locus; r/, 72, and r,
recombination rates between M/ and Q, M2 and Q, and
M1 and M2, respectively
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M, and M,. The values of r; (the rate of recom-
bination between the marker M, and the QTL Q)
and r, (the rate of recombination between the
marker M, and the QTL Q) will change with
the QTL location within the interval. The values
of r; and r, can be used to estimate the
probabilities of different genotypes of the QTL
at any given location within an interval. For
example, the conditional probabilities of the dif-
ferent genotypes of the QTL in a testcross
population will be as those given in Table 7.2.
These frequencies are readily estimated on the
basis of the following considerations. Let us sup-
pose that the two markers, M, (alleles, M; and
m,) and M, (alleles, M, and m,), are linked with
recombination fraction r between them. Further,
the two genotypes crossed to produce the F; are
MlMl M2M2 and mynmy  mohns. Among the
gametes produced by the F; and scored in the
testcross progeny, the frequency of parental
marker genotype combinations will be 1 — r
and that of the recombinant types will be r.
Now we consider a QTL Q (alleles Q and q)
located between the two markers with recombi-
nation fraction r; between M; and Q and r,
between M, and Q so that r; + 1, = r. The non-
recombinant gamete M; Q M, will be produced
only when there is no recombination between M
and Q as well as between M, and Q. The fre-
quency of this event will be (1 — ry) (1 — rp).
The frequency of the other nonrecombinant gam-
ete, m; g my, also will be (1 —ry) (1 — ry).
These frequencies will be divided by (1 — r) to
give the fraction of the testcross population
represented by them. The genotype M, g m,
will result when there is recombination only
between M; and Q; therefore, it will have the
frequency r; (1 — r,). This frequency will be
divided by r to obtain the fraction of the popula-
tion constituted by the given genotype. Similarly,
the frequencies of the other five recombinant
genotypes can be estimated. This estimation
generates conditional values for x; for the given
QTL location in the marker interval under
consideration.

The values for p, a, and 02, however, are still
unknown, and they are treated as missing values.
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Table 7.2 Probabilities of different QTL genotypes with the given marker genotypes in a backcross (=testcross)
population. See Fig. 7.2 for explanation of r; and r, (based on Zou 2009)

Marker genotype

Marker M, Marker M, Oq

Mimy M>my

Mim, mon,

mny Mym,

mym, mahniy (r1r2)/(1 — 1)

(A —r)d —=r))d -1
[(1 — 1) rlir
[ri (1 — r)lir

Probability of QTL genotype®

q9

(1 r)/(A —71)

[r1 (1 — r)lfr

[(1 = ry) rafr

[ —r)d =r)l/d =1

“For QTL genotype Qq, x; = 1, while for genotype gq, x; = 0

A linear regression program that maximizes the
likelihood function is used to obtain the maxi-
mum likelihood estimates (MLEs) for p, a, and
o with the above estimates of x;. Lander and
Botstein (1989) found the maximum likelihood
estimation with missing data, specifically, the
expectation maximization algorithm to be the
most convenient for this purpose. The MLEs are
the values of these parameters (u, a, and 62) that
maximize the likelihood of obtaining the
observed phenotype data with the given marker
genotype data. Now MLEs for these parameters
are estimated under the assumption that there is
no QTL in the marker interval so that the value
for a becomes zero. The above two MLEs are
used to estimate the LOD score, which indicates
the likelihood of a QTL being present in the
marker interval. LOD scores are estimated at
various positions in the entire genome and are
ordinarily presented as a graph (Fig. 7.3). In this
graph, the marker positions in the linkage map
are depicted on the X-axis, and the LOD scores
are plotted on the Y-axis. The point where LOD
score peaks and exceeds the threshold value
(Sect. 7.8) is considered to harbor a QTL for
the target trait. In fact, the QTL position is
described by an interval called confidence or
support interval (Sect. 7.9).

A regression interval mapping method was
proposed by Haley and Knott (1992) to save
computation time. In this method, the QTL geno-
type x; is replaced by c;, which is the conditional
expectation of x;, estimated from the flanking
marker genotypes, to give the following formula:

y,=p+aci+e; (7.4)

The LOD score is computed as n/2 logo (RRSo/
RRS), where RRS, and RRS; are residual sum of
squares under the null (=there is no QTL in the
interval) and alternative (=there is a QTL in the
interval) hypotheses, respectively. The regression
analysis is straightforward and approximates the
maximum likelihood method of SIM. A weighted
least-squares method has been proposed to
improve the efficiency of regression analysis.
Further, Zeng (1993, 1994) has proposed a
method that combines the features of both the
likelihood and the regression approaches.

SIM is considered to be (1) statistically more
powerful in QTL detection than single-marker
analysis. (2) It provides a LOD score curve
that allows localization of the QTL onto the
linkage map. (3) The QTL position is represented
by a support interval. (4) The QTL effect
estimates are more reliable as they are not con-
founded with the rate of recombination between
the QTL and the marker. Finally, (5) SIM takes
into account missing marker genotype data,
which enhances reliability of the findings. The
chief limitation of interval mapping is that (1) the
estimate of QTL position in the genome and that
of QTL effect are biased when two or more QTLs
affecting the trait of interest are linked. For
example, (2) it tends to detect a single “ghost”
QTL when there are actually two QTLs located
close to each other. (3) Implementation of SIM
requires more computation time than single-
marker analysis. Finally, (4) it tends to detect
only large effect QTLs. As a result, the effect
size estimates for the detected QTLs tend to be
biased upward; this effect is often termed as
selection bias.
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Fig. 7.3 LOD score graphs obtained by (a) simple interval mapping (SIM) and (b) composite interval mapping (CIM)
for 1,000-grain weight in rice (courtesy Balram Marathi, Hyderabad)
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7.5.2 Multiple QTL Mapping

The single QTL mapping methods were devel-
oped to detect a single QTL at a time. But quan-
titative traits are ordinarily governed by multiple
QTLs. As a result, single QTL mapping methods
are likely to yield biased results. Multiple QTL
mapping (MQM) combines multiple regression
analysis with SIM to include all the significant
QTLs in the genetic model used for mapping
(Jansen 1994). MQM offers the following
advantages: (1) consideration of other QTLs
affecting the trait tends to reduce residual varia-
tion and (2) increase the QTL detection power,
(3) linked QTLs can be detected as separate
QTLs, (4) the estimates of QTL effects are
more reliable than those with single QTL
methods, and (5) QTL x QTL interaction can
be detected. But when too many markers are
included as cofactors in the model, the QTL
detection power tends to decline in comparison
to SIM. The main multiple QTL mapping
methods include (1) composite interval mapping,
(2) multiple interval mapping, and (3) Bayesian
multiple QTL mapping.

7.5.2.1 Composite Interval Mapping

Composite interval mapping (CIM) combines
interval mapping with multiple regression analy-
sis (Jansen 1994; Zeng 1994). CIM controls the
effects of QTLs present in other marker intervals
of the same chromosome in which the QTL is
being tested and in other chromosomes as well;
this increases the precision of QTL detection.
CIM first carries out single-marker analysis; it
then typically builds up the model as multiple
QTL model using stepwise or forward regression
method. In this approach, the marker with the
highest LOD score is selected first; then the
marker with the second highest LOD score is
added, and the two markers are reevaluated for
significance. If both the markers remain signifi-
cant, the marker with the next highest LOD score
is added to the model, and the significance of the
three markers is reevaluated. In this manner, all
the markers that remain significant when brought
together are fitted into the model as cofactors,
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and the entire genome is scanned for QTL detec-
tion and mapping. The cofactors serve as proxies
for other QTLs since these markers are detected
to have significant association with the target
trait. The inclusion of markers as cofactors in
the model improves the analysis in the following
two ways. (1) If the cofactor were not linked to
the interval under examination, i.e., the target
interval, the QTL detection power is increased.
(2) But if the cofactor were linked to the target
interval, it may help separate the QTL present in
the target interval from the QTL for which the
cofactor serves as the proxy.

In case of a backcross population of size
n genotyped with m + 1 ordered markers, the
additive effect QTLs are detected by the follow-
ing linear regression model:

vi =ptaxi+y "Hbjmij+ei  (75)
where yi represents the trait phenotype value in
the ith individual, p is the overall mean of the
model, a denotes the QTL effect, xi is the geno-
type of the supposed QTL, mij is the genotype of
the individual i at the marker locus j that is
selected as cofactor to remove the confusing
effect of the other QTL (mij equals 1 for
homozygotes and —1 for heterozygote), bj is
the regression coefficient of the trait phenotype
on the marker locus j conditional on all other
markers, and ei is the remaining random error
term, which is assumed to have normal distribu-
tion. In the multiple regression analysis based on
this model, the estimate of partial regression
coefficient for the phenotypic values of the trait
on the marker genotype is dependent on only
such QTLs that are situated within the marker
interval being tested for QTL. The regression
coefficient is not affected by QTLs located in
other marker intervals. Further, when unlinked
markers are included in the multiple regression
analysis, the error variance is reduced and, as a
result, the power of QTL detection is increased.
It is assumed that (1) the residual errors are
normally distributed, (2) gene action is additive,
and (3) the linked QTLs are separated by at least
one blank marker interval and they do not occur
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in contiguous intervals. The last assumption is
more likely to be satisfied when marker intervals
are short and the QTLs are loosely linked.

In the algorithm of Zeng (1994), the effect of
QTL being tested and the regression coefficients
of the marker variables located in other intervals
of the genome are estimated simultaneously, and
the regression coefficients of background
markers are estimated afresh for every marker
interval tested. As a result, the regression coeffi-
cient for the same marker may differ due to a
change in the genomic position of the QTL being
tested. This algorithm of CIM is unable to
completely prevent absorption of the effect of
QTL being tested by the background marker
variables; this may lead to a bias in QTL effect
estimates. CIM is a relatively simple procedure.
It has been implemented in the freely available
software QTL Cartographer (Sect. 7.19.3). As a
result, it has become the most widely used
method for QTL mapping in biparental
populations. When CIM is implemented prop-
erly, it is the best interval mapping method
based on linear regression model and maximum
likelihood principles. The chief limitation of
CIM algorithm is (1) the arbitrariness in selection
of the cofactors for QTL analysis. In fact, differ-
ent methods of cofactor selection, e.g., unlinked
marker control, all marker control, and the stan-
dard model using stepwise regression (window
size 10 cM), may produce different and some-
times contradictory results. (2) CIM is unable to
detect interacting QTLs; as a result, it is ineffi-
cient when epistasis is present.

7.5.2.2 Inclusive Composite Interval
Mapping

The inclusive composite interval mapping
(ICIM) uses a modification of the CIM algorithm,
which uses all the marker information to build
the linear regression model of CIM (Li
et al. 2007a). The modified algorithm aims to
ensure the complete fulfillment of the two
properties of the algorithm of the Zeng (1994)
CIM model. Since the number of QTLs would be
lower than the number of markers used for QTL
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analysis, standard stepwise regression analysis is
used to discover the markers that are the most
important for the QTL analysis; this in turn
identifies the significant QTLs affecting th