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## Introduction

To a large extent this book is an updated version of Lectures on Topological Dynamics by Robert Ellis [Ellis, R., (1969)]. That book gave an exposition of what might be called an algebraic theory of minimal sets. Our goal here is to give a clear, self contained exposition of a new approach to the theory which allows for more straightforward proofs and develops a clearer language for expressing many of the fundamental ideas. We have included a treatment of many of the results in the aforementioned exposition, in addition to more recent developments in the theory; we have not attempted, however, to give a complete or exhaustive treatment of all the known results in the algebraic theory of minimal sets. Our hope is that the reader will be motivated to use the language and techniques to study related topics not touched on here. Some of these are mentioned either in the exercises or notes given at the end of various sections. This book should be suitable for a graduate course in topological dynamics whose prerequisites need only include some background in topology. We assume the reader is familiar with compact Hausdorff spaces, convergence of nets, etc., and perhaps has had some exposure to uniform structures and pseudo metrics which play a limited role in our exposition.

A flow is a triple $(X, T, \pi)$ where $X$ is a compact Hausdorff space, $T$ is a topological group, and $\pi: X \times T \rightarrow X$ is a continuous action of $T$ on $X$, so that $x e=x$ and $(x t) s=x(t s)$ for all $x \in X, s, t \in T$. Here we write $x t=\pi(x, t)$ for all $x \in X$ and $t \in T$, and $e$ is the identity of the group $T$. Usually the symbol $\pi$ will be omitted and the flow ( $X, T, \pi$ ) denoted by ( $X, T$ ) or simply by $X$. In the situations considered here there is no loss of generality if $T$ is given the discrete topology. The assumptions made thus far do not suffice to produce an interesting theory. The group $T$ may be too "small" in its action on $X$. Thus for example, the trivial case where $x t=x_{0}$, a fixed element of $X$, for all $x \in X$ and $t \in T$, is not ruled out. To eliminate such degenerate behavior it is convenient to assume that the flow ( $X, T$ ) is point
transitive, i.e. that there exists $x_{0} \in X$ such that its orbit $x_{0} T \equiv\left\{x_{0} t \mid t \in T\right\}$ is dense in $X$.

The category $\mathcal{P}$ of point transitive flows has the remarkable property that it possesses a universal object; i,e, there exists a point transitive flow $(\beta T, T)$ such that any flow in $\mathcal{P}$ is a homomorphic image of $\beta T$. (See section 1 for a description of $(\beta T, T)$ and the proof of its universality.) Moreover, one may associate in a canonical fashion with any flow $(X, T)$ a point transitive flow $E(X, T)$. The latter, called the enveloping semigroup has proved extremely useful in the study of the dynamical properties of the original flow $(X, T)$. The enveloping semigroup is defined and studied in section 2 , and examples of its use are scattered throughout the subsequent sections.

This exposition focuses, however, on the category, $\mathcal{M}$, of minimal flows. These are flows for which the orbit of every point $x \in X$ is dense; that is $\overline{x T}=\overline{\{x t \mid t \in T\}}=X$ for all $x \in X$. Again there exists a (unique up to isomorphism) universal object $M$ in $\mathcal{M}$. This fact was exploited in several papers to develop an "algebraic theory" of minimal flows. In particular a group was associated with each such flow and various relations among minimal flows studied by means of these groups. One purpose of this volume is to collect in one place the techniques which have proved useful in this study; another goal is to provide an exposition of a new approach to this material.

The account of this algebraic theory of minimal flows given in Lectures on Topological Dynamics depends heavily on an algebraic point of view derived by studying the collection $\mathcal{C}(X)$ of continuous functions on $X$ rather than $X$ itself. In this volume we instead exploit the fact that $X$, as a homomorphic image of $M$, is of the form $M / R$ for some icer (invariant closed equivalence relation) on $M$. We study the flow $(X, T)$ via the icer $R$ rather than the algebra $\mathcal{C}(X)$.

Another change is that the role of the group of automorphisms of a flow is emphasized. In particular the group $G$ of automorphisms of $M$ plays a crucial role. It is used both to codify the algebraic structure of $M$, and to define the groups associated to the minimal flows in $\mathcal{M}$. In the earlier approach $G$ was viewed as a subset $M u$ of $M$, where $u \in M$ was a fixed idempotent. The new approach eliminates the asymmetrical treatment of the idempotents. Instead we view $M=\biguplus G(u)$ as a disjoint union (taken over all the idempotents in $u \in M$ ) of the images of the idempotents under the group $G$. Thus we explicitly take advantage of the fact that every $p \in M$ can be written uniquely in the form $\alpha(u)$ with $\alpha \in G$ and $u$ an idempotent in $M$. This approach also makes reliance on the concept of a pointed flow unnecessary. Previously the concept of a pointed flow was used to define, up to conjugacy, the group of a minimal flow; a different choice of base point corresponding to a conjugate
subgroup of $M u$. From the point of view of icers on $M$, the group of the flow $M / R$ is the subgroup:

$$
G(R)=\{\alpha \in G \mid g r(\alpha) \subset R\},
$$

of $G$. Here $\operatorname{gr}(\alpha)=\{(p, \alpha(p)) \mid p \in M\}$ is the graph of the automorphism $\alpha$ of $M$. Again if $S$ is an icer with $M / R \cong M / S$, then $G(S)$ is conjugate to $G(R)$.

One of the important tools for the study of minimal flows is the so-called $\tau$-topology on $G$. In section 10 we show how one can define a topology on the automorphism group $\operatorname{Aut}(X)$ of any regular flow $(X, T)$. Since $G=A u t(M)$ and $(M, T)$ is regular, this allows one to define a topology on $G$. This topology on $G$ coincides with the original definition of the $\tau$-topology. (The idea for this viewpoint stems from J. Auslander's approach to the $\tau$-topology-private communication.)

We would now like to make a few comments on some of the results which have been included herein. In part I we lay the foundation for what follows by treating the universal constructions upon which much of the later material is based. This includes an introduction to $\beta T$, the enveloping semigroup, and the universal minimal flow. The flow $\left(2^{X}, T\right)$ whose minimal subflows are the socalled quasi-factors of the minimal flow $(X, T)$ is discussed in section 5. Here $2^{X}$ is the collection of non-empty closed subsets of $X$. The space $2^{X}$ is given the Vietoris topology detailed in the appendix to section 5. The extension of the action of $T$ on $2^{X}$ to an action of $\beta T$ on $2^{X}$ via the circle operator is also discussed in section 5, and used later in sections 12 and 17.

Part II develops many of the techniques and language critical to our approach. As mentioned above, this approach hinges on identifying minimal flows as quotients of $M$ by icers. We need not only to associate to any minimal flow an icer on $M$, but to any icer on $M$ a minimal flow. The basic topological result needed is that the quotient of any compact Hausdorff space by a closed equivalence relation is again a compact Hausdorff space. Section 6 includes a proof of this result and a discussion of the relative product of two relations, a useful tool for constructing equivalence relations.

The fundamental result concerning icers on $M$ is proven in section 7 . We show that any icer $R$ on $M$ can be written as a relative product

$$
R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R))
$$

where $P_{0}=\{(\alpha(u), \alpha(v)) \mid \alpha \in G$ and $u, v$ are idempotents in $M\}$ (see 7.21). Regular flows, whose original definition is motivated in terms of automorphisms, are those flows whose representation as a quotient $M / R$ is unique. The flow $(M, T)$ is of course regular, and its structure serves as a prototype
for the algebraic structure of regular flows outlined in section 8. In particular, if $(X, T)$ is a regular flow, then the pair $\{X, \operatorname{Aut}(X)\}$ has properties analogous to those of the pair $\{M, G\}$, some of which were alluded to above.

In part III we give a detailed exposition of the approach to the $\tau$-topology mentioned earlier. When applied to the group $\operatorname{Aut}(X)$, for any regular minimal flow $(X, T)$, we obtain a topology which is compact and $\mathrm{T}_{1}$ but not Hausdorff. The construction of a derived group $F^{\prime}$ for any closed subgroup $F \subset$ Aut $(X)$ is given in section 11. $F^{\prime}$ is a normal subgroup of $F$ which measures the extent to which $F$ fails to be Hausdorff; in fact for any closed subgroup $H \subset F$, the quotient space $F / H$ is Hausdorff if and only if $F^{\prime} \subset H$ (see 11.10). In section 12 we give a proof of the fact that there exists a minimal flow $X$ whose group $G(X)=A$ if and only if $A$ is a $\tau$-closed subgroup of $G$. One example of such a flow is $M / R$ where

$$
R=\overline{g r(A)}=\overline{\bigcup\{g r(\alpha) \mid \alpha \in A\}} .
$$

The basic idea of the proof, which uses the material on quasi-factors, is the same as in Lectures on Topological Dynamics but the language of the current approach allows a more efficient treatment.

Part IV is motivated by the questions: How are the various subgroups of $G$ related to one another, and what do they tell us about the dynamics of minimal flows? It has long been known that the subcategories $\mathcal{D}$ and $\mathcal{E}$ of minimal distal and minimal equicontinuous flows respectively also possess universal objects $X_{\mathcal{D}}$ and $X_{\mathcal{E}}$. Heretofore the groups $D$ and $E$ have been defined as the groups associated to these flows, i.e. $D=G\left(X_{\mathcal{D}}\right)$ and $E=G\left(X_{\mathcal{E}}\right)$. In sections 14 and 15 we obtain intrinsic characterizations of $D$ (see 14.6), and $E$ (see 15.23 ) respectively. This gives content to the statements: if $X$ is distal, then $D \subset G(X)$, and if $X$ is equicontinuous, then $E \subset G(X)$. In fact, emphasizing the language of icers, $M / R$ is distal (respectively equicontinuous) if and only if

$$
R=P_{0} \circ \operatorname{gr}(A)
$$

with $D \subset A$ (respectively $E \subset A$ ). For proofs see $\mathbf{1 4 . 1 0}$ and $\mathbf{1 5 . 1 4}$ respectively. In particular distal and equicontinuous flows are completely determined by their groups. We show in $\mathbf{1 5 . 2 1}$ that $G^{\prime} D=E$, from which it follows immediately that $(X, T)$ is equicontinuous if and only if $(X, T)$ is distal and $G^{\prime} \subset G(X)$. In section 13 we discuss the proximal relation $P(X)$ on a minimal flow $X$. In analogy with the distal and equicontinuous cases, we give a description of a subgroup $P \subset G$ and show that $P(X)$ is an equivalence relation if and only if $P \subset G(X)$. Another subgroup $G^{J} \subset G$ is introduced and we show that $P(X)$ is an equivalence relation with closed cells if and only
if $P G^{J} \subset G(X)$. In fact $P G^{J} \subset D$ which is consistent with the well-known result that $P(X)$ is a closed invariant equivalence relation on $X$ if and only if $D \subset G(X)$. (see 14.8) In section 15 the regionally proximal relation, $Q(X)$ of a minimal flow $(X, T)$ is introduced to facilitate the study of equicontinuous flows. (Recall that $(X, T)$ is equicontinuous if and only if $Q(X)=\Delta_{X}$ the diagonal in $X \times X$.) The case $Q \equiv Q(M)$ is also used to define the group $E$. Equicontinuous minimal flows are discussed from the point of view of icers on $M$ in the body of section 15 , while the approach to the same material via the enveloping semigroup is treated in the appendix. $Q(X)$ is discussed in further detail in section 15 where we give a new proof of the fact that if $E \subset G^{\prime} G(X)$, then $Q(X)$ is an equivalence relation.

To a large extent part V is concerned with generalizing the results of part IV to homomorphisms (extensions) of minimal flows. For instance for icers $R \subset$ $S$ on $M$, the canonical projection $M / R \rightarrow M / S$ is a distal homomorphism if and only if

$$
S=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(S)),
$$

moreover the extension is equicontinuous if and only if $G(S)^{\prime} \subset G(R)$. We close with a section devoted to four theorems all of which are equivalent to the Furstenberg structure theorem for distal extensions; this section uses the language of icers and the techniques developed in the earlier sections to give proofs that all four theorems are equivalent. This fact does not seem to have been emphasized in the literature, and provides a good opportunity to illustrate the language and techniques developed in the book. This analysis also illustrates an interesting twist to the icer approach. Here not only does the structure of the icers $R$ and $S$ come into play in understanding the extension $M / R \rightarrow M / S$, the dynamics of the icer on $M / R$ whose quotient gives $M / S$ also plays an important role. The construction of the so-called Furstenberg tower provides another nice illustration of the language of icers; the stages in the tower are explicitly constructed using icers which are themselves constructed from the groups involved.

Section 20 itself does not contain the proof of the Furstenberg theorem. Instead we give a chart describing where proofs of various special cases appear in the text. On the other hand a complete proof for compact Hausdorff spaces, of the fact that any icer on a minimal flow which is both topologically transitive and pointwise almost periodic must be trivial (one of the equivalents of the Furstenberg structure theorem) appears in 9.13 . This is because our proof relies on the concept of the quasi-relative product developed in section 9. Indeed the quasi-relative product arose during our attempt to give a proof of
the Furstenberg theorem in its full generality. The metric case of the theorem follows immediately from the fact that for metric flows the notions of pointtransitivity and topological transitivity coincide. Our proof in the general case proceeds by reducing it to the metric case; the key tool in the construction which enables this is the quasi-relative product. While the quasi-relative product is only necessary for the most general version of the Furstenberg theorem, it turns out to be closely connected to quasi-factors (hence the name) and RIC extensions. We detail these connections in sections 9 and 17 respectively.

## A word about format

We have written this book using a theorem-proof format. All the proofs are given using a sequence of numbered steps for which reasons are given at each stage. There are two main reasons for this approach. The first is to make sure that the arguments are as clear and accessible as possible. We found that insisting on numbering our steps and giving reasons forced a rigor, clarity, and attention to detail we hope the reader will appreciate. We have attempted to avoid situations where as the material becomes more complex the reader is expected to fill in more gaps in the arguments.

In addition to a better understanding of the details of the individual arguments, we hope that the format adds to the clarity of the overall exposition. The assumptions and conclusions of each of the lemmas, propositions, and theorems are stated carefully and precisely in a consistent format. These items are all numbered so that they can be referred to in a precise and unambiguous way as the exposition proceeds. We have tried to keep the proofs reasonably short and have divided the material into short sections, typically ten to fifteen pages long. In addition, we begin each section with an introduction designed to give an informal outline and motivation for the material in that section. The reader who wishes to go lightly on the intricate details, may wish to follow the train of thought by focusing on the introductions to each section and skipping the proofs. In this case, if a specific result attracts the reader's interest, then the numbering system should facilitate a more careful reading of the details. This format is designed especially for the student who is not yet an expert; it assures that careful attention is paid to the details and that the train of thought is readily accessible.

## PARTI

## Universal constructions

Our focus in the first part of this book is on the construction of certain universal objects that are crucial to the algebraic approach to the study of the asymptotic behavior of dynamical systems (flows). For the purposes of this exposition a flow is a pair ( $X, T$ ), where $X$ is a compact Hausdorff space, and $T$ is a group which acts on $X$ (on the right). A homomorphism of flows is a continuous mapping which preserves the actions. When the orbit closure of some point $x_{0} \in X$ is all of $X$, that is $\overline{x_{0} T}=X$, we say that the flow $(X, T)$ is point transitive. If $\overline{x T}=X$ for all $x \in X$ we say that $(X, T)$ is minimal. The collection of point transitive flows has a universal object, $(\beta T, T)$, in the sense that every point transitive flow is a homomorphic image of $(\beta T, T)$ (see 2.5). The action of $T$ on $\beta T$ extends in a natural way to a semigroup structure on $\beta T$ which plays an important role in the study of flows. In section 1, we give an exposition of the structure of $\beta T$, relegating its construction via ultrafilters on $T$ to an appendix.

We exploit the properties of $\beta T$ in section 2 to give a treatment of the enveloping semigroup $E(X, T)$ of a flow $(X, T)$. In Section $4 \beta T$ and $E(X, T)$ are used to introduce many of the fundamental notions which will be studied throughout the book. Of particular importance is the structure of the minimal ideals in $E(X, T)$ discussed in section 3. The fact that $\beta T$ is its own enveloping semigroup allows us to apply these ideas to a minimal right ideal $M \subset \beta T$. On the other hand for such a minimal ideal, the flow $(M, T)$ is a universal object for the collection of all minimal flows (see 3.16). Our approach to the study of minimal flows involves exploiting the structure of $M$ and the group of automorphisms of $M$ to gain an understanding of the structure of the icers (closed invariant equivalence relations) on $M$. These ideas are pursued further in section 7 of Part II.

Another construction which will play a significant role in our exposition is that of a quasi-factor of the flow $(X, T)$; this is by definition a subflow of the flow $\left(2^{X}, T\right)$. Here by $2^{X}$ we mean the space whose elements are closed nonempty subsets of $X$. In the appendix to section 5 , we give an outline of the construction of the Vietoris topology, a compact Hausdorff topology on $2^{X}$. In the body of section 5 we develop some of the properties of the flow $\left(2^{X}, T\right)$, including the extension of the natural action of $T$ on $2^{X}$ to an action of $\beta T$ on $2^{X}$ given by the so-called circle operator.

## 1

## The Stone-cech compactification $\beta T$

The Stone-Cech compactification $\beta T$, is a compact Hausdorff space containing the discrete group $T$ as a dense subset. Of course one can construct the Stone-Cech compactification of any discrete set; a construction via ultrafilters is outlined in the appendix to this section. On the other hand $\beta T$ is characterized by certain properties which we take as its definition for the purposes of this section. When $T$ is a group there is a natural semigroup structure on $\beta T$, for which left multiplication by all elements, and right multiplication by elements of $T$ are continuous. This semigroup structure plays a fundamental role in our study. In proposition 1.3 we deduce this structure as a consequence of the characterizing properties of $\beta T$; in the appendix the semigroup structure is defined directly in terms of ultrafilters.

Definition 1.1 Let $T$ be a set with the discrete topology. The Stone-Cech compactification $\beta T$ of $T$ is determined up to homeomorphism by the following properties:
(i) $T \subset \beta T$ with $\bar{T}=\beta T$,
(ii) $\beta T$ is a compact Hausdorff space, and
(iii) if $X$ is a compact Hausdorff space and $f: T \rightarrow X$, then there exists a unique continuous extension $\hat{f}: \beta T \rightarrow X$.

The uniqueness of the extension in (iii) above is crucial. For instance it has as a consequence the fact that $\beta T$ is unique up to homeomorphism. Indeed if $Y$ is any space satisfying (i), (ii), and (iii), then the inclusions $T \subset Y$ and $T \subset \beta T$ extend to continuous maps $\varphi: \beta T \rightarrow Y$ and $\psi: Y \rightarrow \beta T$. The composition $\varphi \circ \psi$ is thus a continuous extension of the inclusion $T \subset Y$ to $Y$, and hence by uniqueness must be the identity. Similarly $\psi \circ \varphi$ is the identity on $\beta T$, and therefore $\varphi$ is a homeomorphism with inverse $\psi$. This shows that as a topological space $\beta T$ is completely determined by the conditions in 1.1.

The following theorem confirms this by exhibiting a base for the topology on $\beta T$. It is interesting to note that this base consists of sets which are both open and closed in $\beta T$.

## Theorem 1.2 Let:

(i) $T$ be a set with the discrete topology and $\beta T$ be its Stone-Cech compactification,
(ii) $A \subset T$, and
(iii) $V \subset \beta T$ be an open set.

Then:
(a) $\beta T=\bar{A} \cup \overline{T \backslash A}$ is a disjoint union, and thus $\bar{A}$ is both open and closed (clopen) in $\beta T$,
(b) $\bar{V}=\overline{V \cap T}$, and hence $\bar{V}$ is both open and closed, and
(c) $\{\bar{A} \mid A \subset T\}$ is a base for the topology on $\beta T$.

PROOF: (a) 1. Let $\emptyset \neq A \subset T$.
2. Let $\chi_{A}: T \rightarrow\{0,1\}$ be defined by $\chi_{A}(t)=\left\{\begin{array}{ll}1 & \text { if } t \in A \\ 0 & \text { otherwise }\end{array}\right.$.
3. There exists a continuous extension $\hat{\chi}_{A}: \beta T \rightarrow\{0,1\} . \quad$ (by $\left.2,1.1(i i i)\right)$
4. $\hat{\chi}_{A}^{-1}(1)$ and $\hat{\chi}_{A}^{-1}(0)$ are clopen with $\bar{A} \subset \hat{\chi}_{A}^{-1}(1)$ and $\overline{T \backslash A} \subset \hat{\chi}_{A}^{-1}(0)$. (by 2, 3)
5. Let $p \in \hat{\chi}_{A}^{-1}(1)$ and $W \subset \beta T$ be open with $p \in W$.
6. There exists $t \in T$ with $t \in W \cap \hat{\chi}_{A}^{-1}(1)$. (by 4, 5, 1.1(i))
7. $t \in A \cap W$.
(by $2,3,6$ )
8. $p \in \bar{A}$.
(by 5, 7)
9. $\hat{\chi}_{A}^{-1}(1) \subset \bar{A}$.
(by 5, 8)
10. $\hat{\chi}_{A}^{-1}(0) \subset \overline{T \backslash A}$.
(similar argument)
11. $\hat{\chi}_{A}^{-1}(1)=\bar{A}$ and $\hat{\chi}_{A}^{-1}(0)=\overline{T \backslash A}$.
(by 4, 9, 10)
(b) 1. Clearly $\overline{V \cap T} \subset \bar{V}$.
2. Let $W \subset \beta T$ be open and $p \in \bar{V} \cap W$.
3. There exists $t \in T$ with $t \in V \cap W$.
4. $t \in(V \cap T) \cap W$.
5. $p \in \overline{V \cap T}$.
(by 2, 4)
(c) 1 . Let $\emptyset \neq V \subset \beta T$ be open and $p \in V$.
2. There exists $W$ open with $p \in W \subset \bar{W} \subset V . \quad$ ( $\beta T$ is compact Hausdorff)
3. $p \in \bar{W}=\overline{W \cap T} \subset V$. (by 2, part (b))
4. $\{\bar{A} \mid A \subset T\}$ is a base for the topology on $\beta T$.
(by 1, 3)

We will be most interested in the space $\beta T$ when $T$ is a group. In this case, and in fact whenever $T$ is a semigroup, the semigroup structure on $T$ induces a
semigroup structure on $\beta T$. Once again the uniqueness of the extension in 1.1 (iii) is crucial. The following proposition details the construction.

Proposition 1.3 Let $T$ be a semigroup, so that $T$ is provided with an associative binary operation:

$$
\begin{aligned}
T \times T & \rightarrow T \\
(s, t) & \rightarrow s t .
\end{aligned}
$$

Then the semigroup structure on $T$ extends to one on $\beta T$,

$$
\begin{aligned}
\beta T \times \beta T & \rightarrow \beta T \\
(p, q) & \rightarrow p q
\end{aligned}
$$

such that:
(a) the right multiplication map $R_{t}: \beta T \rightarrow \beta T$ is continuous for all $t \in T$,

$$
p \rightarrow p t
$$

and
(b) the left multiplication map $L_{p}: \beta T \rightarrow \beta T$ is continuous for all $p \in \beta T$.

$$
q \rightarrow p q
$$

PROOF: 1. Let $m^{t}(s)=s t$ for all $s, t \in T$.
2. There exists a continuous extension $R_{t}: \beta T \rightarrow \beta T$ of $m^{t}$ for every $t \in T$.
(by (iii) of 1.1)
3. There exists a continuous extension $L_{p}: \beta T \rightarrow \beta T$ of the map

$$
\begin{array}{ccc}
T & \rightarrow & \beta T \\
t & \rightarrow & R_{t}(p) . \tag{iii}
\end{array}
$$

4. For $p, q \in \beta T$ we define $p q \equiv L_{p}(q)$.
5. Let $t, s \in T$. Then the maps $\beta T \rightarrow \beta T$ and $\beta T \rightarrow \beta T$
$p \rightarrow(p s) t \quad p \rightarrow p(s t)$ are both continuous extensions of the map

$$
\begin{aligned}
& T \rightarrow \beta T \\
& t^{\prime} \rightarrow\left(t^{\prime} s\right) t=t^{\prime}(s t)
\end{aligned}
$$

6. $p(s t)=(p s) t$ for all $p \in \beta T$ and $s, t \in T$.
(by 5 and uniqueness in (iii) of 1.1)
7. Let $p, q \in \beta T$. Then the maps $\beta T \rightarrow \beta T$ and $\beta T \rightarrow \beta T$
$q \rightarrow(p q) t \quad q \rightarrow p(q t)$
are both continuous extensions of the map

$$
\begin{align*}
T & \rightarrow \beta T \\
s & \rightarrow(p s) t=p(s t) \tag{by3,6}
\end{align*}
$$

8. $p(q t)=(p q) t$ for all $p \in \beta T$ and $t \in T$.
(by 7 and uniqueness in (iii) of 1.1)
9. The maps $\beta T \rightarrow \beta T$ and $\beta T \rightarrow \beta T$

$$
r \rightarrow(p q) r \quad r \rightarrow p(q r) \text { are both continuous extensions }
$$

of the map

$$
\begin{align*}
T & \rightarrow \beta T \\
t & \rightarrow(p q) t=p(q t) . \tag{by3,8}
\end{align*}
$$

10. $p(q r)=(p q) r$ for all $p, q, r \in \beta T$. (by 9 and uniqueness in (iii) of 1.1)

The space $\beta T$ can be provided with a (different) semigroup structure in which left multiplication is continuous for all $t \in T$, and right multiplication is continuous for all $p \in \beta T$. Merely mimic the proof of 1.2 starting with the map $m_{t}: T \rightarrow T$. We will most often be interested in right actions of a

$$
s \rightarrow t s
$$

## group $T$.

Henceforth we will always assume unless explicitly indicated otherwise that $T$ is a group, and that $\beta T$ is provided with the semigroup structure of 1.2. In the upcoming sections we will make extensive use of this semigroup structure and in particular the fact that it makes ( $\beta T, T$ ) into a flow. It is important to note that the assumption that $T$ is a group, so that every element of $T$ has an inverse does not guarantee that the elements of $\beta T$ have inverses. In fact $\beta T$ is a group only if $T$ is finite and $\beta T=T$. In general, the only elements of $\beta T$ which have inverses are the elements of $T$. This follows immediately from the fact that $p, q \in \beta T$ with $p q \in T$ implies that $p, q \in T$. Indeed if $p q=t \in T$, then $t \in L_{p}(\beta T)=L_{p}(\bar{T})=\overline{L_{p}(T)}$ since $L_{p}$ is continuous. On the other hand $T \subset \beta T$ has the discrete topology so $\{t\}$ is an open subset of $\beta T$. It follows that $t \in L_{p}(T)$ and there exists $s \in T$ with $p s=t$. But this implies that $p=t s^{-1} \in T$ and $q=s \in T$.

We end this section with an elementary proposition which speaks to the naturality of the construction of $\beta T$.

Proposition 1.4 Let:
(i) $T$ be a semigroup,
(ii) $\emptyset \neq H \subset T$, and
(iii) $j: \beta H \rightarrow \beta T$ be the continuous extension to $\beta H$ of the inclusion $H \rightarrow \beta T$.

Then:
(a) $j$ is injective,
(b) $\operatorname{im} j=\bar{H}$, and
(c) if $H$ is a subsemigroup of $T$, then $j(p q)=j(p) j(q)$ for all $p, q \in \beta H$. (Thus we will identify $\beta H$ with $\bar{H} \subset \beta T$.)

PROOF: (a) 1. Let $h_{0} \in H$.
2. Let $\varphi: T \rightarrow \beta H$ be defined by $\varphi(t)=\left\{\begin{array}{ll}t & \text { if } t \in H \\ h_{0} & \text { if } t \notin H\end{array}\right.$.
3. Let $\hat{\varphi}: \beta T \rightarrow \beta H$ be the continuous extension of $\varphi$ to $\beta T$.
4. Let $\psi=\hat{\varphi} \circ j: \beta H \rightarrow \beta H$.
5. $\psi(h)=h$ for all $h \in H$.
6. $\psi(p)=p$ for all $p \in \beta H$. (by 3, (iii), 1.1(iii))
7. $j$ is injective.
(b) and (c) We leave these to the reader.

## APPENDIX TO SECTION 1: ULTRAFILTERS AND THE CONSTRUCTION OF $\beta T$

Our goal here is the construction of the compact Hausdorff space $\beta T$, which is characterized up to homeomorphism by 1.1. Those readers already familiar with ultrafilters will recall that a topological space $X$ is compact if and only if every ultrafilter on $X$ converges to a point in $X$ (see 1.A. 16 and Ex. 1.5). This motivates the approach we will take; in analogy with the construction of the real numbers as Cauchy sequences of rational numbers, $\beta T$ will be identified as the collection of ultrafilters on $T$. We have attempted to make this presentation self-contained, so that filters and ultrafilters are defined, and the elementary properties necessary for the construction explicitly introduced. We make use of one of these properties, namely 1.A.8, in the appendix to section 5. All the other sections of the book, while occasionally using the terminology of this appendix, rely only on the results of section 1 itself. In the interest of brevity, proofs of some of the results in this appendix are left as exercises for the reader. We begin with some background material on filters and ultrafilters.

Definition 1.A. 1 Let $T$ be a nonempty set and $\mathcal{F}$ a collection of nonempty subsets of $T$. We make the following definitions:
(a) $\mathcal{F}$ is a filter base on $T$ if

$$
F_{1}, \ldots, F_{n} \in \mathcal{F} \Longrightarrow \text { there exists } F \in \mathcal{F} \text { with } F \subset F_{1} \cap \cdots \cap F_{n} .
$$

(b) $\mathcal{F}^{c}=\{A \mid A \subset T$ and there exists $F \in \mathcal{F}$ with $F \subset A\}$.
(c) $\mathcal{F}$ is a filter on $T$ if $\mathcal{F}$ is a filter base on $T$ and $\mathcal{F}^{c}=\mathcal{F}$. Thus if $\mathcal{F}$ is a filter, then it has the finite intersection property (F.I.P.), meaning

$$
F_{1}, \ldots, F_{n} \in \mathcal{F} \Longrightarrow F_{1} \cap \cdots \cap F_{n} \in \mathcal{F}
$$

(d) $\mathcal{U}$ is an ultrafilter on $T$ if $\mathcal{U}$ is a filter on $T$ such that

$$
\mathcal{F} \text { a filter on } T \text { with } \mathcal{U} \subset \mathcal{F} \Longrightarrow \mathcal{U}=\mathcal{F}
$$

(so that $\mathcal{U}$ is a maximal filter on $T$ ).
The neighborhoods of a point $x$ in a topological space provide an important motivating example; we leave it as an exercise for the reader to verify this.

Example 1.A. 2 Let $X$ be a topological space and $x \in X$. Then the collection

$$
\mathcal{N}_{x}=\{A \mid \text { there exists } U \text { open in } X \text { with } x \in U \subset A\}
$$

is a filter on $X$. We refer to $\mathcal{N}_{x}$ as the neighborhood filter at $x$.
Another elementary example which plays a fundamental role in the construction of $\beta T$ is the following:

Example 1.A. 3 Let $t \in T$. Then the collection

$$
h(t)=\{A \mid t \in A \subset T\}
$$

is an ultrafilter on $T$. Moreover $h(t)$ is the only ultrafilter on $T$ which contains the singleton set $\{t\}$. We refer to $h(t)$ as the principal ultrafilter generated by $t$.

PROOF: We leave the proof as an exercise for the reader.
According to 1.A.3, every $t \in T$ generates an ultrafilter on $T$; we now observe that any filter is contained in some ultrafilter. Suppose that $\left\{\mathcal{F}_{i} \mid i \in I\right\}$ is a collection of filters on $T$, where $I$ is a totally ordered set. Assume further that if $i<j \in I$, then $\mathcal{F}_{i} \subset \mathcal{F}_{j}$. (These assumptions amount to saying that this collection is an increasing chain of filters on $T$.) Then it is straightforward to check that the union $\bigcup_{i \in I} \mathcal{F}_{i}$ is a filter on $T$. This shows that every increasing chain of filters has a maximal element; hence as an immediate consequence of Zorn's lemma (see also 3.3 for a statement) every filter is contained in some maximal filter (i.e an ultrafilter). We state this result as a lemma for future reference:

Lemma 1.A. 4 Let $\mathcal{F}$ be a filter (or filter base) on $T$. Then there exists an ultrafilter $\mathcal{U}$ on $T$ such that $\mathcal{F} \subset \mathcal{U}$.

The next few results examine the structure of ultrafilters on $T$. In particular they allow us to characterize those filters which are ultrafilters. In fact a filter $\mathcal{F}$ is an ultrafilter if and only if for every $\emptyset \neq A \subset T$, either $A$ or its complement lie in $\mathcal{F}$. (This is the content of 1.A. 6 and 1.A.7.)

Proposition 1.A. 5 Let:
(i) $\mathcal{U}$ be an ultrafilter on $T$, and
(ii) $A \subset T$.

Then $A \in \mathcal{U}$ if and only if $A \cap U \neq \emptyset$ for all $U \in \mathcal{U}$.
PROOF: 1. Since $\mathcal{U}$ is a filter it is clear that $A \in \mathcal{U} \Rightarrow A \cap U \neq \emptyset$ for all $U \in \mathcal{U}$.
2. Assume that $A \cap U \neq \emptyset$ for all $U \in \mathcal{U}$.
3. Let $\mathcal{G}=\{G \subset T \mid A \cap U \subset G$ for some $U \in \mathcal{U}\}$.
4. Let $G_{1}, \ldots, G_{n} \in \mathcal{G}$.
5. There exist $U_{i} \in \mathcal{U}$ such that $A \cap U_{i} \subset G_{i}$ for $1 \leq i \leq n . \quad$ (by 3, 4)
6. $U=U_{1} \cap \cdots \cap U_{n} \in \mathcal{U}$.
7. $A \cap U \subset G_{1} \cap \cdots \cap G_{n}$.
8. $G_{1} \cap \cdots \cap G_{n} \in \mathcal{G}$.
9. $\mathcal{G}$ is a filter on $T$.
$10 . \mathcal{U} \subset \mathcal{G}$.
$11 . \mathcal{U}=\mathcal{G}$.
12. $A \in \mathcal{U}$.

Corollary 1.A. 6 Let:
(i) $\mathcal{U}$ be an ultrafilter on $T$, and
(ii) $A \subset T$.

Then either $A \in \mathcal{U}$ or $T \backslash A \in \mathcal{U}$.
PROOF: 1. Assume that $A \notin \mathcal{U}$.
2. There exists $U \in \mathcal{U}$ such that $A \cap U=\emptyset$.
3. $U \subset T \backslash A$.
4. $T \backslash A \in \mathcal{U}$.

Proposition 1.A. 7 Let:
(i) $\mathcal{F}$ be a filter on $T$, and
(ii) $A \in \mathcal{F}$ or $T \backslash A \in \mathcal{F}$ for all $A \subset T$.

Then $\mathcal{F}$ is an ultrafiter on $T$.
PROOF: 1. Let $\mathcal{G}$ be a filter on $T$ with $\mathcal{F} \subset \mathcal{G}$.
2. Let $G \in \mathcal{G}$.
3. $T \backslash G \notin \mathcal{G}$.
(by 1, 2)
4. $T \backslash G \notin \mathcal{F}$.
(by 1,3)
5. $G \in \mathcal{F}$.
(by 4, (ii))

## 6. $\mathcal{G} \subset \mathcal{F}$.

(by 2,5 )
7. $\mathcal{F}$ is an ultrafilter on $T$.

The following natural generalization of 1.A. 6 will be useful here and is used in proposition 5.A. 3 of the appendix to section 5.

## Corollary 1.A. 8 Let:

(i) $\mathcal{U}$ be an ultrafilter on $T$,
(ii) $A_{1}, \ldots, A_{n}$ be subsets of $T$, and
(iii) $A_{1} \cup \cdots \cup A_{n} \in \mathcal{U}$.

Then there exists $j$ with $A_{j} \in \mathcal{U}$.
PROOF: 1. Assume that $A_{i} \notin \mathcal{U}$ for all $i \neq j$.
2. $T \backslash A_{i} \in \mathcal{U}$ for all $i \neq j$.
3. $\bigcap_{i \neq j}\left(T \backslash A_{i}\right) \in \mathcal{U}$.
4. $A_{j} \cap \bigcap_{i \neq j}\left(T \backslash A_{i}\right)=\left(A_{1} \cup \cdots \cup A_{n}\right) \cap \bigcap_{i \neq j}\left(T \backslash A_{i}\right) \in \mathcal{U}$. (by 3, (i), (iii))
5. $A_{j} \in \mathcal{U}$. (by 4, (i))
6. There exists $j$ with $A_{j} \in \mathcal{U}$. (by 1,5 )

Having discussed a few of the elementary properties of ultrafilters, we are ready to define the Stone-Cech compactification $\beta T$ of $T$. As a set $\beta T$ simply consists of all the ultrafilters on $T$; the next step is to define a topology on $\beta T$. Describing this topology requires some notation.

Definition 1.A. 9 Let $T$ be a nonempty set. We define $\beta T$ by

$$
\beta T=\{\mathcal{U} \mid \mathcal{U} \text { is an ultrafilter on } \mathcal{T}\}
$$

Definition and Notation 1.A. 10 Let $\emptyset \neq A \subset T$. We define the hull of $A$ by $h(A)=\{u \in \beta T \mid A \in u\}$.

Note that for $t \in T$ we have used the notation $h(t)$ for the single element

$$
h(t)=\{A \mid t \in A \subset T\} \in \beta T,
$$

whereas the hull $h(\{t\})$ as defined above is a subset of $\beta T$. This notation is justified by the fact that $h(\{t\})=\{h(t)\}$ since $h(t)$ is the only ultrafilter which contains $\{t\}$. We will identify $T$ with the subset $\{h(t) \mid t \in T\} \subset \beta T$ and thus write $t$ for the element $h(t) \in \beta T$.

Note that if an ultrafilter $u \in h(A) \cap h(B)$, then $A \in u$ and $B \in u$. This implies that $A \cap B \in u$ and hence $u \in h(A \cap B)$. It follows that the collection

$$
\{h(A) \mid A \subset T\}
$$

is a base for a topology on $\beta T$. This gives us the following proposition.

Proposition 1.A. 11 Let
$\mathcal{T}=\{\Gamma \subset \beta T \mid$ for every $u \in \Gamma$ there exists $A \in u$ with $h(A) \subset \Gamma\}$.
Then $\mathcal{T}$ is a topology on $\beta T$.
Henceforth we will assume that $\beta T$ is provided with the topology $\mathcal{T}$. In this topology if $A \subset T \subset \beta T$, then $h(A)$ is the closure of $A$ in $\beta T$. We leave the proof as an exercise for the reader; one immediate consequence is the fact that $\bar{A}$ is both open and closed in $\beta T$, as we saw in 1.2. On the other hand every ultrafilter on $T$ contains the set $T$, so $\beta T=h(T)=\bar{T}$, in other words $T$ is dense in $\beta T$. We restate this for emphasis.

Proposition 1.A. $12 T$ is dense in $\beta T$.
Having constructed the space $\beta T$ satisfying condition (i) of 1.1, we now wish to show that $\beta T$ is a compact Hausdorff space (condition (ii) of 1.1).

## Lemma 1.A. 13 Let:

(i) $\left\{A_{i} \mid i \in I\right\}$ be nonempty subsets of $T$, and
(ii) $\bigcup_{i \in I} h\left(A_{i}\right)=\beta T$.

Then there exists a finite subset $F \subset I$ with $\bigcup_{i \in F} A_{i}=T$.
PROOF: 1. Assume that $B_{F}=T \backslash\left(\bigcup_{i \in F} A_{i}\right) \neq \emptyset$ for all finite sets $F \subset I$.
2. Let $\mathcal{B}=\left\{B_{F} \mid F \subset I\right.$ finite $\}$.
3. $B_{F_{1} \cup \ldots \cup F_{n}}=T \backslash\left(\bigcup_{i \in F_{1} \cup \ldots \cup F_{n}} A_{i}\right)=\bigcap_{j=1}^{n}\left(T \backslash\left(\bigcup_{i \in F_{j}} A_{i}\right)\right)=$
$B_{F_{1}} \cap \cdots \cap B_{F_{n}}$.
4. $\mathcal{B}$ is a filter base on $T$.
(by 2, 3)
5. There exists an ultrafilter $\mathcal{U}$ on $T$ with $\mathcal{B} \subset \mathcal{U}$.
(by 4, 1.A.4)
6. There exists $k \in I$ with $\mathcal{U} \in h\left(A_{k}\right)$, and hence $A_{k} \in \mathcal{U}$. (by 5, (ii))
7. $T \backslash A_{k}=B_{\{k\}} \in \mathcal{B} \subset \mathcal{U}$. (by 1, 2, 4)
8. $B_{F}=\emptyset$ and hence $\bigcup_{i \in F} A_{i}=T$ for some finite set $F \subset T$.
(6, 7 contradict 1 )
Theorem 1.A. $14(\beta T, \mathcal{T})$ is a compact Hausdorff topological space.
PROOF: 1. Let $\left\{\Gamma_{i} \mid i \in I\right\}$ be a family of open subsets of $\beta T$ with $\bigcup_{i \in I} \Gamma_{i}=\beta T$.
2. For every $u \in \beta T$, there exists $A_{u} \in u$ and $i_{u} \in I$ with $h\left(A_{u}\right) \subset \Gamma_{i_{u}}$. (by 1)
3. $\bigcup_{u \in \beta T} h\left(A_{u}\right)=\beta T$.
4. There exists a finite subset $F \subset \beta T$. such that $\bigcup_{u \in F} A_{u}=T$. (by 3, 1.A.13)
5. Let $v \in \beta T$.
6. $A_{u} \in v$ for some $u \in F$.
(by 4, 5, 1.A.8)
7. $v \in h\left(A_{u}\right) \subset \Gamma_{i_{u}}$.
8. $\bigcup \Gamma_{i_{u}}=\beta T$. (by 5, 7)
9. $(\beta T, \mathcal{T})$ is compact.
(by 1,8)
10. Let $u_{1} \neq u_{2} \in \beta T$.
11. There exists a subset $A \subset T$ such that $A \in u_{1}$ and $A \notin u_{2}$.
(by 1 )
12. $T \backslash A \in u_{2}$.
(by 11, 1.A.7)
13. $u_{1} \in h(A)$ and $u_{2} \in h(T \backslash A)$.
(by 11, 12)
14. $h(A)$ and $h(T \backslash A)$ are disjoint open subsets of $\beta T$.
15. $(\beta T, \mathcal{T})$ is Hausdorff.
(by $10,13,14)$
In order to show that $\beta T$ satisfies the final condition of 1.1 , we make use of the fact that in a compact Hausdorff space $X$, every ultrafilter converges to a unique point in $X$. This is the content of $\mathbf{1 . A . 1 6}$ whose proof we include in the interest of completeness. The converse also holds, but since we will not make explicit use of it, we have left its proof as an exercise.

Definition 1.A. 15 Let $X$ be a topological space, $x \in X$ and $\mathcal{F}$ be a filter on $X$. We say that $\mathcal{F}$ converges to $x$ and write $\mathcal{F} \rightarrow x$, if the neighborhood filter at $x, \mathcal{N}_{x} \subset \mathcal{F}$.

## Lemma 1.A. 16 Let:

(i) $X$ be a compact Hausdorff topological space,
(ii) $\emptyset \neq Y \subset X$,
(iii) $\mathcal{U}$ be an ultrafilter on $X$, and
(iv) $Y \in \mathcal{U}$.

Then there exists a unique $x \in \bar{Y}$ such that $\mathcal{U} \rightarrow x$.
PROOF: 1. Assume that $\mathcal{U} \nrightarrow x$ for all $x \in \bar{Y}$.
2. For every $x \in \bar{Y}$ there exists $V_{x} \in \mathcal{N}_{x}$ with $V_{x} \notin \mathcal{U}$.
3. There exists a finite subset $F \subset \bar{Y}$ such that $\bar{Y} \subset \bigcup_{x \in F} V_{x}$.
(by $2,(\bar{Y}$ is compact by (i)))
4. $Y=\bigcup_{x \in F}\left(V_{x} \cap Y\right) \in \mathcal{U}$.
(by 3, (iv))
5. There exists $x \in F$ such that $V_{x} \cap Y \in \mathcal{U}$.
(by 4, (iii), 1.A.8)
6. There exists $x \in \bar{Y}$ such that $\mathcal{U} \rightarrow x$. (5 contradicts 2 )
7. Uniqueness follows from the fact that $X$ is Hausdorff.

We now wish to prove that every mapping from $T$ to a compact Hausdorff space $Y$ can be extended to a continuous map $\beta T \rightarrow Y$. The proof uses the following elementary lemma, whose proof we leave as an exercise for the reader.

## Lemma 1.A. 17 Let:

(i) $f: T \rightarrow Y$,
(ii) $\mathcal{U}$ be an ultrafilter on $T$, and
(iii) $\bar{f}(\mathcal{U})=\{B \subset Y \mid$ there exists $A \in \mathcal{U}$ with $f(A) \subset B\}$.

Then $\bar{f}(\mathcal{U})$ is an ultrafilter on $Y$.
Theorem 1.A. 18 (Compare with 1.1.) Let:
(i) $X$ be a compact Hausdorff topological space, and
(ii) $f: T \rightarrow X$.

Then there exists a unique continuous map $\hat{f}: \beta T \rightarrow X$ with $\hat{f}(t)=f(t)$ for all $t \in T$.

PROOF: 1. Let $u \in \beta T$.
2. $\bar{f}(u)=\{B \subset X \mid$ there exists $A \in u$ with $f(A) \subset B\}$ is an ultrafilter on $X$.
(by 1, 1.A.17)
3. There exists a unique element $\hat{f}(u) \in X$ such that $\bar{f}(u) \rightarrow \hat{f}(u)$.
(by 2, 1.A.16)
4. Let $t \equiv h(t) \in T \subset \beta T$.
5. $\bar{f}(t)=\{B \subset X \mid f(t) \in B\} \supset \mathcal{N}_{f(t)}$. (by 2, 4)
6. $\hat{f}(t)=f(t)$.
7. Let $V \subset X$ be open and $u \in \beta T$ with $u \in \hat{f}^{-1}(V)$.
8. There exists $W \subset X$ open with $\hat{f}(u) \in W \subset \bar{W} \subset V$.
(by 7, (i))
9. $\bar{f}(u) \rightarrow \hat{f}(u) \in W$.
(by 3, 8, 1.A.16)
10. $W \in \bar{f}(u)$.
(by 8, 9)
11. There exists $B \in u$ with $f(B) \subset W$.
12. Let $v \in h(B)$ (so that $B \in v$ ).
13. $W \in \bar{f}(v)$.
(by 11, 12)
14. There exists $x \in \bar{W}$ such that $\bar{f}(v) \rightarrow x$.
(by 13, 1.A.16)
15. $\hat{f}(v)=x \in V$.
(by 3, 8, 14)
16. $v \in \hat{f}^{-1}(V)$.
17. $u \in h(B) \subset \hat{f}^{-1}(V)$.
(by 11, 12, 16)
18. $\hat{f}^{-1}(V)$ is open and hence $\hat{f}$ is continuous.
(by 7, 17)
19. $\hat{f}$ is unique because $T$ is dense in $\beta T$ (by 1.A.12) and $X$ is Hausdorff.

We turn now to the case where $T$ is a semigroup. We saw in 1.3 that in this case there is a unique semigroup structure on $\beta T$ which makes right multiplication by elements of $T$ and left multiplication by all elements of $\beta T$ continuous. Having constructed the topological space $\beta T$ using the ultrafilters on $T$, we complete this appendix by showing that a semigroup structure on $T$ allows us to define the product of two ultrafilters on $T$, giving $\beta T$ a semigroup structure.

This definition is motivated by the fact that for an ultrafilter $u \in \beta T$, and an element $t \in T$, one expects their product to be given by:

$$
u t=\{A t \mid A \in u\}=\left\{A \mid A t^{-1} \in u\right\}
$$

which in fact makes sense when $T$ is a group but may not be an ultrafilter when the right multiplication map $R_{t}$ is not one-one. Instead we will use

$$
u t=\left\{A \mid R_{t}^{-1}(A) \in u\right\},
$$

which gives the same result when $T$ is a group since $R_{t}^{-1}=R_{t^{-1}}$ in that case. Thus the ultrafilter $u t=u h(t)$ should be characterized by the fact that:

$$
A \in u t \Longleftrightarrow t \in\left\{s \mid R_{s}^{-1}(A) \in u\right\} \Longleftrightarrow\left\{s \mid R_{s}^{-1}(A) \in u\right\} \in h(t)
$$

This viewpoint generalizes in a natural way to the product $u v$ of two ultrafilters:

$$
A \in u v \Longleftrightarrow\left\{s \mid R_{s}^{-1}(A) \in u\right\} \in v .
$$

There are many details to check; for instance it needs to be shown that $u v$ as defined above is an ultrafilter. We content ourselves with giving a precise outline of the notation and results involved while leaving the details of the proofs to the reader.

Definition and Notation 1.A. 19 Let $T$ be a semigroup, $t \in T, A \subset T$, and $u \in \beta T$. We use the notation:

$$
\begin{array}{rlrlrc}
R_{t}: T & \rightarrow & T & L_{t}: T & \rightarrow & T \\
s & \rightarrow & s t & & s & \rightarrow \\
t s
\end{array}
$$

for the multiplication maps in $T$, and

$$
A t=R_{t}(A)=\{a t \mid a \in A\} .
$$

We define

$$
A * u=\left\{s \in T \mid R_{s}^{-1}(A) \in u\right\} .
$$

Note that

$$
R_{s}^{-1}(A) \in h(t) \Longleftrightarrow t \in R_{s}^{-1}(A) \Longleftrightarrow t s \in A \Longleftrightarrow s \in L_{t}^{-1}(A),
$$

so that $A * h(t)=L_{t}^{-1}(A)$.

## Proposition 1.A. 20 Let:

(i) $T$ be a semigroup,
(ii) $u, v \in \beta T$, and
(iii) $w=\{A \subset T \mid A * u \in v\}$.

Then $w$ is an ultrafilter on $T$.
PROOF: We leave the proof as an exercise for the reader.
Definition 1.A. 21 Let $T$ be a semigroup, and $u, v \in \beta T$. We define

$$
u v=\{A \subset T \mid A * u \in v\}
$$

so that $u v \in \beta T$ by 1.A.20.
For any two elements $s, t \in T$, applying 1.A. 21 yields:
$h(s) h(t)=\{A \mid A * h(s) \in h(t)\}=\left\{A \mid t \in L_{s}^{-1}(A)\right\}=\{A \mid s t \in A\}=h(s t)$, so this definition of a product on $\beta T$ agrees with the semigroup structure on $T$. It follows immediately from the next lemma that this product is associative and hence gives $\beta T$ a semigroup structure which extends the semigroup structure on $T$.

Lemma 1.A. 22 Let:
(i) $T$ be a semigroup,
(ii) $u, v \in \beta T$, and
(iii) $\emptyset \neq A \subset T$.

Then $A *(u v)=(A * u) * v$.
PROOF: We leave the proof as an exercise for the reader.

## Proposition 1.A. 23 Let:

(i) $T$ be a semigroup, and
(ii) $u, v, w \in \beta T$.

Then $(u v) w=u(v w)$.
PROOF: $A \in(u v) w \Longleftrightarrow(A * u) * v=A *(u v) \in w \Longleftrightarrow A * u \in$ $v w \Longleftrightarrow A \in u(v w)$.
(by 1.A.22)
We complete our discussion of $\beta T$ by indicating how to verify that the maps $R_{t}$ and $L_{p}$ are continuous for all $t \in T$ and $p \in \beta T$ respectively.

Lemma 1.A. 24 Let:
(i) $T$ be a semigroup,
(ii) $\emptyset \neq A \subset T$,
(iii) $t \in T$,
(iv) $u \in \beta T$,
(v) $R_{t}: \beta T \rightarrow \beta T$, and $v \rightarrow v t$
(vi) $L_{u}: \beta T \rightarrow \beta T$. $v \rightarrow u v$

Then
(a) $R_{t}^{-1}(h(A))=h\left(R_{t}^{-1}(A)\right)$,
(b) $L_{u}^{-1}(h(A))=h(A * u)$.

PROOF: We leave the proof as an exercise for the reader.
Proposition 1.A. 25 (Compare with 1.3) Let:
(i) $T$ be a semigroup,
(ii) $t \in T$,
(iii) $u \in \beta T$,
(iv) $R_{t}: \beta T \rightarrow \beta T$, and
$v \rightarrow v t$
(v) $L_{u}: \beta T \rightarrow \beta T$.
$v \rightarrow u v$
Then $R_{t}$ and $L_{u}$ are both continuous.
PROOF: This follows immediately from 1.A.24.

## EXERCISES FOR CHAPTER 1

Exercise 1.1 (See 1.4) Let:
(i) $T$ be a semigroup,
(ii) $\emptyset \neq H \subset T$ be a subsemigroup, and
(iii) $j: \beta H \rightarrow \beta T$ be the continuous extension to $\beta H$ of the inclusion $H \rightarrow \beta T$.

Then $j(p q)=j(p) j(q)$ for all $p, q \in \beta H$ (so that $\beta H \equiv \bar{H}$ is a subsemigroup of $\beta T$ ).

Exercise 1.2 Let $X$ be a topological space and $x \in X$. Prove that the collection

$$
\mathcal{N}_{x}=\{A \mid \text { there exists } U \text { open in } X \text { with } x \in U \subset A\}
$$

is a filter on $T$.

## Exercise 1.3 Let:

(i) $\mathcal{F}$ be a filter on $T$, and
(ii) $\mathcal{U}(\mathcal{F})=\{\mathcal{U} \mid \mathcal{U}$ is an ultrafilter on $T$ with $\mathcal{F} \subset \mathcal{U}\}$.

Prove that $\mathcal{F}=\bigcap_{\mathcal{U} \in \mathcal{U}(\mathcal{F})} \mathcal{U}$.
Exercise 1.4 Let $t \in T$. Prove that the collection

$$
h(t)=\{A \mid t \in A \subset T\}
$$

is the unique ultrafilter on $T$ containing $\{t\}$.
Exercise 1.5 Let $X$ be a topological space. Show that $X$ is compact if and only if every ultrafilter on $X$ converges. (Compare with 1.A.16.)

## Exercise 1.6 Let:

(i) $f: T \rightarrow Y$,
(ii) $\mathcal{U}$ be an ultrafilter on $T$, and
(iii) $\bar{f}(\mathcal{U})=\{B \subset Y \mid$ there exists $A \in \mathcal{U}$ with $f(A) \subset B\}$.

Show that $\bar{f}(\mathcal{U})$ is an ultrafilter on $Y$.

## Exercise 1.7 Let

$$
\mathcal{T}=\{\Gamma \subset \beta T \mid \text { for every } u \in \Gamma \text { there exists } A \in u \text { with } h(A) \subset \Gamma\}
$$

Show that $\mathcal{T}$ is a topology on $\beta T$; since $\emptyset, \beta T \in \mathcal{T}$ this amounts to proving:
(a) if $\left\{\Gamma_{i} \mid i \in I\right\} \subset \mathcal{T}$, then $\bigcup_{i \in I} \Gamma_{i} \in \mathcal{T}$, and
(b) if $\left\{\Gamma_{1}, \ldots, \Gamma_{n}\right\} \subset \mathcal{T}$, then $\Gamma_{1} \cap \cdots \cap \Gamma_{n} \in \mathcal{T}$.

## Exercise 1.8 Let:

(i) $\mathcal{T}=\{\Gamma \subset \beta T \mid \forall u \in \Gamma, \exists A \in u$ with $h(A) \subset \Gamma\}$, and
(ii) $A \subset T$.

Show that $\bar{A}=h(A)$; so that $\bar{A}$ is both open and closed with respect to the topology $\mathcal{T}$.

## Exercise 1.9 Let:

(i) $T$ be a semigroup,
(ii) $u, v \in \beta T$, and
(iii) $u v=\{A \subset T \mid A * u \in v\}$.

Show that
(a) $u v$ is an ultrafilter on $T$, and
(b) $A *(u v)=(A * u) * v$ for all $\emptyset \neq A \subset T$.

## Exercise 1.10 Let:

(i) $T$ be a semigroup,
(ii) $\emptyset \neq A \subset T$,
(iii) $t \in T$,
(iv) $u \in \beta T$,
(v) $R_{t}: \beta T \rightarrow \beta T$, and $v \rightarrow v t$
(vi) $L_{u}: \beta T \rightarrow \beta T$, $v \rightarrow u v$

Show that
(a) $R_{t}^{-1}(h(A))=h\left(R_{t}^{-1}(A)\right)$, and
(b) $L_{u}^{-1}(h(A))=h(A * u)$.

## 2

## Flows and their enveloping semigroups

For us a flow will be a compact Hausdorff space $X$ provided with a continuous (right) action of a group $T$ on $X$. In Topological Dynamics we are concerned with the so-called asymptotic behavior of this action. This motivates the consideration of not just the collection $T$ thought of as a subset of the set $X^{X}$ of self-mappings of $X$, but all of the limit points of $T$ in $X^{X}$. This gives rise to the notion of the enveloping semigroup $E(X, T)$ of the flow. The composition of functions gives a natural semigroup structure on $E(X, T)$ which as we will see in subsequent sections, can be exploited to study the asymptotics of the original flow $(X, T)$. The semigroup structure on $\beta T$ discussed in the previous section and its appendix serves as a prototype example. Indeed since $T \subset \beta T$, this semigroup structure makes $(\beta T, T)$ itself a flow, and we will see in proposition 2.9 that $E(\beta T, T) \cong \beta T$ in a natural way.

In this section we introduce the appropriate notation, the details of the construction, and give an exposition of some of the elementary properties of $E(X, T)$. Many of these properties will be used directly, and serve as motivation in what follows. Several accounts of this material appear in the text-book-literature (see for example [Auslander, J., (1988)] and [Ellis, R., (1969)]. However, the point of view we have adopted here is slightly different. In order to emphasize the connection between the two, we have involved $\beta T$ in the definition of $E(X, T)$ (see 2.8). In particular the fact that $E(X, T)$ is a homomorphic image of $\beta T$, both as a flow and as a semigroup has important consequences. We begin with some basic notation and definitions.

Definition 2.1 Let $X$ be a set and $S$ a semigroup. Then an action of $S$ on $X$ is a function

$$
\begin{aligned}
\pi: X \times S & \rightarrow X \\
(x, s) & \rightarrow x s \quad \text { such that } \quad x(s t)=(x s) t
\end{aligned}
$$

for all $x \in X$ and $s, t \in S$. If $S$ has an identity $e$ we require that $x e=x$ for all $x \in X$. If $\pi$ is an action of $S$ on $X$, we say that $S$ acts on $X$ via $\pi$ or simply that $S$ acts on $X$.

Definition 2.2 A flow is a triple $(X, T, \pi)$ where $X$ is a compact Hausdorff space, $T$ is a topological group, and $\pi$ is an action of $T$ on $X$ such that the map $\pi$ is continuous. Let $A \subset X$. We say that A is invariant if $A T \equiv\{a t \mid a \in$ $A, t \in T\} \subset A$. If $A$ is invariant, then the restriction of $\pi$ to $A \times T$ defines an action of $T$ on $A$. If $A$ is also closed, the resulting flow $(A, T, \pi)$ is called a subflow of the flow $(X, T, \pi)$. Most of the time the symbol $\pi$ is suppressed, i.e. the flow $(X, T, \pi)$ is denoted $(X, T)$ or simply, $X$.

For all of the flows $(X, T, \pi)$ considered here we will assume that $T$ is provided with the discrete topology. In this case for $\pi$ to be continuous it suffices that the maps $\pi^{t}: X \quad \rightarrow \quad X$ be continuous for all $t \in T$.

$$
x \quad \rightarrow \quad x t
$$

As we mentioned above, it follows from 1.3 that the map $\pi: \beta T \times T \rightarrow \beta T$ defined by $\pi(p, t)=p t$ makes $(\beta T, T)$ a flow.

We now make explicit the definition of a homomorphism of flows mentioned earlier.

Definition 2.3 Let $(X, T),(Y, T)$ be flows and $f: X \rightarrow Y$. Then $f$ is a homomorphism if $f$ is continuous and $f(x t)=f(x) t$ for all $x \in X$, and $t \in T$. The set of homomorphisms from $X$ to $Y$ will be denoted $\operatorname{Hom}(X, Y)$. The set of automorphisms (bijective elements of $\operatorname{Hom}(X, X)$ ) of $X$, will be denoted Aut (X).

One example of an asymptotic property of a flow is point transitivity as defined below.

Definition 2.4 Let $(X, T)$ be a flow. We say that $(X, T)$ is point transitive if there exists $x_{0} \in X$ with $\overline{x_{0} T}=X$.

Clearly the flow $(\beta T, T)$ is point transitive since $\overline{e T}=\bar{T}=\beta T$. Note also that if $f:(X, T) \rightarrow(Y, T)$ is an epimorphism (surjective homomorphism), and $(X, T)$ is point transitive, then $(Y, T)$ is point transitive. Thus any homomorphic image of $(\beta T, T)$ is point transitive. As we show in 2.5 , the converse of this statement also holds. For this reason the flow $(\beta T, T)$ is often called the universal point transitive flow.

Proposition 2.5 Let $(X, T)$ be a point transitive flow. Then there exists an epimorphism $f:(\beta T, T) \rightarrow(X, T)$.

PROOF: 1. There exists $x_{0} \in X$ with $\overline{x_{0} T}=X$.
2. The map $T \rightarrow X$ has a unique continuous extension $f: \beta T \rightarrow X$. $t \rightarrow x_{0} t$
$p \rightarrow x_{0} p$
(by 1.1)
3. Let $t \in T$.
4. The maps

$$
\begin{array}{ccccccc}
\beta T & \rightarrow & X & \text { and } & \beta T & \rightarrow & X \\
p & \rightarrow & x_{0}(p t) & & p & \rightarrow & \left(x_{0} p\right) t
\end{array}
$$

are continuous extensions of the map

$$
\begin{array}{ccc}
T & \rightarrow & X \\
t^{\prime} & \rightarrow & \left(x_{0} t^{\prime}\right) t=x_{0}\left(t^{\prime} t\right) .
\end{array}
$$

5. $x_{0}(p t)=\left(x_{0} p\right) t$ and hence $f$ is a homomorphism.
6. $x_{0} T=f(T) \subset f(\beta T)$.
7. $X=\overline{x_{0} T} \subset f(\beta T)$.
(by 2,6 , since $\beta T$ and $X$ are compact Hausdorff spaces)
In order to describe the so-called enveloping semigroup of a flow $(X, T)$ we introduce the space of self-maps of $X$, along with some useful notation. Since our actions are on the right, it is natural write $x \pi^{t}=x t$ for the value at $x$ of the element $\pi^{t}$ of $X^{X}$ associated with $t \in T$. For this reason we will write all of the functions in $X^{X}$ on the right.

Notation 2.6 Let $X$ be a compact Hausdorff space. Then $X^{X}$ will denote the set of maps of $X$ to $X$ provided with the topology of pointwise convergence. Let $f, g \in X^{X}$ and $x \in X$. Then $x f$ will denote the image of $x$ under $f$, and $f g$ the composite map first $f$ then $g$. Thus $x(f g)=(x f) g$. Finally $\rho: X^{X} \times X^{X} \rightarrow$ $X^{X}$ will denote the map defined by $\rho(f, g)=f g$ for all $f, g \in X^{X}$.

We will make use of the following elementary properties of $X^{X}$.
Proposition 2.7 Let $X$ be compact Hausdorff. Then:
(a) $X^{X}$ is compact Hausdorff,
(b) $\rho$ provides $X^{X}$ with a semigroup structure,
(c) the maps $\rho^{f}: X^{X} \rightarrow X^{X}$ are continuous for all continuous $f \in X^{X}$, $g \rightarrow g f$
(d) the maps $\rho_{f}: X^{X} \quad \rightarrow \quad X^{X}$ are continuous for all $f \in X^{X}$, and $g \rightarrow f g$
(e) $\rho$ defines an action of the semigroup $X^{X}$ on the set $X^{X}$.

PROOF: (a) and (b) are standard.
(c) 1. Let $g_{\alpha} \longrightarrow g$ be a convergent net, and $f$ be continuous.
2. $x g_{\alpha} \longrightarrow x g$ for all $x \in X$.
3. $x\left(g_{\alpha} f\right)=\left(x g_{\alpha}\right) f \underset{1,2}{\longrightarrow}(x g) f=x(g f)$ for all $x \in X$.
4. $g_{\alpha} f \longrightarrow g f$.
(d) 1. Let $g_{\alpha} \longrightarrow g$.
2. $y g_{\alpha} \longrightarrow y g$ for all $y \in X$.
3. $x\left(f g_{\alpha}\right)=(x f) g_{\alpha} \xrightarrow[2]{\longrightarrow}(x f) g=x(f g)$ for all $x \in X$.
4. $f g_{\alpha} \longrightarrow f g$.
(e) This follows immediately from parts (b) and (c).

It is clear that the map

$$
\begin{array}{ccc}
X \times X^{X} & \rightarrow & X \\
(x, f) & \rightarrow & x f
\end{array}
$$

defines an action of the semigroup $X^{X}$ on $X$. Thus if $T$ is any subgroup of $X^{X}$ which consists entirely of continuous maps, then $(X, T)$ is a flow. Conversely given any flow $(X, T)$, the set $\left\{\pi^{t} \mid t \in T\right\}$ is a subgroup of $X^{X}$ consisting of continuous maps. In this case we obtain a group homomorphism of $T$ into a subgroup of $X^{X}$, allowing the following definition of the enveloping semigroup of the flow $(X, T)$.

Definition 2.8 Let $(X, T)$ be a flow. By 1.1 the map $T \rightarrow X^{X}$ has a con-

$$
t \rightarrow \pi^{t}
$$

tinuous extension $\Phi_{X}: \beta T \rightarrow X^{X}$. The image of $\Phi_{X}$,

$$
\Phi_{X}(\beta T)=\overline{\left\{\pi^{t} \mid t \in T\right\}} \equiv E(X, T)
$$

is clearly a subsemigroup of $X^{X}$, which we call the enveloping semigroup of the flow $(X, T)$ and denote by $E(X, T)$ or simply $E(X)$. The map $\Phi_{X}$ will be referred to as the canonical map of $\beta T$ onto $E(X)$. Since we write $x t$ for $x \pi^{t}=x \Phi_{X}(t)$ for all $x \in X$ and $t \in T$, it will be convenient to write $x p$ for $x \Phi_{X}(p)$ for all $x \in X$ and $p \in \beta T$.

Some of the properties of $E(X)$ which follow directly from the definition are collected and detailed below in order that they may be referred to as needed. We leave it as an exercise for the reader to provide detailed proofs.

Proposition 2.9 Let $(X, T)$ be a flow. Then:
(a) The action

$$
\begin{array}{ccc}
E(X) \times T & \rightarrow & E(X) \\
(p, t) & \rightarrow & p \pi^{t}
\end{array}
$$

where

$$
\begin{array}{rlc}
\pi^{t}=R_{t}: E(X) & \rightarrow & E(X) \\
q & \rightarrow & q t
\end{array}
$$

makes $E(X, T)$ a point transitive flow.
(b) The canonical map $\Phi_{X}: \beta T \rightarrow E(X)$ is both a flow and a semigroup homomorphism.
(c) The map $E(X) \rightarrow X$ is a flow homomorphism for all $x \in X$.
(d) The map $\Phi_{\beta T}: \beta T \rightarrow E(\beta T)$ is an isomorphism.
(e) Let $f:(X, T) \rightarrow(Y, T)$ be a homomorphism of flows. Then $f(x p)=$ $f(x) p$ for all $x \in X$ and $p \in \beta T$.

The association of $E(X, T)$ to a flow $(X, T)$ is natural in the sense outlined in the following proposition.

Proposition 2.10 Let $f:(X, T) \rightarrow(Y, T)$ be a surjective flow homomorphism. Then there exists a map $\theta: E(X) \rightarrow E(Y)$ such that:
(a) the following diagram is commutative

for all homomorphisms $g: X \rightarrow Y$ and $x \in X$,
(b) $\theta$ is surjective and continuous,
(c) $\theta(p q)=\theta(p) \theta(q)$ for all $p, q \in E(X)$ so that $\theta$ is both a flow and a semigroup homomorphism, and
(d) if $\psi: E(X) \rightarrow E(Y)$ is a homomorphism with $\psi \circ \Phi_{X}=\Phi_{Y}$, then $\theta=\psi$.

PROOF: (a) 1. Let $a \in E(X)$ and define $\theta(a)=\Phi_{Y}(p)$ where $p \in \beta T$ with $\Phi_{X}(p)=a$.
2. To see that $\theta$ is well-defined, suppose $p, q \in \beta T$ with $\Phi_{X}(p)=\Phi_{X}(q)$ and let $y \in Y$.
3. Since $f$ is onto, there exists $x \in X$ with $f(x)=y$.


``` \(=y \Phi_{Y}(q)\).
```

5. Thus $\theta$ is well-defined and $\theta \circ \Phi_{X}=\Phi_{Y}$, so the top half of the diagram is commutative.
6. Now let $x \in X, a \in E(X)$, and $p \in \beta T$ with $\Phi_{X}(p)=a$.
7. Then $g(x a)=g\left(x \Phi_{X}(p)\right) \underset{\text { 2.9(e) }}{=} g(x) \Phi_{Y}(p)=\overline{5} g(x) \theta\left(\Phi_{X}(p)\right)=g(x) \theta(a)$ which shows that the bottom half of the diagram is commutative.
(b) $1 . \theta$ is surjective because $\Phi_{Y}$ is.
8. Let $C \subset E(Y)$ be closed.
9. $\theta^{-1}(C)=\Phi_{X}\left(\Phi_{Y}^{-1}(C)\right)$ is closed.
( $\Phi_{X}, \Phi_{Y}$ are continuous, $\beta T$ is compact)
10. $\theta$ is continuous.
(by 2, 3)
(c) 1. Let $a, b \in E(X)$, and $p, q \in \beta T$ with $\Phi_{X}(p)=a$ and $\Phi_{X}(q)=b$.
11. $\theta(a b)=\theta\left(\Phi_{X}(p) \Phi_{X}(q)\right) \underset{\mathbf{2 . 9}(\mathrm{b})}{=} \theta\left(\Phi_{X}(p q)\right)$

$$
=\Phi_{Y}(p q)_{2.9(\mathrm{~b})}^{=} \Phi_{Y}(p) \Phi_{Y}(q)=\theta\left(\Phi_{X}(p)\right) \theta\left(\Phi_{X}(q)\right)=\theta(a) \theta(b)
$$

(d) 1. Assume that $\psi: E(X) \rightarrow E(Y)$ satisfies $\psi \circ \Phi_{X}=\Phi_{Y}$.
2. For $a=\Phi_{X}(p), f(x a)=f\left(x \Phi_{X}(p)\right) \underset{2.9(\mathrm{e})}{=} f(x) \Phi_{Y}(p) \underset{1}{=} f(x) \psi\left(\Phi_{X}(p)\right)$ $=f(x) \psi(a)$.
3. $f(x) \psi(a)=f(x) \theta(a)$ for all $x \in X$ and $a \in E(X)$. (by 2 and part (a))
4. $\psi(a)=\theta(a)$ for all $a \in E(X) . \quad$ (by 2, 3, because $f$ is onto)

We end this section with a few examples of how $\mathbf{2 . 1 0}$ is used to identify certain enveloping semigroups. Note that if $(X, T)$ is a flow, then $T$ acts diagonally on the Cartesian product $X \times X$, so that $(x, y) t=(x t, y t)$, making $(X \times X, T)$ a flow.

Corollary 2.11 Let $(X, T)$ be a flow. Then $E(X, T) \cong E(X \times X, T)$.
PROOF: 1. The maps $g_{1}: X \times X \quad \rightarrow \quad X$ and $g_{2}: X \times X \quad \rightarrow \quad X$ are

$$
(x, y) \quad \rightarrow \quad x \quad(x, y) \quad \rightarrow \quad y
$$

surjective homomorphisms of flows.
2. There exists a surjective flow and semigroup homomorphism $\theta$ : $E(X \times X) \rightarrow E(X)$.
3. Let $p, q \in \beta T$ with $\theta\left(\Phi_{X \times X}(p)\right)=\theta\left(\Phi_{X \times X}(q)\right)$.
4. $\Phi_{X}(p)=\Phi_{X}(q)$.
(by 2, 3, 2.10)
5. Let $(x, y) \in X \times X$.
6. $g_{1}\left((x, y) \Phi_{X \times X}(p)\right)_{2.10}^{=} g_{1}(x, y) \Phi_{X}(p)=x \Phi_{X}(p) \underset{4}{=} x \Phi_{X}(q)$
$={ }_{2.10}^{=} g_{1}\left((x, y) \Phi_{X \times X}(q)\right)$.
7. $g_{2}\left((x, y) \Phi_{X \times X}(p)\right)_{\mathbf{2 . 1 0}}^{=} g_{2}(x, y) \Phi_{X}(p)=y \Phi_{X}(p)=y \Phi_{X}(q) \underset{\mathbf{2 . 1 0}}{=} g_{2}((x, y)$ $\left.\Phi_{X \times X}(q)\right)$.
8. $(x, y) \Phi_{X \times X}(p)=\left(g_{1}\left((x, y) \Phi_{X \times X}(p)\right), g_{2}\left((x, y) \Phi_{X \times X}(p)\right)\right)$

$$
\begin{aligned}
& =\overline{7}\left(g_{1}\left((x, y) \Phi_{X \times X}(q)\right), g_{2}\left((x, y) \Phi_{X \times X}(q)\right)\right) \\
& =(x, y) \Phi_{X \times X}(q) .
\end{aligned}
$$

9. $\Phi_{X \times X}(p)=\Phi_{X \times X}(q)$.
10. $\theta$ is an isomorphism.

Proposition 2.12 Let:
(i) $(X, T)$ be a flow,
(ii) $x_{0} \in X$ with $\overline{x_{0} T}=X$ (so that $(X, T)$ is point transitive), and
(iii) $f: E(X) \rightarrow X$ be defined by $f(p)=x_{0} p$ for all $p \in E(X)$.

Then $f$ induces an isomorphism, $\theta: E(E(X)) \cong E(X)$.
PROOF: We leave the proof as an exercise for the reader.
Proposition 2.13 Let $(X, T)$ be a flow. Then $E(E(E(X))) \cong E(E(X))$.
PROOF: This follows from 2.12 and the fact that $(E(X, T), T)$ is point transitive.

## EXERCISES FOR CHAPTER 2

Exercise 2.1 (see 2.9) Let:
(i) $(X, T)$ and $(Y, T)$ be flows, and
(ii) $f:(X, T) \rightarrow(Y, T)$ be a homomorphism.

Show that
(a) The canonical map $\Phi_{X}: \beta T \rightarrow E(X)$ is both a flow and a semigroup homomorphism.
(b) The map $E(X) \rightarrow X$ is a flow homomorphism for all $x \in X$.

$$
p \quad \rightarrow \quad x p
$$

(c) The map $\Phi_{\beta T}: \beta T \rightarrow E(\beta T)$ is an isomorphism.
(d) $f(x p)=f(x) p$ for all $x \in X$ and $p \in \beta T$.

Exercise 2.2 (see 2.12) Let:
(i) $(X, T)$ be a flow,
(ii) $x_{0} \in X$ with $\overline{x_{0} T}=X$ (so that $(X, T)$ is point transitive), and
(iii) $f: E(X) \rightarrow X$ be defined by $f(p)=x_{0} p$ for all $p \in E(X)$.

Then $f$ induces an isomorphism, $\theta: E(E(X)) \cong E(X)$.

## Exercise 2.3 Let:

(i) $E$ be a compact Hausdorff space provided with a semigroup structure,
(ii) $L_{p}: E \quad \rightarrow \quad E \quad$ for all $p \in E$,

$$
m \quad \rightarrow \quad p m
$$

(iii) $\quad R_{p}: E \quad \rightarrow \quad E \quad$ for all $p \in E$, and $m \quad \rightarrow \quad m p$
(iv) $\varphi: E \rightarrow E^{E}$ be defined by $\varphi(p)=R_{p}$ for all $p \in E(X)$.

Then
(a) $\varphi$ is a semigroup homomorphism, and
(b) $\varphi$ is continuous if and only if $L_{p}$ is continuous for all $p \in E$. In this case $\varphi$ identifies $E$ with a subsemigroup of $E^{E}$, and $E$ is referred to as an E-semigroup (see also [Akin, E. (1997)]). It is immediate from 2.7, that for any flow $(X, T)$, its enveloping semigroup $E(X, T)$ is an $E$-semigroup.

## Minimal sets and minimal right ideals

A subset $M \subset X$ of a flow $(X, T)$ is minimal (see 3.1) if it is a closed nonempty invariant set which is minimal with respect to those properties. One illustration of the interplay between the algebraic and topological properties of the enveloping semigroup is the fact that the minimal subsets of $E(X, T)$ are exactly the minimal right ideals in $E(X, T)$ with respect to its semigroup structure. This motivates a study of the algebraic structure of $E(X, T)$ and its minimal ideals in particular.

The key to understanding the structure of a minimal ideal $I \subset E(X)$, is an investigation of the idempotents in $I$ (those $u \in I$ with $u^{2}=u$ ). In a group, of course, the identity is the only idempotent. We will see that in $E(X)$, any closed sub-semigroup contains an idempotent, so that in general $E(X)$ contains many idempotents in addition to the identity. In particular any right ideal contains an idempotent. In 3.12 we show that if $I$ is a minimal right ideal, then $I$ is a disjoint union $\biguplus\{I v \mid v \in J\}$, where $J=\left\{v \in I \mid v^{2}=v\right\}$ is the set of idempotents in $I$. In fact all of the sets $I v$, with $v \in J$ are subgroups of $I$ which are isomorphic to one another.

We saw in 2.9 that $E(\beta T, T) \cong \beta T$. Thus the preceding discussion applies to any minimal right ideal $M$ in $\beta T$. In this case the flow $(M, T)$ is a universal minimal flow meaning that every minimal flow, is the image of $M$ under some epimorphism. Thus every minimal flow can be identified with the quotient flow ( $M / R, T$ ) for some closed, invariant equivalence relation (icer) $R$ on $M$. This is the basis for our approach to the algebraic theory of minimal flows, in which the structure of $M$ plays a crucial role.

This section begins with some background material on minimal sets. We then make explicit the relationship between the minimal sets, and minimal ideals in the enveloping semigroup. We go on to describe the structure of the minimal ideals in $E(X, T)$, and the section closes with some brief remarks on
$M$ which motivate the notation, terminology and approach which will be used in the later sections.

Definition 3.1 A subset, $M$ of the flow $X$ is minimal if:
(i) $\emptyset \neq M$,
(ii) $M$ is closed,
(iii) $M$ is invariant, meaning $M t \subset M$ for all $t \in T$, and
(iv) if $N \subset M$ satisfies (i), (ii), (iii), then $N=M$. That is $M$ is minimal with respect to (i),(ii), and (iii).

The flow $X$ is minimal (or a minimal set) if $X$ is minimal. Notice that if $M$ is a minimal subset of $X$, then the flow $(M, T)$ is a minimal set.

We begin with an elementary characterization of minimal sets. This shows that the minimal subsets of a flow reflect its asymptotic properties in the sense that minimality can be characterized in terms of orbit closures.

Proposition 3.2 Let:
(i) $(X, T)$ be a flow, and
(ii) $\emptyset \neq M \subset X$ be closed and invariant.

Then the following are equivalent:
(a) $M$ is minimal,
(b) $\overline{x T}=M$ for all $x \in M$, and
(c) if $U \subset X$ is open with $M \cap U \neq \emptyset$, then $M=(U \cap M) T$.

## PROOF:

$$
(a) \Longrightarrow(b)
$$

1. Assume that $M$ is minimal and let $x \in M$.
2. $\overline{x T} \subset M$ satisfies (i), (ii), and (iii) of 3.1.
3. $\overline{x T}=M$.

$$
(b) \Longrightarrow(c)
$$

1. Assume that $\overline{x T}=M$ for all $x \in M$ and let $U \subset X$ be open with $U \cap M \neq \emptyset$.
2. $x T \cap U \neq \emptyset$ for all $x \in M$.
3. $x \in U T$ for all $x \in M$.

$$
\begin{equation*}
(\mathrm{c}) \Longrightarrow(\mathrm{a}) \tag{by1}
\end{equation*}
$$

1. Assume that (c) holds and $N \subset M$ is a nonempty closed, invariant subset of $M$.
2. Let $U=X \backslash N$.
3. $U$ is open.
(by 1,2 )
4. $N \cap(U \cap M) T \subset N T \cap U=N \cap U=\emptyset$.
5. $(U \cap M) T \neq M$.
(by 1,4)
6. $U \cap M=\emptyset$.
7. $N=M$.

We use the axiom of choice in the form of Zorn's lemma both in the following proposition, to show that minimal sets exist, and later to show that certain semigroups contain idempotents. Zorn's lemma was also used in the appendix to section 1 ; for the sake of completeness we give a statement here.

Zorn's Lemma 3.3 If $(S, \leq)$ is a partially ordered set such that any increasing chain $s_{1} \leq \cdots \leq s_{i} \leq \cdots$ has a supremum in $S$, then $S$ itself has a maximal element.

Proposition 3.4 Let $(X, T)$ be a flow. Then there exists a minimal subset in $X$.

PROOF: 1 . Let $\mathcal{C}=\{\emptyset \neq C \subset X \mid C$ is closed and invariant $\}$.
2. $\mathcal{C}$ is partially ordered by the relation $C_{1} \supset C_{2}$.
3. Let $\Gamma=\left\{C_{1} \supset C_{2} \supset \cdots C_{i} \supset \cdots\right\}$ be an increasing chain of elements of $\mathcal{C}$.
4. $C=\bigcap C_{i}$ is nonempty, closed and invariant, hence $C \in \mathcal{C}$ is a supremum for $\Gamma$.
( $X$ is compact)
5. $\mathcal{C}$ has a maximal element $M \subset X$.
(by Zorn's lemma)
6. $M$ is a minimal subset of $X$.
(by 1, 2, 5)
It is an elementary but important fact, detailed in the next proposition, that minimality is preserved by homomorphisms.

Proposition 3.5 Let $\varphi: X \rightarrow Y$ be a flow homomorphism.
(a) If $M$ is a minimal subset of $X$, then $\varphi(M)$ is a minimal subset of $Y$.
(b) If $N$ is a minimal subset of $\varphi(X)$, then there exists a minimal subset $M$ of $X$ with $\varphi(M)=N$.

PROOF: (a) 1. Let $K$ be a non-empty closed invariant subset of $\varphi(M)$.
2. $\varphi^{-1}(K) \cap M$ is a closed non-empty invariant subset of the minimal set $M$.
3. $\varphi^{-1}(K) \cap M=M$.
4. $K=\varphi(M)$.
(b) 1. $\varphi^{-1}(N)$ is a non-empty closed invariant subset of $X$.
2. There exists a minimal subset $M$ of $\varphi^{-1}(N)$.
3. $\varphi(M)$ is a minimal subset of the minimal set $N$, so $\varphi(M)=N$.

Now we turn to a discussion of the minimal ideals in the enveloping semigroup $E(X, T)$ of a flow $(X, T)$. We first show that they coincide with the minimal sets of the flow $(E(X, T), T)$; then we will describe the structure of these minimal ideals.

Definition 3.6 Let $X$ be a flow, and $E$ its enveloping semigroup. Then a nonempty subset $I$ of $E$ is a (right) ideal if $I E \subset I$. The ideal is minimal if it contains no ideals as proper subsets.

Note that if $I \subset E(X, T)$ is an ideal, then $I T \subset I$, whence if $I$ is closed, $(I, T)$ is a flow. In fact as the following proposition shows, $(I, T)$ is a minimal flow.

## Proposition 3.7 Let:

(i) $(X, T)$ be a flow,
(ii) $E=E(X, T)$, and
(iii) $I$ an ideal in $E$.

Then $I$ is a minimal ideal if and only if $I$ is closed and the flow $(I, T)$ is minimal.

PROOF: $\Longrightarrow 1$. Assume that $I$ is minimal and let $p \in I$.
2. $\overline{p T}=p E \subset I$. ( $I$ is an ideal)
3. $L_{p}(E)=p E=I . \quad(p E$ is an ideal and $I$ is minimal $)$
4. $I$ is closed. (by $3, E$ is compact and $L_{p}$ is continuous by 2.7)
5. $(I, T)$ is minimal. (by 2, 3, 3.2)
$\Longleftarrow 1$. Assume that $(I, T)$ is a minimal flow, let $J \subset I$ be an ideal, and $p \in J$.
2. $I=\overline{p T}=p E \subset J$.
3. $I=J$.

Corollary 3.8 Let:
(i) $(X, T)$ be a flow,
(ii) $E=E(X, T)$, and
(iii) $I$ an ideal in $E$.

Then I contains a minimal ideal.
PROOF: This follows from 3.7 and 3.4; we leave the details to the reader.
The description of the structure of a minimal ideal $I \subset E(X, T)$ relies on the existence of idempotents $u^{2}=u \in I$. Thus the importance of the following theorem, which is an interesting example of the interplay between the topological and algebraic structure in a topological space which is also a semigroup.

Theorem 3.9 Let $X$ be a compact $\mathrm{T}_{1}$ (single points are closed) semigroup such that the left-multiplication maps

$$
\begin{array}{rlc}
L_{x}: X & \rightarrow & X \\
y & \rightarrow & x y
\end{array}
$$

are continuous and closed for all $x \in X$. Then there exists an idempotent $u$ in $X .\left(u\right.$ is an idempotent if $u^{2}=u$.)

PROOF: 1. Let $\Sigma=\left\{S \subset X \mid \emptyset \neq S=\bar{S}\right.$ and $\left.S^{2} \subset S\right\}$.
2. Then $\Sigma \neq \emptyset$ and by Zorn's lemma there exists a minimal element, $S$ of $\Sigma$ when the latter is ordered by inclusion.
3. Let $s \in S$.
4. $s S=L_{s}(S)$ is a closed subset of $S$.
(by $1,2,3, L_{S}$ is closed)
5. $s S s S \subset s S S \subset s S \subset S$, whence $s S=S$ by the minimality of $S$.
6. Let $R=\{t \in S \mid s t=s\}$.
7. $\emptyset \neq R$.
8. $R^{2} \subset R=L_{s}^{-1}\{s\}=\bar{R}$.
( $L_{s}$ is continuous, $X$ is $\mathrm{T}_{1}$ )
9. $R=S$. (by $2,6,7,8$ )
10. $s^{2}=s$
(by 3, 6, 9)
Since every continuous map from a compact space to a Hausdorff space is a closed map, the following is an immediate consequence of 3.9.

Corollary 3.10 Let $X$ be a compact Hausdorff semigroup such that the maps

$$
L_{x}: X \rightarrow X
$$

are continuous for all $x \in X$. (We often refer to such a semigroup as an E-semigroup, see 2.E.3.) Then there exists an idempotent $u$ in $X$.

Corollary 3.11 Let $X$ be a compact $\mathrm{T}_{1}$ group such that left multiplication is continuous, and let $S$ be a closed sub-semigroup of $X$. Then $S$ is a subgroup of $X$.

PROOF: 1. Let $x \in S$.
2. $x S=L_{x^{-1}}^{-1}(S)$ is a closed subsemigroup of $S . \quad\left(L_{x^{-1}}\right.$ is continuous)
3. There exists an idempotent $u \in x S$.
(by 1, 2, 3.9)
4. $u=i d$.
( $X$ is a group)
5. $x^{-1} \in S$.
(by 3, 4)
For any flow $(X, T)$, the enveloping semigroup $E(X, T)$ is an $E$-semigroup in the sense of 3.10, and hence any minimal ideal $I \subset E(X)$ is also an $E$-semigroup and therefore contains idempotents. It turns out that each of the idempotents in $I$ acts as a left-identity on $I$. In fact the ideal $I$ can be
partitioned into a disjoint union of groups, each one containing exactly one idempotent (which serves as the identity for that group). We give the details in the following theorem.

Theorem 3.12 Let:
(i) $(X, T)$ be a flow,
(ii) $E=E(X, T)$, and
(iii) $I \subset E$ be a minimal ideal in $E$.

Then:
(a) The set $J$ of idempotents of $I$ is non-empty,
(b) $v p=p$ for all $v \in J$ and $p \in I$,
(c) $I v$ is a group with identity $v$, for all $v \in J$,
(d) $\{I v \mid v \in J\}$ is a partition of $I$, and
(e) if we set $G=I u$ for some $u \in J$, then $I=\biguplus\{G v \mid v \in J\}$ (disjoint union).

PROOF: (a) 1. This follows immediately from 3.10.
(b) 1. Let $v \in J$, and $p \in I$.
2. $v I \subset I$.
( $I$ is an ideal)
3. $v I=I$.
(by $2, I$ is minimal)
4. There exists $q \in I$ with $v q=p$.
5. $v p \underset{4}{=} v v q=v q \underset{4}{=} p$.
(c) 1 . Let $q \in I v$.
2. There exists $p \in I$ with $q=p v$.
3. $q v=p v v=p v=q$.
4. $v$ is both a left and right identity for $I v$. (by (b), and 3)
5. $q I$ is an ideal.
( $I$ is an ideal)
6. $q I=I$. ( $I$ is minimal)
7. There exists $q^{\prime} \in I$ with $q q^{\prime}=v$.
8. $q\left(q^{\prime} v\right)=\left(q q^{\prime}\right) v=v v=v$.
9. $\left(q^{\prime} q\right)\left(q^{\prime} q\right)=q^{\prime}\left(q q^{\prime}\right) q \underset{7}{=} q^{\prime}(v q) \underset{(b)}{\overline{(b)}} q^{\prime} q$.
10. $\left(q^{\prime} v\right) q \underset{(b)}{\overline{=}} q^{\prime} q \underset{3}{=}\left(q^{\prime} q\right) v \underset{9,(b)}{=} v$.
11. $q^{\prime} v$ is a left and right inverse of $q$ in $I v$.
(by 8, 10)
(d) 1 . Let $p \in I$.
2. As before $p I=I$. ( $I$ is a minimal ideal)
3. $K=\{q \in I \mid p q=p\}=L_{p}^{-1}(p)$ is a nonempty closed subsemigroup of $I$.
4. There exists an idempotent $u \in J$ with $p u=p$.
5. $p \in I u$.
6. $I=\bigcup\{I v \mid v \in J\}$.
7. Finally let $u, v \in J$ and $p \in I v \cap I u$.
8. $p=p u=p v$ and there exists $q \in I v$ with $q p=v$.
9. $u \underset{(b)}{=} v u=(q p) u=q(p u)_{8}^{=} q p \underset{8}{=} v$.
(e) This is just a restatement of (d).

Note that each of the groups $I v$ in proposition 3.12 is isomorphic to the group $G=I u$; indeed the map $p u \rightarrow p v$ is an isomorphism since $(p v)(q v)=$ $p(v q) v=(p q) v$. It is interesting to note that given an abstract group $G$ and an index set $J$, one can define a semigroup structure on the disjoint union $I=\biguplus_{v \in J} G_{v}$ of copies of $G$, in which $J$ can be identified with the set of idempotents. We simply define $p_{v} q_{w}=(p q)_{w} \in G_{w}$ for $p, q \in G$ and $v, w \in J$. Then $\left\{e_{v} \mid v \in J\right\}$ is the set of idempotents in $I$. Proposition 3.12 shows that every minimal ideal in $E(X, T)$ has this structure.

For any semigroup $E$ one can define an equivalence relation on the set $J$ of idempotents in $E$ as follows:

$$
u \sim v \Longleftrightarrow u v=u \text { and } v u=v .
$$

This relation is clearly reflexive and symmetric; to check transitivity we observe that:

$$
\begin{gathered}
u \sim v \sim w \Rightarrow u w=(u v) w=u(v w)=u v=u \\
\text { and } w u=(w v) u=w(v u)=w v=w .
\end{gathered}
$$

This motivates the following definition.
Definition 3.13 Let $(X, T)$ be a flow. An idempotent $u^{2}=u \in E(X, T)$ is said to be a minimal idempotent if $u$ is contained in some minimal ideal $I \subset E(X, T)$. If $u, v \in E(X, T)$ are idempotents with $u v=u$ and $v u=v$, we write $u \sim v$ and refer to $u$ and $v$ as equivalent idempotents.

When $u$ and $v$ are in the same minimal ideal $I$, then $u \sim v \Rightarrow u=v$ since by 3.12 both $u$ and $v$ act as left-identities on $I$. Thus for any minimal idempotent, the equivalence class $[u$ ] intersects each minimal ideal at most once; we leave it as an exercise for the reader to check that $[u]$ contains only minimal idempotents. The following proposition says that $[u]$ intersects every minimal ideal exactly once, so that $[u]$ consists of one idempotent from every minimal ideal in $E(X, T)$.

## Proposition 3.14 Let:

(i) $(X, T)$ be a flow,
(ii) $E=E(X, T)$,
(iii) $I, K \subset E$ be minimal ideals in $E$, and
(iv) $u^{2}=u \in I$ be an idempotent.

Then there exists a unique idempotent $v \in K$ with $u v=u$ and $v u=v$.
PROOF: 1. Let $u^{2}=u \in I$.
2. $u K$ is a closed ideal in $I$, whence $u K=I$.
3. $N \equiv\{k \in K \mid u k=u\} \neq \emptyset$.
4. $N=L_{u}^{-1}(u) \cap K$ is closed, and $N^{2} \subset N$.
5. There exists $v^{2}=v \in N$.
(by 4, 3.10)
6. $u v=u$.
7. Similarly there exists $w^{2}=w \in I$ with $v w=v . \quad$ (applying 1-6 to $v \in K$ )
8. $w_{1,3.12}^{=} u w_{6}^{=} u v w_{7}^{=} u v \underset{6}{=} u$.
9. $v u=v$.
10. Now suppose $\eta^{2}=\eta \in K$ with $u \eta=u$ and $\eta u=\eta$.
11. $\eta \underset{10}{=} \eta u \underset{6}{=} \eta u v \underset{10}{=} \eta v$.
12. $\eta \in K \eta \cap K v$.
13. $\eta=v$.

As an immediate consequence of 3.12 we see that any two minimal ideals in $E(X, T)$ are isomorphic as minimal flows in a natural way.

Proposition 3.15 Let:
(i) $(X, T)$ be a flow,
(ii) $E=E(X, T)$,
(iii) $I, K \subset E$ be minimal ideals in $E$,
(iv) $u^{2}=u \in I$ be an idempotent, and
(v) $v^{2}=v \in K$ with $u \sim v$.

Then the map $L_{v}:(I, T) \quad \rightarrow \quad(K, T)$ is an isomorphism, its inverse being $p \rightarrow \quad v p$
the map $L_{u}$.
PROOF: We leave the proof as an exercise for the reader.
The structure of the minimal ideals in the enveloping semigroup $E(X, T)$ of any flow ( $X, T$ ) described above, and the minimal idempotents themselves play an important role (see in particular section 4) in the study of the dynamics of $(X, T)$. The minimal ideals in the semigroup $\beta T$ have exactly the same structure. This can be seen by noting that the proofs of $3.12,3.14$, and 3.15 rely only on properties of $E(X, T)$ which are shared by $\beta T$. On the other hand we saw in 2.9, that $E(\beta T) \cong \beta T$ as semigroups. Thus $3.12,3.14$, and 3.15 can be applied directly to $\beta T$. In particular, we can speak of minimal idempotents
in $\beta T$, and the minimal subsets (ideals) of $\beta T$ are isomorphic to one another. The importance of the minimal ideals in $\beta T$ stems from the fact that any such minimal ideal $M \subset \beta T$ is a universal minimal set, meaning that every minimal flow ( $X, T$ ) is a homomorphic image of the flow $(M, T)$.

Theorem 3.16 Let $M$ be a minimal subset of $\beta T$, and $(X, T)$ be a minimal flow. Then there exists an epimorphism $f: M \rightarrow X$.

PROOF: 1. Let $x \in X$.
2. The map $T \rightarrow X$ has a continuous extension $g: \beta T \rightarrow X$.
$t \rightarrow x t$
3. $g$ is a homomorphism of flows.
4. The restriction $f$ of $g$ to $M$ is an epimorphism. ( $X$ is minimal)

We end this section with an observation which emphasizes the importance of the preceding theorem. Let $f: M \rightarrow X$ be an epimorphism and

$$
R_{f}=\{(p, q) \in M \times M \mid f(p)=f(q)\}
$$

Then $R_{f}$ is an invariant closed equivalence relation (icer for short) on $M$, such that $M / R_{f} \cong X$. Thus theorem 3.16 shows that every minimal flow can be obtained as a quotient of $M$ by an icer. Conversely for every icer $R$ on $M$, the quotient $M / R$ is a minimal flow. This follows from the purely topological result (included here as $\mathbf{6 . 2}$ ) that the quotient of any compact Hausdorff space by a closed equivalence relation is itself a compact Hausdorff space. Minimal flows and their properties can therefore be studied by studying icers on the universal minimal set $M$. This is one of the major themes of this book. We begin the development of this theme in part II. In particular the structure of $M$ given in 3.12 will be used in section 7 to facilitate the study of icers on $M$, and lay the foundation for our approach to the algebraic theory of minimal sets.

## EXERCISES FOR CHAPTER 3

Exercise 3.1 (see 3.15) Let:
(i) $(X, T)$ be a flow,
(ii) $E=E(X, T)$,
(iii) $I, K \subset E$ be minimal ideals in $E$,
(iv) $u^{2}=u \in I$ be an idempotent, and
(v) $v^{2}=v \in K$ with $u \sim v$.

Show that $L_{v}:(I, T) \quad \rightarrow \quad(K, T)$ is an isomorphism, its inverse being the $p \rightarrow \quad v p$
map $L_{u}$.
Exercise 3.2 Let:
(i) $(X, T)$ be a flow,
(ii) $E=E(X, T)$,
(iii) $u$ be a minimal idempotent in $E$, and
(iv) $v \in E$ be an idempotent with $u \sim v$.

Show that $v$ is a minimal idempotent in $E$.
Exercise 3.3 Show that a compact Hausdorff semigroup $X$ is an $E$-semigroup if and only if the map $X \rightarrow X^{X}$ is continuous. (see 3.10) $x \rightarrow R_{x}$

Exercise 3.4 Prove analogs of 3.12, 3.14, and 3.15 for $E$-semigroups. (see 3.10)

Exercise 3.5 Show that any topological group $S$ which is $\mathrm{T}_{1}$ must be Hausdorff.

## Fundamental notions

Certain important notions in topological dynamics serve as the language, foundation and motivation for the theory. These include pointwise almost periodicity, minimality, distality, proximality, weak-mixing, and topological transitivity for flows. This section is devoted to defining and discussing these concepts and some of their analogs and generalizations to homomorphisms of flows.

Our exposition emphasizes the role played by the semigroups $\beta T$, and $E(X, T)$, and the minimal ideals therein in understanding the properties of the flow $(X, T)$. Many of the fundamental notions can be cast in terms of the algebraic structure of these semigroups, their minimal ideals and idempotents. One example of this is proposition 4.9 which shows that $(X, T)$ is distal if and only if $E(X, T)$ is a group. This algebraic approach also leads to 4.12 , where it is shown that every distal flow is pointwise almost periodic.

The later part of this section is devoted to a discussion of topological transitivity and related questions. For metric flows, the notions of point transitivity and topological transitivity are quite easily seen to be equivalent (see 4.18). This allows certain results (notably the Furstenberg structure theorem for distal flows) to be deduced for metric flows in a straightforward way. On the other hand topological transitivity and point transitivity are not equivalent in general for flows on compact Hausdorff spaces. Despite this, some deep results along these lines can be obtained by deducing the general case from metric considerations. As one example of this technique we show in 4.24 that every flow which is both topologically transitive and distal, must be minimal. This result has the general case of the Furstenberg theorem as an immediate consequence. This result can also be generalized to the case of homomorphisms of minimal flows. Here one can prove that a homomorphism of minimal flows which is both weak mixing (so that the corresponding equivalence relation is topologically transitive) and distal must be trivial. Our proof (given in
section 9) of this more general result again involves reducing the argument to the metric case, but also requires the introduction of what we call the quasirelative product of two icers.

We begin with the definition of an almost periodic point which is given here in terms of minimal sets.

Definition 4.1 Let $(X, T)$ be a flow and $x \in X$. Then $x$ is an almost periodic point if the orbit closure of $x$, denoted $\overline{x T}$, is minimal. We say that the flow ( $X, T$ ) is pointwise almost periodic if every $x \in X$ is an almost periodic point.

It is clear that any minimal flow is pointwise almost periodic, and that any pointwise almost periodic flow is a disjoint union of minimal sets. For semigroups, which we do not assume contain the identity, the definition needs to be modified slightly. In this case $\overline{x T}$ need not contain $x$, so we require that an almost periodic point satisfy $x \in \overline{x T}$. Thus any pointwise almost periodic semigroup action on $X$ partitions $X$ into a disjoint union of minimal sets.

Note that if a point $x \in X$ is fixed by every element of $T$, or more generally if the orbit $x T$ is finite (where we might think of $x$ as a periodic point), then $x$ is an almost periodic point of the flow $(X, T)$. The terminology is further motivated by the case $T=\mathbf{Z}$, the group of integers. Here by abuse of notation we think of

$$
T=\left\{\ldots, T^{-n}, \ldots, T^{-2}, T^{-1}, i d, T, T^{2}, \ldots, T^{n}, \ldots\right\}
$$

where $T: X \rightarrow X$ is a homeomorphism. For this special case a periodic point of period $n$ has as set of return times the set

$$
A(x)=\left\{T^{j} \mid x T^{j}=x\right\}=\left\{T^{n k} \mid k \in \mathbf{Z}\right\}
$$

This set is large in the sense that its product with the finite set $\left\{T^{1}, \ldots, T^{n-1}\right\}$ gives the whole group $T$. This way of characterizing a periodic point when $T=\mathbf{Z}$ has a natural generalization which makes sense for any group $T$. For any $x \in X$ and neighborhood $U$ of $x$ we consider the set of return times to $U$ :

$$
A(U)=\{t \in T \mid x t \in U\}
$$

The next proposition proves that $A(U)$ is large in the sense mentioned above if and only if $x$ is an almost periodic point, thus motivating the terminology.

## Proposition 4.2 Let:

(i) $(X, T)$ be a flow,
(ii) $x \in X$,
(iii) $\mathcal{N}_{x}=\{U \subset X \mid x \in U$ and $U$ is open $\}$, and
(iv) $A(U)=\{t \in T \mid x t \in U\}$.

Then $x$ is an almost periodic point if and only if for every $U \in \mathcal{N}_{x}$, there exists a finite set $F \subset T$, such that $A(U) F=T$. In other words $A(U)$ is a syndetic subset of $T$.

## PROOF:

$\qquad$

1. Assume that $x$ is an almost periodic point and let $U \in \mathcal{N}_{x}$.
2. $\overline{x T} \subset(U \cap \overline{x T}) T$.
$((\overline{x T}, T)$ is minimal by 1$)$
3. There exists a finite set $F \subset T$ such that $\overline{x T} \subset U F$. (by $2, \overline{x T}$ is compact)
4. Let $t \in T$.
5. $x t \in U s$ for some $s \in F$.
6. $t s^{-1} \in A(U)$.
(by 5, (iv))
7. $t \in A(U) F$.
8. $A(U) F=T$.
(by 4, 7)
9. Assume that $A(U)$ is syndetic for every $U \in \mathcal{N}_{x}$.
10. Let $W \subset X$ be open with $W \cap \overline{x T} \neq \emptyset$.
11. Let $W_{0}$ be open with $\overline{W_{0}} \subset W$ and $W_{0} \cap \overline{x T} \neq \emptyset$.
12. There exists $t \in T$ such that $W_{0} t \in \mathcal{N}_{x}$.
13. There exists a finite subset $F \subset T$ such that $A\left(W_{0} t\right) F=T$.
14. $\overline{x T} \subset_{4} \overline{x A\left(W_{0} t\right) F}=\overline{x A\left(W_{0} t\right)} F \subset\left(\overline{W_{0} t} \cap \overline{x T}\right) F \subset\left(\overline{W_{0}} \cap \overline{x T}\right) t F \subset_{3}(W \cap$ $\overline{x T}) T$.
15. $\overline{x T}$ is minimal.

We now characterize the almost periodic points of $(X, T)$ in terms of the minimal idempotents in the enveloping semigroup $E(X, T)$.

Proposition 4.3 Let:
(i) $(X, T)$ be a flow,
(ii) $E=E(X, T)$,
(iii) $I \subset E$ be a minimal ideal in $E$, and
(iv) $x \in X$.

Then the following are equivalent:
(a) $x$ is an almost periodic point of $X$,
(b) $\overline{x T}=x I \equiv\{x p \mid p \in I\}$, and
(c) there exists $u^{2}=u \in I$ with $x u=x$.

PROOF: $\quad(\mathrm{a}) \Rightarrow(\mathrm{b}) 1$. Assume that $x$ is an almost periodic point of $(X, T)$.
2. $\varphi_{x}: E \quad \rightarrow \quad X \quad$ is a homomorphism of $E$ onto $\overline{x T}$.
(by 2.9)

$$
p \quad \rightarrow \quad x p
$$

3. $x I=\varphi_{x}(I)$ is a closed invariant subset of $\overline{x T}$.
4. $x I=\overline{x T}$.
(by 1,3 )
(b) $\Rightarrow$ (c) 1. Assume that $\overline{x T}=x I$.
5. The set $S=\{p \in I \mid x p=x\}$ is a closed nonempty subsemigroup of $I$.
(by 1)
6. There exists $u^{2}=u \in S$.
(by 2, 3.10)
(c) $\Rightarrow$ (a) 1. Assume that there exists $u=u^{2} \in I$ with $x u=x$.
7. $x T=(x u) T=x(u T) \subset x I$.
8. $\overline{x T} \subset x I$.
(by 2 and 3.7)
9. $\overline{x T}=x I$.
( $x I$ is minimal by 3.7 )
10. $x$ is an almost periodic point.

Continuing with our theme of characterizing dynamical notions in terms of the semigroups $\beta T$ and $E(X, T)$, the following proposition considers notions which are equivalent to what we call proximality.

Proposition 4.4 Let $(X, T)$ be a flow and $x, y \in X$. Then the following are equivalent:
(a) there exists a net $\left\{t_{i}\right\} \subset T$ with $\lim x t_{i}=\lim y t_{i}$,
(b) $\overline{(x, y) T} \cap \Delta \neq \emptyset$, (here $\Delta=\{(x, x) \mid x \in X\}$ is the diagonal),
(c) there exists $p \in \beta T$ with $x p=y p$,
(d) there exists $r \in E(X)$ with $x r=y r$,
(e) there exists a minimal right ideal $I \subset E(X)$ with $x r=y r$ for all $r \in I$, and
(f) there exists a minimal right ideal $K \subset \beta T$ with $x q=y q$ for all $q \in K$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Assume that $\left\{t_{i} \mid i \in L\right\} \subset T$ is a net with $\lim x t_{i}=z=\lim y t_{i}$.
2. Let $\mathcal{V} \subset X \times X$ be a neighborhood of $(z, z)$.
3. There exists $N \subset X$ open with $(z, z) \in N \times N \subset \mathcal{V}$.
4. There exist $i_{1}, i_{2} \in L$ such that $i>i_{1} \Rightarrow x t_{i} \in N$ and $i>i_{2} \Rightarrow y t_{i} \in N$.
(by 1,3 )
5. Let $i \in L$ with $i>i_{1}$ and $i>i_{2}$.
6. $(x, y) t_{i}=\left(x t_{i}, y t_{i}\right) \in N \times N \subset \mathcal{V}$.
(by 3, 4, 5)
7. $((x, y) T) \cap \mathcal{V} \neq \emptyset$.
8. $(z, z) \in \overline{(x, y) T} \cap \Delta$.

$$
\begin{equation*}
(b) \Longrightarrow(c) \tag{by6}
\end{equation*}
$$

This follows from the fact that $\overline{(x, y) T}=(x, y) \beta T$.

$$
(\mathrm{c}) \Longrightarrow(\mathrm{d})
$$

1. Let $p \in \beta T$ with $x p=y p$.
2. Let $\Phi: \beta T \rightarrow E(X)$ be the canonical map.
(see 2.8)
3. Set $r=\Phi(p) \in E(X)$.
4. $x r=x \Phi(p)=x p=y p=y r$.

$$
(\mathrm{d}) \Longrightarrow(\mathrm{e})
$$

1. Assume that $x r=y r$ for some $r \in E(X)$.
2. $x r q=y r q$ for all $q \in E(X)$.
3. There exists a minimal ideal $I \subset r E(X)$.
4. $x m=y m$ for all $m \in I$.

$$
\begin{equation*}
(\mathrm{e}) \Longrightarrow(\mathrm{f}) \tag{by2,3}
\end{equation*}
$$

1. Assume that $x q=y q$ for all $q \in I$, a minimal ideal in $E(X)$.
2. $\Phi^{-1}(I) \subset \beta T$ is a right ideal in $\beta T$.
3. There exists a minimal ideal $K \subset \Phi^{-1}(I)$.
4. $x q=x \Phi(q)=y \Phi(q)=y q$ for all $q \in K$.

$$
(\mathrm{g}) \Longrightarrow(\mathrm{a})
$$

1. Assume $x q=y q$ for all $q \in K$ with $K$ a minimal right ideal in $\beta T$.
2. Let $k \in K$ and $\left\{t_{i}\right\} \subset T$ with $t_{i} \rightarrow k$.
3. $\lim x t_{i}=x \lim t_{i}=x k=y k=y \lim t_{i}=\lim y t_{i}$.

Definition 4.5 Let $(X, T)$ be a flow and $x, y \in X$. Then the pair $(x, y)$ is proximal if it satisfies any one of the equivalent conditions of 4.4. The collection of proximal pairs in $X \times X$ will be denoted $P(X)$, so that

$$
P(X)=\{(x, y) \in X \times X \mid \overline{(x, y) T} \cap \Delta \neq \emptyset\}
$$

We will also be interested in the proximal cells; anticipating the notation of 6.1, for general relations, we write

$$
x P(X)=\{z \in X \mid(x, z) \in P(X)\}
$$

for the proximal cell containing $x$. We say that the flow $(X, T)$ is a proximal flow if every pair $(x, y) \in X \times X$ is proximal; that is $P(X)=X \times X$. We say that the flow $(X, T)$ is a distal flow if the only proximal pairs are of the form $(x, x) \in X \times X$; that is $P(X)=\Delta \subset X \times X$.

The relation $P(X)$ described above is invariant reflexive and symmetric, but is in general not transitive. In section 13 we will study conditions under which $P(X)$ is transitive, i.e. when $P(X)$ is an equivalence relation. In this section we focus on how the proximal relation $P(X)$, and consequently the notion of distality, can be studied via the idempotents in $\beta T$ or $E(X, T)$.

Let $u^{2}=u \in \beta T$ be an idempotent in $\beta T$, and $x \in X$ where $(X, T)$ is a flow. Since $T$ is dense in $\beta T$, there exists a net $\left\{t_{i}\right\} \subset T$, such that $t_{i} \rightarrow u$ in $\beta T$. Thus

$$
\lim (x, x u) t_{i}=\left(\lim x t_{i}, \lim (x u) t_{i}\right)=\left(x u, x u^{2}\right)=(x u, x u)
$$

and hence $x$ is proximal to $x u$. This elementary observation makes a key connection between proximality and the idempotents in $\beta T$, and is the basis for many interesting results. We describe some of them below, beginning with a characterization of the proximal relation.

Lemma 4.6 Let $(X, T)$ be a minimal flow. Then:
(a) $P(X)=\{(x, x w) \mid x \in X$ and $w$ is a minimal idempotent in $\beta T\} \equiv K$, and
(b) $P(X)=\{(x, x w) \mid x \in X$ and $w$ is a minimal idempotent in $E(X)\} \equiv L$.

PROOF: The proof of parts (a) and (b) are similar. We give a proof of part (b), leaving the proof of part (a) to the reader.

Proof that $L \subset P(X)$ :

1. Let $x \in X$ and $w$ be any idempotent in $E(X)$.
2. $(x, x w) w=(x w, x w)$.
3. $(x, x w) \in P(X)$.

Proof that $P(X) \subset L$ :
4. Let $(x, y) \in P(X)$.
5. There exists a minimal ideal $I \subset E(X)$ such that $x q=y q$ for all $q \in I$.
6. There exists $w=w^{2} \in I$ such that $y w=y . \quad$ (by 4.3 , since $X$ is minimal)
7. $x w \underset{5}{=} y w \underset{6}{=} y$.
8. $(x, y)=(x, x w) \in L$.

The characterization of $P(X)$ given in 4.6 allows us to prove that, for minimal flows, the proximal relation is preserved by homomorphisms.

## Proposition 4.7 Let:

(i) $X$ and $Y$ be minimal flows, and
(ii) $\pi: X \rightarrow Y$ be a homomorphism.

Then:
(a) $\pi(P(X))=P(Y)$, and
(b) $\pi(x P(X))=\pi(x) P(Y)$ for all $x \in X$.

PROOF: (a) 1. It is clear that $\pi(P(X)) \subset P(Y)$,
2. Let $\left(y_{1}, y_{2}\right) \in P(Y)$.
3. There exists a minimal right ideal $I$ in $\beta T$ with $y_{1} p=y_{2} p$ for all $p \in I$.
4. There exists $u \in I$ with $u^{2}=u$ and $y_{2} u=y_{2}$.
( $Y$ is minimal)
5. Let $x \in X$ with $\pi(x)=y_{1}$.
6. $(x, x u) \in P(X)$.
7. $\left(y_{1}, y_{2}\right) \underset{4}{=}\left(y_{1}, y_{2} u\right) \underset{3,4}{=}\left(y_{1}, y_{1} u\right) \underset{5}{=}(\pi(x), \pi(x) u)=\pi(x, x u) \in \pi(P(X))$.
(b) 1. If $(x, y) \in P(X)$, then $(\pi(x), \pi(y)) \in P(Y)$. (by part (a))
2. $\pi(x P(X)) \subset \pi(x) P(Y)$.
3. Let $y \in \pi(x) P(Y)$.
4. There exists $\eta^{2}=\eta$ in some minimal ideal in $\beta T$ with $\pi(x) \eta=y$.
5. $(x, x \eta) \in P(X)$.
(by 4, 4.6)
6. $y=\pi(x) \eta=\pi(x \eta) \in \pi(x P(X))$.

We observed earlier that for any flow $(X, T)$ and $x \in X$, the pair $(x, x u)$ is proximal for any idempotent $u \in E(X, T)$. This of course means that in a distal flow $x u=x$, so that the identity is the only idempotent in $E(X)$. This basic idea (made explicit in 4.8), is exploited in 4.9 to characterize a distal flow in terms of its enveloping semigroup.

Proposition 4.8 Let $(X, T)$ be a flow. Then $(X, T)$ is distal if and only if $x u=x$ for all $x \in X$ and idempotents $u=u^{2} \in \beta T$.

PROOF: 1. Assume that $(X, T)$ is distal and let $u^{2}=u \in \beta T$.
2. $(x, x u) u=\left(x u, x u^{2}\right)=(x u, x u)$.
3. $(x, x u) \in P(X)$.
4. $x=x u$.
5. Assume that $x u=x$ for all $u^{2}=u \in \beta T$, and $x \in X$.
6. Let $(x, y) \in P(X)$.
7. There exists a minimal right ideal $K \subset \beta T$ such that $(x, y) p \in \Delta$ for every $p \in K$.
8. There exists an idempotent $u^{2}=u \in K$.
9. $x=x u=y u=y$

The proof given above shows somewhat more: if $x u=x$ for all $x \in X$ and all minimal idempotents, then $(X, T)$ is distal.

Proposition 4.9 Let $(X, T)$ be a flow and $\Phi: \beta T \rightarrow E(X)$ be the canonical map. Then the following are equivalent:
(a) $X$ is distal,
(b) $e$ is the only idempotent in $E(X)$,
(c) $E(X)$ is a group,
(d) $E(X)=\Phi(M)$, and
(e) $E(X)$ is minimal.

PROOF: The proof is similar to that of 4.8; we leave the details as an exercise for the reader.

The fact that distality is preserved by homomorphisms will be used extensively in later sections. This could be deduced immediately from 4.7 in the case of minimal flows, or directly from the definition. As a means of emphasizing the algebraic approach we give a very short proof using the idempotents in $\beta T$.

Proposition 4.10 Let:
(i) $f:(X, T) \rightarrow(Y, T)$ be a surjective homomorphism of flows, and
(ii) $(X, T)$ be distal.

Then $(Y, T)$ is distal.
PROOF: 1. Let $u^{2}=u \in \beta T$ and $y=f(x) \in Y$.
2. $y u=f(x) u=f(x u)=f(x)=y$.
(by 1, 4.8)
3. $(Y, T)$ is distal.
(by 1, 2, 4.8)
The following result, though it is an immediate consequence of the elementary observation made earlier, is of independent interest. Historically, the result which we derive from it, that every distal flow is pointwise almost periodic, was proven first. The Auslander-Ellis theorem was in some sense an afterthought.

Theorem 4.11 (Auslander-Ellis): Let $(X, T)$ be a flow and $x \in X$. Then there exists an almost periodic point $y \in X$ with $(x, y) \in P(X)$.

PROOF: 1. There exist a minimal ideal $I \subset E(X, T)$ and an idempotent $u \in I$. (by 3.8 and 3.12)
2. $y=x u$ is an almost periodic point of $(X, T)$.
(by 1, and 4.3)
3. $(x, y) \in P(X)$.
(by 2, and 4.6)
Theorem 4.12 Let $(X, T)$ be a distal flow. Then $(X, T)$ is pointwise almost periodic.

PROOF: 1. Let $x \in X$.
2. There exists $y \in X$ an almost periodic point with $(x, y) \in P(X)$. (by 4.11) 3. $x=y$ and hence $(X, T)$ is pointwise almost periodic.
(by 1,2 , since $P(X)=\Delta$ )
It is worth noting that 4.12 is not at all obvious from the definitions, yet the algebraic techniques allow a very elementary proof. Another interesting connection between the notions of distal and pointwise almost periodic flows
is given below. The result is of independent interest, but as we will see it also serves as motivation for many other results involving homomorphisms of flows.

Theorem 4.13 Let $(X, T)$ be a flow, then the following are equivalent:
(a) $(X, T)$ is a distal flow,
(b) $(X \times X, T)$ is a distal flow, and
(c) $(X \times X, T)$ is pointwise almost periodic.
PROOF:
(a) $\Longrightarrow$ (b)

1. Assume that $(X, T)$ is distal.
2. Let $(x, y) \in X \times X$ and $u^{2}=u \in \beta T$.
3. $(x, y) u=(x u, y u)=(x, y) . \quad$ (by 1,2, and 4.8)
4. $(X \times X, T)$ is distal.
(by 2, 4, and 4.8)

$$
(b) \Longrightarrow(c)
$$

This follows from 4.12.

$$
(\mathrm{c}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $(X \times X, T)$ is pointwise almost periodic and let $(x, y) \in P(X)$.
2. $\overline{(x, y) T} \cap \Delta_{X} \neq \emptyset$.
(by $1,4.4$ )
3. $\overline{(x, y) T}$ is a minimal subset of $(X \times X, T)$.
4. $\overline{(x, y) T} \subset \Delta_{X}$.
(by $2,3, \Delta_{X}$ is closed and $T$-invariant)
5. $x=y$.
6. $P(X)=\Delta_{X}$ and $(X, T)$ is distal.
(by 1, 5)
There are natural generalizations of the notions of proximal and distal to homomorphisms of flows. These notions are defined in such a way that the trivial homomorphism $(X, T) \rightarrow(\{p t\}, T)$ is proximal (resp. distal) if and only if the flow $(X, T)$ is proximal (resp. distal).

Definition 4.14 Let $f:(X, T) \rightarrow(Y, T)$ be a homomorphism of flows. We say that $f$ is a proximal homomorphism if whenever $f(x)=f(y)$, the pair $(x, y)$ is proximal. We say that $f$ is a distal homomorphism if whenever $f(x)=$ $f(y)$, and $(x, y)$ is proximal, we have $x=y$. When $f:(X, T) \rightarrow(Y, T)$ is a surjective homomorphism of flows, we often refer to $X$ as an extension of $Y$, and $Y$ as a factor of $X$. If $f$ is a proximal homomorphism, then we refer to $(X, T)$ as a proximal extension of $(Y, T)$. If $f$ is a distal homomorphism, then we refer to $(X, T)$ as a distal extension of $(Y, T)$. Using this terminology, a flow is proximal (resp. distal) if and only if it is a proximal (resp. distal) extension of the one-point flow.

Let $f: X \rightarrow Y$ be a homomorphism of flows. Generalizing the notation introduced at the end of section 3, the icer (closed invariant equivalence relation) $R_{f}$ is defined by:

$$
R_{f}=\{(x, y) \mid f(x)=f(y)\} \subset X \times X
$$

Then $f$ is a proximal homomorphism if and only if $R_{f} \subset P(X)$. Similarly $f$ is distal if and only if $R_{f} \cap P(X)=\Delta$, the diagonal in $X \times X$. These are two elementary examples of how the dynamics of the homomorphism $f$ is related to the structure of the icer $R_{f}$. A deeper illustration of this idea where the dynamics of the flow $\left(R_{f}, T\right)$ plays a role is motivated by 4.13. For the constant homomorphism $c$, we have $R_{c}=X \times X$, so 4.13 says that $c$ is distal if and only if $R_{C}$ is pointwise almost periodic. This is true for any homomorphism under the assumption that the flow $(X, T)$ is itself pointwise almost periodic (this is the best we can hope for since $\Delta \subset R_{f}$, so $\left(R_{f}, T\right)$ pointwise almost periodic implies ( $X, T$ ) pointwise almost periodic). The following theorem gives the details.

Theorem 4.15 Let $f:(X, T) \rightarrow(Y, T)$ be a homomorphism of flows, then:
(a) if $\left(R_{f}, T\right)$ is pointwise almost periodic, then $f$ is distal, and
(b) if $(X, T)$ is pointwise almost periodic, and $f$ is distal, then $\left(R_{f}, T\right)$ is pointwise almost periodic.

PROOF: (a) The proof is similar to that of 4.13, we leave it as an exercise for the reader.
(b) 1. Assume that $(X, T)$ is pointwise almost periodic, and $f$ is distal.
2. Let $(x, y) \in R_{f}$.
3. There exist a minimal ideal $I \subset E(X, T)$ and an idempotent $u \in I$ with $x u=x$.
4. $(x, y u)=(x u, y u)=(x, y) u \in R_{f} u \subset R_{f}$.
(by $3, R_{f}$ is closed and invariant)
5. $(y, y u) \in R_{f}$. (by $2,4, R_{f}$ is an equivalence relation)
6. $(y u, y u)=(y, y u) u \in \overline{(y, y u) T}$.
7. $(y, y u) \in R_{f} \cap P(X)=\Delta_{X}$.
8. $(x, y)=(x, y) u$, so $(x, y)$ is an almost periodic point.
(by 3, 7, 4.3)
The remainder of this section is devoted to a discussion of topological transitivity, the related notion of weak mixing, and their relationship to the ideas introduced so far. Recall that an action of $T$ on $X$ is transitive if and only if the orbit $x T=X$. We have introduced the notions of minimality (where $\overline{x T}=X$ for all $x \in X$ ) and point-transitivity (where $\overline{x_{0} T}=X$ for some $x_{0} \in X$ ). Both of these are examples of "topological weakenings" of the notion of transitivity.

Another approach is to require for every pair $x, y \in X$, not that there exist $t \in T$ with $x t=y$, but that for every neighborhood $U$ of $x$ and $V$ of $y$, there exist $x_{U} \in U$, and $t \in T$ with $x_{U} t \in V$. This gives us topological transitivity; we give an equivalent formulation as the definition.

Definition 4.16 We say that $(X, T)$ is topologically transitive if for any pair $V, W$ of nonempty open subsets of $X$, the intersection $V T \cap W \neq \emptyset$. This is equivalent to saying that $\overline{V T}=X$ for any nonempty open set $V \subset X$. We say that $(X, T)$ is weak mixing if the flow $(X \times X, T)$ is topologically transitive. As in 4.14, we generalize this terminology to homomorphisms, referring to a surjective homomorphism $f:(X, T) \rightarrow(Y, T)$ as a weak mixing extension if the corresponding icer $R_{f} \subset X \times X$ is topologically transitive.

Let $(X, T)$ be a flow. If $(X, T)$ is minimal, then for every $x \in X$ and open set $V \subset X, x T \cap V \neq \emptyset$, because $\overline{x T}=X$. It follows that $X=V T$ and $(X, T)$ is topologically transitive. More generally, suppose that $(X, T)$ is point transitive, that is there exists $x_{0} \in X$ with $\overline{x_{0} T}=X$. Then for every open subset $V \subset X$, there exists $t \in T$ with $x_{0} t \in V$. Thus $x_{0} T \subset V T$ so $\overline{V T}=X$. In other words any flow which is point transitive is also topologically transitive. It is worth noting that the argument above fails for semigroup actions; indeed, in general, a point transitive semigroup action need not be topologically transitive. For metric flows (where $T$ is a group), as the following lemma states, the converse also holds; for completeness sake we give an outline of a proof. We first give an example of a topologically transitive flow which is not point transitive.

Example 4.17 Let $Y$ be a compact Hausdorff space which is not separable (so $Y$ has no countable dense subset). Consider the flow ( $X, \mathbf{Z}$ ) where $\mathbf{Z}$ is the group of integers under addition,

$$
X \equiv Y^{\mathbf{Z}}=\{f \mid f: \mathbf{Z} \rightarrow Y\}
$$

is the symbol space with symbols in $Y$, and the action of $\mathbf{Z}$ on $X$ is given by the homeomorphism (shift map) $\sigma: X \rightarrow X$ defined by:

$$
(n)(f \sigma)=(n+1) f \quad \text { for all } n \in \mathbf{Z}
$$

Note that since $X$ is not separable, and $\mathbf{Z}$ is countable, the flow $(X, \mathbf{Z})$ is not point transitive. We leave it as an exercise for the reader to check that $(X, \mathbf{Z})$ is topologically transitive.

Lemma 4.18 Let:
(i) $(X, T)$ be a topologically transitive flow, and
(ii) $X$ be metrizable.

Then there exists $x \in X$ with $\overline{x T}=X$. (That is ( $X, T$ ) is point transitive.)

PROOF: 1. Let $\mathcal{V}$ be a countable base for the topology on $X$.
2. $V T$ is open and dense in $X$ for every $V \in \mathcal{V}$.
3. There exists $x \in \bigcap\{V T \mid V \in \mathcal{V}\}$. (1,2, X is a Baire space by (ii))
4. $\overline{x T}=X$.

The following immediate corollaries of 4.18 are of independent interest, and also motivate deeper investigations in the case of non-metric flows.

## Corollary 4.19 Let:

(i) $(X, T)$ be a topologically transitive flow,
(ii) $(X, T)$ be pointwise almost periodic, and
(iii) $X$ be metrizable.

Then $(X, T)$ is minimal.
PROOF: This follows immediately from 4.18.

## Corollary 4.20 Let:

(i) $(X, T)$ be a topologically transitive flow,
(ii) $(X, T)$ be distal, and
(iii) $X$ be metrizable.

Then $(X, T)$ is minimal.
PROOF: This follows immediately from 4.12 and 4.19.

## Proposition 4.21 Let:

(i) $\pi:(X, T) \rightarrow(Y, T)$ be an epimorphism of flows, and
(ii) $(X, T)$ be topologically transitive.

Then $(Y, T)$ is topologically transitive.
PROOF: We leave the proof of this proposition as an exercise for the reader.
We will see in later sections that 4.19 has important consequences for minimal distal flows and distal extensions of minimal flows. As a preview note that if $R$ is an icer on a minimal metrizable flow such that $(R, T)$ is both topologically transitive and pointwise almost periodic, then it follows from 4.19 that $R=\Delta$. This fact is equivalent to the so-called generalized (relative) Furstenberg Structure Theorem (see section 20). It turns out that the metrizability assumption can be dropped, so that among icers on any minimal flow, $\Delta$ is the only one which is both pointwise almost periodic and topologically transitive. In the language of 4.16, this says that any extension of minimal flows which is both distal and weak mixing must be trivial. The proof in the general case is considerably more
difficult than in the metric case. Our proof, given in 9.13, is an application of the quasi-relative product introduced in section 9 .

The remainder of this section will be devoted to exploring various generalizations and consequences of 4.19 and 4.20 for compact Hausdorff (not necessarily metric) spaces, which are accessible without the use of the quasirelative product. The proofs are a bit technical and rely on some familiarity with pseudo-metrics (see 15.A.7). On a first reading, or for a reader focusing on the metric case, the technical details of the two proofs which follow might well be skipped. We begin with a technical lemma which we use to deduce 4.19 for general compact Hausdorff topological spaces $X$ under the assumption that the group $T$ is countable. We then use the same lemma to deduce $\mathbf{4 . 2 0}$ in general.

## Lemma 4.22 Let:

(i) $(X, T)$ be a topologically transitive flow,
(ii) $H \subset T$ be a countable subgroup of $T$, and
(iii) $V \subset X$ be an open set.

Then there exist a countable subgroup $K \subset T$, a surjective homomorphism

$$
\pi:(X, K) \rightarrow(Y, K), \quad \text { and an open subset } \quad B \subset V,
$$

such that:
(a) $H \subset K$,
(b) $(Y, K)$ is a topologically transitive flow,
(c) $Y$ is metrizable, and
(d) $\pi^{-1}(\pi(B))=B$.

PROOF: 1. Let $y \in V$.
2. There exists a continuous psuedo-metric $d$ on $X$ and an $\epsilon>0$ such that

$$
B \equiv\{z \in X \mid d(y, z)<\epsilon\} \subset V
$$

3. For any subgroup $F \subset T$ set

$$
R[F]=\{(a, b) \in X \times X \mid d(a t, b t)=0 \text { for all } t \in F\}
$$

4. ( $X / R[F], F)$ is a compact metrizable flow when $F$ is countable. (by 3)
5. Set $H_{0}=H$, and let $\pi_{0}: X \rightarrow X_{0}=X / R\left[H_{0}\right]$ be the canonical map.
6. There exists a countable base $\mathcal{U}_{0}$ for the topology on $X_{0}$.
(by 4, 5)
7. $V=\bigcap\left\{\pi_{0}^{-1}(U) T \mid U \in \mathcal{U}_{0}\right\}$ is a residual subset of $X$. ( $X_{0}$ is a Baire space $)$
8. Let $x_{0} \in V$.
9. $\pi_{0}\left(x_{0} T\right) \cap U \neq \emptyset$ for all $U \in \mathcal{U}_{0}$.
10. There exists a countable subgroup $H_{1}$ of $T$ with $H_{0} \subset H_{1}$ and

$$
\begin{equation*}
\overline{\pi_{0}\left(x_{0} H_{1}\right)}=X_{0} \tag{by6,9}
\end{equation*}
$$

11. Set $X_{1}=X / R\left[H_{1}\right]$ and let $\pi_{1}: X \rightarrow X_{1}$ be the canonical map.
12. There exist $x_{1} \in X$ and a countable subgroup $H_{2}$ of $T$ with $H_{1} \subset H_{2}$ and

$$
\overline{\pi_{1}\left(x_{1} H_{2}\right)}=X_{1} .
$$

(apply 6-10 to $X_{1}$ )
13. There exist a countable subgroups

$$
H=H_{0} \subset \cdots \subset H_{n} \subset \cdots \subset T
$$

and points $\left(x_{n}\right) \subset X$ such that

$$
\overline{\pi_{n}\left(x_{n} H_{n+1}\right)}=X / R\left[H_{n}\right], \quad \text { for } n=0,1, \ldots \quad \text { (by induction) }
$$

14. Let $K=\bigcup H_{n}$ and $V_{1} \neq \emptyset \neq V_{2}$ be two open subsets of $X / R[K]$.
15. Let $\phi_{i}: X / R[K] \rightarrow X / R\left[H_{i}\right]$ be the canonical map.
16. $X / R[K]=\underset{\leftarrow}{\lim X / R\left[H_{n}\right]}$.
17. There exist $n$ and open subsets $U_{1}, U_{2} \subset X / R\left[H_{n}\right]$ with

$$
\begin{equation*}
\phi_{n}^{-1}\left(U_{i}\right) \subset V_{i} \text { for } i=1,2 \tag{by14,16}
\end{equation*}
$$

18. There exist $h_{1}, h_{2} \in H_{n+1} \subset K$ with

$$
\begin{equation*}
\phi_{n}\left(\pi_{K}\left(x_{n} h_{i}\right)\right)=\pi_{n}\left(x_{n} h_{i}\right) \in U_{i} \text { for } i=1,2 . \tag{by13,17}
\end{equation*}
$$

19. $\pi_{K}\left(x_{n}\right) h_{i}=\pi_{K}\left(x_{n} h_{i}\right) \underset{18}{\in} \phi_{n}^{-1}\left(U_{i}\right) \subset{ }_{17} V_{i}$ for $i=1,2$.
20. $V_{1} K \cap V_{2} \neq \emptyset$.
21. $(Y, K) \equiv(X / R[K], K)$ is topologically transitive.
22. Let $q \in \pi_{K}^{-1}\left(\pi_{K}(B)\right)$ so $\pi_{K}(q)=\pi_{K}(b)$ for some $b \in B$.
23. $d(y, q) \leq d(y, b)+d(b, q)=d(y, b)<\epsilon$.
24. $q \in B$.
(by 2,23 )
25. $\pi_{K}^{-1}\left(\pi_{K}(B)\right)=B$.

## Proposition 4.23 Let:

(i) $(X, T)$ be a topologically transitive flow,
(ii) $(X, T)$ be pointwise almost periodic, and
(iii) $T$ be countable.

Then $(X, T)$ is minimal.

PROOF: 1. Let $V$ be open in $X$.
2. There exists a topologically transitive metrizable flow $(Y, T)$, an open subset $B \subset V$, and a surjective homomorphism
$\pi:(X, T) \rightarrow(Y, T)$ with $\pi^{-1}(\pi(B))=B . \quad$ (by 4.22 with $\left.H=T\right)$
3. $(Y, T)$ is pointwise almost periodic.
(by 2, (ii))
4. $(Y, T)$ is minimal.
(by 2, 3, 4.19)
5. $\pi(B)$ is open in $Y$.
(by 2 )
6. $X=\pi^{-1}(Y)=\pi^{-1}(\pi(B) T)=\pi^{-1}(\pi(B)) T=B T \subset V T . \quad($ by $2,4,5)$
7. $(X, T)$ is minimal.

Proposition 4.24 Let ( $X, T$ ) be topologically transitive and distal. Then $(X, T)$ is minimal.

PROOF: 1. Let $V$ be an open subset of $X$.
2. There exists a countable subgroup $K \subset T$, a surjective homomorphism $\pi:(X, K) \rightarrow(Y, K)$, and an open subset $B \subset V$,
such that
(a) $(Y, K)$ is topologically transitive flow,
(b) $Y$ is metrizable, and
(c) $\pi^{-1}(\pi(B))=B . \quad$ (by 4.22 with $\left.H=\{i d\}\right)$
3. $(X, K)$ is distal. $\quad$ (since $(X, T)$ is distal)
4. $(Y, K)$ is distal.
(by 2, 3, 4.10)
5. $(Y, K)$ is minimal.
(by 2ab, 4, 4.20)
6. $X=\pi^{-1}(Y)=\pi^{-1}(\pi(B) K)=\pi^{-1}(\pi(B)) K=B K \subset V T$. (by $\left.2,4,5\right)$
7. $(X, T)$ is minimal.
(by 1, 6)
Corollary 4.25 Let:
(i) $(X, T)$ be a distal flow, and
(ii) $(X, T)$ be weak mixing.

Then $X=\{p t\}$.
PROOF: 1. $(X \times X, T)$ is distal.
(by (i), 4.13)
2. $(X \times X, T)$ is minimal.
(by 1, (ii), 4.24)
3. $X=\{p t\}$.

Corollary 4.26 Let:
(i) $(X, T)$ be a distal flow,
(ii) $L$ be an icer on $X$, and
(iii) $(L, T)$ be topologically transitive.

Then $L=\Delta_{X}$.

PROOF: 1. $(X \times X, T)$ is distal.
2. $(L, T)$ is distal.
3. $(L, T)$ is minimal.
4. $L=\Delta_{X}$.

Note that 4.26 uses the fact that when $L$ is an icer on a distal flow $(X, T)$, the flow $(L, T)$ is distal. Conversely if a flow $(X, T)$ admits an icer $L$ such that ( $L, T$ ) is distal, then $(X, T)$ is distal (because $\left.(X, T) \cong\left(\Delta_{X}, T\right) \subset(L, T)\right)$. Thus we may regard 4.26 as saying that the only icer $L$ on a flow $(X, T)$ for which $(L, T)$ is distal and topologically transitive is $L=\Delta_{X}$. As remarked earlier, we will prove a natural generalization of this result: the only icer $L$ on a minimal flow $(X, T)$ for which $(L, T)$ is pointwise almost periodic and topologically transitive is $L=\Delta_{X}$ (see 9.13). It should be pointed out that the situation for pointwise almost periodic icers is different from that for distal icers. If $L$ is an icer on $X$ and $(L, T)$ is pointwise almost periodic, then $(X, T)$ is pointwise almost periodic (again because $\Delta_{X} \subset L$ ). On the other hand when ( $X, T$ ) is pointwise almost periodic, an icer $L$ on $X$ need not be pointwise almost periodic. Indeed an icer $L$ on $X$ is pointwise almost periodic if and only if $(X, T)$ is pointwise almost periodic and the extension $X \rightarrow X / L$ is a distal extension (see 4.15). Here ( $L, T$ ) is pointwise almost periodic but will not be distal unless $(X, T)$ is distal.

Note that the analog of 4.25 holds for homomorphisms of minimal flows. Namely if $f:(X, T) \rightarrow(Y, T)$ is a distal homomorphism of minimal flows and $\left(R_{f}, T\right)$ is topologically transitive, then $f$ is trivial (that is $X=Y$ ). This follows immediately from 4.15, and 9.13 mentioned above: the icer $R_{f}$ is both topologically transitive and pointwise almost periodic, so $R_{f}=\Delta$ and hence $X=Y$.

## EXERCISES FOR CHAPTER 4

Exercise 4.1 Give the details of the proof of 4.6 (a).
Exercise 4.2 (See 4.9) Let $(X, T)$ be a flow and $\Phi: \beta T \rightarrow E(X)$ be the canonical map. Then the following are equivalent:
(a) $X$ is distal,
(b) $e$ is the only idempotent in $E(X)$,
(c) $E(X)$ is a group,
(d) $E(X)=\Phi(M)$, and
(e) $E(X)$ is minimal.

Exercise 4.3 Let $X$ be distal. Show that $E(X)$ is distal.
Exercise 4.4 Formulate and prove analogs of 4.2, 4.3, 4.4, 4.8, 4.9, 4.11, 4.12, and 4.13 for semigroup actions.

## Exercise 4.5 Let:

(i) $T$ be a group and $S \subset T$ a subsemigroup,
(ii) $s S=S s$ for all $s \in S$ (this holds in particular if $S$ is abelian), and
(iii) $(X, T)$ be a flow.

Prove that $(X, S)$ is distal $\Longleftrightarrow\left(X, S^{-1}\right)$ is distal $\Longleftrightarrow\left(X, S \cdot S^{-1}\right)$ is distal.

## Exercise 4.6 Let:

(i) $\varphi:(X, T) \rightarrow(Y, T)$ be a homomorphism of flows, and
(ii) $\psi:(X, T) \rightarrow(X, T)$ be an isomorphism of flows.

Show that $\varphi$ is proximal if and only if $\varphi \circ \psi$ is proximal.
Exercise 4.7 (see 4.15) Let $f:(X, T) \rightarrow(Y, T)$ be a homomorphism of flows, and assume that $\left(R_{f}, T\right)$ is pointwise almost periodic. Show that $f$ is distal.

Exercise 4.8 (see 4.21) Let:
(i) $\pi:(X, T) \rightarrow(Y, T)$ be an epimorphism of flows, and
(ii) $(X, T)$ be topologically transitive.

Show that $(Y, T)$ is topologically transitive.
Exercise 4.9 Verify that the symbol space $(X, \mathbf{Z})$ of 4.17 is topologically transitive.

## Exercise 4.10 Let:

(i) $(X, T)$ be pointwise almost periodic,
(ii) $f:(X, T) \rightarrow(Y, T)$ be a distal epimorphism of flows,
(iii) $\left(R_{f}, T\right)$ be topologically transitive, and
(iv) $X$ be metrizable.

Show that $X=Y$.

## 5

## Quasi-factors and the circle operator

For a minimal flow $(X, T)$, the set $2^{X}$ of non-vacuous closed subsets of $X$ is a compact Hausdorff space when provided with the Vietoris topology (see the following appendix). There is a natural action of $T$ on this space, resulting in a flow $\left(2^{X}, T\right)$. The minimal subsets of this flow provide many interesting examples of minimal flows. These are the so-called quasi-factors of $(X, T)$. Following the themes developed in the preceding sections quasi-factors and more generally the flow $\left(2^{X}, T\right)$ can be studied using the extension of the action of $T$ on $2^{X}$ to an action of $\beta T$ on $2^{X}$. Some elementary properties of this extension, which we refer to as the circle operator, are outlined in this section. The circle operator will be used in section 12 to construct icers on $M$ and in section 17 to study open and highly proximal extensions.

## Notation, Definition, and Assumptions 5.1

(a) All the topological spaces that occur are assumed to be compact and Hausdorff.
(b) For any topological space $X, 2^{X}$ will denote the collection of non-vacuous closed subsets of $X$.
(c) If $\emptyset \neq A=\bar{A} \subset X$, then $[A]$ will denote the element of $2^{X}$ determined by $A$. Thus the locution "let $[A] \in 2^{X}$ " means that $\emptyset \neq A=\bar{A} \subset X$, and [A] is the corresponding element of $2^{X}$.
(d) Let $\pi: X \rightarrow Y$ be continuous. Then the map:

$$
2^{\pi}: 2^{X} \rightarrow 2^{Y} \quad \text { is defined by } \quad 2^{\pi}([A])=[\pi(A)]
$$

If in addition $\pi$ is onto, it induces a map:

$$
\pi^{*}: 2^{Y} \rightarrow 2^{X} \quad \text { given by } \quad \pi^{*}([B])=\left[\pi^{-1}(B)\right]
$$

By "abuse of notation" the map $2^{\pi}$ will often be designated simply by $\pi$.

We will need an understanding of the topology on $2^{X}$ which is provided by the following proposition; we relegate its proof to the appendix to this section.

## Proposition 5.2 Let:

(i) $X$ be a compact Hausdorff space,
(ii) $<V_{1}, \ldots, V_{k}>=\left\{[A] \in 2^{X} \mid A \subset \bigcup_{i=1}^{k} V_{i}\right.$ and $A \cap V_{i} \neq \emptyset$ for $1 \leq i \leq k\}$ for any finite collection $\left\{V_{1}, \ldots, V_{k}\right\}$ of subsets of $X$, and
(iii) $\mathcal{C}=\left\{<V_{1}, \ldots, V_{k}>\mid k=1,2, \ldots\right.$ and $V_{i}$ is an open subset of $X$ for $1 \leq$ $i \leq k\}$.
Then $\mathcal{C}$ is a base for a compact Hausdorff topology, $\mathcal{V}$, on $2^{X}$ called the Vietoris topology on $2^{X}$.

Using 5.2, we deduce some elementary properties of the Vietoris topology.

## Proposition 5.3 Let:

(i) $X$ be a compact Hausdorff space,
(ii) $\left[A_{i}\right] \rightarrow[A]$ in $\left(2^{X}, \mathcal{V}\right)$,
(iii) $\left[B_{i}\right] \rightarrow[B]$ in $\left(2^{X}, \mathcal{V}\right)$, and
(iv) $A_{i} \subset B_{i}$ for all $i$.

Then $A \subset B$.
PROOF: 1. Let $a \in A$ and $U_{a} \subset X$ be open with $a \in U_{a}$.
2. There exists an open set $U \subset X$ with $a \in U \subset \bar{U} \subset U_{a}$.
3. Assume that $B \cap \bar{U}=\emptyset$.
4. $X \backslash \bar{U}$ is open with $B \subset X \backslash \bar{U}$.
5. There exists $i$ with $\left[A_{i}\right] \in<U>$ and $\left[B_{i}\right] \in\langle X \backslash \bar{U}>$. (by 2, 4, (ii), (iii))
6. $\emptyset \neq A_{i}=U \cap A_{i} \subset U \cap B_{i} \subset U \cap(X \backslash \bar{U})=\emptyset$ (a contradiction). (by 5, (iv))
7. $\emptyset \neq \bar{U} \cap B \subset U_{a} \cap B$.
(since $3 \Rightarrow 6$ which is false)
8. $a \in \bar{B}=B$.
(by 1,7)

## Proposition 5.4 Let:

(i) $X, Y$ be compact Hausdorff spaces, and
(ii) $\pi: X \rightarrow Y$ be continuous.

Then $2^{\pi}: 2^{X} \rightarrow 2^{Y}$ is continuous.
PROOF: For any open subsets $V_{1}, \ldots, V_{k}$ of $X$,

$$
\left(2^{\pi}\right)^{-1}\left(<V_{1} \ldots, V_{k}>\right)=<\pi^{-1}\left(V_{1}\right), \ldots, \pi^{-1}\left(V_{k}\right)>
$$

Corollary 5.5 Let:
(i) $(X, T),(Y, T)$ be flows, and
(ii) $\pi: X \rightarrow Y$ be a homomorphism of flows.

Then:
(a) The maps $2^{X} \rightarrow 2^{X} \quad$ define an action of $T$ on $2^{X}$, and $[A] \quad \rightarrow \quad[A t]$
(b) $2^{\pi}$ is a homomorphism of flows.

PROOF: (a.) 1. Each of the maps $[A] \rightarrow[A] t \equiv[A t]$ is continuous. (by 5.2)
2. $[A](t s)=[A(t s)]=[(A t) s]=[A t] s=([A] t) s$, for all $[A] \in 2^{X}$, and $s, t \in T$.
3. $[A] e=[A e]=[A]$ for all $[A] \in 2^{X}$.
(b) $1.2^{\pi}$ is continuous.
2. $2^{\pi}([A] t)=2^{\pi}([A t])=[\pi(A t)]=[\pi(A) t]=[\pi(A)] t=2^{\pi}([A]) t$ for all $t \in T$.

Lemma 5.6 Let:
(i) $X$ be a compact Hausdorff space, and
(ii) $\sigma: X \rightarrow 2^{X}$.

$$
x \quad \rightarrow \quad[\{x\}]
$$

Then $\sigma$ is continuous.

PROOF: We leave the proof as an exercise for the reader.
We have seen that for a continuous map $\pi: X \rightarrow Y$ the map $2^{\pi}: 2^{X} \rightarrow 2^{Y}$ is continuous. This is not true in general for the map $\pi^{*}: 2^{Y} \rightarrow 2^{X}$ which is defined when $\pi$ is onto; in fact $\pi^{*}$ is continuous if and only if the map $\pi$ is open. The proof of this result given below requires careful use of the basis for the Vietoris topology described in 5.2.

## Proposition 5.7 Let:

(i) $X, Y$ be compact Hausdorff spaces,
(ii) $\pi: X \rightarrow Y$ be continuous and onto, and
(iii) $\varphi: Y \rightarrow 2^{X}$ be defined by $\varphi(y)=\left[\pi^{-1}(y)\right]$ for all $y \in Y$.

Then the following are equivalent:
(a) $\pi^{*}$ is continuous.
(b) $\varphi$ is continuous.
(c) $\pi$ is open.

## PROOF: <br> (a) $\Rightarrow$ (b)

1. Assume that $\pi^{*}$ is continuous.
2. Let $\sigma: Y \rightarrow 2^{Y}$ be defined by $\sigma(y)=[\{y\}]$ for all $y \in Y$.
3. $\sigma$ is continuous.
4. $\varphi=\pi^{*} \circ \sigma$ is continuous.

$$
(\mathrm{b}) \Rightarrow(\mathrm{c})
$$

1. Assume that $\varphi$ is continuous.
2. Let $U \subset X$ be open, $x \in U$ and $y=\pi(x)$.
3. Case 1: Assume that $\pi^{-1}(y) \subset U$.
$3.1<U>$ is a neighborhood of $\varphi(y)=\left[\pi^{-1}(y)\right]$.
3.2. There exists an open neighborhood $V$ of $y$ with $\varphi(V) \subset<U>$. (by $1,3.1$ )
3.3. $\varphi(z)=\left[\pi^{-1}(z)\right] \in\langle U\rangle$ for all $z \in V$.
3.4. $\pi^{-1}(V) \subset U$.
$3.5 y \in V \subset \pi(U)$.
(by 3.2, 3.4)
4. Case 2: Assume that $\pi^{-1}(y) \not \subset U$.
4.1. $<U, X \backslash\{x\}>$ is an open neighborhood of $\varphi(y)=\left[\pi^{-1}(y)\right]$. (by 2, 4)
4.2. There exists an open neighborhood $V$ of $y$ with $\varphi(V) \subset<U, X \backslash\{x\}>$. (by $1,4.1$ )
4.3. $\varphi(z)=\left[\pi^{-1}(z)\right] \in<U, X \backslash\{x\}>$ for all $z \in V$.
4.4. $\emptyset \neq \pi^{-1}(z) \cap U$ for all $z \in V$.
4.5. $y \in V \subset \pi(U)$.
(by 3.2, 4.4)
5. $\pi$ is open.
(by 2, 4, 5)

$$
(\mathrm{c}) \Rightarrow(\mathrm{a})
$$

1. Assume that $\pi$ is open.
2. Let $[B] \in 2^{Y}$ with $\pi^{*}([B])=\left[\pi^{-1}(B)\right] \in<U_{1}, \ldots, U_{k}>$.
3. $\pi^{-1}(B) \subset \bigcup U_{i} \equiv U$.
4. There exists an open set $W \subset Y$ with $B \subset W$ and $\pi^{-1}(\bar{W}) \subset U$. (by 1,3)
5. Let $V_{i}=\pi\left(U_{i}\right) \cap W$ for $1 \leq i \leq k$.
6. $V_{i}$ is open for $1 \leq i \leq k$.
7. $B \underset{\text { (ii) }}{=} \pi\left(\pi^{-1}(B)\right) \underset{3,4}{\subset} W \cap \pi(U)=W \cap \bigcup \pi\left(U_{i}\right)=\bigcup\left(W \cap \pi\left(U_{i}\right)\right) \underset{5}{=} \bigcup V_{i}$.
8. $B \cap V_{i}=B \cap \pi\left(U_{i}\right) \cap W$

$$
\begin{aligned}
& \underset{4}{=} \pi\left(\pi^{-1}(B)\right) \cap \pi\left(U_{i}\right) \\
& \supset \pi\left(\pi^{-1}(B) \cap U_{i}\right) \underset{2}{\neq \emptyset} \text { for } 1 \leq i \leq k .
\end{aligned}
$$

9. $<V_{1}, \ldots, V_{k}>$ is an open neighborhood of $[B]$.
10. Let $[C] \in<V_{1}, \ldots, V_{k}>$.
11. $\pi^{-1}(C) \subset \pi_{10}^{-1}\left(\bigcup V_{i}\right)=\bigcup \pi^{-1}\left(V_{i}\right) \subset \pi^{-1}(W) \subset U \underset{3}{=} \bigcup U_{i}$.
12. $\emptyset \neq C \cap V_{i} \subset C \cap \pi\left(U_{i}\right)$ for all $1 \leq i \leq k$.
(by 5, 10)
13. $\pi^{-1}(C) \cap U_{i} \neq \emptyset$ for all $1 \leq i \leq k$.
14. $\pi^{*}([C]) \in<U_{1}, \ldots, U_{k}>$.
15. $[B] \in<V_{1}, \ldots, V_{k}>\subset\left(\pi^{*}\right)^{-1}\left(<U_{1}, \ldots, U_{k}>\right)$.

Even though it follows from 5.7 that the map $\varphi$ is not continuous in general, the following result will be useful.

Lemma 5.8 Let:
(i) $X$ and $Y$ be compact Hausdorff,
(ii) $\pi: X \rightarrow Y$ be continuous and onto,
(iii) $U \subset X$ be an open set, and
(iv) $V=\left\{y \mid \pi^{-1}(y) \subset U\right\}$.

Then $V$ is an open subset of $Y$.
PROOF: 1. $Y \backslash V=\pi(X \backslash U)=\overline{\pi(X \backslash U)}$. (by (i), (ii), (iii), (iv))
2. $V$ is open.
(by 1)
Let $(X, T)$ be a flow. Then according to $5.5,\left(2^{X}, T\right)$ is also a flow. Thus the action of $T$ on $2^{X}$ may be extended to an action of $\beta T$ on $2^{X}$. We would like, given a closed non-empty subset $A \subset X$, which represents an element $[A] \in 2^{X}$, to describe explicitly the closed subset of $X$ which represents the element $[A] p \in 2^{X}$ where $p \in \beta T$. For this we need the so-called circle operator defined below.

Definition 5.9 Let $(X, T)$ be a flow, $\emptyset \neq A=\bar{A} \subset X$, and $p \in \beta T$. We define the circle operation of $\beta T$ on $X$ by

$$
\begin{aligned}
& A \circ p=\left\{x \in X \mid \text { there exist nets }\left(a_{i}\right) \subset A,\right. \\
& \left.\qquad \text { and }\left(t_{i}\right) \subset T \text { with } t_{i} \rightarrow p \text { and } a_{i} t_{i} \rightarrow x\right\} .
\end{aligned}
$$

The following proposition shows that the circle operator does indeed characterize the action of $\beta T$ on $2^{X}$. This proposition and its corollary also detail some of the properties of the circle operator that will be used later.

## Proposition 5.10 Let:

(i) $(X, T)$ be a flow,
(ii) $\emptyset \neq A \subset X$, and
(iii) $t \in T$ and $p, q \in \beta T$.

Then:
(a) $A \circ t=\bar{A} t$,
(b) $A \circ p=\bigcap\{\overline{A(N \cap T)} \mid N$ is a neighborhood of $p$ in $\beta T\}$,
(c) $A p \subset A \circ p=\overline{A \circ p}$,
(d) $\bar{A} \circ p=A \circ p$,
(e) $[A \circ p]=[\bar{A}] p$, and
(f) $(A \circ p) \circ q=A \circ(p q)$.

PROOF: (a), (b) We leave these to the reader.
(c) $1 . A p=\{a p \mid a \in A\} \subset A \circ p . \quad$ (this is clear from the definition)
2. Let $x \in \overline{A \circ p}$, and $U \subset X$ be open with $x \in U$.
3. $U \cap(A \circ p) \neq \emptyset$.
4. Let $N \subset \beta T$ be open with $p \in N$.
5. There exist $a(U, N) \in A$ and $t(U, N) \in N \cap T$ with $a(U, N) t(U, N) \in U$. (by 3, 5.9)
6. There exist $\{a(U, N)\} \subset A,\{t(U, N)\} \subset T$ with $t(U, N) \rightarrow p$ and $a(U, N) t(U, N) \rightarrow x$.
7. $x \in A \circ p$.
(by 6)
(d) We leave this to the reader.
(e) 1 . Let $V_{1}, \ldots, V_{k}$ be open subsets of $X$ with $[\bar{A}] p \in<V_{1}, \ldots, V_{k}>$.
2. There exist open sets $W_{1}, \ldots, W_{k}$ with $W_{i} \subset \overline{W_{i}} \subset V_{i}$ and $[\bar{A}] p$ $\in<W_{1}, \ldots, W_{k}>$.
3. $\lim _{t \rightarrow p}[\bar{A} t]=\lim _{t \rightarrow p}[\bar{A}] t=[\bar{A}] p$.
4. There exists $N \subset \beta T$ open with $p \in N$ such that $[\bar{A} t] \in<W_{1}, \ldots, W_{k}>$ for all $t \in N \cap T$.
5. $\bar{A} \circ p \subset \overline{\bigcup W_{i}}=\bigcup \bar{W}_{i} \subset \bigcup V_{i}$.
6. $(\bar{A} \circ p) \cap V_{i} \supset(\bar{A} \circ p) \cap \bar{W}_{i} \neq \emptyset$.
7. $[\bar{A} \circ p] \in<V_{1}, \ldots, V_{k}>$.
(by 5, 6)
8. $[A \circ p] \underset{(\mathrm{d})}{=}[\bar{A} \circ p] \underset{(1,7)}{=}[\bar{A}] p$.
(f) $[(A \circ p) \circ q] \underset{(\mathrm{e})}{=}[A \circ p] q=([\bar{A}] p) q=[\bar{A}](p q)=[A \circ(p q)]$.

## Corollary 5.11 Let:

(i) $(X, T),(Y, T)$ be flows, and
(ii) $\pi: X \rightarrow Y$ be a homomorphism of flows.

Then:
(a) $\pi(A \circ p)=\pi(A) \circ p$ for all $\emptyset \neq A \subset X$ and all $p \in \beta T$, and
(b) $\pi^{-1}(y) \circ p \subset \pi^{-1}(y p)$ for all $y \in Y$ and $p \in \beta T$.

PROOF: $\quad 1 . \pi(A \circ p)=\pi(\bigcap\{\overline{A(N \cap T)} \mid N$ is a neighborhood of $p$ in $\beta T\})$ $\subset \bigcap\{\overline{\pi(A)(N \cap T)} \mid N$ is a neighborhood of $p$ in $\beta T\}$ $=\pi(A) \circ p$.
2. Let $y \in \pi(A) \circ p=\bigcap\{\pi(\overline{A(N \cap T)}) \mid N$ is a neighborhood of $p$ in $\beta T\}$.
3. $\pi^{-1}(y) \cap \overline{A(N \cap T)} \neq \emptyset$ for all neighborhoods $N$ of $p$.
4. $\pi^{-1}(y) \cap \bigcap\{\overline{A(N \cap T)} \mid N$ is a neighborhood of $p$ in $\beta T\} \neq \emptyset$.
(by 3, compactness)
5. $y \in \pi(\bigcap\{\overline{A(N \cap T)} \mid N$ is a neighborhood of $p$ in $\beta T\})=\pi(A \circ p)$.
(by 5.10)
(b) $1 . \pi\left(\pi^{-1}(y) \circ p\right)=\pi\left(\pi^{-1}(y)\right) \circ p=\{y\} \circ p=\{y p\} . \quad$ (by part (a))
2. $\pi^{-1}(y) \circ p \subset \pi^{-1}(y p)$.

## APPENDIX TO SECTION 5: THE VIETORIS TOPOLOGY ON $2^{X}$

In this appendix we show that when $X$ is a compact Hausdorff space, the space $2^{X}$ provided with the Vietoris topology is also a compact Hausdorff space.

Notation 5.A. 1 Let $X$ be a set provided with a compact Hausdorff topology $\mathcal{T}$. We set

$$
\mathcal{C}=\left\{<V_{i}, \ldots, V_{k}>\mid V_{i} \in \mathcal{T} \text { for } 1 \leq i \leq k\right\}
$$

Recall that
$<V_{i}, \ldots, V_{k}>=\left\{[A] \in 2^{X} \mid A \subset \bigcup_{i=1}^{k} V_{i}\right.$ and $A \cap V_{i} \neq \emptyset$ for all $\left.1 \leq i \leq k\right\}$.
Lemma 5.A. 2 Let $X$ be a compact Hausdorff space.
Then $\mathcal{C}$ is a base for a Hausdorff topology $\mathcal{V}$ on $2^{X}$.
PROOF: 1. Let $<V_{1}, \ldots, V_{k}>,<W_{1}, \ldots, W_{n}>\in \mathcal{C}$ with

$$
[A] \in<V_{1}, \ldots, V_{k}>\cap<W_{1}, \ldots, W_{n}>
$$

2. Set $V=\bigcup_{i=1}^{k} V_{i}$ and $W=\bigcup_{j=1}^{n} W_{j}$.
3. Set $\hat{V}_{i}=V_{i} \cap W$ and $\hat{W}_{j}=V \cap W_{j}$ for $1 \leq i \leq k$ and $1 \leq j \leq n$.
4. $[A] \in<\hat{V}_{1}, \ldots, \hat{V}_{k}, \hat{W}_{1}, \ldots, \hat{W}_{n}>\subset<V_{1}, \ldots, V_{k}>\cap<W_{1}, \ldots, W_{n}>$.
(by 1, 2, 3)
5. Let $[A],[B] \in 2^{X}$ with $[A] \neq[B]$.
6. We may assume without loss of generality that there exists $a \in A \backslash B$.
7. Let $U, V \subset X$ be open with $a \in U, B \subset V$ and $V \cap U=\emptyset$.
8. $[A] \in<U, X \backslash\{a\}>$ or $[A]=[\{a\}] \in<U>$, and $[B] \in<V>$. (by 7)
9. Let $C \subset X$ with $C \subset V$.
10. $C \cap U=\emptyset$.
11. $<U, X \backslash\{a\}>\cap<V>=<U>\cap<V>=\emptyset$.
(by 9, 10)
12. $\left(2^{X}, \mathcal{V}\right)$ is Hausdorff.
(by 5, 8, 11)
Proposition 5.A. 3 Let $X$ be a compact Hausdorff space. Then $2^{X}$ provided with the Vietoris topology $\mathcal{V}$, is compact.

PROOF: 1. Let $\mathcal{F}$ be a collection of closed subsets of $2^{X}$ which has the finite intersection property, and let $\mathcal{U}$ be an ultrafilter containing $\mathcal{F}$. (see 1.A.4)
2. For every collection $\Phi$, of subsets of $X$, (e.g. every $\Phi \in \mathcal{U}$ ) set $\hat{\Phi}=$ $\bigcup\{A \mid[A] \in \Phi\}$.
3. $\Phi_{1} \hat{\cap} \Phi_{2} \subset \hat{\Phi}_{1} \cap \hat{\Phi}_{2}$ for any $\Phi_{1}, \Phi_{2} \in \mathcal{U}$.
4. $\{\hat{\Phi} \mid \Phi \in \mathcal{U}\}$ is a collection of closed subsets of $X$ which has the finite intersection property.
(by 3)
5. Set $A=\bigcap_{\Phi \in \mathcal{U}} \hat{\Phi}$.
6. $A$ is closed and non-empty.
(by $4,5, X$ is compact)
7. Let $[A] \in<V_{1}, \ldots, V_{k}>\in \mathcal{C}$, and $\Psi_{0} \in \mathcal{F}$.
8. $X \backslash\left(\bigcup_{i=1}^{k} V_{i}\right) \subset X \backslash A=\bigcup_{\Phi \in \mathcal{U}}(X \backslash \hat{\Phi})$.
9. There exist $\Phi_{1}, \ldots, \Phi_{n} \in \mathcal{F}$ with $X \backslash\left(\cup V_{i}\right) \subset\left(X \backslash \hat{\Phi}_{1}\right) \cup \cdots \cup\left(X \backslash \hat{\Phi}_{n}\right)$. (by $8, X \backslash\left(\bigcup V_{i}\right)$ is compact)
10. Set $\Psi=\Psi_{0} \cap \Phi_{1} \cap \cdots \cap \Phi_{n}$.
11. $\Psi \in \mathcal{F}$ with $\Psi \subset \Psi_{0}$ and $\hat{\Psi} \subset \bigcup_{i=1}^{k} V_{i}$.
12. Set $\Psi_{i}=\left\{[B] \in \Psi \mid B \cap V_{i}=\emptyset\right\}$ for $1 \leq i \leq k$.
13. Assume that $\Psi_{1} \cup \cdots \cup \Psi_{k}=\Psi$.
14. $\Psi_{1} \cup \cdots \cup \Psi_{k} \in \mathcal{F} \subset \mathcal{U}$.
(by 11, 13)
15. There exists $j$ with $\Psi_{j} \in \mathcal{U}$.
(by 1, 1.A.18)
16. $A \subset \hat{\Psi}_{j} \subset \overline{X \backslash V_{j}}=X \backslash V_{j}$.
(by $5,12,15$ )
17. $\Psi_{1} \cup \cdots \cup \Psi_{k} \subsetneq \Psi$.
(by 12,13 , since 16 contradicts 7 )
18. There exists $[B] \in \Psi$ such that $B \cap V_{i} \neq \emptyset$ for all $1 \leq i \leq k$. (by 12,17 )
19. $\emptyset \neq \Psi \cap<V_{1}, \ldots, V_{k}>\subset \Psi_{0} \cap<V_{1}, \ldots, V_{k}>$.
(by 11,18 )
20. $[A] \in \overline{\Psi_{0}}=\Psi_{0}$.
(by 1, 7, 19)
21. $[A] \in \bigcap \mathcal{F}$.
(by 7, 20)

## EXERCISES FOR CHAPTER 5

Exercise 5.1 Let $X$ be a set provided with a compact Hausdorff topology $\mathcal{T}$.
Let

$$
\mathcal{U}=\{\alpha \subset X \times X \mid \alpha \text { is a neighborhood of } \Delta\}
$$

be the unique uniformity on $X$ which induces $\mathcal{T}$. We refer to an element $\alpha \in \mathcal{U}$ as an index on $X$ and write

$$
x \alpha=\{y \mid(x, y) \in \alpha\} \quad \text { and } \quad A \alpha=\bigcup_{x \in A} x \alpha
$$

for any $x \in X$ and $A \subset X$. Given any index $\alpha \in \mathcal{U}$ we set

$$
\hat{\alpha}=\{([A],[B]) \mid B \subset A \alpha \text { and } A \subset B \alpha\} \subset 2^{X} \times 2^{X}
$$

We then define

$$
\hat{\mathcal{U}}=\{\hat{\alpha} \mid \alpha \in \mathcal{U}\}
$$

Then
(a) $\hat{\mathcal{U}}$ is a base for a uniformity on $2^{X}$.
(b) For any $[\boldsymbol{A}] \in 2^{X}$ and $\alpha \in \mathcal{U}$, there exists $W \in \mathcal{C}$ with $[A] \in W \subset[A] \hat{\alpha}$.
(c) For any $[\boldsymbol{A}] \in<V_{1}, \ldots, V_{k}>\in \mathcal{C}$, there exists $\alpha \in \mathcal{U}$ such that $[A] \hat{\alpha} \subset<V_{i}, \ldots, V_{k}>$.
(d) The uniformity $\hat{\mathcal{U}}$ induces the topology $\mathcal{V}$.

Exercise 5.2 (See 5.6) Let:
(i) $X$ be a compact Hausdorff space, and
(ii) $\sigma: X \rightarrow 2^{X}$.
$x \rightarrow[\{x\}]$
Show that $\sigma$ is continuous.
Exercise 5.3 Let $\pi: X \rightarrow Y$ be continuous, open and onto. Then
(a) $2^{\pi}\left(<V_{1}, \ldots, V_{k}>\right)=<\pi\left(V_{1}\right), \ldots, \pi\left(V_{k}\right)>$.
(b) $2^{\pi}: 2^{X} \rightarrow 2^{Y}$ is open.

Exercise 5.4 (See 5.10) Let:
(i) $X$ be compact metric space with metric $d: X \times X \rightarrow \mathbf{R}$, and
(ii) $h: 2^{X} \times 2^{X} \rightarrow \mathbf{R}$ be defined by

$$
h([A],[B])=\max \{\sup \{d(x, B) \mid x \in A\}, \sup \{d(x, A) \mid x \in B\}\} .
$$

Show that $h$ is a metric on $2^{X}$ which induces the Veitoris topology.

## Exercise 5.5 Let:

(i) $(X, T)$ be a flow,
(ii) $\emptyset \neq A \subset X$, and
(iii) $p \in \beta T$.

Show that $A \circ p=\bigcap\{\overline{A(N \cap T)} \mid N$ is a neighborhood of $p$ in $\beta T\}$.
Exercise 5.6 Let:
(i) $\pi:(X, T) \rightarrow(Y, T)$ be a homomorphism, and
(ii) $(Y, T)$ be minimal.

Then the following are equivalent:
(a) $\pi$ is open,
(b) $\pi^{-1}(B \circ p)=\pi^{-1}(B) \circ p$ for all $[B] \in 2^{Y}$ and $p \in M$,
(c) $\pi^{-1}(y p)=\pi^{-1}(y) \circ p$ for all $y \in Y$ and $p \in M$, and
(d) $\pi^{-1}\left(y_{0} p\right)=\pi^{-1}\left(y_{0}\right) \circ p$ for some $y_{0} \in Y$ and all $p \in M$.

Notice that (i) and (ii) imply that $\pi$ is onto.

## Exercise 5.7 Let:

(i) $R_{1} \subset R_{2}$ be icers on $M$,
(ii) $X=M / R_{1}, Y=M / R_{2}$, and
(iii) $\hat{Y}_{y}=\left\{\left[\left(\pi_{R_{2}}^{R_{1}}\right)^{-1}(y p)\right] \mid p \in M\right\} \subset 2^{X}$ for all $y \in Y$.

Then
(a) $\hat{Y}_{y}=\hat{Y}_{z}$ for all $y, z \in Y$.
(b) $\hat{Y}_{y}$ is minimal.
(c) $M /\left(R_{1} \cap S\right) \rightarrow M /\left(R_{2} \cap S\right)$ is open where $\hat{Y}_{y}=M / S$.
(d) if $N$ is an icer on $M$ with $M /\left(R_{1} \cap N\right) \rightarrow M /\left(R_{2} \cap N\right)$ open, then $N \subset S$.

## PART II

## Equivalence relations and automorphisms of flows

According to 3.16, every minimal flow is a quotient $(M / R, T)$ of the universal minimal flow $(M, T)$ by some icer $R$ on $M$. We now proceed to investigate the icers on $M$ using the structure of $M$ and its group of automorphisms. Applying 3.12, 3.16, and 3.15, to $M$ (a fixed minimal ideal in $\beta T \cong E(\beta T, T)$ ), we conclude that $M$ can be written as a disjoint union of copies of a subgroup $G \subset M$, one for each of the idempotents $u^{2}=u \in M$. We show (see 7.4) that this group $G$ can be identified with the group of automorphisms of the flow $(M, T)$. The icers on $M$ can then be characterized in terms of the idempotents in $M$ and the subgroups of $G$. This characterization relies on the so-called relative product of two relations which is discussed in section 6. Given two relations $R$ and $S$ on a space $X$, the relative product $R \circ S$ is a relation on $X$ which contains $R \cup S$. Theorem 7.21 shows that every icer $R$ on $M$ can be written uniquely as a relative product

$$
\begin{equation*}
R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R)) \tag{*}
\end{equation*}
$$

Here $P_{0} \subset P(M)$ is a an equivalence relation generated by the pairs of idempotents in $M$, and the subgroup

$$
G(R)=\{\alpha \in G \mid \operatorname{gr}(\alpha) \subset R\} \subset G
$$

consists of the automorphisms of $M$ whose graphs are contained in $R$. The expression $(*)$ of every icer on $M$ as a relative product plays a fundamental role in our study of minimal flows via the icers on $M$. Section 7 develops the language and techniques for proving this result and understanding its consequences.

Section 8 is concerned with the so-called regular flows; these are the flows which can be uniquely expressed in the form $M / R$. We show that the regular flows are those which have as many automorphisms as possible. For a regular flow the pair $\{X, \operatorname{Aut}(X)\}$ has properties analogous to those of the pair $\{M, G\}$.

In section 9 we introduce what we call the quasi-relative product $R(S)$ of two icers. $R(S)$ though it need not be closed is always an invariant equivalence relation. When $R \circ S$ is an icer, $R(S)=R \circ S$, but $R(S)$ is an icer in situations
when $R \circ S$ is not. We show that when $R(S)$ is an icer the flow $M / R(S)$ is a quasi-factor of $X / S$ (see 9.9). $R(S)$ arose originally as we searched for a new proof of the Furstenberg structure theorem for distal extensions of compact Hausdorff (not necessarily metric) spaces. The resulting proof (see 9.13) of a result which is equivalent to the Furstenberg theorem, requires a construction of metric flows via icers in a situation where the relative product alone does not suffice.

## 6

## Quotient spaces and relative products

Any continuous mapping $f: X \rightarrow Y$ of compact Hausdorff spaces which is onto is a quotient map, and the equivalence relation $R_{f}=\left\{\left(x_{1}, x_{2}\right) \mid f\left(x_{1}\right)=\right.$ $\left.f\left(x_{2}\right)\right\}$ is closed. Conversely any closed equivalence relation $R$ on $X$ gives rise to a compact Hausdorff space $X / R$ and continuous quotient map $X \rightarrow X / R$. Thus continuous mappings can be defined by constructing closed equivalence relations; this motivates the study of the so-called relative product of two relations.

In the interest of completeness we include a proof (see also [Massey, (1977)]) of the fact that if $R$ is a closed equivalence relation on a compact Hausdorff space $X$, then $X / R$ is Hausdorff. We then introduce and investigate some basic properties of the relative product of two relations on a compact Hausdorff space. The techniques developed here are used extensively throughout the remainder of the text; for example the relative product is used in section 7 to construct and characterize the icers on the universal minimal flow $M$. Another example is seen in $\mathbf{6 . 1 8}$ where we obtain a generalization of the fact that any factor of a distal flow is itself a distal flow; a refinement of this result will be used in section 9 .

The following notation will be used to facilitate our discussion of equivalence relations, quotient spaces, and quotient mappings.

Definition and Notation 6.1 Let $R \subset S$ be closed equivalence relations on a compact Hausdorff space $X$. We define an $R$-cell to be a set of the form:

$$
x R=\{y \in X \mid(x, y) \in R\} \subset X
$$

If $A \subset X$ is any subset of $X$ we write

$$
A R=\bigcup_{x \in A} x R=\{y \in X \mid(x, y) \in R \text { for some } x \in A\}
$$

for the union of the $R$-cells corresponding to points of $A$. We use the notation

$$
X / R=\{x R \mid x \in X\}
$$

for the quotient space (provided with the quotient topology). The notation $\pi_{R}$ and $\pi_{S}^{R}$ will be used for the quotient map, and canonical projection map respectively:

$$
\begin{array}{rlrlrl}
\pi_{R}: X & \rightarrow X / R & \text { and } & \pi_{S}^{R}: X / R & \rightarrow & X / S \\
x & \rightarrow & x R & & x R & \rightarrow \\
x S .
\end{array}
$$

Thus the composition $\pi_{S}^{R} \circ \pi_{R}=\pi_{S}$. By "abuse of notation" we will also write:

$$
\begin{array}{rlc}
\pi_{R} \equiv \pi_{R} \times \pi_{R}: X \times X & \rightarrow & X / R \times X / R . \\
(x, y) & \rightarrow & (x R, y R)
\end{array}
$$

## Proposition 6.2 Let:

(i) $X$ be a compact Hausdorff space, and
(ii) $R$ be a closed equivalence relations on $X$.

Then $X / R$ is Hausdorff.
PROOF: 1. Let $x, y \in X$.
2. $U \subset X$ be open with $x R \subset U$.
3. $x R \cap(X \backslash U)=\emptyset$.
4. $x \notin(X \backslash U) R$ which is closed. (by 3, (ii), $X$ is compact)
5. $x \in F \equiv X \backslash((X \backslash U) R)=\pi_{R}^{-1}\left(\pi_{R}(X \backslash(X \backslash U) R)\right)=\pi_{R}^{-1}\left(\pi_{R}(F)\right)=F R$
which is open.
6. $x R \subset \bar{F} \subset \bar{U}$.
7. $x R=\bigcap\{\bar{F} \mid x \in F$ open with $F R=F\}$.
(by 2, 6, (i), (ii))
8. $y R=\bigcap\{\bar{H} \mid y \in H$ open with $H R=H\}$.
(by 2-7 applied to $y$ )
9. Assume every open neighborhood of $\pi_{R}(x)$ intersects every open neighborhood of $\pi_{R}(y)$.
10. Let $F, H$ be open sets with $x \in F, y \in H, F R=F$, and $H R=H$.
11. $\pi_{R}(F)$ and $\pi_{R}(H)$ are open neighborhoods of $\pi_{R}(x)$ and $\pi_{R}(y)$ respectively.
(by 10)
12. $\emptyset \neq \pi_{R}^{-1}\left(\pi_{R}(F) \cap \pi_{R}(H)\right) \subset \pi_{R}^{-1}\left(\pi_{R}(F)\right) \cap \pi_{R}^{-1}\left(\pi_{R}(H)\right)=F \cap H$.
(by 10, 11)
13. $\{\bar{H} \cap \bar{F} \mid x \in F$ open with $F R=F\}$ has the finite intersection property.
(by 12)
14. $\bar{H} \cap x R \neq \emptyset$.
(by 7,13 , compactness)
15. $\{\bar{H} \cap x R \mid y \in H$ open with $H R=H\}$ has the finite intersection property.
(by 10,14)
16. $y R \cap x R \neq \emptyset$.
(by 8,15 , compactness)
17. $x R=y R$ and $\pi_{R}(x)=\pi_{R}(y)$.
18. $X / R$ is Hausdorff.
(by 9, 17)
Applying 6.2 allows us to study continuous mappings via closed equivalence relations. In particular if $S$ is another closed equivalence relation on $X$, one is often interested in spaces $Y$ that fit into a commutative diagram of the form.

$$
X / R \quad \rightarrow \quad Y
$$

Any such $Y$ is a quotient of $X$, so finding such a $Y$ amounts to finding a closed equivalence relation on $X$ which contains both $R$ and $S$. This motivates the following definition.

Definition 6.3 Let $R, S$ be any relations on $X$ (a compact Hausdorff space). We define the relative product, $R \circ S$, of $R$ and $S$ by
$R \circ S=\{(p, q) \in X \times X \mid$ there exists $r \in X$ with $(p, r) \in R$ and $(r, q) \in S\}$.
Using the notation introduced above the cells of the relative product $R \circ S$ of two relations can be written

$$
x(R \circ S)=(x R) S
$$

in other words

$$
(x, z) \in R \circ S \Longleftrightarrow \text { there exists } y \in x R \text { with } z \in y S
$$

In this sense the relative product is indeed a product.
Our investigation of the properties of the relative product begins with a few preliminary results; many of the proofs are direct consequences of the definitions and are left to the reader. Though we will be primarily interested in the case of closed equivalence relations where the quotient spaces are Hausdorff, often these results hold in somewhat greater generality.

## Lemma 6.4 Let:

(i) $X$ be a compact Hausdorff space,
(ii) $R, S$ be closed equivalence relations on $X$,
(iii) $A \subset X \times X$, and
(iv) $B, C \subset X / R \times X / R$.

Then:
(a) $\left(\pi_{R} \times \pi_{S}\right)^{-1}\left(\left(\pi_{R} \times \pi_{S}\right)(A)\right)=R \circ A \circ S$,
(b) $\pi_{R}^{-1}\left(B^{-1}\right)=\left(\pi_{R}^{-1}(B)\right)^{-1}$, and
(c) $\pi_{R}^{-1}(B \circ C)=\pi_{R}^{-1}(B) \circ \pi_{R}^{-1}(C)$.

PROOF: We leave this as an exercise for the reader.
Corollary 6.5 Let:
(i) $X$ be a compact Hausdorff space,
(ii) $N$ be a closed equivalence relation on $X$, and
(iii) $R \subset X / N \times X / N$ be a closed equivalence relation on $X / N$.

Then $\pi_{N}^{-1}(R)$ is a closed equivalence relation on $X$.
PROOF: 1. $\Delta_{X} \subset N=\pi_{N}^{-1}\left(\Delta_{X / N}\right) \subset \pi_{N}^{-1}(R)$.
(by (ii), (iii))
2. $\left(\pi_{N}^{-1}(R)\right)^{-1}=\pi_{N}^{-1}\left(R^{-1}\right)=\pi_{N}^{-1}(R)$.
3. $\pi_{N}^{-1}(R) \circ \pi_{N}^{-1}(R)=\pi_{N}^{-1}(R \circ R)=\pi_{N}^{-1}(R) . \quad$ (by (iii), and 6.4)

Lemma 6.6 Let:
(i) $X$ be a compact Hausdorff space,
(ii) $N$ be a closed equivalence relation on $X$, and
(iii) $R, S \subset X \times X$ be arbitrary relations on $X$.

Then:
(a) $\pi_{N}^{-1}\left(\pi_{N}(R)\right)=N \circ R \circ N$,
(b) $\pi_{N}(R \circ S) \subset \pi_{N}(R) \circ \pi_{N}(S) \subset \pi_{N}(R \circ N \circ S)$, and
(c) if either $R \circ N$ or $S \circ N$ are closed equivalence relations on $X$, then

$$
\pi_{N}(R \circ S)=\pi_{N}(R) \circ \pi_{N}(S)
$$

PROOF: We leave this as an exercise for the reader.
Note that if $R$ and $S$ are closed, then the relative product $R \circ S$ is also closed. Similarly if ( $X, T$ ) is a flow, and $R$ and $S$ are invariant, then $R \circ S$ is invariant. On the other hand the relative product of two equivalence relations is reflexive, but need not be symmetric or transitive. However in this case if $R \circ S$ is symmetric, then $R \circ S=S \circ R$ and it is also transitive (see 6.9). It is clear that any equivalence relation which contains both $R$ and $S$ must also contain $R \circ S$. Consequently if $R \circ S$ is an equivalence relation, then it must be the smallest one which contains $R \cup S$. This says that $Y=X /(R \circ S)$ fits into the diagram in (*), and is maximal in the sense that any other $Y$ is a quotient of $X /(R \circ S)$. In this maximal example the diagram in $(*)$ has particularly nice properties which are
used throughout the text. Moreover we will see that the relative product can be used to understand these diagrams in general by describing the equivalence relations involved in their construction. We proceed to make these notions precise.

## Proposition 6.7 Let:

(i) $R_{1}, R_{2}$ be closed equivalence relations on $X$, and
(ii) $N=\bigcap\left\{S \mid S\right.$ is a closed equivalence relation with $\left.R_{1} \cup R_{2} \subset S\right\}$.

Then:
(a) $N$ is a closed equivalence relation on $X$, and
(b) if $S$ is a closed equivalence relation on $X$ with $R_{1} \cup R_{2} \subset S$, then $N \subset S$.

PROOF: This is clear.
Definition 6.8 Let $R, S$ be closed equivalence relations on $X$. We define the infimum of $R$ and $S, \inf (R, S)$ by
$\inf (R, S)=\bigcap\{N \mid N$ is a closed equivalence relation on $X$ with $R \cup S \subset N\}$.

According to proposition $6.7, \inf (R, S)$ is a closed equivalence relation on $X$; we proceed to show that $R \circ S$ is an equivalence relation if and only if $R \circ S=\inf (R, S)$.

Proposition 6.9 Let $R, S$ be closed equivalence relations on $X$.
Then the following are equivalent:
(a) $S \circ R=R \circ S$,
(b) $R \circ S$ is a closed equivalence relation on $X$, and
(c) $R \circ S=\inf (R, S)$.
PROOF:
(a) $\Rightarrow$ (b)

1. Assume that $R \circ S=S \circ R$.
2. As has been previously remarked $R \circ S$ is closed and reflexive.
3. $(R \circ S)^{-1}=S^{-1} \circ R^{-1}=S \circ R=R \circ S$ so $R \circ S$ is symmetric.
4. $(R \circ S) \circ(R \circ S)=R \circ(R \circ S) \circ S=R \circ S$ so $R \circ S$ is transitive.

$$
(\mathrm{b}) \Rightarrow(\mathrm{c})
$$

1. Assume that $R \circ S$ is a closed equivalence relation on $X$.
2. $R \cup S \subset R \circ S$.
3. $\inf (R, S) \subset R \circ S$.
4. $R \circ S \subset \inf (R, S) \circ \inf (R, S)=\inf (R, S)$.
(by 6.7)
5. $R \circ S=\inf (R, S)$.

$$
(\mathrm{c}) \Rightarrow(\mathrm{a})
$$

1. Assume that $R \circ S=\inf (R, S)$.
2. $R \circ S$ is a closed equivalence relation on $X$.
3. $S \circ R=S^{-1} \circ R^{-1}=(R \circ S)^{-1}=R \circ S$.

There are many situations where the projection $\pi_{R}(S)$ is an equivalence relation on $X / R$ even though $S$ is not an equivalence relation on $X$. For flows ( $X, T$ ), one such example is when $S=P(X)$ is the proximal relation introduced earlier; we investigate this further in section 13. Another example is the regionally proximal relation introduced in section 15 and studied further in sections 16 and 19. Though the main application of the following proposition is the corollary which follows, where $R, S$ and $R \circ S$ are closed equivalence relations on $X$, it does give a condition under which the projection of a reflexive symmetric relation is an equivalence relation.

Proposition 6.10 Let:
(i) $X$ be a compact Hausdorff space,
(ii) $R$ be a closed equivalence relation on $X$, and
(iii) $S$ be a closed reflexive symmetric relation on $X$.

Then the following are equivalent:
(a) $R \circ S \circ R$ is a closed equivalence relation on $X$,
(b) $R \circ S \circ R \circ S=R \circ S \circ R$, and
(c) $\pi_{R}(S)$ is a closed equivalence relation on $X / R$.

Moreover all of these conditions imply:
(d) $(X / R) / \pi_{R}(S) \cong X /(R \circ S \circ R)$.

## PROOF: <br> (a) $\Rightarrow$ (b)

1. Assume that $R \circ S \circ R$ is a closed equivalence relation on $X$.
2. $R \circ S \circ R \subset R \circ S \circ R \circ S \subset(R \circ S \circ R) \circ(R \circ S \circ R) \subset R \circ S \circ R$.

$$
(\mathrm{b}) \Rightarrow(\mathrm{c})
$$

1. Assume that $R \circ S \circ R \circ S=R \circ S \circ R$.
2. It suffices to show that $\pi_{R}(S)$ is transitive.

$$
\text { 3. } \begin{aligned}
\pi_{R}^{-1}\left(\pi_{R}(S) \circ \pi_{R}(S)\right) & = \\
& =\pi_{R}^{-1}\left(\pi_{R}(S)\right) \circ \pi_{R}^{-1}\left(\pi_{R}(S)\right) \\
& =R \circ S \circ R \circ R \circ S \circ R \\
& =(\text { (ii) } \\
= & \circ S \circ R \circ S \circ R=R \circ S \circ R \circ R \\
& =R \circ S \circ R=\pi_{R}^{-1}\left(\pi_{R}(S)\right) .
\end{aligned}
$$

4. $\pi_{R}(S) \circ \pi_{R}(S)=\pi_{R}(S)$.

$$
\begin{equation*}
(\mathrm{c}) \Rightarrow(\mathrm{a}) \tag{by3}
\end{equation*}
$$

1. Assume that $\pi_{R}(S)$ is a closed equivalence relation on $X / R$.
2. $\pi_{R}^{-1}\left(\pi_{R}(S)\right)$ is a closed equivalence relation on $X$.
(by 1, and 6.5)
3. $\pi_{R}^{-1}\left(\pi_{R}(S)\right)=R \circ S \circ R$.
(by 6.6)

$$
\begin{gathered}
(\mathrm{c}) \Rightarrow(\mathrm{d}) \\
(X / R) / \pi_{R}(S) \cong X / \pi_{R}^{-1}\left(\pi_{R}(S)\right) \cong X /(R \circ S \circ R)
\end{gathered}
$$

Corollary 6.11 Let $R, S$ be closed equivalence relations on $X$ such that $R \circ S$ is a closed equivalence relation on $X$. Then:
(a) $\pi_{R}(S)$ is a closed equivalence relation on $X / R$,
(b) $\pi_{S}(R)$ is a closed equivalence relation on $X / S$, and
(c) $(X / R) / \pi_{R}(S) \cong X /(R \circ S)$.

PROOF: 1. $S \circ R \circ S=S \circ S \circ R=S \circ R=S \circ R \circ R=R \circ S \circ R$.
(by 6.9)
2. $S \circ R \circ S$ and $R \circ S \circ R$ are closed equivalence relations on $X$.
3. $\pi_{S}(R)$ and $\pi_{R}(S)$ are closed equivalence relations on $X / S$ and $X / R$ respectively.
(by 2, 6.10)
Part (c) follows from 6.9 and $\mathbf{6 . 1 0}$.
We will make extensive use of 6.11 in constructing icers on $M$ and on flows in general; it can be interpreted as saying that when $R, S$, and $R \circ S$ are closed equivalence relations on $X$, the following diagram of quotient maps is commutative:

$$
\begin{array}{lcc}
X & \xrightarrow{\pi_{S}} & X / S \\
\downarrow \pi_{R} & & \downarrow \pi_{R \circ S}^{S} \\
X / R & \xrightarrow{\pi_{R \circ S}^{R}} & X /(R \circ S) .
\end{array}
$$

In fact we now show that in this diagram $\pi_{R}$ and $\pi_{S}$ map fibers onto fibers, a property which characterizes the relative product.

Proposition 6.12 Let:
(i) $X$ be a compact Hausdorff space,
(ii) $R, S, N$ be closed equivalence relations on $X$, and
(iii) $R \cup S \subset N$.

Then we can form the commutative diagram

$$
\begin{array}{cll}
X & \xrightarrow{\pi_{S}} & X / S \\
\downarrow \pi_{R} & & \downarrow \pi_{N}^{S} \\
X / R & \xrightarrow{\pi_{N}^{R}} & X / N
\end{array}
$$

and the following are equivalent:
(a) $\pi_{S}$ maps the fibers of the map $\pi_{R}$ onto the fibers of $\pi_{N}^{S}$; i.e. $\pi_{S}(\{x R\})=$ $\left(\pi_{N}^{S}\right)^{-1}(x N)$ or equivalently $\pi_{S}(\{x R\})=\pi_{S}(\{x N\})$ for all $x \in X$.
(b) $N=R \circ S$.
(c) $\pi_{R}$ maps the fibers of the map $\pi_{S}$ onto the fibers of $\pi_{N}^{R}$; i.e. $\pi_{R}(\{x S\})=$ $\left(\pi_{N}^{R}\right)^{-1}(x N)$ or equivalently $\pi_{R}(\{x S\})=\pi_{R}(\{x N\})$ for all $x \in X$.
(d) $\left\{(x R, y S) \in X / R \times X / S \mid \pi_{N}^{R}(x R)=\pi_{N}^{S}(y S)\right\}=\left(\pi_{R} \times \pi_{S}\right)(\Delta)$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Assume that $\pi_{S}$ maps the fibers of $\pi_{R}$ onto the fibers of $\pi_{N}^{S}$.
2. Let $(p, q) \in N$.
3. $\pi_{N}(p)=\pi_{N}(q)=\pi_{N}^{S}\left(\pi_{S}(q)\right)$ so $\pi_{S}(q)$ is in the fiber over $\pi_{N}(p)$.
4. There exists $r \in X$ in the fiber over $\pi_{R}(p)$ with $\pi_{S}(r)=\pi_{S}(q) . \quad($ by 1,3$)$
5. $(p, r) \in R$, and $(r, q) \in S$.
6. $(p, q) \in R \circ S$.
7. $N \underset{2,6}{\subset} R \circ S \underset{\text { (iii) }}{\subset} N \circ N \underset{\text { (ii) }}{=} N$.

$$
(b) \Longrightarrow(a)
$$

1. Assume that $N=R \circ S$.
2. Let $q \in X$ with $\pi_{S}(q)$ in the fiber over $\pi_{N}(p)$.
3. $\pi_{N}(q)=\pi_{N}^{S}\left(\pi_{S}(q)\right)=\pi_{N}(p)$.
4. $(p, q) \in N$.
5. There exists $r \in X$ with $(p, r) \in R$ and $(r, q) \in S$.
6. $\pi_{R}(r)=\pi_{R}(p)$ so $r$ is in the fiber over $\pi_{R}(p)$.
7. $\pi_{S}(r)=\pi_{S}(q)$.

$$
(\mathrm{b}) \Longleftrightarrow \text { (c) }
$$

Interchange the roles of $R$ and $S$ in the proof that (a) $\Longleftrightarrow$ (b).

$$
(\mathrm{b}) \Longrightarrow(\mathrm{d})
$$

1. Assume that $N=R \circ S$.
2. $\left(\pi_{R} \times \pi_{S}\right)(\Delta) \subset\left\{(x R, y S) \in X / R \times X / S \mid \pi_{N}^{R}(x R)=\pi_{N}^{S}(y S)\right\}$ is immediate.
3. Let $(x R, y S)$ with $\pi_{N}^{R}(x R)=\pi_{N}^{S}(y S)$.
4. $x N=y N$.
5. There exists $z \in X$ with $(x, z) \in R$ and $(z, y) \in S$.
(by 1,4)
6. $(x R, y S)=(z R, z S)=\left(\pi_{R}(z), \pi_{S}(z)\right) \in\left(\pi_{R} \times \pi_{S}\right)(\Delta)$.

$$
\begin{equation*}
(\mathrm{d}) \Longrightarrow(\mathrm{b}) \tag{by5}
\end{equation*}
$$

1. Assume $\left(\pi_{R} \times \pi_{S}\right)(\Delta)=\left\{(x R, y S) \in X / R \times X / S \mid \pi_{N}^{R}(x R)=\pi_{N}^{S}(y S)\right\}$.
2. Let $(x, y) \in N$.
3. $\pi_{N}^{R}(x R)=x N=y N=\pi_{N}^{S}(y S)$.
4. There exists $z \in X$ with $\left(\pi_{R}(z), \pi_{S}(z)\right)=(x R, y R)$.
5. $(x, z) \in R$ and $(z, y) \in S$.
6. $(x, y) \in R \circ S$.

Another useful property of the relative product is given below.

## Proposition 6.13 Let:

(i) $X$ be a compact Hausdorff space,
(ii) $R, S, N$ be closed equivalence relations on $X$, and
(iii) $R \circ S=N$.

Then as in 6.12 we can form the commutative diagram

$$
\begin{array}{cll}
X & \xrightarrow{\pi_{S}} & X / S \\
\downarrow \pi_{R} & & \downarrow \pi_{N}^{S} \\
X / R & \xrightarrow{\pi_{N}^{R}} & X / N
\end{array}
$$

and
(a) $\pi_{S}$ open implies that $\pi_{N}^{R}$ is open,
(b) $\pi_{R}$ open implies that $\pi_{N}^{S}$ is open.

PROOF: (a) 1. Assume that $\pi_{S}$ is open.
2. Let $V \subset X / R$ be open.
3. $\pi_{S}\left(\left(\pi_{R}\right)^{-1}(V)\right)=\left(\pi_{N}^{S}\right)^{-1}\left(\pi_{N}^{R}(V)\right)$ is open in $X / S$. (by 1,2, 6.12)
4. $\pi_{N}^{R}(V)$ is open in $X / N$.
(b) This is just (a) with the roles of $R$ and $S$ interchanged.

The basic properties of the relative product outlined above will be used to construct equivalence relations and quotient maps. We will also need a result which says that the relative product construction commutes with the inverse limit construction. First note that any descending chain

$$
S_{1} \supset S_{2} \supset \cdots \supset S_{n} \supset \cdots
$$

of closed equivalence relations on $X$ gives rise to a sequence of continuous maps

$$
X / S_{1} \leftarrow X / S_{2} \leftarrow \cdots \leftarrow X / S_{n} \leftarrow \cdots
$$

whose inverse limit

$$
\underset{\leftarrow}{\lim X / S_{i} \cong X / \bigcap S_{i} .}
$$

For completeness sake and for future reference, we make this precise in the slightly more general context where $\left\{S_{i}\right\}$ is a filter base of equivalence relations on $X$.

## Proposition 6.14 Let:

(i) $R$ be a closed equivalence relation on $X$, and
(ii) $\left\{S_{i} \mid i \in I\right\}$ be a filter base of closed equivalence relations on $X$.

Then:
(a) $X / \bigcap_{i \in I} S_{i} \cong \lim _{\leftarrow} X / S_{i}$ (the inverse limit), and
(b) $x \in U \subset X / \bigcap_{i \in I} S_{i}$ with $U$ open implies that there exists $U_{j}$ open in $X / S_{j}$ such that $x \in \pi_{j}^{-1}\left(U_{j}\right) \subset U$ where $\pi_{j}: X / \bigcap S_{i} \rightarrow X / S_{j}$ is the canonical map.

PROOF: Left as an exercise for the reader.
The relative product construction commutes with this inverse limit construction in the following sense. If $R$ is a closed equivalence relation on $X$ such that each of the $R \circ S_{i}$ is an equivalence relation, then $R \circ\left(\bigcap S_{i}\right)=\bigcap\left(R \circ S_{i}\right)$ is an equivalence relation and

$$
\lim _{\leftarrow} X /\left(R \circ S_{i}\right) \cong X /\left(R \circ \bigcap S_{i}\right) .
$$

This result holds when $\left\{S_{i}\right\}$ is a filter base of closed equivalence relations; the details are given in the next proposition and its corollary.

## Proposition 6.15 Let:

(i) $R$ be a closed relation on $X$ (a compact Hausdorff space), and
(ii) $\left\{S_{i} \mid i \in I\right\}$ be a filter base (see 1.A.1) of closed relations on $X$.

Then:
(a) $R \circ\left(\bigcap_{i \in I} S_{i}\right)=\bigcap_{i \in I}\left(R \circ S_{i}\right)$, and
(b) $\left(\bigcap_{i \in I} S_{i}\right) \circ R=\bigcap_{i \in I}\left(S_{i} \circ R\right)$.

PROOF: (a) 1. Let $S=\bigcap_{i \in I} S_{i}$.

$$
\text { Proof that: } R \circ S \subset \bigcap_{i \in I}\left(R \circ S_{i}\right)
$$

2. Let $(p, q) \in R \circ S$.
3. There exists $r \in S$ with $(p, r) \in R$ and $(r, q) \in S$.
4. $(p, q) \in \bigcap_{i \in I}\left(R \circ S_{i}\right)$.

$$
\text { Proof that: } \bigcap_{i \in I}\left(R \circ S_{i}\right) \subset R \circ S
$$

1. Let $C$ be a closed subset of $X \times X$ with $C \cap S_{j} \neq \emptyset$ for all $j \in I$.
2. Let $\left\{i_{1}, \ldots i_{n}\right\} \subset I$.
3. There exists $i \in I$ with $S_{i} \subset S_{i_{1}} \cap \cdots \cap S_{i_{n}}$.
(by (ii))
4. $\emptyset \neq C \cap S_{i} \subset\left(C \cap S_{i_{1}}\right) \cap \cdots \cap\left(C \cap S_{i_{n}}\right)$.
5. The collection $\left\{C \cap S_{i} \mid i \in I\right\}$ has the finite intersection property. (by 2, 4)
6. $C \cap S=\bigcap_{i \in I}\left(C \cap S_{i}\right) \neq \emptyset . \quad$ (by $5, X \times X$ is compact)
7. Let $(p, q) \in \bigcap_{i \in I}\left(R \circ S_{i}\right)$ and $N$ be an open neighborhood of $S$ in $X \times X$.
8. $((X \times X) \backslash N) \cap S=\emptyset$.
9. $((X \times X) \backslash N) \cap S_{j}=\emptyset$ for some $j \in I$.
(by 1, 6, 7 with $C=(X \times X) \backslash N)$
10. $S_{j} \subset N$.
11. $(p, q) \in R \circ S_{j} \subset R \circ N$.
(by 7, 10)
12. There exists $r_{N}$ with $\left(p, r_{N}\right) \in R$ and $\left(r_{N}, q\right) \in N$.
13. The set $K_{N}=\{r \mid(p, r) \in R \quad$ and $\quad(r, q) \in N\}$ is nonempty. (by 12)
14. $\left\{\overline{K_{N}} \mid N\right.$ is an open neighborhood of $\left.S\right\}$ has the finite intersection property.
15. Let $x \in \bigcap_{N} \overline{K_{N}}$ and $V$ be an open neighborhood of $x$ in $X$.
16. $V \cap K_{N} \neq \emptyset$ for all $N$.
17. There exists $r \in V$ with $(p, r) \in R$ and $(r, q) \in N$.
18. $(p, x) \in \bar{R}=R$ and $(x, q) \in \bigcap_{N} \bar{N}=S$.
19. $(p, q) \in R \circ S$.
(b) Similar argument.

The following result will be used in section 20.

## Corollary 6.16 Let:

(i) $R$ be a closed equivalence relation on $X$,
(ii) $\left\{S_{i} \mid i \in I\right\}$ be a filter base of closed equivalence relations on $X$, and
(iii) $R \circ S_{i}$ be an equivalence relation for every $i$.

Then $R \circ\left(\bigcap_{i \in I} S_{i}\right)$ is a closed equivalence relation.
PROOF: 1. $\bigcap_{i \in I} S_{i}$ is a closed equivalence relation.
(by (ii))
2. $R \circ\left(\bigcap_{i \in I} S_{i}\right) \underset{\mathbf{6 . 1 5}}{=} \bigcap_{i \in I}\left(R \circ S_{i}\right)=\bigcap_{\text {(iii) }}\left(S_{i} \circ R\right) \underset{\mathbf{6 . 1 5}}{=}\left(\bigcap_{i \in I} S_{i}\right) \circ R$.
3. $R \circ\left(\bigcap_{i \in I} S_{i}\right)$ is an equivalence relation.
(by 1, 2, 6.9)

The results in this section have been stated for closed equivalence relations on any compact Hausdorff space $X$. If $(X, T)$ is a flow and the equivalence relations are invariant under the action of $T$, then the results remain valid for icers on $X$, and the quotient maps are homomorphisms of flows. In particular we recover results on minimal flows by setting $X=M$ and requiring that the equivalence relations be icers.

We end this section with some applications of the relative product to homomorphisms of flows. These results are motivated by considering the following diagram:

$$
\begin{array}{ccc} 
& f & \\
X & \rightarrow & Y \\
\pi_{L} \downarrow & & \downarrow \pi \\
X / L & \rightarrow & Z
\end{array}
$$

where $f$ is an epimorphism of flows, $L$ is an icer on $X$, and $\pi$ is a homomorphism of flows. Assuming that $\pi_{L}$ is a distal homomorphism, when can we
conclude that $\pi$ is also distal? Note that when $X / L=\{p t\}=Z$, the answer is always. (In this case we are just asking whether ( $X, T$ ) distal implies that $(Y, T)$ is distal, which is the content of 4.10.) In general, using $R_{f}$ to denote the icer on $X$ corresponding to $f$, if $R_{\pi \circ f} \subset R_{f} \circ L \circ R_{f}$, and $(X, T)$ is pointwise almost periodic, then $\pi$ is distal. In the interest of clarity, we state this as the next proposition. If the diagram is a relative product, that is $R_{\pi \circ f}=L \circ R_{f}$ and $Z=X /\left(L \circ R_{f}\right)$, then $\pi$ is distal under the weaker assumption that $(Y, T)$ is pointwise almost periodic. We give a proof of this in 6.17.

Proposition 6.17 Let:
(i) $(X, T)$ be a pointwise almost periodic flow,
(ii) $L$ be an icer on $X$,
(iii) $\pi_{L}: X \rightarrow X / L$ be distal,
(iv) $f:(X, T) \rightarrow(Y, T)$ be an epimorphism of flows,
(v) the following be a commutative diagram of flows and flow homomorphism, and

(vi) $R_{\pi \circ f} \subset R_{f} \circ L \circ R_{f}$.

Then $\pi: Y \rightarrow Z$ is distal.
PROOF: 1. ( $L, T$ ) is pointwise almost periodic. (by (i), (ii), (iii), and 4.15)
2. $f(L)=f\left(R_{f} \circ L \circ R_{f}\right) \underset{\text { (vi) }}{=} f\left(R_{\pi \circ f}\right)=f\left(f^{-1}\left(R_{\pi}\right)\right) \underset{\text { (iv) }}{=} R_{\pi}$.
3. $\left(R_{\pi}, T\right)$ is pointwise almost periodic.
(by 1, 2)
4. $\pi$ is distal.
(by 4.15)

## Lemma 6.18 Let:

(i) $(X, T)$ be a flow,
(ii) $L$ and $N$ be an icers on $X$,
(iii) $X \rightarrow X / L$ be distal,
(iv) $(X / N, T)$ be pointwise almost periodic, and
(v) $L \circ N$ be an icer on $X$.

In other words assume that the following is a commutative diagram of flows such that the flows in the right hand column are pointwise almost periodic and the left hand column is a distal extension.


Then $X / N \rightarrow X /(L \circ N)$ is distal.
PROOF: 1. $\pi_{N}(L \circ N)=\pi_{N}(L)$ is a closed equivalence relation on $X / N$ with

$$
\begin{equation*}
(X / N) / \pi_{N}(L)=X /(L \circ N) \tag{by6.11}
\end{equation*}
$$

2. Let $\pi_{N}\left(x_{1}, x_{2}\right) \in P(X / N)$ with $\left(x_{1}, x_{2}\right) \in L \circ N$.
3. There exists a minimal ideal $I \subset E(X, T)$ with $\left(x_{1} p, x_{2} p\right) \in N$ for all $p \in I$. (by 2, 4.4)
4. There exists a minimal idempotent $u \in I$ with

$$
\begin{equation*}
\pi_{N}\left(x_{1} u\right)=\pi_{N}\left(x_{1}\right) u=\pi_{N}\left(x_{1}\right) . \tag{iv}
\end{equation*}
$$

5. $\left(x_{1} u, x_{2}\right) \in N \circ L \circ N=L \circ N$.
6. There exists $x_{3} \in X$ with $\left(x_{1} u, x_{3}\right) \in L$ and $\left(x_{3}, x_{2}\right) \in N$.
7. $\left(x_{1} u, x_{3} u\right)=\left(x_{1} u, x_{3}\right) u \in L u \subset L$. (by 6, (ii))
8. $\left(x_{3}, x_{3} u\right) \in L$. (by 6, 7, (ii))
9. $x_{3}=x_{3} u$.
(by 8, (iii))
10. $\left(x_{3}, x_{2} u\right)=\left(x_{3} u, x_{2} u\right) \in N u \subset N$.
(by 6, 9)
11. $\left(x_{3}, x_{1} u\right) \in N \circ N=N$.
(by 3, 5, 10, (ii))
12. $\left(x_{3}, x_{1}\right) \in N$.
(by 4. 11)
13. $\left(x_{2}, x_{1}\right) \in N$ and so $\pi_{N}\left(x_{1}, x_{2}\right) \in \Delta_{X / N}$.
(by 6,12 )
14. $P(X / N) \cap \pi_{N}(L)=\Delta_{X / N}$.
(by 2, 13)
15. $X / N \rightarrow X /(L \circ N)$ is distal.
(by 1,14 , and (v))
A refinement of the preceding result will be needed in section 9 .
Corollary 6.19 Let:
(i) $(X, T)$ be a (not necessarily minimal) flow,
(ii) $L$ be an icer on $X$,
(iii) $X \rightarrow X / L$ be distal,
(iv) $H \subset T$ be a subgroup of $T$,
(v) $N$ be a closed $H$-invariant equivalence relation on $X$,
(vi) $(X / N, H)$ be pointwise almost periodic, and
(vii) $L \circ N$ be an $H$-invariant equivalence relation on $X$.

In other words assume that the following is a commutative diagram of $H$-flows such that the flows in the right hand column are $H$-pointwise almost periodic and the left hand column is a $T$-distal extension.


Then $\left(\pi_{N}(L), H\right)$ is pointwise almost periodic.
PROOF: The assumption that $X \rightarrow X / L$ is distal as a $T$-homomorphism, implies that it is distal as an $H$-homomorphism. Thus the result follows immediately by applying 6.18 and 4.15 to the group $H$.

## EXERCISES FOR CHAPTER 6

Exercise 6.1 (See 6.4) Let:
(i) $X$ be a compact Hausdorff space,
(ii) $R, S$ be icers on $X$,
(iii) $A \subset X \times X$, and
(iv) $B, C \subset X / R \times X / R$.

Then:
(a) $\left(\pi_{R} \times \pi_{S}\right)^{-1}\left(\left(\pi_{R} \times \pi_{S}\right)(A)\right)=R \circ A \circ S$,
(b) $\pi_{R}^{-1}\left(B^{-1}\right)=\left(\pi_{R}^{-1}(B)\right)^{-1}$, and
(c) $\pi_{R}^{-1}(B \circ C)=\pi_{R}^{-1}(B) \circ \pi_{R}^{-1}(C)$.

Exercise 6.2 (See 6.9) Let:
(i) $X$ be a compact Hausdorff space, and
(ii) $R, S \subset X \times X$ be equivalence relations on $X$.

Show that $R \circ S$ is an equivalence relation on $X$ if and only if $R \circ S \subset S \circ R$.
Exercise 6.3 (See 6.6) Let:
(i) $X$ be a compact Hausdorff space,
(ii) $N$ be a closed equivalence relation on $X$, and
(iii) $R, S \subset X \times X$ be arbitrary relations on $X$.

Show that:
(a) $\pi_{N}^{-1}\left(\pi_{N}(R)\right)=N \circ R \circ N$,
(b) $\pi_{N}(R \circ S) \subset \pi_{N}(R) \circ \pi_{N}(S) \subset \pi_{N}(R \circ N \circ S)$, and
(c) if $R \circ N$ or $S \circ N$ is a closed equivalence relations on $X$, then

$$
\pi_{N}(R \circ S)=\pi_{N}(R) \circ \pi_{N}(S)
$$

Exercise 6.4 (See 6.14) Let:
(i) $R$ be a closed equivalence relation on $X$, and
(ii) $\left\{S_{i} \mid i \in I\right\}$ be a filter base of closed equivalence relations on $X$.

Show that:
(a) $X / \bigcap_{i \in I} S_{i} \cong \lim _{\leftarrow} X / S_{i}$ (the inverse limit), and
(b) $x \in U \subset X / \bigcap_{i \in I} S_{i}$ with $U$ open implies that there exists $U_{j}$ open in $X / S_{j}$ such that $x \in \pi_{j}^{-1}\left(U_{j}\right) \subset U$ where $\pi_{j}: X / \bigcap S_{i} \rightarrow X / S_{j}$ is the canonical map.

## 7

## Icers on $M$ and automorphisms of $M$

For this section, and the remainder of this book, we will use $M$ to denote a fixed minimal ideal in $\beta T$. As we saw in 3.16, given any minimal flow $(X, T)$ there exists an epimorphism of flows $f: M \rightarrow X$, so that $M / R_{f} \cong X$. Here $R_{f}=$ $\{(p, q) \in M \times M \mid f(p)=f(q)\}$ is an invariant closed equivalence relation on $M$. We will study minimal flows and their properties by studying invariant closed equivalence relations on the universal minimal set $M$. We emphasize this point of view by defining a category $\mathcal{M}$.

Definition 7.1 The category $\mathcal{M}$.
We define a category $\mathcal{M}$ whose objects, obj $(\mathcal{M})$ are the icers (closed invariant equivalence relations) on $M$. If $R$ and $S$ are icers on $M$ with $R \subset S$, then $\pi_{S}^{R}$ will denote the canonical map

$$
\pi_{S}^{R}: M / R \rightarrow M / S
$$

We refer to $M / S$ as a factor of $M / R$ and to $M / R$ as an extension of $M / S$. We then define

$$
\operatorname{morph}(R, S)=\left\{\begin{array}{ll}
\left\{\pi_{S}^{R}\right\} & \text { if } R \subset S \\
\emptyset & \text { if } R \not \subset S
\end{array} .\right.
$$

We write $\pi_{R}$ for

$$
\pi_{R} \equiv \pi_{R}^{\Delta}: M \rightarrow M / R
$$

Note that if $R \subset S$, then $\pi_{S}=\pi_{S}^{R} \circ \pi_{R}$.
Given an icer $R$ on $M$, the quotient space is a compact Hausdorff space (by 6.2) on which $T$ acts. In other words $(M / R, T)$ is a flow; moreover it's minimal since it's an image of $M$. Conversely any minimal flow ( $X, T$ ) is represented by the element $R_{f}$ in the category $\mathcal{M}$, where $f: M \rightarrow X$ is a homomorphism of flows. In general however, if $g$ is another such homomorphism, then $R_{g}$
need not equal $R_{f}$. Thus $X$ may have many distinct representatives in the category $\mathcal{M}$. In other words $\operatorname{obj}(\mathcal{M})$ is not in one-one correspondence with the collection of minimal flows. We will see in section 8 (see 8.1 and 8.3) that the regular minimal flows are exactly those minimal flows $(X, T)$, for which there is a unique icer with $X \cong M / R$. Similarly $\operatorname{morph}(R, S)$ consists of at most one element and is not in one-one correspondence with $\operatorname{Hom}(M / R, M / S)$. In particular $\operatorname{morph}(R, R)$ consists of a single element, while $\operatorname{Aut}(M / R)$, in general, contains many automorphisms of the flow $(M / R, T)$. Nevertheless $\mathcal{M}$ provides a useful context in which to frame many of the questions concerning minimal flows and their extensions. Before addressing some of these questions we state an elementary proposition which will be used frequently in subsequent discussions.

## Proposition 7.2 Let:

(i) $X=M / R$ be a flow,
(ii) $N$ be an icer on $X$, and
(iii) $S=\pi_{R}^{-1}(N)$.

Then:
(a) $S$ is an icer on $M$, and
(b) $M / S \cong X / N$.

PROOF: Straightforward.
In section 3 we showed (see 3.12) that any minimal ideal $I$ in the enveloping semigroup $E(X)$ of a flow $(X, T)$ can be written as a disjoint union of isomorphic groups, one for each idempotent in $I$. Since $E(\beta T) \cong \beta T$ this holds for $M$. In fact $M$ can be written as a disjoint union of copies of the group $G$ of automorphisms of $M$. In particular any element $p \in M$ can be written uniquely in the form $p=\alpha(u)$ where $\alpha \in G$ and $u$ is an idempotent in $M$. This description, which is a consequence of the proposition below, plays a key role in our study of the category $\mathcal{M}$.

Proposition 7.3 Let:
(i) $p, q \in M$,
(ii) $L_{p}: M \rightarrow M$ be defined by $L_{p}(m)=p m$, and
(iii) $\alpha: M \rightarrow M$ be any homomorphism of the flow $(M, T)$.

Then:
(a) there exists a unique idempotent $u \in M$ such that $L_{p}(u)=p u=p$,
(b) $L_{p}$ is an automorphism of $(M, T)$,
(c) $L_{p}=L_{q}$ if and only if $p=q u$, and
(d) $\alpha=L_{\alpha(v)}$ for any idempotent $v \in M$, and hence $\alpha$ is an automorphism of $M$.

PROOF: (a) This follows immediately from 3.12.
(b) 1. $L_{p}(q t)=p(q t)=(p q) t=L_{p}(q) t$ for all $q \in M$ and $t \in T$.
2. $L_{p}$ is a homomorphism of flows.
3. There exists $q \in M$ with $q p=u=p q$.
4. $L_{p}\left(L_{q}(r)\right)=p(q r)=u r=r=(q p) r=L_{q}\left(L_{p}(r)\right)$ for all $r \in M$.
5. $L_{q}$ is the inverse of $L_{p}$.
(c) 1. If $L_{p}=L_{q}$, then $p=L_{p}(u)=L_{q}(u)=q u$.
(by part (a))
2. If $p=q u$, then $L_{p}(r)=p r=(q u) r=q(u r)=q r=L_{q}(r)$ for all $r \in M$, so $L_{p}=L_{q}$.
(d) $L_{\alpha(v)}(r)=\alpha(v) r=\alpha(v r)=\alpha(r)$ for all $r \in M$.

We state the following corollary for emphasis, and so that it may be referred to later in the text.

Corollary 7.4 Let:
(i) $G=\{\alpha \mid \alpha: M \rightarrow M\}$ be the group of automorphisms of $M$, and
(ii) $J=\left\{u \in M \mid u^{2}=u\right\}$ be the set of idempotents of $M$.

Then the map $G \times J \rightarrow M$ is bijective. $(\alpha, u) \quad \rightarrow \quad \alpha(u)$

PROOF: This follows immediately from 7.3 and 3.12.
Given two minimal flows ( $X, T$ ) and $(Y, T)$, we would like to study homomorphisms

$$
\varphi: X \rightarrow Y
$$

It is clear that we can find icers $R$ and $S$ on $M$ such that $X \cong M / R$ and $Y \cong M / S$; we would like to do this in such a way that $R \subset S$, and then relate $\varphi$ to the canonical projection map $\pi_{S}^{R}$. As a first step we show that there exists an automorphism $\alpha \in G$ such that

is a commutative diagram of flow homomorphisms. This is a consequence of the fact that every minimal subset of $M \times M$ is of the form $\operatorname{gr}(\alpha) \equiv$ $\{(p, \alpha(p)) \mid p \in M\}$ for some automorphism $\alpha \in G$. This result, an ana$\log$ of which holds for regular flows (see 8.9), is of independent interest and will also be used in section 10 to analyze the $\tau$-topology on $G$.

Proposition 7.5 A nonvacuous subset $Y \subset M \times M$ is minimal if and only if $Y=g r(\alpha)$ for some $\alpha \in G$ (that is $Y$ is the graph of an automorphism of $M$ ).

PROOF: 1. The graph of automorphism of $M$ is a homomorphic image of $M$ and hence is a minimal subset of $M \times M$.
(by 3.5)
2. Let $Y \subset M \times M$ be a minimal set and $(p, q) \in Y$.
3. There exists an idempotent $u \in M$ with $p u=p$.
4. There exists $p^{\prime}=p^{\prime} u \in M$ with $p p^{\prime}=u=p^{\prime} p$.
5. $\alpha=L_{q p^{\prime}} \in G$.
6. $(u, \alpha(u))=\left(p p^{\prime},\left(q p^{\prime}\right) u\right)=(p, q) p^{\prime} \in Y p^{\prime} \subset Y$.
7. $g r(\alpha) \cap Y \neq \emptyset$.
8. $Y=\operatorname{gr}(\alpha)$.
(by 2,7 , since $\operatorname{gr}(\alpha)$ is minimal)
We now use 7.5 to characterize homomorphisms. For this purpose, and for the remainder of the text, it will be convenient to write:

$$
\alpha(p, q) \equiv(\alpha \times \alpha)(p, q)=(\alpha(p), \alpha(q))
$$

for any $\alpha \in G$ and $(p, q) \in M \times M$. Thus when $R$ is an icer on $M$, we will use the notation:

$$
\alpha(R) \equiv\{\alpha(p, q) \mid(p, q) \in R\} .
$$

Proposition 7.6 Let $R, S$ be icers on $M$. Then:
(a) if $\varphi \in \operatorname{Hom}(M / R, M / S)$, there exists $\alpha \in G$ with $\alpha(R) \subset S$ and $\varphi \circ \pi_{R}=$ $\pi_{S} \circ \alpha$,
(b) if $\alpha \in G$ with $\alpha(R) \subset S$, there exists $\varphi \in \operatorname{Hom}(M / R, M / S)$ such that $\varphi \circ \pi_{R}=\pi_{S} \circ \alpha$,
(c) if $\varphi \in \operatorname{Iso}(M / R, M / S)$, there exists $\alpha \in G$ with $\alpha(R)=S$ and $\varphi \circ \pi_{R}=$ $\pi_{S} \circ \alpha$, and
(d) if $\alpha \in G$ with $\alpha(R)=S$, there exists $\varphi \in \operatorname{Iso}(M / R, M / S)$ such that $\varphi \circ \pi_{R}=\pi_{S} \circ \alpha$.

PROOF: (a) 1 . Let $\varphi: M / R \rightarrow M / S$ be a flow homomorphism.
2. $\operatorname{gr}(\varphi)$ is a minimal subset of $M / R \times M / S$.
(by 3.5)
3. There exists a minimal set $Y \subset M \times M$ with $\left(\pi_{R} \times \pi_{S}\right)(Y)=\operatorname{gr}(\varphi)$.
(by 3.5, since $\pi_{R} \times \pi_{S}$ is an epimorphism)
4. There exists $\alpha \in G$ with $Y=\operatorname{gr}(\alpha)$.
(by 3, and 7.5)
5. Let $p \in M$.
6. There exists $q \in M$ with $\left(\pi_{R}(p), \varphi\left(\pi_{R}(p)\right)\right)=\left(\pi_{R} \times \pi_{S}\right)(q, \alpha(q))$.
7. $\varphi\left(\pi_{R}(q)\right)=\varphi\left(\pi_{R}(p)\right)=\pi_{S}(\alpha(q))$.
8. $\varphi \circ \pi_{R}=\pi_{S} \circ \alpha$.
(7, $M$ is minimal)
9. $\left(\pi_{S} \times \pi_{S}\right)(\alpha(R))=(\varphi \times \varphi)\left(\pi_{R} \times \pi_{R}\right)(R)=\Delta \subset M / S \times M / S$. (by 8$)$
10. $\alpha(R) \subset S$.
(b) 1. Let $\alpha \in G$ with $\alpha(R) \subset S$.
2. Let $(p, q) \in R$.
3. $(\alpha(p), \alpha(q)) \in S$.
4. $\pi_{S}(\alpha(p))=\pi_{S}(\alpha(q))$.
5. $\varphi: M / R \quad \rightarrow \quad M / S$ is a well-defined homomorphism.
(by 2, 4)

$$
\begin{equation*}
p R \quad \rightarrow \quad \alpha(p) S \tag{by5}
\end{equation*}
$$

6. $\varphi \circ \pi_{R}=\pi_{S} \circ \alpha$.
(c) This follows from (a); we leave the details to the reader.
(d) This follows from (b); we leave the details to the reader.

Corollary 7.7 Let $R, S$ be icers on $M$. Then $M / R \cong M / S$ if and only if $\alpha(R)=S$ for some $\alpha \in G$.

PROOF: This follows immediately from 7.6.
As an additional consequence of 7.6 we note that up to pre-composition with an isomorphism, any homomorphism of flows can be represented by the canonical homomorphism $\pi_{S}^{R}: M / R \rightarrow M / S$, for some choice of $R \subset S$. Thus not only properties of individual flows, but also properties of homomorphisms of flows can be studied using the category $\mathcal{M}$.

Corollary 7.8 Let $\varphi: X \rightarrow Y$ be a homomorphism of minimal flows. Then there exist icers $R \subset S$ on $M$, and an isomorphism $\psi: X \rightarrow M / R$ such that $M / S \cong Y$ and $\varphi=\pi_{S}^{R} \circ \psi$.

PROOF: 1. There exists an icer $S$ on $M$ such that $Y \cong M / S$.
2. There exists an icer $R_{1}$ on $M$ such that $X=M / R_{1}$.
3. There exists $\alpha \in G$ such that $R \equiv \alpha\left(R_{1}\right) \subset S$ and $\pi_{S} \circ \alpha=\varphi \circ \pi_{R_{1}}$.
4. There exists an isomorphism $\psi: X=M / R_{1} \rightarrow M / R$ such that $\pi_{R} \circ \alpha=$ $\psi \circ \pi_{R_{1}}$.
5. Let $x \in X$.
6. There exists $p \in M$ with $\pi_{R_{1}}(p)=x$.

$$
\begin{aligned}
& \text { 7. } \pi_{S}^{R}(\psi(x))={ }_{6} \pi_{S}^{R}\left(\psi\left(\pi_{R_{1}}(p)\right)\right)=\pi_{S}^{R}\left(\pi_{R}(\alpha(p))\right)=\pi_{S}(\alpha(p)) \underset{3}{=} \varphi\left(\pi_{R_{1}}(p)\right) \\
& =\varphi(x)
\end{aligned}
$$

According to 7.6, every automorphism $\varphi: M / R \rightarrow M / R$ fits into a commutative diagram:

for some choice of $\alpha \in G$. In this sense every automorphism of $M / R$ is induced by an $\alpha \in G$ with $\alpha(R)=R$. This motivates us to consider the subgroup

$$
\operatorname{aut}(R)=\{\alpha \in G \mid \alpha(R)=R\} \subset G
$$

consisting of the automorphisms of $M$ which descend to automorphisms of $M / R$. Of special interest are those $\alpha$ which induce the identity on $M / R$; this happens when:

$$
\pi_{R}(\alpha(p))=\pi_{R}(p)
$$

for all $p \in M$, or equivalently: $\operatorname{gr}(\alpha) \subset R$. In other words those $\alpha$ which descend to the identity on $M / R$ are the members of the subgroup $G(R)=$ $\{\alpha \in G \mid \operatorname{gr}(\alpha) \subset R\} \subset \operatorname{aut}(R) \subset G$. We make these ideas precise and set some notation in the following definition and proposition.

Definition 7.9 Let $R$ be an icer. As indicated above we will use the notation:

$$
\operatorname{aut}(R)=\{\alpha \in G \mid \alpha(R)=R\} \quad G(R)=\{\alpha \in G \mid \operatorname{gr}(\alpha) \subset R\}
$$

and we refer to $G(R)$ as the group of the flow $M / R$. (It will also be denoted by $G(M / R)$.)

It should be noted that the terminology introduced in 7.9 is an abuse of language since $G(M / R)$ depends on the choice of icer $R$. This terminology is consistent with the literature where the group of a flow is defined for pointed flows (where a base point is specified), and it depends on the choice of base point. This abuse of language is often justified by 7.8 since we are most often interested in properties of flows and homomorphisms which are invariant under isomorphisms. It is important to keep in mind however that in general $(M / R, T) \cong(M / \alpha(R), T)$ for every $\alpha \in \operatorname{aut}(R)$. We will show (see 7.16)
that $G(\alpha(R))=\alpha G(R) \alpha^{-1}$ which implies that $G(M / R)$ is well-defined up to conjugacy. (A change of base point in the original definition given in [Ellis, R., 1969] also results in a conjugate subgroup.)

Clearly, if $R \subset S$ are icers on $M$, then $G(R) \subset G(S)$. Of course this is not necessarily the case for $\operatorname{aut}(R)$; indeed we will show that any icer $S$ contains an icer $\operatorname{reg}(S)$ (the so-called regularizer of $S$, see 8.4) with aut $(\operatorname{reg}(S))=G$.

Proposition 7.10 Let:
(i) $R$ be an icer on $M$, and
(ii) $X=M / R$.

Then:
(a) there exists a group epimorphism $\chi_{R}: \operatorname{aut}(R) \rightarrow \operatorname{Aut}(X)$ such that

$$
\begin{equation*}
\pi_{R}(\alpha(p))=\chi_{R}(\alpha)\left(\pi_{R}(p)\right) \quad \text { for all } p \in M \text { and } \alpha \in \operatorname{aut}(R) \tag{*}
\end{equation*}
$$

(b) $\operatorname{ker}\left(\chi_{R}\right)=G(R)$, and
(c) $G(R)$ is a normal subgroup of $\operatorname{aut}(R)$.

PROOF: (a) The fact that $\chi_{R}$ is well-defined and onto follows immediately from 7.7. We leave it to the reader to verify that $\chi_{R}$ is a group homomorphism.
(b)

Proof that $\operatorname{ker}\left(\chi_{R}\right) \subset G(R)$ :

1. Assume that $\chi_{R}(\alpha)=i d$.
2. $\pi_{R}(\alpha(p))=\pi_{R}(p)$. for all $p \in M$.
(by 1 , and (*))
3. $(p, \alpha(p)) \in R$ for all $p \in M$.
4. $g r(\alpha) \subset R$.
5. $\alpha \in G(R)$.

$$
\begin{equation*}
\text { Proof that } G(R) \subset \operatorname{ker}\left(\chi_{R}\right) \text { : } \tag{by4}
\end{equation*}
$$

1. Assume that $\operatorname{gr}(\alpha) \subset R$.
2. $(p, \alpha(p)) \in R$ for all $p \in M$.
3. $\pi_{R}(\alpha(p))=\pi_{R}(p)$ for all $p \in M$.
4. $\chi_{R}(\alpha)=i d$.
(c) This follows immediately from (a) and (b).

When $R$ is an icer on $M$, the group $G(R)$ plays a fundamental role in understanding the dynamics of the minimal flow $M / R$. This motivates and serves as one of the main themes of parts IV and V of this text. As a first elementary example of this principle we show that a homomorphism of minimal flows $\varphi: X \rightarrow Y$ is proximal if and only if the groups $G(X)=G(Y)$ are equal. As we remarked above this is technically an abuse of language. We make things precise by appealing to 7.8 and writing $X=M / R, Y=M / S$ with $R \subset S$ icers on $M$. Then $\varphi=\pi_{S}^{R} \circ \psi$ for some isomorphism $\psi: X \rightarrow M / R$. Now it
is clear (see exercise 4.6) that $\varphi$ is proximal if and only $\pi_{S}^{R}$ is proximal. Thus in the category $\mathcal{M}$ we will show that $\pi_{S}^{R}: M / R \rightarrow M / S$ is proximal if and only if $G(R)=G(S)$.

## Proposition 7.11 Let:

(i) $R \subset S$ icers on $M$, and
(ii) $X=M / R$, and $Y=M / S$.

Then $\pi_{S}^{R}: M / R \rightarrow M / S$ is proximal if and only if $G(R)=G(S)$.

## PROOF:

$\Longrightarrow$

1. Assume that $X$ is a proximal extension of $Y$.
2. Let $\alpha \in G(S)$ and $u \in J$.
3. $\pi_{S}^{R}\left(\pi_{R}(u)\right)=\pi_{S}(u) \underset{2}{=} \pi_{S}(\alpha(u))=\pi_{S}^{R}\left(\pi_{R}(\alpha(u))\right)$.
4. $\left(\pi_{R}(u), \pi_{R}(\alpha(u))\right) \in P(X)$.
5. There exists $p \in \beta T$ with $\pi_{R}(u p)=\pi_{R}(\alpha(u p))$.
6. $\alpha \in G(R)$.
7. $G(S) \subset G(R)$.
8. $G(R) \subset G(S)$.
9. Assume that $G(S)=G(R)$.
10. Let $x_{1}, x_{2} \in X$ with $\pi_{S}^{R}\left(x_{1}\right)=\pi_{S}^{R}\left(x_{2}\right)$.
11. There exist $\alpha_{1}, \alpha_{2} \in G$ and $u_{1}, u_{2} \in J$ with $\left(x_{1}, x_{2}\right)=\pi_{R}\left(\alpha_{1}\left(u_{1}\right), \alpha_{2}\left(u_{2}\right)\right)$.
(by 7.4 )
12. $\pi_{S}\left(\alpha_{1}(u)\right)=\pi_{S}^{R}\left(\pi_{R}\left(\alpha_{1}\left(u_{1}\right)\right)\right)=\pi_{S}^{R}\left(x_{1}\right)=\pi_{S}^{R}\left(x_{2}\right)=\pi_{S}\left(\alpha_{2}\left(u_{2}\right)\right)$. (by 2)
13. $\left(\alpha_{1}\left(u_{1}\right), \alpha_{2} \alpha_{1}^{-1}\left(\alpha_{1}\left(u_{1}\right)\right)\right)=\left(\alpha_{1}\left(u_{1}\right), \alpha_{2}\left(u_{2}\right)\right) u_{1} \in S u_{1} \subset S$.
14. $\alpha_{2} \alpha_{1}^{-1} \in G(S)=G(R)$.
(by 1,4 )
15. $\left(x_{1}, x_{2}\right) u_{1}=\pi_{R}\left(\alpha_{1}\left(u_{1}\right), \alpha_{2}\left(u_{2}\right)\right) u_{1}=\pi_{R}\left(\alpha_{1}\left(u_{1}\right), \alpha_{2}\left(u_{1}\right)\right) \in \Delta_{X}$.
16. $\left(x_{1}, x_{2}\right) \in P(X)$.
(by 7, and 4.4)
Corollary 7.12 Let $X=M / R$. Then $X$ is a proximal flow if and only if $G(R)=G$.

PROOF: This is immediate from 7.11
Returning to our consideration of homomorphisms $\varphi: X \rightarrow Y$ of minimal flows, the case where there exists a point $y_{0} \in Y$ such that the fiber $\varphi^{-1}\left(y_{0}\right)$ over $y_{0}$ consists of a single point is referred to as an almost one-one extension. This terminology is motivated by the observation that $\varphi^{-1}\left(y_{0}\right) t=\varphi^{-1}\left(y_{0} t\right)$ so that if the fiber over $y_{0}$ is a single point then the same is true for every point in the orbit of $y_{0}$. Since we are assuming that $(Y, T)$ is minimal this means
that the set of $y$ for which $\varphi^{-1}(y)$ is a single point is dense in $Y$. Just as in the case of proximal extensions $\varphi$ is almost one-one if and only if $\varphi \circ \psi$ is almost one-one for any isomorphism $\psi: X \rightarrow X$. Applying 7.8 we need only focus on the canonical projection $\pi_{S}^{R}: M / R \rightarrow M / S$ for $R \subset S$. We make this the definition of an almost one-one extension and then show that any almost one-one extension is a proximal extension.

Definition 7.13 Let $X=M / R$, and $Y=M / S$ be flows with $R \subset S$ icers on $M$. We say that $X$ is an almost one-one extension of $Y$ if there exists $p \in M$ such that $p R=p S$. Clearly this is equivalent to the existence of $y_{0} \in Y$ such that $\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)$ consists of a single point.

## Proposition 7.14 Let:

(i) $X=M / R$, and $Y=M / S$ be flows with $R \subset S$ icers on $M$, and
(ii) $X$ be an almost one-one extension of $Y$.

Then $X$ is a proximal extension of $Y$.
PROOF: 1. $G(R) \subset G(S)$.
2. Let $\alpha \in G(S)$.
3. There exists $p \in M$ with $p R=p S$.
4. $\alpha(p) \in p S=p R$.
5. $\alpha \in G(R)$.
6. $G(S) \subset G(R)$.
7. $G(R)=G(S)$.
8. $X$ is a proximal extension of $Y$.
(by 7, 7.11)
We will be interested in what the group $G(R)$ tells us about an icer $R$, and to what extent $R$ is determined by $G(R)$. In order to answer these questions we first deduce some elementary properties of $G(R)$. We will use an elementary lemma concerning the graphs of elements of $G$; it will be convenient to use the notation:

$$
\operatorname{gr}(A)=\bigcup\{g r(\alpha) \mid \alpha \in A\}
$$

for any subset $A \subset G$.
Lemma 7.15 Let:
(i) $\alpha, \gamma \in G$, and
(ii) $\emptyset \neq A \subset G$.

Then:
(a) $\underline{\operatorname{gr}\left(\alpha \gamma \alpha^{-1}\right)}=\alpha(\underline{g r(\gamma))}$, and
(b) $\overline{g r\left(\alpha A \alpha^{-1}\right)}=\alpha(\overline{g r(A)})$.

PROOF: (a) 1. Let $p \in M$.
2. $\left(p, \alpha \gamma \alpha^{-1}(p)\right)=\left(\alpha\left(\alpha^{-1}(p)\right), \alpha\left(\gamma\left(\alpha^{-1}(p)\right)\right) \in \alpha(g r(\gamma))\right.$.
3. $\operatorname{gr}\left(\alpha \gamma \alpha^{-1}\right) \subset \alpha(\operatorname{gr}(\gamma))$.
(by 1, 2)
4. $\alpha(\operatorname{gr}(\gamma))=\alpha\left(\operatorname{gr}\left(\alpha^{-1}\left(\alpha \gamma \alpha^{-1}\right) \alpha\right)\right) \subset_{3} \alpha\left(\alpha^{-1}\left(\operatorname{gr}\left(\alpha^{-1} \gamma \alpha\right)\right)\right)=\operatorname{gr}\left(\alpha \gamma \alpha^{-1}\right)$.
(b) 1. $\operatorname{gr}\left(\alpha A \alpha^{-1}\right)=\alpha(g r(A))$.
(by (a))
2. $\alpha(\overline{g r(A)}) \subset \overline{\alpha(g r(A))}=\overline{g_{1} r\left(\alpha A \alpha^{-1}\right)} . \quad \quad(\alpha$ is continuous)
3. $\alpha(\overline{g r(A)})$ is compact hence closed.
4. $\overline{g r\left(\alpha A \alpha^{-1}\right)} \subset \alpha(\overline{\operatorname{gr}(A)})$.

Proposition 7.16 Let $R$ be an icer on $M$ and $\alpha \in G$. Then:
(a) $\alpha(R)$ is an icer on $M$, and
(b) $G(\alpha(R))=\alpha G(R) \alpha^{-1}$.

PROOF: We leave this as an exercise for the reader.
Note that if $\alpha \in \operatorname{aut}(R)$, then $\alpha(R)=R$ and applying 7.16 we get

$$
\alpha G(R) \alpha^{-1}=G(\alpha(R))=G(R)
$$

which gives an alternate proof that $G(R)$ is a normal subgroup of $\operatorname{aut}(R)$. This idea is also used in the following proposition to determine when $G(R)$ is a normal subgroup of $G$.

Proposition 7.17 Let $R$ be an icer on $M$. Then the following are equivalent:
(a) $G(R)$ is a normal subgroup of $G$,
(b) $G(\alpha(R))=G(R)$ for all $\alpha \in G$,
(c) $\alpha(\operatorname{gr}(G(R))) \subset R$ for all $\alpha \in G$, and
(d) $\alpha(\overline{\operatorname{gr}(G(R))}) \subset R$ for all $\alpha \in G$.

PROOF: This follows immediately from 7.15 and 7.16.
Proposition 7.18 Let $R$ and $S$ be icers on $M$ with $M / R \cong M / S$. Then $G(S)=\alpha G(R) \alpha^{-1}$ for some $\alpha \in G$.

PROOF: 1. There exists $\alpha \in G$ with $\alpha(R)=S$.
2. $G(S)=G(\alpha(R))=\alpha G(R) \alpha^{-1}$.

Proposition 7.19 Let $\left\{R_{i}\right\}$ be a family of icers on $M$. Then $G\left(\bigcap R_{i}\right)=$ $\bigcap G\left(R_{i}\right)$.

## PROOF:

$$
\begin{aligned}
\alpha \in G\left(\bigcap R_{i}\right) & \Longleftrightarrow \operatorname{gr}(\alpha) \subset \bigcap R_{i} \Longleftrightarrow \operatorname{gr}(\alpha) \subset R_{i} \text { for all } i \\
& \Longleftrightarrow \alpha \in G\left(R_{i}\right) \text { for all } i \Longleftrightarrow \alpha \in \bigcap G\left(R_{i}\right)
\end{aligned}
$$

An immediate consequence of 7.19 is the statement that the group of an inverse limit of flows is the intersection of the groups of those flows.

We turn now to the task of identifying and constructing icers on $M$. A key role is played by a certain subset, $P_{0}$ of the proximal relation $P(M)$ in $M$; intuitively $P_{0}$ is the subset generated by the pairs of idempotents in $M$.

Definition 7.20 Let $M \subset \beta T$ be a fixed minimal ideal in $\beta T, G=\operatorname{aut}(M)$, and $J \subset M$ be the set of idempotents in $M$. Now we define a set $P_{0} \subset P(M)$ by:

$$
P_{0}=\{(\alpha(u), \alpha(v)) \mid u, v \in J \text { and } \alpha \in G\}=\{(p, p v) \mid v \in J \text { and } p \in M\} .
$$

It is easy to see that $P_{0}$ is an equivalence relation on $M \times M$ (though it is neither closed nor invariant). Our plan is to show that every icer on $R$ on $M$ is determined by its intersection with $P_{0}$ and its group $G(R)$; in fact we will show that:

$$
\begin{equation*}
R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R)) \tag{*}
\end{equation*}
$$

By way of motivation we begin with the icer $M \times M$. It follows from 7.4 that for any $(p, q) \in M \times M$, we can write

$$
(p, q)=(\alpha(u), \beta(v))=\left(\alpha(u), \beta \alpha^{-1}(\alpha(v))\right),
$$

for some $\alpha, \beta \in G$ and idempotents $u, v \in J$. Now

$$
(\alpha(u), \alpha(v)) \in P_{0} \quad \text { and } \quad\left(\alpha(v), \beta \alpha^{-1}(\alpha(v))\right) \in \operatorname{gr}\left(\beta \alpha^{-1}\right) \subset \operatorname{gr}(G)
$$

so $(p, q) \in P_{0} \circ \operatorname{gr}(G)$. Thus we have shown that

$$
M \times M=P_{0} \circ \operatorname{gr}(G) ;
$$

in other words equation $(*)$ holds for the icer $M \times M$. The next theorem shows that $(*)$ holds in general.

Theorem 7.21 Let $R$ be an icer on $M$. Then

$$
R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R))=\operatorname{gr}(G(R)) \circ\left(R \cap P_{0}\right) .
$$

PROOF: 1. $\left(R \cap P_{0}\right) \circ g r(G(R)) \subset R$. ( $R$ is transitive)
2. Let $(p, q)=(\alpha(u), \beta(v)) \in R$.
3. $(p, q) \alpha^{-1}(v)=\left(\alpha(u) \alpha^{-1}(v), \beta(v) \alpha^{-1}(v)\right)$

$$
=\left(\alpha\left(u \alpha^{-1}(v)\right), \beta\left(v \alpha^{-1}(v)\right)\right)_{3.12}^{=}\left(v, \beta \alpha^{-1}(v)\right) \in R .
$$

( R is closed and invariant)
4. $\beta \alpha^{-1} \in G(R)$.
(by 3)
5. $(\alpha(u), \alpha(v))=\left(p, \alpha \beta^{-1}(q)\right) \in R \circ R=R . \quad$ (by 2, 4, $R$ is transitive)
6. $(\alpha(v), \beta(v))=\left(\alpha(v), \beta \alpha^{-1}(\alpha(v))\right) \in \operatorname{gr}\left(\beta \alpha^{-1}\right) \subset R$.
(by 4)
7. $(p, q)=(\alpha(u), \beta(v)) \in\left(P_{0} \cap R\right) \circ \operatorname{gr}(G(R))$.
(by 5, 6)
8. $R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R))$.
(by 1, 2, 7)
9. $\operatorname{gr}(G(R)) \circ\left(R \cap P_{0}\right)=R^{-1}=R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R))$.
(by $8, R$ is symmetric)
Corollary 7.22 Let $R, S$ be icers on $M$. Then the following are equivalent:
(a) $S \cap P_{0} \subset R \cap P_{0}$,
(b) $S \subset R \circ \operatorname{gr}(G(S))$, and
(c) $\pi_{R}(G(S)(p))=\pi_{R}(p S)$ for all $p \in M$.
PROOF:
(a) $\Longrightarrow$ (b)

1. Assume that $S \cap P_{0} \subset R \cap P_{0}$.
2. $S=\left(S \cap P_{0}\right) \circ g r(G(S)) \subset R \circ g r(G(S))$.
(b) $\Longrightarrow$ (a)
3. Assume that $S \subset R \circ \operatorname{gr}(G(S))$.
4. $S \cap P_{0} \subset(R \circ \operatorname{gr}(G(S))) \cap P_{0} \subset R \cap P_{0}$.

$$
(a) \Longrightarrow(c)
$$

1. Assume that $S \cap P_{0} \subset R \cap P_{0}$ and let $q \in p S$.
2. $(p, q) \in S=\left(S \cap P_{0}\right) \circ g r(G(S))$.
(by 1, 7.21)
3. There exists $v \in J$ and $\alpha \in G(S)$ such that $(p, p v) \in S \cap P_{0}$ and $q=\alpha(p v)$.
(by 2)
4. $(\alpha(p), q)=\alpha(p, p v) \in \alpha\left(S \cap P_{0}\right)=S \cap P_{0} \subset R \cap P_{0}$.
(by 1,3 )
5. $\pi_{R}(q)=\pi_{R}(\alpha(p)) \in \pi_{R}(G(S)(p))$.
(by 3, 4)
6. $\pi_{R}(p S) \subset \pi_{R}(G(S)(p))$.
(by 1,5 )

$$
(\mathrm{c}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $\pi_{R}(p S) \subset \pi_{R}(G(S)(p))$ for all $p \in M$.
2. Let $(p, p v) \in S \cap P_{0}$.
3. There exists $\alpha \in G(S)$ with $(\alpha(p), p v) \in R$.
(by 1,2)
4. $\alpha \in G(R)$ and $(p, p v) \in R$.
(by 3, 7.21)
5. $S \cap P_{0} \subset R \cap P_{0}$.
(by 2, 4)

The characterization of icers given in 7.21 will play a fundamental role in our exposition. We mention one important consequence here; namely that any distal extension (homomorphism) of minimal flows is an open extension.

Proposition 7.23 Let:
(i) $R \subset S$ be icers on $M$, and
(ii) $\pi \equiv \pi_{S}^{R}: M / R \rightarrow M / S$ be a distal homomorphism.

Then:
(a) $R \cap P_{0}=S \cap P_{0}$, and
(b) $\pi$ is an open map.

PROOF: (a) 1. Clearly $R \cap P_{0} \subset S \cap P_{0}$.
2. Let $\alpha \in G$ and $u, v \in J$ with $(\alpha(u), \alpha(v)) \in S \cap P_{0}$.
3. $\left.\pi^{( } \pi_{R}(\alpha(u))\right)=\pi_{S}(\alpha(u))=\pi_{S}(\alpha(v))=\pi\left(\pi_{R}(\alpha(v))\right)$.
(by 2, (ii))
4. $\pi_{R}(\alpha(u), \alpha(v)) \in \pi_{R}\left(P_{0}\right) \subset \pi_{R}(P(M))=P(M / R)$.
5. $\pi_{R}(\alpha(u))=\pi_{R}(\alpha(v))$. (by 3, 4, (ii))
6. $(\alpha(u), \alpha(v)) \in R \cap P_{0}$.
7. $R \cap P_{0}=S \cap P_{0}$.
(by 1, 2, 6)
(b) 1. Let $U$ be open in $M / R$.
2. $\pi_{R}^{-1}\left(\pi^{-1}(\pi(U))\right)=\{p \in M \mid \pi(p R) \in \pi(U)\}$

$$
\begin{aligned}
& =\{p \in M \mid \pi(p R)=\pi(q R) \text { for some } q R \in U\} \\
& =\{p \in M \mid(p, q) \in S \text { for some } q R \in U\} \\
& \overline{7.21}\left\{p \in M \mid(\beta(p), q) \in P_{0} \cap S\right. \\
& \left.\quad \text { for some } \beta \in G(S) \text { and } q \in \pi_{R}^{-1}(U)\right\} \\
& =\overline{\text { (ii),7.22 }}\left\{p \in M \mid(\beta(p), q) \in P_{0} \cap R\right.
\end{aligned}
$$

$$
\text { for some } \left.\beta \in G(S) \text { and } q \in \pi_{R}^{-1}(U)\right\}
$$

$$
=\left\{p \in M \mid \beta(p) \in \pi_{R}^{-1}(U) \text { for some } \beta \in G(S)\right\}
$$

$$
=\left\{p \in M \mid p \in \beta\left(\pi_{R}^{-1}(U)\right) \text { for some } \beta \in G(S)\right\}
$$

$$
=\bigcup_{\beta \in G(S)} \beta\left(\pi_{R}^{-1}(U)\right)
$$

3. $\pi_{R}^{-1}\left(\pi^{-1}(\pi(U))\right)$ is open.
(by 1, 2)
4. $\pi^{-1}(\pi(U))$ is open.
5. $\pi(U)$ is open.

We will study distal extensions in more detail in section 18; in particular we will show (see 18.5) that for $R \subset S$, the extension $M / R \rightarrow M / S$ is distal if
and only if $R \cap P_{0}=S \cap P_{0}$. The reader may wish to verify this as an exercise now since the proof does not rely on any results not yet discussed.

Theorem 7.21 will often allow us to construct icers and hence minimal flows by manipulating relative products. To facilitate this we present the following lemma.

## Lemma 7.24 Let:

(i) $R$ be an equivalence relation on $M$,
(ii) $A, B \subset G$ be subgroups of $G$, and
(iii) $A \subset \operatorname{aut}(R)$.

Then:
(a) $\operatorname{gr}(A) \circ \operatorname{gr}(B)=\operatorname{gr}(B A)$,
(b) if $A B=B A$, then $\operatorname{gr}(A B)$ is an equivalence relation on $M$,
(c) $R \circ \operatorname{gr}(A)=\operatorname{gr}(A) \circ R$, and
(d) $R \circ \operatorname{gr}(A)$ is an equivalence relation on $M$.

PROOF: (a) 1. Let $(p, q) \in g r(A) \circ g r(B)$.
2. There exists $r \in M$ with $(p, r) \in \operatorname{gr}(A)$ and $(r, q) \in \operatorname{gr}(B)$.
3. There exist $\alpha \in A$ and $\beta \in B$ with $r=\alpha(p)$ and $\beta(r)=q$.
4. $(p, q)=(p, \beta(\alpha(p))) \in \operatorname{gr}(B A)$.
5. $\operatorname{gr}(A) \circ \operatorname{gr}(B) \subset \operatorname{gr}(B A)$. (by 1,4)
6. Let $(p, \beta(\alpha(p))) \in \operatorname{gr}(B A)$ with $\alpha \in A$ and $\beta \in B$.
7. $(p, \alpha(p)) \in g r(A)$ and $(\alpha(p), \beta(\alpha(p))) \in g r(B)$.
8. $(p, \beta(\alpha(p))) \in \operatorname{gr}(A) \circ \operatorname{gr}(B)$.
9. $\operatorname{gr}(B A) \subset \operatorname{gr}(A) \circ \operatorname{gr}(B)$.
(by 6, 8)
(b) 1. Assume that $A B=B A$.
2. $A B$ is a group.
3. $\operatorname{gr}(A B)$ is an equivalence relation on $M$.
(c) 1. Let $(p, r) \in R \circ g r(A)$.
2. There exists $q \in M$ with $(p, q) \in R$ and $\alpha(q)=r$ for some $\alpha \in A$. (by 1)
3. $(\alpha(p), r)=\alpha(p, q) \in R$.
( $\alpha \in A \subset \operatorname{aut}(R)$ by 2 , (iii))
4. $(p, \alpha(p))) \in \operatorname{gr}(A)$ so $(p, r) \in \operatorname{gr}(A) \circ R$.
(by 3)
5. $R \circ g r(A) \subset g r(A) \circ R$.
(by 1, 4)
6. $g r(A) \circ R=(R \circ \operatorname{gr}(A))^{-1} \subset(g r(A) \circ R)^{-1}=R \circ \operatorname{gr}(A)$.
7. $R \circ g r(A)=g r(A) \circ R$.
(by 5, 6)
(d) follows immediately from part (c).
(by Ex. 6.2)
It is clear from 7.21 that an icer $R$ on $M$ is completely determined by $R \cap P_{0}$ and $G(R)$; we make this precise for future reference in the following proposition.

Proposition 7.25 Let $N, S$ be icers on $M$ such that:
(i) $P_{0} \cap S \subset P_{0} \cap N$, and
(ii) $G(S) \subset G(N)$.

Then $S \subset N$.

PROOF: $\quad S \underset{7.21}{=}\left(S \cap P_{0}\right) \circ g r(G(S)) \underset{(i),(\text { (ii })}{\subset}\left(N \cap P_{0}\right) \circ g r(G(N)) \underset{7.21}{=} N$.
Clearly we will be interested in how $G(R \circ S)$ is related to $G(R)$ and $G(S)$ when $R, S$ and $R \circ S$ are icers on $M$. This question is answered by the following proposition.

Proposition 7.26 Let $R, S$ be icers on $M$ such that $R \circ S$ is an icer on $M$. Then $G(R \circ S)=G(R) G(S)$.

PROOF: 1. $R \subset R \circ S$ and $S \subset R \circ S$.
2. $G(R) \subset G(R \circ S)$ and $G(S) \subset G(R \circ S)$.
3. $G(R) G(S) \subset G(R \circ S)$.
4. Let $\alpha \in G(R \circ S)$ and $u^{2}=u \in M$.
5. $(u, \alpha(u)) \in R \circ S=S \circ R$.
6. There exists $\beta(v) \in M$ with $(u, \beta(v)) \in S$ and $(\beta(v), \alpha(u)) \in R$.
(by 5, 7.4)
7. $(u, \beta(u))=(u, \beta(v)) u \in S u \subset S$ and $\left(\beta \alpha^{-1}(\alpha(v)), \alpha(v)\right)=(\beta(v), \alpha(u))$ $v \in R v \subset R$.
8. $\beta \in G(S)$ and $\alpha \beta^{-1}=\left(\beta \alpha^{-1}\right)^{-1} \in G(R)$.
9. $\alpha=\left(\alpha \beta^{-1}\right) \beta \in G(R) G(S)$.

When $R$ and $S$ are icers on $M 7.26$ can be thought of as giving an obstruction to $R \circ S$ being an icer on $M$. In order for $R \circ S$ to be an icer, the product $G(R) G(S)=G(R \circ S)$ must be a group. This motivates our next result which gives a sufficient condition for $R \circ S$ to be an icer.

Proposition 7.27 Let:
(i) $R, S$ be icers on $M$,
(ii) $G(R) G(S)=G(S) G(R)$, and
(iii) $R \cap P_{0}=S \cap P_{0}$.

Then $R \circ S$ is an icer on $M$.

PROOF: Since $R \circ S$ is reflexive, closed and invariant it suffices to show that $R \circ S=S \circ R$.

$$
\begin{aligned}
& R \circ S_{7.21}^{=}\left(R \cap P_{0}\right) \circ g r(G(R)) \circ\left(S \cap P_{0}\right) \circ g r(G(S)) \\
& \underset{\text { (iii) }}{=}\left(R \cap P_{0}\right) \circ g r(G(R)) \circ\left(R \cap P_{0}\right) \circ g r(G(S)) \\
& \underset{\text { (i) }}{=}\left(R \cap P_{0}\right) \circ g r(G(R)) \circ g r(G(S)) \\
& \underset{7.24}{=}\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(S) G(R)) \\
& \underset{\text { (ii),(iii) }}{=}\left(S \cap P_{0}\right) \circ \operatorname{gr}(G(R) G(S)) \\
& \underset{7.24}{=}\left(S \cap P_{0}\right) \circ g r(G(S)) \circ g r(G(R)) \\
& \underset{\text { (i) }}{=}\left(S \cap P_{0}\right) \circ g r(G(S)) \circ\left(S \cap P_{0}\right) \circ g r(G(R)) \\
& \underset{\text { (iii) }}{=}\left(S \cap P_{0}\right) \circ \operatorname{gr}(G(S)) \circ\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R)) \\
& { }_{7.21}^{=}(S \circ R) .
\end{aligned}
$$

We end this section with another sufficient condition for $R \circ S$ to be an icer; we will use this result in sections 15,18 , and 19.

## Proposition 7.28 Let:

(i) $R, S$ be icers on $M$,
(ii) $G(S) \subset \operatorname{aut}(R)$, and
(iii) $S \cap P_{0} \subset R \cap P_{0}$.

Then:
(a) $R \circ S$ is an icer on $M$,
(b) $\pi_{R}(S)$ is an icer on $M / R$, and
(c) $\pi_{S}(R)$ is an icer on $M / S$.

PROOF: (a) It suffices to show that $R \circ S=S \circ R$.

1. $R \circ S_{7.21}^{\overline{\overline{2}}} \operatorname{gr}(G(R)) \circ\left(R \cap P_{0}\right) \circ\left(S \cap P_{0}\right) \circ g r(G(S))$.

$$
\begin{aligned}
& \text { (iii) } \operatorname{gr}(G(R)) \circ\left(R \cap P_{0}\right) \circ g r(G(S)) . \\
& \text { (ii),7.24 } \operatorname{gr}(G(R)) \circ \operatorname{gr}(G(S)) \circ\left(R \cap P_{0}\right) . \\
& =\overline{\overline{7.24}} \operatorname{gr}(G(S) G(R)) \circ\left(R \cap P_{0}\right) .
\end{aligned}
$$

2. $S \circ R_{7.21}^{\overline{=}} \operatorname{gr}(G(S)) \circ\left(S \cap P_{0}\right) \circ\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R))$
(iii) $\operatorname{gr}(G(S)) \circ\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R))$
${ }_{7.21}=\operatorname{gr}(G(S)) \circ g r(G(R)) \circ\left(R \cap P_{0}\right)$
$\underset{7.24}{\overline{=}} \operatorname{gr}(G(R) G(S)) \circ\left(R \cap P_{0}\right)$.
3. $G(R)$ is a normal subgroup of $\operatorname{aut}(R)$.
(by 7.10)
4. $G(R) G(S)=G(S) G(R)$.
(by 3, (ii))
5. $R \circ S=S \circ R$.

Parts (b) and (c) follow from part (a) and 6.11.

## NOTES ON SECTION 7

In the body of this section we have identified a minimal flow with an object in the category $\mathcal{M}$, of icers on $M$. Following the treatment in [Ellis (1969)], one can instead identify a minimal flow with an object in the category $\operatorname{al}(M)$, of $T$-invariant uniformly closed subalgebras of $\mathcal{C}(M)$ where

$$
\mathcal{C}(M)=\{f: M \rightarrow \mathbf{R} \mid f \text { is continuous }\} .
$$

We now examine a few of the key ideas in this section from this point of view. The objects in the two categories are related by the following proposition which is an immediate consequence of the Stone-Weierstrass theorem. (see [Rudin, Walter (1953)])

Note 7.N. 1 For every $R \in \operatorname{obj}(\mathcal{M})$ and $\mathcal{A} \in \operatorname{al}(M)$ let
(i) $\operatorname{al}(R)=\{f \in \mathcal{C}(M) \mid f(x)=f(y)$ for all $(x, y) \in R\}$, and
(ii) $R(\mathcal{A})=\{(x, y) \in M \times M \mid f(x)=f(y)$ for all $f \in \mathcal{A}\}$.

Then the map $\operatorname{obj}(\mathcal{M}) \rightarrow \operatorname{al}(M)$ is bijective, with inverse $\operatorname{al}(M) \rightarrow \operatorname{obj}(\mathcal{M})$.

$$
R \rightarrow a l(R)
$$

$$
\mathcal{A} \rightarrow R(\mathcal{A})
$$

We now describe the group $G(R)$ of an icer on $M$ in terms of the subalgebra $\operatorname{al}(R) \subset \mathcal{C}(M)$. We begin with a preliminary lemma.

Note 7.N. 2 Let $f, g \in \operatorname{Hom}(M, X)$ with $X$ minimal. Then:
(a) there exists $\alpha \in G$ with $f=g \circ \alpha$,
(b) $G\left(R_{f}\right)=\{\beta \in G \mid f \beta=f\}$, and
(c) $G\left(R_{f}\right)=\alpha^{-1} G\left(R_{g}\right) \alpha$.

PROOF: (a) 1 . Let $S$ be an icer on $M$ with $X=M / S$.
2. There exist $\beta, \gamma \in G$ with $\beta(\Delta) \subset S, \gamma(\Delta) \subset S$ and $f \circ \pi_{\Delta}=\pi_{S} \circ \beta$, $g \circ \pi_{\Delta}=\pi_{S} \circ \gamma$.
3. $f=\pi_{S} \circ \beta=\left(\pi_{S} \circ \gamma\right) \circ\left(\gamma^{-1} \beta\right)=g \circ\left(\gamma^{-1} \beta\right)$.
(b) 1. Let $\gamma \in G\left(R_{f}\right)$.
2. $g r(\gamma) \subset R_{f}$.
3. $f(p)=f(\gamma(p))$ for all $p \in M$.
4. $f=f \circ \gamma$.
5. Let $\gamma \in G$ with $f \gamma=f$.
6. $f(p)=f(\gamma(p))$ for all $p \in M$.
7. $(p, \gamma(p)) \in R_{f}$.
(c) $\gamma \in G\left(R_{f}\right) \Longleftrightarrow f \gamma=f \Longleftrightarrow g \circ \alpha \circ \gamma=g \circ \alpha$

$$
\begin{aligned}
& \Longleftrightarrow g \circ\left(\alpha \circ \gamma \circ \alpha^{-1}\right)=g \Longleftrightarrow \alpha \circ \gamma \circ \alpha^{-1} \in G\left(R_{g}\right) \\
& \Longleftrightarrow \gamma \in \alpha^{-1} G\left(R_{g}\right) \alpha .
\end{aligned}
$$

Note 7.N. 3 Let $R$ be an icer on $M$ and $\mathcal{A}=a l(R)$. Then

$$
G(R)=\{\alpha \mid f \alpha=f \text { for all } f \in \mathcal{A}\} \equiv B
$$

PROOF: 1. Let $\alpha \in G(R)$, and $f \in \mathcal{A}$.
2. $\operatorname{gr}(\alpha) \subset R$.
(by 1)
3. $f(x)=f(\alpha(x))$ for all $f \in \mathcal{A}$ and $x \in M$.
(by $2, \mathcal{A}=\operatorname{al}(R)$ )
4. $\alpha \in B$.
5. Now let $\alpha \in B$, and $x \in M$.
6. $f(\alpha(x))=f(x)$ for all $f \in \mathcal{A}$.
7. $(x, \alpha(x)) \in R$.
8. $g r(\alpha) \subset R$. (by 5,7 )
9. $\alpha \in G(R)$.
(by 8)
The preceding result shows that the definition of the group $G(R)$ associated to the flow $(M / R, T)$ coincides with the group of the flow associated to the corresponding algebra $\mathcal{A}$ as defined in [Ellis, R., (1969)]. We end the notes on this section with the observation that the inf of two icers (which is their relative product when it's an icer) corresponds to the intersection of the corresponding subalgebras of $\mathcal{C}(M)$.

Note 7.N. 4 Let:
(i) $R, S$ be icers on $M$, and
(ii) $\mathcal{A}=\operatorname{al}(R)$ and $\mathcal{B}=\operatorname{al}(S)$.

Then $\operatorname{al}(\inf (R, S))=\mathcal{A} \cap \mathcal{B}$.

PROOF: 1. Let $\mathcal{C} \equiv \operatorname{al}(\inf (R, S))$.
2. $R, S \subset \inf (R, S)$.
3. $\mathcal{C} \subset \mathcal{A} \cap \mathcal{B}$.
(by 1, 2, and 7.N.1)
4. $R=R(\mathcal{A}) \subset R(\mathcal{A} \cap \mathcal{B})$ and $S=R(\mathcal{B}) \subset R(\mathcal{A} \cap \mathcal{B})$.
(by 7.N.1)
5. $\inf (R, S) \subset R(\mathcal{A} \cap \mathcal{B})$.
6. $\mathcal{A} \cap \mathcal{B} \subset \operatorname{al}(\inf (R, S))=\mathcal{C}$.

## EXERCISES FOR CHAPTER 7

Exercise 7.1 (See 7.16) Let $R$ be an icer on $M$ and $\alpha \in G$. Show that
(a) $\alpha(R)$ is an icer on $M$, and
(b) $G(\alpha(R))=\alpha G(R) \alpha^{-1}$.

Exercise 7.2 Let $R$ be an icer. Then

$$
G(R)=\{\alpha \in G \mid(1 \times \alpha)(R) \subset R\}=\{\alpha \in G \mid(1 \times \alpha)(R)=R\} .
$$

Exercise 7.3 Let $R$ be an icer on $M$. Then

$$
R=\left\{(\alpha(u), \beta(v)) \mid \alpha \beta^{-1} \in G(R),(u, v) \in(J \times J) \cap \alpha^{-1}(R)\right\}
$$

Exercise 7.4 Let $R$ be an icer on $M$. Then $R=\underset{\alpha \in G(R)}{\bigcup}(1 \times \alpha)\left(R \cap P_{0}\right)$.
Exercise 7.5 Suppose that $R$ is an icer on $M$; given the results of Ex. 7.3 and Ex. 7.4 it is natural to consider the relations

$$
R_{H}=\left\{(\alpha(u), \beta(v)) \mid \alpha \beta^{-1} \in H,(u, v) \in(J \times J) \cap \alpha^{-1}(R) \cap \beta^{-1}(R)\right\}
$$

and

$$
R^{H}=\bigcup_{\alpha \in H}(1 \times \alpha)\left(R \cap P_{0}\right)
$$

where $H$ is a subgroup of $G$. Note that if $H=G(R)$, then Ex. 7.3 and Ex. 7.4 imply that $R_{H}=R=R^{H}$. In general $R_{H}$ and $R^{H}$ need not be equal, and neither are icers. Prove the following:
(a) $R_{H} \subset R^{H}$,
(b) if $H \subset \operatorname{aut}(R)$, then $R_{H}=R^{H}$ is an equivalence relation, and
(c) if $G(R) \subset H$, then $R^{H}=\bigcup_{\alpha \in H}(1 \times \alpha)(R)$.

Exercise 7.6 Complete the proof of proposition 7.10.
Exercise 7.7 Let $R, S$ be icers on $M$. Then:
(a) $\bigcup_{\alpha \in G(S)}(1 \times \alpha)(R) \subset R \circ S$, and
(b) if $S \cap P_{0} \subset R \cap P_{0}$, then $R \circ S=\bigcup_{\alpha \in G(S)}(1 \times \alpha)(R)$.

Exercise 7.8 (A partial converse to 7.24) Let:
(i) $R \subset P_{0}$ be an equivalence relation on $M$,
(ii) $A$ be a subgroup of $G$, and
(iii) $R \circ \operatorname{gr}(A)=\operatorname{gr}(A) \circ R$.

Then $A \subset \operatorname{aut}(R)$. (In particular $G(R) \subset \operatorname{aut}\left(R \cap P_{0}\right)$ for any icer $R$.)
Exercise 7.9 Let:
(i) $R, S$ be icers on $M$, and
(ii) $N$ be an icer on $M$ with $R \cup S \subset N$.

Then we can form the commutative diagram

$$
\begin{array}{cccc}
\left(\pi_{R} \times \pi_{S}\right)(N) \subset & M / R \times M / S & \rightarrow & M / S \\
\downarrow & & \downarrow \pi_{N}^{S} \\
& M / R & \xrightarrow{\pi_{N}^{R}} & M / N
\end{array}
$$

and $\left(\pi_{R} \times \pi_{S}\right)(N)$ is minimal if and only if $N=R \circ S$.

## Exercise 7.10 Let:

(i) $R, S$ be icers on $M$, and
(ii) $N=\inf (R, S)$.

Then $G(N)=G(R) G(S)$ if and only if $\left(\pi_{R} \times \pi_{S}\right)(N)$ contains only one minimal set.

## 8

## Regular flows

Regular flows were introduced in [Auslander, J., Regular minimal sets, 1966]. The original definition is motivated by the idea that regular flows are those which admit as many automorphisms as possible. Indeed for a regular flow, its group of automorphisms, $\operatorname{Aut}(X)$, acts almost transitively in the sense that for any $p, q \in X$ there exists an $\alpha \in \operatorname{Aut}(X)$ such that $\alpha(p)$ is proximal to $q$. Here we focus on the icer $R$ on the universal minimal ideal $M$, writing $X=M / R$. In this context it is natural to consider those icers for which aut $(R)=G$, which motivates our definition of a regular flow.

Definition 8.1 Let $R$ be an icer on $M$. We say that $R$ is regular if $\alpha(R)=R$ for every $\alpha \in G$. Thus $R$ is regular if and only if $\operatorname{aut}(R)=G$ (see 7.9). We also refer to the flow $X=M / R$ as a regular flow.

We begin with a few immediate consequences of the definition.

## Proposition 8.2 Let:

(i) $R$ be an icer on $M$, and
(ii) $\alpha(R) \subset R$ for all $\alpha \in G$.

Then:
(a) $R$ is regular, and
(b) $G(R)$ is a normal subgroup of $G$.

PROOF: (a) 1. $R=\alpha\left(\alpha^{-1}(R)\right) \subset \alpha(R)$ for all $\alpha \in G$.
(by (ii))
2. $R=\alpha(R)$ for all $\alpha \in G$. (by 1, (ii))
(b) $R$ is regular so $\operatorname{aut}(R)=G$, and hence $G(R)$ is a normal subgroup of $G$.
(by 7.10)
For a given minimal flow $(X, T)$, there may be many icers $R$ on $M$ with $M / R \cong X$. The flows for which $R$ is unique are exactly the regular flows, as shown in the next proposition.

## Proposition 8.3 Let:

(i) $R$ and $S$ be icers on $M$,
(ii) $R$ be regular, and
(iii) $\varphi: M / R \rightarrow M / S$ be a homomorphism.

Then:
(a) $R \subset S$, and
(b) if $\varphi$ is one-one, then $R=S$.

PROOF: (a) 1. There exists $\alpha \in G$ with $\alpha(R) \subset S$. (by (ii), 7.6)
2. $R \subset S$.
(by 1, (iii))
(b) 1. Assume that $\varphi$ is one-one.
2. $\varphi^{-1}: M / S \rightarrow M / R$ is a homomorphism.
3. There exists $\alpha \in G$ with $\alpha(S) \subset R$.
4. $R \underset{\text { (a) }}{\subset} S \subset \alpha^{-1}(R) \underset{\text { (iii) }}{=} R$.

Given any icer $R$ on $M$ we construct the largest regular icer $\operatorname{reg}(R) \subset R$, the so-called regularizer of $R$.

Definition 8.4 Let $R$ be an icer on $M$. The regularizer of $R$ is defined by

$$
\operatorname{reg}(R)=\bigcap_{\alpha \in G} \alpha(R)
$$

When $X=M / R$ we will write $\operatorname{reg}(X)=M / \operatorname{reg}(R)$.
It is clear from the definition that $\operatorname{aut}(\operatorname{reg}(R))=G$ so that $\operatorname{reg}(R)$ is a regular icer on $M$. We now show that when $R$ is an icer the flow $\operatorname{reg}(M / R)$ can be identified with a minimal ideal in the enveloping semigroup of $M / R$.

## Proposition 8.5 Let:

(i) $R$ be an icer and $X=M / R$,
(ii) $\Phi_{X}: \beta T \rightarrow E(X)$ the canonical map,
(iii) $I(X)=\Phi_{X}(M)$, and
(iv) $N=R_{\Phi_{X}} \equiv\left\{(p, q) \in M \times M \mid \Phi_{X}(p)=\Phi_{X}(q)\right\}$.

Then $N=\operatorname{reg}(R)$ and hence $I(X)=\operatorname{reg}(X)$.
PROOF: $\quad$ Proof that $N \subset \operatorname{reg}(R)$ :

1. Let $(p, q) \in N, \alpha \in G$, and $u \in J$.
2. $\pi_{R}(\alpha(p))=\pi_{R}(\alpha(u p))=\pi_{R}(\alpha(u) p) \underset{2.9}{=} \pi_{R}(\alpha(u)) \Phi_{X}(p)$

$$
=\pi_{R}(\alpha(u)) \Phi_{X}(q)=\pi_{R}(\alpha(u) q)=\pi_{R}(\alpha(u q))=\pi_{R}(\alpha(q))
$$

3. $(\alpha(p), \alpha(q)) \in R$.
4. $(p, q) \in \operatorname{reg}(R)$.

## Proof that $\operatorname{reg}(R) \subset N$ :

1. Let $(p, q) \in \operatorname{reg}(R)$ and $x \in X$.
2. There exists $\alpha \in G$ and $u \in J$ with $\pi_{R}(\alpha(u))=x$.
3. $x \Phi_{X}(p)=\pi_{R}(\alpha(u)) \Phi_{X}(p)=\pi_{R}(\alpha(p))=\pi_{R}(\alpha(q))=x \Phi_{X}(q)$.
4. $\Phi_{X}(p)=\Phi_{X}(q)$.
5. $(p, q) \in N$.

Applying 8.5 in the case where $R$ is a regular icer on $M$, so that $R=\operatorname{reg}(R)$, we see that $X \cong I(X)=\Phi_{X}(M)$. Here $X=M / R$ and $\Phi_{X}: \beta T \rightarrow E(X)$ is the canonical map. As a result $X$ inherits a semigroup structure which is given by:

$$
\pi_{R}(p) \pi_{R}(q)=\pi_{R}(p q)
$$

for all $p, q \in M$. The semigroup $X$ has a structure analogous to that of the universal minimal flow $M$; we state this precisely in the following propositions.

## Proposition 8.6 Let:

(i) $R$ be a regular icer on $M$, and
(ii) $X=M / R$.

Then:
(a) $X$ has a semigroup structure for which $\pi_{R}: M \rightarrow X$ is both a flow and a semigroup homomorphism, in particular $\pi_{R}(p) \pi_{R}(q)=\pi_{R}(p q)$, for all $p, q \in M$.
(b) the maps $L_{x}: X \rightarrow X$ are flow homomorphisms for all $x \in X$.

$$
y \quad \rightarrow \quad x y
$$

In particular $X$ is an $E$-semigroup (see Ex. 2.3 and Ex. 3.4).
PROOF: This follows immediately from 8.5 and 2.9.
We saw in 7.4 that the elements of $M$ can be written uniquely in the form $\alpha(u)$ where $\alpha \in G$ and $u$ is an idempotent in $M$; the analogous statement holds for the elements of a regular flow $X$. In order to state this result and some of its consequences we introduce some notation.

Notation 8.7 Let $R$ be an icer on $M$ and $X=M / R$. When $X$ is regular, the group $\operatorname{Aut}(X)$ of automorphisms of $X$ will often be denoted $G_{X}$. The collection of idempotents in $X$ will be denoted $J_{X}=\left\{u \in X \mid u^{2}=u\right\}$.

We proceed with a series of results which show that when $X$ is a regular minimal flow, the pair $\left\{X, G_{X}\right\}$ has properties analogous to those of the pair $\{M, G\}$.

## Proposition 8.8 Let:

(i) $X=M / R$ be a regular flow, and
(ii) $J_{X}=\left\{u \in X \mid u^{2}=u\right\}$.

Then:
(a) the map $G x \rightarrow X u$ is an isomorphism of groups for every $u \in J_{X}$, and

$$
\alpha \rightarrow \alpha(u)
$$

(b) the map $\varphi: G x \times J_{X} \rightarrow X$ is bijective. Thus any element of $X$ can be $(\alpha, u) \quad \rightarrow \alpha(u)$
written uniquely in the form $\alpha(v)$ for some $\alpha \in G_{X}$ and $v \in J_{X}$.
PROOF: We leave this to the reader (compare 7.4).
Proposition 8.9 Let $X$ be a minimal flow. Then the following are equivalent:
(a) $X$ is regular,
(b) $Y \subset X \times X$ is minimal if and only if $Y=\operatorname{gr}(\beta)$ for some $\beta \in \operatorname{Aut}(X)$ (compare 7.5), and
(c) for any $x, y \in X$ there exists $\beta \in \operatorname{Aut}(X)$ such that $\beta(x)$ is proximal to $y$.

PROOF: We leave the proof as an exercise for the reader.
In section 7 we developed the machinery which allows us to analyze the factors of $M$ (all minimal flows) using the icers on $M$ and the subgroups of the group $G$ of automorphisms of $M$. The structure of any regular flow $X$ allows for the same treatment of the factors of $X$ in terms of the icers on $X$ and the subgroups of the group $G_{X}$ of automorphisms of $X$. In order to outline these ideas we introduce some additional notation.

Definition 8.10 Let $X=M / R$ be a regular flow. Let $N$ be an icer on $X$. We define the $X$-group of $N$ by

$$
G_{X}(N)=\left\{\alpha \in G_{X} \mid \operatorname{gr}(\alpha) \subset N\right\} .
$$

We will also use the notation

$$
\operatorname{aut}_{X}(N) \equiv\left\{\alpha \in G_{X} \mid \alpha(N)=N\right\}
$$

As in 7.10, $G_{X}(N)$ is a normal subgroup of $a u t_{X}(N)$. For reference we restate proposition 7.10 here using the current notation.

Proposition 8.11 Let $X=M / R$ be a regular flow. Then there exists a group epimorphism

$$
\chi_{R}: G=\operatorname{aut}(R) \rightarrow G_{X}
$$

such that:
(a) $\pi_{R}(\alpha(p))=\chi_{R}(\alpha)\left(\pi_{R}(p)\right)$ for all $p \in M$ and $\alpha \in \operatorname{aut}(R)$,
(b) $\operatorname{ker}\left(\chi_{R}\right)=G(R)$, and
(c) $G_{X} \cong G / G(R)$.

The next three results explore the naturality of these constructions with respect to the map $\chi_{R}$. The following definition will be used in later sections; the naturality results can easily be extended to the map $\chi_{S}^{R}$.

Definition 8.12 Let $X=M / R$ and $Y=M / S$ be regular flows with $R \subset S$. Then the (canonical) map of $G_{X} \cong G / G(R)$ onto $G_{Y} \cong G / G(S)$ induced by the inclusion $G(R) \subset G(S)$ will be denoted $\chi_{S}^{R}$. Thus $\chi_{S}^{R} \circ \chi_{R}=\chi_{S}$.

## Proposition 8.13 Let:

(i) $X=M / R$ be a regular flow,
(ii) $N$ be an icer on $X$, and
(iii) $S=\pi_{R}^{-1}(N)$.

Then:
(a) $S$ is an icer on $M$,
(b) $M / S \cong X / N$, and
(c) $\chi_{R}(G(S))=\left\{\alpha \in G_{X} \mid \operatorname{gr}(\alpha) \subset N\right\} \equiv G_{X}(N)$.

PROOF: (a) and (b) are simply 7.2 in the case where $R$ is regular.
(c) Proof that $\chi_{R}(G(S)) \subset G_{X}(N)$ :

1. Let $\alpha \in G(S)$ and $x \in X$.
2. There exists $p \in M$ with $\pi_{R}(p)=x$.
3. $(p, \alpha(p)) \in S$.
4. $\left(x, \chi_{R}(\alpha)(x)\right) \underset{2}{=}\left(\pi_{R}(p), \chi_{R}(\alpha)\left(\pi_{R}(p)\right)\right)$

$$
\overline{8.11}\left(\pi_{R}(p), \pi_{R}(\alpha(p))\right)=\pi_{R}(p, \alpha(p)) \underset{3}{\in} \pi_{R}(S) \underset{\text { (iii) }}{=} N
$$

5. $\chi_{R}(\alpha) \in G_{X}(N)$.
(by 1, 4)

$$
\text { Proof that } G_{X}(N) \subset \chi_{R}(G(S)) \text { : }
$$

1. Let $\gamma \in G_{X}(N)$ and $p \in M$.
2. There exists $\alpha \in G$ with $\chi_{R}(\alpha)=\gamma$.
3. $\pi_{R}(p, \alpha(p))=\left(\pi_{R}(p), \pi_{R}(\alpha(p))\right) \underset{2, \mathbf{8 . 1 1}}{=}\left(\pi_{R}(p), \gamma\left(\pi_{R}(p)\right)\right) \underset{1}{\in} N$.
4. $(p, \alpha(p)) \underset{3}{\in} \pi_{R}^{-1}(N) \underset{\text { (iii) }}{=} S$.
5. $\gamma \underset{2}{=} \chi_{R}(\alpha) \underset{4}{\in} \chi_{R}(G(S))$.

## Corollary 8.14 Let:

(i) $X=M / R$ be a regular flow,
(ii) $N$ be an icer on $X$,
(iii) $S=\pi_{R}^{-1}(N)$, and
(iv) $\operatorname{aut}_{X}(N)=\left\{\alpha \in G_{X} \mid \alpha(N)=N\right\}$.

Then $\chi_{R}(\operatorname{aut}(S))=a u t_{X}(N)$.
PROOF: Similar to 8.13.

## Corollary 8.15 Let:

(i) $X=M / R$ be a regular flow,
(ii) $N$ be an icer on $M$, and
(iii) $\pi_{R}(N)$ be an icer on $X$.

Then $\chi_{R}(G(N))=G_{X}\left(\pi_{R}(N)\right) \equiv\left\{\alpha \in G_{X} \mid \operatorname{gr}(\alpha) \subset \pi_{R}(N)\right\}$.
PROOF: $\quad$ Set $S=\pi_{R}^{-1}\left(\pi_{R}(N)\right) \underset{6.4}{=} R \circ N \circ R$.
Proof that $\chi_{R}(G(N)) \subset G_{X}\left(\pi_{R}(N)\right)$ :

1. $N \subset S$.
2. $G(N) \subset G(S)$.
3. $\chi_{R}(G(N)) \subset \chi_{R}(G(S))=G_{X}\left(\pi_{R}(N)\right)$.

Proof that $G_{X}\left(\pi_{R}(N)\right) \subset \chi_{R}(G(N))$ :

1. $G_{X}\left(\pi_{R}(N)\right) \underset{8.13}{=} \chi_{R}(G(S))=\chi_{R}(G(R \circ N \circ R)) \subset \chi_{R}(G(R) G(N) G(R))=$ $\chi_{R}(G(N))$.
(We leave it to the reader to check that $G(R \circ N \circ R) \subset G(R) G(N) G(R)$.)
We end this section with a generalization of the notion of regular flows to homomorphisms (extensions) of minimal flows which will be useful in part V.

Definition 8.16 Let $\pi_{S}^{R}: M / R \rightarrow M / S$ be the canonical homomorphism of minimal flows where $R \subset S$ are icers on $M$. We say that $\pi_{S}^{R}$ is regular homomorphism and that $R \subset S$ is a regular extension if $G(S) \subset \operatorname{aut}(R)$.

Note that if $S=M \times M$, then $G(S)=G$, so that $M / R$ is a regular extension of the point flow if and only if $R$ is a regular icer. A construction analogous
to that of the regularizer associates to any extension a corresponding regular extension.

## Proposition 8.17 Let:

(i) $N \subset S$ be icers on $M$, and
(ii) $R=\bigcap_{\alpha \in G(S)} \alpha(N)$.

Then $\pi_{S}^{R}$ is regular ( $R \subset S$ is a regular extension).
PROOF: Straighforward.

## Proposition 8.18 Let:

(i) $R \subset S$ be icers on $M$, and
(ii) $\pi \equiv \pi_{S}^{R}: X \equiv M / R \rightarrow M / S$.

Then the following are equivalent:
(a) $R \subset S$ is regular,
(b) $Y \subset \pi_{R}(S)$ is minimal if and only if $Y=\operatorname{gr}(\beta)$ for some $\beta \in \operatorname{Aut}(X)$, and
(c) for any $y \in \pi^{-1} \pi(x) \subset X$ there exists $\beta \in \operatorname{Aut}(X)$ such that $\beta(x)$ is proximal to $y$.

PROOF: We leave the proof as an exercise for the reader.

## NOTES ON SECTION 8

Note 8.N.1 A close reading of section 7 reveals that none of the results depend on any special property of $M$ other than regularity. This suggests that they remain valid when $M$ is replaced by an arbitrary regular minimal flow. We have touched on this in 8.8,8.9, and 8.10. For emphasis and to be more specific: Let $Z$ be a regular minimal flow. Then mimicking 7.1 we define the category $\mathcal{Z}$ :

$$
\begin{aligned}
& \operatorname{obj}(\mathcal{Z}) \equiv \text { icers on } Z \\
& \operatorname{morph}(\mathcal{Z})=\left\{\begin{array}{cc}
\left\{\pi_{S}^{R}\right\} & \text { if } R \subset S \text { are icers on } Z, \\
\emptyset & \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Here $\pi_{S}^{R}$ is the canonical map $Z / R \rightarrow Z / S$ when $R \subset S$.
Other relevant definitions and notation:

1. $G_{Z} \equiv$ the set of automorphisms of $Z$.
2. Let $R$ be an icer on $Z$. Then:
2.1. the $Z$-group of $R$ is defined by $G_{Z}(R)=\left\{\alpha \in G_{Z} \mid \operatorname{gr}(\alpha) \subset R\right\}$. (as in 8.10)
2.2. $\operatorname{aut}_{Z}(R) \equiv\left\{\alpha \in G_{Z} \mid \alpha(R)=R\right\}$. (again as in 8.10)
2.3. $R$ is $Z$-regular if $\operatorname{aut}_{Z}(R)=G_{Z}$.
2.4. $\pi_{R}: Z \rightarrow Z / R$ denotes the canonical map.

Finally all the results of sections 8 and 9 remain valid if the category $\mathcal{M}$ and related concepts are replaced be the category $\mathcal{Z}$ and the concepts defined above. Moreover these constructions behave naturally with respect to the canonical projection map (see for example 8.13, 8.14, and 8.15).

## EXERCISES FOR CHAPTER 8

Exercise 8.1 Let $R$ be an icer on $M$ and $\alpha \in G$. Then $\alpha(p R)=\alpha(p)(\alpha(R))$. In particular if $R$ is regular, then $\alpha(p R)=\alpha(p) R$.

Exercise 8.2 (See 8.9) Let $X$ be a minimal flow. Then the following are equivalent:
(a) $X$ is regular,
(b) $Y \subset X \times X$ is minimal if and only if $Y=\operatorname{gr}(\beta)$ for some $\beta \in \operatorname{Aut}(X)$, and
(c) for any $x, y \in X$ there exists $\beta \in \operatorname{Aut}(X)$ such that $\beta(x)$ is proximal to $y$.

Exercise 8.3 (See 8.15) Let:
(i) $X=M / R$ be a regular flow,
(ii) $N$ be an icer on $M$, and
(iii) $\pi_{R}(N)$ be an icer on $X$.

Show that $G(R \circ N \circ R) \subset G(R) G(N) G(R)$.
Exercise 8.4 (See 8.18) Let:
(i) $R \subset S$ be icers on $M$, and
(ii) $\pi \equiv \pi_{S}^{R}: X \equiv M / R \rightarrow M / S$.

Then the following are equivalent:
(a) $R \subset S$ is regular,
(b) $Y \subset \pi_{R}(S)$ is minimal if and only if $Y=\operatorname{gr}(\beta)$ for some $\beta \in \operatorname{Aut}(X)$, and
(c) for any $y \in \pi^{-1} \pi(x)(\pi(x)) \subset X$ there exists $\beta \in \operatorname{Aut}(X)$ such that $\beta(x)$ is proximal to $y$.

## 9

## The quasi-relative product

The definition of the quasi-relative product given below is motivated by the fact that when $R$ and $S$ are closed equivalence relations on $X$, the relative product $R \circ S$, though closed, may not be an equivalence relation. The quasi-relative product $R(S)$, while not always closed, is the largest equivalence relation $N$ with $R \subset N \subset R \circ S$. In 9.8, we show that when the projection map $\pi_{R}$ is open, $R(S)$ is closed. Under the same assumption we show in 9.9, that $(X / R(S), T)$ is a quasi-factor of $X / S$. That is, $(X / R(S), T)$ is isomorphic to a sub-flow of $\left(2^{X / S}, T\right)$. This motivates the use of the term quasi-relative product.

At the end of this section we use the quasi-relative product to give a proof that if $R$ is an icer on a minimal flow such that $(R, T)$ is both pointwise almost periodic and topologically transitive, then $R=\Delta$. This result (which is equivalent to the generalized Furstenberg structure theorem for distal extensions) was proven for metric flows in 4.19, and will be discussed further in section 20. We will also use the quasi-relative product in section 17 as a means of studying so-called RIC extensions of minimal flows.

We begin this section by deriving some properties of the quasi-relative product and using them to give conditions under which the relative product of two equivalence relations is an equivalence relation. As in section 6 which dealt with the relative product, many results in this section are stated for equivalence relations on any compact Hausdorff space $X$. If $(X, T)$ is a flow and the equivalence relations are invariant under the action of $T$, then the results remain valid.

In order to state the definition of the quasi-relative product we recall the notation introduced in 6.1; namely if $R$ is a relation on $X$, then

$$
x R=\{y \in X \mid(x, y) \in R\},
$$

denotes the $R$-cell containing $x$.
Definition 9.1 Let $R$ and $S$ be any relations on $X$. We define the quasi-relative product of $R$ and $S$

$$
R(S)=\{(p, q) \in X \times X \mid p(R \circ S)=q(R \circ S)\}
$$

It is immediate from the definition that even when neither $R$ nor $S$ is an equivalence relation, $R(S)$ is an equivalence relation. When $S$ is an equivalence relation on $X$ note that
$z \in p(R \circ S) \Longleftrightarrow$ there exists $x \in p R$ with $(x, z) \in S \Longleftrightarrow \pi_{S}(z) \in \pi_{S}(p R)$.
Thus in this case $p(R \circ S)=\pi_{S}^{-1}\left(\pi_{S}(p R)\right)$, which proves the following lemma.

## Lemma 9.2 Let:

(i) $X$ be a compact Hausdorff space,
(ii) $R$ be any relation on $X$, and
(ii) $S$ be an equivalence relation on $X$.

Then $R(S)=\left\{(p, q) \mid \pi_{S}(p R)=\pi_{S}(q R)\right\}$.
The elementary properties of the quasi-relative product are readily deduced from those of the relative product. In section 6 (see 6.3) we observed that for any two relations, $x(R \circ S)=(x R) S$; since we will refer to this fact frequently we state it explicitly as part of the next lemma.

## Lemma 9.3 Let:

(i) $(X, T)$ be a flow,
(ii) $R, S$ be subsets of $X \times X$,
(iii) $t \in T$, and
(iv) $z \in X$.

Then:
(a) $(z R) t=(z t)(R t)$, and
(b) $(z R) S=z(R \circ S)$.

PROOF: We leave this as an exercise for the reader.
The quasi-relative product $R(S)$ is the largest equivalence relation which contains $R$ and is contained in $R \circ S$. We deduce this and a couple of elementary consequences before examining the question of when $R(S)$ is closed.

## Proposition 9.4 Let:

(i) $(X, T)$ be a flow,
(ii) $H \subset T$ be a subgroup of $T$, and
(iii) $R, S$ be $H$-invariant equivalence relations on $X$.

Then:
(a) $R(S)$ is an $H$-invariant equivalence relation on $X$,
(b) $R \subset R(S) \subset R \circ S$, and
(c) $R(S)=R \circ(R(S) \cap S)=(R(S) \cap S) \circ R$.

PROOF: (a) $1 . R(S)$ is clearly reflexive, symmetric, and transitive.
2. Let $(p, q) \in R(S)$ and $t \in H$.
3. $(p t)(R \circ S)=(p t)(R t \circ S t) \underset{9.3}{=}((p t)(R t))(S t) \underset{9.3}{=}((p R) t)(S t)$

$$
=((p R) S) t=(p(R \circ S)) t \underset{2}{=}(q(R \circ S)) t \underset{9.3,(\mathrm{iii})}{=}(q t)(R \circ S) .
$$

4. $(p t, q t) \in R(S)$.
(b) 1. $(p, q) \in R(S) \Rightarrow p(R \circ S)=q(R \circ S) \Rightarrow q \in p(R \circ S) \Rightarrow(p, q) \in$ $R \circ S$.
5. Let $(p, q) \in R$.
6. $p R=q R$. (by $2, R$ is transitive)
7. $p(R \circ S)=(p R) S=(q R) S=q(R \circ S)$.
8. $(p, q) \in R(S)$.
(by 4)
(c) 1. The fact that $R \circ(R(S) \cap S) \subset R(S)$ follows from parts (a) and (b).
9. Let $(p, q) \in R(S)$.
10. $p(R \circ S)=q(R \circ S)$.
11. $q \in p(R \circ S)$.
12. There exists $x \in X$ with $(p, x) \in R$ and $(x, q) \in S$.
13. $x(R \circ S) \underset{5}{=} p(R \circ S) \underset{3}{=} q(R \circ S)$.
14. $(x, q) \in R(S) \cap S$.
(by 5, 6)
15. $(p, q) \in R \circ(R(S) \cap S)$.
(by 5, 7)
16. $R(S)=R \circ(R(S) \cap S)$.
(by $1,2,8$ )
17. $R \circ(R(S) \cap S)=(R(S) \cap S) \circ R$.

## Proposition 9.5 Let:

(i) $X$ be a compact Hausdorff space,
(ii) $R, S$, and $K$ be equivalence relations on $X$, and
(iii) $R \subset K \subset R \circ S$.

Then $K \subset R(S)$.
PROOF: 1. $K \circ R \circ S \underset{\text { (ii), (iii) }}{=} K \circ S \underset{\text { (iii) }}{\subset} R \circ S \circ S \underset{\text { (ii) }}{=} R \circ S$.
2. Let $(p, q) \in K$.

$$
\text { 3. } \begin{align*}
p(R \circ S) & \underset{1}{=} p(K \circ(R \circ S)) \underset{9.3}{=}(p K)(R \circ S) \underset{2,(\mathrm{i})}{=}(q K)(R \circ S) \\
& =q(K \circ(R \circ S)) \underset{2}{=} q(R \circ S) . \tag{by3}
\end{align*}
$$

4. $(p, q) \in R(S)$.

Corollary 9.6 Let:
(i) $X$ be a compact Hausdorff space,
(ii) $R, S$, and $K$ be equivalence relations on $X$,
(iii) $K \subset S$, and
(iv) $R \circ K$ be an equivalence relation.

Then $K \subset R(S)$.
PROOF: Applying 9.5 to $R \circ K$ we obtain $K \subset R \circ K \subset R(S)$.
Corollary 9.7 Let $R$ and $S$ be equivalence relations on $X$. Then the following are equivalent:
(a) $S \subset R(S)$,
(b) $R(S)=R \circ S$, and
(d) $R \circ S$ is an equivalence relation.
PROOF:
(a) $\Rightarrow$ (b)

1. Assume that $S \subset R(S)$.
2. $R \circ S \subset R(S) \subset R \circ S$.

$$
(\mathrm{b}) \Rightarrow(\mathrm{c})
$$

1. Assume that $R(S)=R \circ S$.
2. $R \circ S$ is an equivalence relation.

$$
(\mathrm{c}) \Rightarrow(\mathrm{a})
$$

1. Assume that $R \circ S$ is an equivalence relation.
2. $S \subset R(S)$.
(by 1 , and 9.6 with $K=S$ )
As we have seen the quasi-relative product of two equivalence relations is an equivalence relation. In general $R(S)$ need not be closed even when both $R$ and $S$ are closed. We will often make use of the fact, proven in the following proposition, that if the canonical projection map associated to $R$ is an open mapping, then $R(S)$ is closed.

## Proposition 9.8 Let:

(i) $R$ and $S$ be closed equivalence relations on $X$, and
(ii) $\pi: X \rightarrow X / R$ (the canonical projection) be an open map.

Then $R(S)$ is closed.

PROOF: 1. Let $(x, z) \in \overline{R(S)}$.
2. Let $y \in x(R \circ S)$.
3. There exists $p \in X$ with $(x, p) \in R$ and $(p, y) \in S$.
4. Let $V$ and $W$ be open neighborhoods of $p$ and $z$ respectively.
5. $\pi(V)$ is an open neighborhood of $\pi(p)=\pi(x)$ in $X / R$.
(by 3, 4, (ii))
6. $\pi^{-1}(\pi(V))$ is an open neighborhood of $x$ in $X$.
7. There exists an open neighborhood $U$ of $x$ with $\pi(U) \subset \pi(V)$.
8. There exists $\left(x_{U}, z_{W}\right) \in(U \times W) \cap R(S)$.
(by $1,4,7$ )
9. There exists $x_{V} \in V$ with $\pi\left(x_{V}\right)=\pi\left(x_{U}\right)$.

11. $\left(z_{W}, x_{V}\right) \in R \circ S$.
(by 10, (i))
12. $(z, p) \in \overline{R \circ S}=R \circ S$. (by $4,8,9,11$, (i))
13. $(z, y) \in R \circ S \circ S=R \circ S$. (by 3,12 , (i))
14. $y \in z(R \circ S)$.
15. $x(R \circ S) \subset z(R \circ S)$. (by 2, 14)
16. $z(R \circ S) \subset x(R \circ S) . \quad$ (by 1-15 with the roles of $x$ and $z$ interchanged)
17. $(x, z) \in R(S)$.
(by 15,16 )
Our use of the terminology quasi-relative product for $R(S)$ is motivated by the fact that under certain assumptions the flow $X / R(S)$ is a quasi-factor of the flow $X / S$. Keeping in mind that $R(S)$ is invariant if $R$ and $S$ are invariant this amounts to showing that there is a homomorphism of flows $\psi: X \rightarrow 2^{X / S}$ with $R(S)=\{(x, y) \mid \psi(x)=\psi(y)\}$.

## Proposition 9.9 Let:

(i) $(X, T)$ be a flow,
(ii) $R$ and $S$ be icers on $X$,
(iii) $\pi_{R}: X \rightarrow X / R$ and $\pi_{S}: X \rightarrow X / S$ be the canonical maps, and
(iv) $\pi_{R}$ be open.

Then the map

$$
\begin{aligned}
\psi: X & \rightarrow 2^{X / S} \\
x & \rightarrow\left[\pi_{S}(x R)\right]
\end{aligned}
$$

is a flow homomorphism which induces an isomorphism of $X / R(S)$ onto a subflow of $2^{X / S}$.

PROOF: 1. The map $\sigma: X \rightarrow 2^{X / R}$ is continuous. (by 5.6)

$$
x \quad \rightarrow \quad\left[\left\{\pi_{R}(x)\right\}\right]
$$

2. $\pi_{R}^{*}$ is continuous.
3. $\psi=2^{\pi_{S}} \circ \pi_{R}^{*} \circ \sigma$ is a homomorphism of flows.
4. $R(S) \underset{9.2}{=}\left\{(x, y) \mid \pi_{S}(x R)=\pi_{S}(y R)\right\}=\{(x, y) \mid \psi(x)=\psi(y)\}$.

Note that the argument given in 9.9 applies when there is no $T$-action on $X$, producing a continuous map $\psi: X \rightarrow 2^{X / S}$ with $R(S)=\{(x, y) \mid \psi(x)=$ $\psi(y)\}$. In particular this shows that $R(S)$ is closed, giving an alternative proof of 9.8 .

We will need to use the quasi-relative product to construct metrizable flows. As long as $X / S$ is metrizable it follows from 9.9 that $X / R(S)$ is metrizable.

Corollary 9.10 Let:
(i) $X$ be a compact Hausdorff space,
(ii) $R$ and $S$ be icers on $X$,
(iii) $X \rightarrow X / R$ be an open map, and
(iii) $X / S$ be metrizable.

Then $X / R(S)$ is metrizable.
PROOF: This follows immediately from 9.9 and the fact that $2^{X / S}$ is metrizable.
(by Ex. 5.4)
We saw in section 6 that the relative product construction commutes with this inverse limit construction. We wish to prove that the same is true for the quasirelative product. Recall from 6.15 that

$$
\bigcap_{i \in I}\left(R \circ S_{i}\right)=R \circ\left(\bigcap_{i \in I} S_{i}\right)
$$

from which we deduced that under appropriate assumptions:

$$
\lim _{\leftarrow} X /\left(R \circ S_{i}\right) \cong X /\left(R \circ \bigcap S_{i}\right)
$$

Here we prove the corresponding results for the quasi-relative product.

## Proposition 9.11 Let:

(i) $R$ be a closed equivalence relation on $X$, and
(ii) $\left\{S_{i} \mid i \in I\right\}$ be a filter base of closed equivalence relations on $X$.

Then:
(a) $R\left(\bigcap_{i \in I} S_{i}\right)=\bigcap_{i \in I} R\left(S_{i}\right)$, and
(b) $\lim _{\leftarrow} X / R\left(S_{i}\right) \cong X / R\left(\bigcap S_{i}\right)$.

PROOF: (a) We leave it to the reader to check that $S_{1} \subset S_{2} \Longrightarrow R\left(S_{1}\right) \subset$ $R\left(S_{2}\right)$, from which it follows immediately that $R\left(\bigcap_{i \in I} S_{i}\right) \subset \bigcap_{i \in I} R\left(S_{i}\right)$.

$$
\begin{equation*}
\text { Proof that } \bigcap_{i \in I} R\left(S_{i}\right) \subset R\left(\bigcap_{i \in I} S_{i}\right) \text { : } \tag{by9.4}
\end{equation*}
$$

1. $R\left(S_{i}\right)$ is an equivalence relation with $R \subset R\left(S_{i}\right) \subset R \circ S_{i}$.
2. $\bigcap_{i \in I} R\left(S_{i}\right)$ is an equivalence relation with $R \subset \bigcap_{i \in I} R\left(S_{i}\right) \subset \bigcap_{i \in I} R \circ S_{i}=$ $R \circ\left(\bigcap_{i \in I} S_{i}\right)$.
3. $\bigcap_{i \in I} R\left(S_{i}\right) \subset R\left(\bigcap_{i \in I} S_{i}\right)$.
(b) This follows immediately from part (a) and 6.14.

We end this section with a proof that the diagonal is the only icer on a minimal flow which is both pointwise almost periodic and topologically transitive. As we have seen this follows immediately from 4.19 in the case of a metric flow. The result in the general case also uses 4.19, but since 4.19 only applies to metric flows, the proof requires a technical lemma relating the general case to the metric case. The idea behind this lemma is that if $L$ is a topologically transitive pointwise almost periodic icer on $X$, then the extension $X \rightarrow X / L$ can be "shadowed" by a metric extension of the same type, though we may have to restrict ourselves to a countable subgroup of $T$. In fact if we are given homomorphisms of minimal $T$-flows with $X / N$ metrizable and $(L, T)$ topologically transitive:

$$
\begin{array}{cll}
X & \rightarrow & X / N \\
\downarrow & & \\
X / L & &
\end{array}
$$

then there exists a countable subgroup $H \subset T$, an icer $N_{\infty}$ on $X$, and a commutative diagram of minimal $H$-flows such that $X / N_{\infty}$ is metrizable and $\left(\pi_{N_{\infty}}(L), H\right)$ is topologically transitive:


The extension $X \rightarrow X / L$ can be shadowed closely in the sense that an $N_{\infty}$ with these properties can be found for any $N$ with $X / N$ metrizable. The proof of this lemma relies on a technical construction involving inverse limits, relative products, and quasi-relative products. The reader interested primarily in the metric case may wish to skip the technical details of 9.12 and 9.13 . The
details of the shadowing lemma are laid out below; a close inspection reveals that the assumption that $L \subset X \times X$ is pointwise almost periodic (equivalently, by 4.15, $X \rightarrow X / L$ is a distal homomorphism) can be weakened slightly to the assumption that $X \rightarrow X / L$ is an open map.

Lemma 9.12 Let:
(i) $X$ be a minimal flow,
(ii) $L$ be an icer on $X$,
(iii) $X \rightarrow X / L$ be an open mapping,
(iv) $L$ be topologically transitive, and
(v) $N$ be a closed equivalence relation on $X$ with $X / N$ metrizable.

Then there exists a countable subgroup $H \subset T$ and a closed equivalence relation $N_{\infty}$ on $X$ such that:
(a) $N_{\infty} \subset N$,
(b) $N_{\infty} H=N_{\infty}$,
(c) $\left(X / N_{\infty}, H\right)$ is minimal and metrizable,
(d) $L \circ N_{\infty}$ is a $H$-invariant closed equivalence relation on $X$, and
(e) the flow $\left(\pi_{N_{\infty}}(L), H\right)$ is topologically transitive.

In other words assume that we are given homomorphisms of minimal $T$-flows with $X / N$ metrizable and $(L, T)$ topologically transitive:

$$
\begin{array}{cll}
X & \rightarrow & X / N \\
\downarrow & & \\
X / L & &
\end{array}
$$

then there exists a countable subgroup $H \subset T$ and a commutative diagram of minimal $H$-flows such that $X / N_{\infty}$ is metrizable and $\left(\pi_{N_{\infty}}(L), H\right)$ is topologically transitive:


PROOF: (a), (b), and (c) 1. Let $\mathcal{U}_{0}$ and $\mathcal{V}_{0}$ be countable bases for the topologies on $X / N$ and $\pi_{N}(L) \subset X / N \times X / N$ respectively.
2. $\pi_{N}^{-1}(U)$ is open in $X$ for every $U \in \mathcal{U}_{0}$.
3. For every $U \in \mathcal{U}_{0}$ there exists a finite set $F_{U} \subset T$ with $\pi_{N}^{-1}(U) F_{U}=X$.
4. For every pair $V_{1}, V_{2} \in \mathcal{V}_{0}$ there exists $t_{\left(V_{1}, V_{2}\right)} \in T$ with

$$
\pi_{N}^{-1}\left(V_{1}\right) t_{\left(V_{1}, V_{2}\right)} \cap \pi_{N}^{-1}\left(V_{2}\right) \cap L \neq \emptyset
$$

5. Let $T_{1}$ be the subgroup of $T$ generated by

$$
\bigcup\left\{F_{U} \mid U \in \mathcal{U}_{0}\right\} \cup\left\{t_{\left(V_{1}, V_{2}\right)} \mid V_{1}, V_{2} \in \mathcal{V}_{0}\right\}
$$

6. Then:
6.1 $T_{1}$ is countable.
(by 1, 3, 4, 5)
$6.2 \pi_{N}^{-1}(W) T_{1}=X$ for all open sets $\emptyset \neq W \subset X / N$.
$6.3 \pi_{N}^{-1}\left(V_{1}\right) T_{1} \cap \pi_{N}^{-1}\left(V_{2}\right) \cap L \neq \emptyset$ for any pair of nonvacuous open sets $V_{1}, V_{2} \subset \pi_{N}(L)$.
7. Let $N_{1}^{\prime}=\bigcap_{t \in T_{1}} N t$.
8. Set $N_{1}=L\left(N_{1}^{\prime}\right) \cap N_{1}^{\prime} \subset N_{1}^{\prime} \subset N$.
9. $N_{1}$ is a closed $T_{1}$-invariant equivalence relation on $X$.
(by 7, 8, (iii), 9.4, and 9.8)
10. $X / N_{1}^{\prime}$ is metrizable.
(by 6, 7, (v))
11. $X / L\left(N_{1}^{\prime}\right)$ is metrizable.
(by 10, (iii), and 9.10)
12. $X / N_{1}$ is metrizable.
(by $8,10,11$ )
13. $L \circ N_{1}=L\left(N_{1}^{\prime}\right)$ is a $T_{1}$-invariant closed equivalence relation. (by $8,9.4$ )
14. Assume that

$$
T_{1} \subset T_{2} \subset \cdots \subset T_{n} \subset T \quad \text { and } \quad N \supset N_{1} \supset \cdots \supset N_{n}
$$

have been constructed so that for all $1 \leq i<n$ :
$14.1 T_{i}$ is countable,
$14.2 N_{i}$ is a closed $T_{i}$-invariant equivalence relation with $X / N_{i}$ metrizable,
14.3 $L \circ N_{i}$ is a closed $T_{i}$-invariant equivalence relation on $X$,
$14.4 \pi_{N_{i}}^{-1}(W) T_{i+1}=X$ for all open sets $\emptyset \neq W \subset X / N_{i}$, and
$14.5 \pi_{N_{i}}^{-1}\left(V_{1}\right) T_{i+1} \cap \pi_{N_{i}}^{-1}\left(V_{2}\right) \cap L \neq \emptyset$ for any pair of open sets $V_{1} \neq \emptyset \neq V_{2}$ in $\pi_{N_{i}}(L)$.
15. Let $\mathcal{U}_{n}$ and $\mathcal{V}_{n}$ be countable bases for the topologies on $X / N_{n}$ and $\pi_{N_{n}}(L)$ respectively.
16. For every $U \in \mathcal{U}_{n}$ there exists a finite set $F_{U} \subset T$ with $\pi_{N_{n}}^{-1}(U) F_{U}=X$.
(by (i))
17. For every pair $V_{1}, V_{2} \in \mathcal{V}_{n}$ there exists $t_{\left(V_{1}, V_{2}\right)} \in T$ with

$$
\pi_{N_{n}}^{-1}\left(V_{1}\right) t_{\left(V_{1}, V_{2}\right)} \cap \pi_{N_{n}}^{-1}\left(V_{2}\right) \cap L \neq \emptyset
$$

18. Let $T_{n+1}$ be the subgroup of $T$ generated by

$$
T_{n} \bigcup\left\{F_{U} \mid U \in \mathcal{U}_{n}\right\} \cup\left\{t_{\left(V_{1}, V_{2}\right)} \mid V_{1}, V_{2} \in \mathcal{V}_{n}\right\}
$$

19. Then: (by 15-18)
$19.1 T_{n+1}$ is countable and contains $T_{n}$,
$19.2 \pi_{N_{n}}^{-1}(W) T_{n+1}=X$ for all open sets $\emptyset \neq W \subset X / N_{n}$, and
$19.3 \pi_{N_{n}}^{-1}\left(V_{1}\right) T_{n+1} \cap \pi_{N_{n}}^{-1}\left(V_{2}\right) \cap L \neq \emptyset$ for any pair of open sets $V_{1} \neq \emptyset \neq V_{2}$ in $\pi_{N_{n}}(L)$.
20. Let $N_{n+1}^{\prime}=\bigcap_{t \in T_{n+1}} N_{n} t$.
21. Set $N_{n+1}=L\left(N_{n+1}^{\prime}\right) \cap N_{n+1}^{\prime} \subset N_{n+1}^{\prime} \subset N_{n}$.
22. $N_{n+1}$ is a closed $T_{n+1}$-invariant equivalence relation on $X$.
(by 20, 21, (iii), 9.4, and 9.8)
23. $X / N_{n+1}^{\prime}$ is metrizable.
(by 19, 20, and (v))
24. $X / L\left(N_{n+1}^{\prime}\right)$ is metrizable.
(by 23, (iii), and 9.10)
25. $X / N_{n+1}$ is metrizable.
(by 21, 23, 24)
26. $L \circ N_{n+1}=L\left(N_{n+1}^{\prime}\right)$ is a $T_{n+1}$-invariant closed equivalence relation.
(by 21, 9.4)
27. There exist

$$
T_{1} \subset T_{2} \subset \cdots \subset T_{n} \subset \cdots \subset T \quad \text { and } \quad N \supset N_{1} \supset \cdots \supset N_{n} \supset \cdots
$$

such that:
27.1 $T_{i}$ is countable,
$27.2 N_{i}$ is a closed $T_{i}$-invariant equivalence relation on $X$ with $X / N_{i}$ metrizable,
27.3 $L \circ N_{i}$ is a closed $T_{i}$-invariant equivalence relation on $X$,
$27.4 \pi_{N_{i}}^{-1}(W) T_{i+1}=X$ for all open sets $\emptyset \neq W \subset X / N_{i}$, and
$27.5 \pi_{N_{i}}^{-1}\left(V_{1}\right) T_{i+1} \cap \pi_{N_{i}}^{-1}\left(V_{2}\right) \cap L \neq \emptyset$ for any pair of open sets $V_{1} \neq \emptyset \neq V_{2}$ in $\pi_{N_{i}}(L)$.
(by induction)
28. Let $H=\bigcup T_{i}$ and $N_{\infty}=\bigcap N_{i}$.
29. $N_{\infty}$ is a closed $H$-invariant equivalence relation on $X$.
(by 27, 28)
30. $X / N_{\infty}$ is metrizable.
(by 27, 28)
31. Let $U_{0} \subset X / N_{\infty}$ be open.
32. There exist $i$ and $U \subset X / N_{i}$ open with $\pi_{N_{i}}^{-1}(U) \subset U_{0}$. (by 28, 31, 6.14)
33. $U_{0} H \supset{ }_{32} \pi_{N_{i}}^{-1}(U) H \underset{28}{\supset} \pi_{N_{i}}^{-1}(U) T_{i+1} \underset{27,32}{=} X$.
34. $X / N_{\infty}$ is minimal.
(by 31, 33)
(d) $1 . L \circ N_{\infty}=L \circ\left(\cap N_{i}\right)=\bigcap\left(L \circ N_{i}\right)$ is a closed equivalence relation on $X . \quad\left(\right.$ by 6.16, since $L \circ N_{i}$ is a closed equivalence relation for every $i$ )
2. $L \circ N_{\infty}$ is $H$-invariant.
( $L$ and $N_{\infty}$ are both $H$-invariant)
(e) 1 . Let $V_{0} \neq \emptyset \neq W_{0}$ be open subsets of $\pi_{N_{\infty}}(L) \subset X / N_{\infty} \times X / N_{\infty}$.
2. There exist $i, j, V$ and $W$ be open subsets of $X / N_{i} \times X / N_{i}$ and $X / N_{j} \times$ $X / N_{j}$ respectively with

$$
\begin{align*}
& \emptyset \neq\left(\pi_{N_{i}}^{N_{\infty}}\right)^{-1}(V) \cap \pi_{N_{\infty}}(L) \subset V_{0} \quad \text { and } \\
& \emptyset \neq\left(\pi_{N_{j}}^{N_{\infty}}\right)^{-1}(W) \cap \pi_{N_{\infty}}(L) \subset W_{0} .
\end{align*}
$$

3. We may assume without loss of generality that $i<j$.
4. $\emptyset \neq L \cap \pi_{N_{j}}^{-1}\left(\left(\pi_{N_{i}}^{N_{j}}\right)^{-1}(V)\right) T_{j} \cap \pi_{N_{j}}^{-1}(W) \equiv Y$. (by 2, 3, and 27 above)
5. $\emptyset \neq \pi_{N_{\infty}}(Y) \subset \pi_{N_{\infty}}(L) \cap\left(\pi_{N_{i}}^{N_{\infty}}\right)^{-1}(V) T_{j} \cap\left(\pi_{N_{j}}^{N_{\infty}}\right)^{-1}(W) \subset \pi_{N_{\infty}}(L) \cap$ $V_{0} H \cap W_{0}$.
(by 2, 4)
6. $\left(\pi_{N_{\infty}}(L), H\right)$ is topologically transitive.
(by 1,5 )

## Theorem 9.13 Let:

(i) $(X, T)$ be a minimal flow,
(ii) $L$ be an icer on $X$, and
(iii) $(L, T)$ be topologically transitive and pointwise almost periodic.

Then $L=\Delta_{X}$.
PROOF: 1. Assume that $(x, y) \in X \times X$ with $x \neq y$.
2. There exists a continuous function $f: X \rightarrow \mathbf{R}$ with $f(x) \neq f(y)$.
(by $1, X$ is compact Hausdorff)
3. Let $N=\{(p, q) \in X \times X \mid f(p)=f(q)\}$.
4. $N$ is a closed equivalence relation on $X, X / N$ is metrtizable and $(x, y) \notin N$. (by 1,2)
5. $X \rightarrow X / L$ is open.
(by (iii), 4.15 and 7.23)
6. By 5 and 9.12 there exists a countable subgroup $H \subset T$ and a closed equivalence relation $N_{\infty}$ on $X$ such that:
(a) $N_{\infty} \subset N$,
(b) $N_{\infty} H=N_{\infty}$,
(c) $\left(X / N_{\infty}, H\right)$ is metrizable and minimal,
(d) $L \circ N_{\infty}$ is a $H$-invariant equivalence relation on $X$, and
(e) The flow $\left(\pi_{N_{\infty}}(L), H\right)$ is topologically transitive.
7. In the diagram

the first column is a minimal distal $T$-extension and the second column is a homomorphism of minimal $H$-flows.
(by 6, (iii), and 4.15)
8. $\left(\pi_{N_{\infty}}(L), H\right)$ is pointwise almost periodic.
(by 7, 6.19)
9. $\left(\pi_{N_{\infty}}(L), H\right)$ is minimal.
(by 6(c), 6(e), 8, and 4.19)
10. $\pi_{N_{\infty}}(L)=\Delta_{X / N_{\infty}}$.
11. $\pi_{N}(L) \underset{6(\mathrm{a})}{=} \pi_{N}^{N_{\infty}}\left(\pi_{N_{\infty}}(L)\right) \underset{10}{=} \pi_{N}^{N_{\infty}}\left(\Delta_{X / N_{\infty}}\right)=\Delta_{X / N}$.
12. $L \subset N$.
13. $(x, y) \notin L$.
14. $L \subset \Delta_{X}$.
(by 1, 13)
Corollary 9.14 Let:
(i) $(X, T),(Y, T)$ be minimal flows,
(ii) $f:(X, T) \rightarrow(Y, T)$ be a distal homomorphism, and
(iii) $R_{f} \equiv\{(x, y) \in X \times X \mid f(x)=f(y)\}$ be topologically transitive.

Then $X=Y$.
PROOF: 1.. $R_{f}$ is pointwise almost periodic.
(by (ii) and 4.15)
2.. $R_{f}=\Delta_{X}$ and hence $X=Y$.
(by 1, (iii), and 9.13)
Restated in terms of icers on $M, 9.14$ says that if $R \subset S$ is a distal extension and $\left(\pi_{R}(S), T\right)$ is topologically transitive, then $R=S$. Recalling the terminology of 4.16, this says that if $R \subset S$ is both distal and weak mixing, then $R=S$. When $S=M \times M$, this reduces to saying that if $(M / R, T)$ is a weak mixing flow which is also distal, then $M / R=\{p t\}$; thus 9.14 generalizes 4.25. We will discuss 9.13 and its consequences further in section 20 .

## EXERCISES FOR CHAPTER 9

## Exercise 9.1 (See 9.3) Let:

(i) $(X, T)$ be a flow,
(ii) $R, S$ be subsets of $X \times X$,
(iii) $t \in T$, and
(iv) $z \in X$.

Show that:
(a) $(z R) t=(z t)(R t)$, and
(b) $(z R) S=z(R \circ S)$.

Exercise 9.2 (See 9.11) Let:
(i) $X$ be a compact Hausdorff space,
(ii) $R, S_{1}, S_{2}$ be subsets of $X \times X$, and
(iii) $S_{1} \subset S_{2}$.

Show that $R\left(S_{1}\right) \subset R\left(S_{2}\right)$.
Exercise 9.3 Let $R$ and $S$ be regular icers on $M$. Show that $\alpha(R(S))=R(S)$ for all $\alpha \in G$. (Thus if $R(S)$ is closed, then it is a regular icer on $M$.)

## Exercise 9.4 Let:

(i) $R$ and $S$ be icers on $M$, and
(ii) $R(S)$ be closed.

Then $\operatorname{aut}(R) \cap G(S) \subset G(R(S))$.
Exercise 9.5 Let:
(i) $R$ and $S$ be icers on $M$, and
(ii) $R(S)$ be closed.

Then $G(R(S))=\{\alpha \in G \mid(\alpha \times 1)(R \circ S)=R \circ S\}$.

## Exercise 9.6 Let:

(i) $R$ and $S$ be icers on $M$, and
(ii) $R(S)$ be closed.

Then $G(R(S))=G(R) G(S)$ if and only if $G(S) \subset \operatorname{aut}(R \circ S)$. (Note: we do not assume that $R \circ S$ is an equivalence relation.)

## Exercise 9.7 Let:

(i) $R$ and $S$ be icers on $M$,
(ii) $G(S) \subset \operatorname{aut}(R)$, and
(iii) $R(S)$ be closed.

Then $G(R(S))=G(R) G(S)$.

## PART III

## The $\tau$-topology

In this section we introduce the $\tau$-topology on the group $G$ of automorphisms of the universal minimal set $M$. Though $(G, \tau)$ is not a topological group it is a compact space in which points are closed, inversion is continuous, and multiplication is unilaterally continuous. Most importantly for our purposes the properties of $(G, \tau)$ reflect the structure of the category $\mathcal{M}$ of minimal flows. There are several approaches to the construction of this topology. (See for example the books [Auslander, (1988)] [Ellis, (1969)] and [Glasner, (1976)]). We will begin by giving a new approach to defining a $\tau$-topology on the group $\operatorname{Aut}(X)$ of automorphisms of any minimal flow $X$. Our approach was motivated by an observation of J. Auslander's (personal communication) that the $\tau$ - topology on $G$ could be obtained from the graphs of the left multiplication maps in $M$. In the present context this observation amounts to the statement (see 10.7) that the $\tau$-topology on $G$ is characterized by the fact that $\alpha \in G$, is an element of the $\tau$-closure of $A \subset G$, if and only if, $g r(\alpha) \subset \overline{g r(A)}$.

In section 10 we explicitly construct a base for a topology on $\operatorname{Aut}(X)$ for a minimal flow $(X, T)$. In general this topology is $\mathrm{T}_{1}$ (points are closed), multiplication is unilaterally continuous, and inversion is continuous. When $(X, T)$ is a regular flow, $\operatorname{Aut}(X)$ is also compact. In particular taking $X=M$, we obtain a compact $\mathrm{T}_{1}$ topology on $G$ (the $\tau$-topology).

The construction of the so-called derived group is the subject of section 11. When $F \subset G$ is a closed subgroup of $G$, the derived group $F^{\prime} \subset F$ is a closed normal subgroup of $F$ which measures the degree to which $F$ fails to be Hausdorff. Indeed, for any closed subgroup $H \subset F$, the quotient space $F / H$ is Hausdorff if and only if $F^{\prime} \subset H$ (see 11.10). The derived group $G^{\prime} \subset G$ plays a particularly important role in analyzing equicontinuous flows and their relationship to distal flows; this is discussed in section 15.

It follows immediately from the characterization of the $\tau$-topology mentioned above that if $R$ is an icer on $M$, then the group $G(R)$ is a $\tau$-closed subgroup of $G$. We exploit the interplay between quasi-factors and the $\tau$-topology in section 12 to show that a subgroup $A$ of $G$ is the group of some icer on $M$ if and only if $A$ is $\tau$-closed. In particular we show in $\mathbf{1 2 . 2}$ that if $A$ is $\tau$-closed, then $R=\overline{g r(A)}$ is an icer with $G(R)=A$, and $M / R$ is a quasi-factor of $M$.

The icer $\overline{\operatorname{gr}(A)}$ is clearly the smallest icer with group $A$, and as such is a proximal extension of any icer with group $A$. We show in $\mathbf{1 2 . 5}$ that $(\overline{\operatorname{gr}(A)}, T)$ is topologically transitive if and only if $A=A^{\prime}$. This result is used in sections 14 and 20.

## The $\tau$-topology on $\operatorname{Aut}(X)$

For a minimal flow ( $X, T$ ), we explicitly construct a base for a topology on $\operatorname{Aut}(X)$. In general this topology is $\mathrm{T}_{1}$ (points are closed), multiplication is unilaterally continuous, and inversion is continuous. When $(X, T)$ is a regular flow, $\operatorname{Aut}(X)$ which we denote by $G_{X}$, is also compact (see 10.6).

Definition and Notation 10.1 In this section the following will be in force.
(i) $(X, T)$ will denote a minimal flow,
(ii) $\operatorname{Aut}(X)$ will denote the group of automorphisms of $X$, and
(iii) for nonempty open sets $U, V \subset X$, we will write:

$$
<U, V>=\{\alpha \in \operatorname{Aut}(X) \mid \alpha(U) \cap V \neq \emptyset\}
$$

We will show that the collection of unions of sets of the form $<U, V>$ forms a topology on $\operatorname{Aut}(X)$. This will follow once we show that for every pair $<U_{1}, V_{1}>,<U_{2}, V_{2}>$ and $\alpha \in<U_{1}, V_{1}>\cap<U_{2}, V_{2}>$, there exist $U$ and $V$ with

$$
\alpha \in<U, V>\subset<U_{1}, V_{1}>\cap<U_{2}, V_{2}>
$$

in other words we need to prove the following lemma.
Lemma 10.2 The collection $\mathcal{B}_{\tau}(X)=\{\langle U, V\rangle \mid U, V \subset X$ are nonempty open sets\} forms a basis for a topology on $\operatorname{Aut}(X)$.

PROOF: 1. Assume that $\alpha \in<U_{1}, V_{1}>\cap<U_{2}, V_{2}>$.
2. There exist $p_{1}, p_{2} \in X$ with $\left(p_{1}, \alpha\left(p_{1}\right)\right) \in U_{1} \times V_{1}$ and $\left(p_{2}, \alpha\left(p_{2}\right)\right) \in$ $U_{2} \times V_{2}$.
3. $p_{2} \in \alpha^{-1}\left(V_{2}\right) \cap U_{2} \neq \emptyset$.
4. There exists $t \in T$ such that $p_{1} t \in \alpha^{-1}\left(V_{2}\right) \cap U_{2}$.
(by $2,3, \alpha$ is continuous, $X$ is minimal)
5. $p_{1} \in U_{1} \cap U_{2} t^{-1}$ and $\alpha\left(p_{1}\right) \in V_{1} \cap V_{2} t^{-1}$.
6. Set $U=U_{1} \cap U_{2} t^{-1}$ and $V=V_{1} \cap V_{2} t^{-1}$.
7. $\alpha \underset{5,6}{\in}<U, V>\underset{6}{\subset}<U_{1}, V_{1}>\cap<U_{2} t^{-1}, V_{2} t^{-1}>=<U_{1}, V_{1}>$ $\cap<U_{2}, V_{2}>$.

Definition and Notation 10.3 The topology on $\operatorname{Aut}(X)$ generated by the basis $\mathcal{B}_{\tau}(X)$ will be denoted $\tau_{X}$ and referred to as the $\tau$-topology on $\operatorname{Aut}(X)$. Thus we have the topological space $\left(\operatorname{Aut}(X), \tau_{X}\right)$. When $X$ is regular, following 8.7, we write $G_{X}=\operatorname{Aut}(X)$, obtaining the topological space $\left(G_{X}, \tau_{X}\right)$. In particular for $X=M$, the universal minimal set, we simply write $(G, \tau)$.

Note that for any $\lambda \in \operatorname{Aut}(X)$ and $\emptyset \neq U \subset X$, the set $\lambda(U)$ is open in $X$ and hence $<U, \lambda(U)>$ is an open neighborhood of $\lambda$ in $\operatorname{Aut}(X)$. In fact the collection of all such sets forms a neighborhood base for $\lambda$.

## Corollary 10.4 Let:

(i) $\lambda \in \operatorname{Aut}(X)$,
(ii) $p \in X$, and
(iii) $\mathcal{N}_{p}=\{V \subset X \mid V$ is open and $p \in V\}$.

Then $\left\{<U, \lambda(U)>\mid U \in \mathcal{N}_{p}\right\}$ is a neighborhood base for $\lambda$ in the $\tau$-topology on $\operatorname{Aut}(X)$.

PROOF: This follows immediately from 10.2.
The next lemma will be used to show that inversion, left multiplication, and right multiplication are continuous in $\operatorname{Aut}(X)$.

Lemma 10.5 Let:
(i) $\lambda, \gamma \in \operatorname{Aut}(X)$, and
(ii) $\emptyset \neq V \subset X$ be open.

Then
(a) $<V, \lambda(V)>^{-1}=<\lambda(V), V>$,
(b) $\gamma<V, \lambda(V)>=<V, \gamma \lambda(V)>$, and
(c) $<V, \lambda(V)>\gamma=<\gamma^{-1} V, \lambda(V)>$.

PROOF: $\quad$ (a) $\alpha \in<V, \lambda(V)>^{-1} \Longleftrightarrow \alpha^{-1}(V) \cap \lambda(V) \neq \emptyset$
$\Longleftrightarrow V \cap \alpha \lambda(V) \neq \emptyset$
$\Longleftrightarrow \alpha \in<\lambda(V), V>$.
(b) $\alpha \in \gamma<V, \lambda(V)>\Longleftrightarrow \gamma^{-1} \alpha(V) \cap \lambda(V) \neq \emptyset$

$$
\begin{aligned}
& \Longleftrightarrow \alpha(V) \cap \gamma \lambda(V) \neq \emptyset \\
& \Longleftrightarrow \alpha \in<V, \gamma \lambda(V)>
\end{aligned}
$$

(c) $\alpha \in<V, \lambda(V)>\gamma \Longleftrightarrow \alpha \gamma^{-1}(V) \cap \lambda(V) \neq \emptyset \Longleftrightarrow \alpha \in<\gamma^{-1}(V)$, $\lambda(V)>$.

Proposition 10.6 (a) $\left(\operatorname{Aut}(X), \tau_{X}\right)$ is $\mathrm{T}_{1}$ (points are closed),
(b) multiplication in $\left(\operatorname{Aut}(X), \tau_{X}\right)$ is unilaterally continuous,
(c) inversion is continuous in $\left(\operatorname{Aut}(X), \tau_{X}\right)$, and
(d) if $X$ is regular, then $\left(\operatorname{Aut}(X), \tau_{X}\right)=\left(G_{X}, \tau_{X}\right)$ is compact.

PROOF: (a) 1 . Let $\alpha \neq \lambda \in \operatorname{Aut}(X)$.
2. There exists $p \in X$ such that $\alpha(p) \neq \lambda(p)$.
3. There exist disjoint open sets $W_{1}, W_{2} \subset X$ such that $\alpha(p) \in W_{1}$ and $\lambda(p) \in$ $W_{2}$. (by $2, X$ is $\mathrm{T}_{2}$ )
4. There exists an open set $V \subset X$ such that $p \in V, \alpha(V) \subset W_{1}$ and $\lambda(V) \subset$ $W_{2}$. (by $3, \alpha$ and $\lambda$ are continuous)
5. $\alpha(V) \cap \lambda(V)=\emptyset$. (by 3, 4)
6. $\alpha \notin<V, \lambda(V)>$.
7. $\alpha \notin \overline{\{\lambda\}}$.
8. $\overline{\{\lambda\}}=\{\lambda\}$. (by 1,7)
(b) This follows immediately from $10.5(\mathrm{~b})$ and $\mathbf{1 0 . 5 ( c ) .}$
(c) This follows immediately from $10.5(a)$.
(d) 1. Assume that $X$ is regular and let $\left\{\mathcal{U}_{i} \mid i \in I\right\}$ be an open cover of $\operatorname{Aut}(X)=G_{X}$.
2. For every $\lambda \in G_{X}$ there exists a nonempty open set $V_{\lambda} \subset X$ and $i_{\lambda} \in I$ with $<V_{\lambda}, \lambda\left(V_{\lambda}\right)>\subset \mathcal{U}_{i_{\lambda}}$.
(by $1,10.4$ )
3. Let $U=\bigcup_{\lambda \in G_{X}}\left(V_{\lambda} \times \lambda\left(V_{\lambda}\right)\right) T$.
4. $U \subset X \times X$ is open and invariant.
5. $g r(\lambda) \subset U$ for all $\lambda \in G_{X}$.
(by $3, \operatorname{gr}(\lambda)$ is mimimal)
6. $(X \times X) \backslash U$ is a closed invariant set containing no minimal sets.
(by 1, 4, 5, and 8.9)
7. $U=X \times X$.
(by 6, and 3.4)
8. There exist $\lambda_{1}, \ldots, \lambda_{n} \in G_{X}$ with $X \times X=\bigcup_{i=1}^{n}\left(V_{\lambda_{i}} \times \lambda_{i}\left(V_{\lambda_{i}}\right)\right) T$.
(by $3,7, X$ is compact)
9. For any $\alpha \in G_{X}$ we have: $\operatorname{gr}(\alpha) \cap\left(V_{\lambda_{i}} \times \lambda_{i}\left(V_{\lambda_{i}}\right) T \neq \emptyset \quad\right.$ for some $1 \leq i \leq n$,
$\Longrightarrow \quad \alpha\left(V_{\lambda_{i}}\right) \cap \lambda_{i}\left(V_{\lambda_{i}}\right) \neq \emptyset \quad$ for some $1 \leq i \leq n$,
$\Longrightarrow \quad \alpha \in<V_{\lambda_{i}}, \lambda_{i}\left(V_{\lambda_{i}}\right)>\quad$ for some $1 \leq i \leq n$.
10. $G_{X} \subset \bigcup_{i=1}^{n}<V_{\lambda_{i}}, \lambda_{i}\left(V_{\lambda_{i}}\right)>\subset \bigcup_{i=1}^{n} \mathcal{U}_{\lambda_{i}}$.
11. $\left\{\mathcal{U}_{\lambda_{i}} \mid 1 \leq i \leq n\right\}$ is a finite subcover of $\left\{\mathcal{U}_{i} \mid i \in I\right\}$.

Let $A \subset \operatorname{Aut}(X)$ where $(X, T)$ is a minimal flow. Then $\operatorname{gr}(A)=\bigcup\{g r(\alpha) \mid$ $\alpha \in A\}$ need not be a closed subset of $X \times X$, indeed $\overline{\operatorname{gr(A)}}$ may contain $\operatorname{gr}(\beta)$ for some $\beta \notin A$. When $A$ is $\tau$-closed, however $\operatorname{gr}(\beta) \subset \overline{\operatorname{gr}(A)}$ implies $\beta \in A$, in fact we will prove that

$$
\begin{equation*}
\bar{A}=\{\alpha \mid \operatorname{gr}(\alpha) \subset \overline{g r(A)}\} . \tag{*}
\end{equation*}
$$

It should be noted that as an alternate approach to the $\tau$-topology one can show that the equation above defines a closure operator on subsets of $\operatorname{Aut}(X)$, and hence generates a topology on $\operatorname{Aut}(X)$ (which coincides with the topology we have defined above). Hence the $\tau$-topology is completely characterized by equation ( $*$ ).

Proposition 10.7 Let $\emptyset \neq A \subset \operatorname{Aut}(X)$, and $\alpha \in \operatorname{Aut}(X)$. Then

$$
\alpha \in \bar{A} \Longleftrightarrow g r(\alpha) \subset \overline{g r(A)}
$$

(Here of course $\bar{A}$ denotes the $\tau_{X}$-closure of $A$ in $\operatorname{Aut}(X)$.)

## PROOF:

$\Longrightarrow$

1. Assume that $\alpha \in \bar{A}$.
2. Let $p \in X$ and $U \times W$ be any open neighborhood of $(p, \alpha(p))$.
3. There exists an open neighborhood $V$ of $p$ with $V \times \alpha(V) \subset U \times W$.
(by $2, \alpha$ is continuous)
4. There exists $\beta \in A \cap<V, \alpha(V)>$.
(by 1,3 , and 10.4)
5. $\emptyset \neq(V \times \alpha(V)) \cap \operatorname{gr}(\beta) \subset(U \times W) \cap \operatorname{gr}(A)$. (by 3, 4)
6. $(p, \alpha(p)) \in \overline{g r(A)}$. (by 2,5)
7. Assume that $\operatorname{gr}(\alpha) \subset \overline{\operatorname{gr}(A)}$.
8. Let $p \in X$ and $V$ be any open neighborhood of $p$.
9. $\operatorname{gr}(A) \cap(V \times \alpha(V)) \neq \emptyset$. (by 1, 2)
10. There exists $\beta \in A$ with $\beta(V) \cap \alpha(V) \neq \emptyset$.
11. There exists $\beta \in A \cap<V, \alpha(V)>$.
12. $\alpha \in \bar{A}$.
(by 2, 5, 10.4)
It follows immediately from 10.7 that the group $G(R)$ of any icer $R$ on $M$ is a $\tau$-closed subgroup of $G$; for emphasis the explicit details are given in the corollary below. We will see in section 12 that every closed subgroup of $G$ is of the form $G(R)$ for some icer on $M$.

## Corollary 10.8 Let:

(i) $R$ be an icer on $M$, and
(i) $G(R)=\{\alpha \in G=\operatorname{Aut}(M) \mid g r(\alpha) \subset R\}$.

Then $G(R)$ is $\tau$-closed.

PROOF: 1. Let $\alpha \in \overline{G(R)}$.
2. $g r(\alpha) \subset \overline{g r(G(R))} \subset R$.
(by 1, (i), and 10.7)
3. $\alpha \in G(R)$.
4. $G(R)$ is closed.

Using 10.7 we give a description of the $\tau$-closure of any subset $A \subset A u t(X)$ by characterizing the elements of $\overline{g r(A)}$.

Proposition 10.9 Let:
(i) $(X, T)$ be a minimal flow,
(ii) $\emptyset \neq A \subset \operatorname{Aut}(X)$, and
(iii) $\alpha \in \operatorname{Aut}(X)$.

Then:
(a) $\overline{\operatorname{gr}(A)}=\{(p, q) \mid q \in \bigcap\{\overline{A(U)} \mid U$ an open neighborhood of $p$ in $X\}\}$, and
(b) $\alpha \in \bar{A}$ if and only if there exists a proximal pair $(x, y) \in X \times X$ with

$$
\alpha(y) \in \bigcap\{\overline{A(U)} \mid U \text { an open neighborhood of } x \text { in } X\} .
$$

(Here of course $\bar{A}$ denotes the $\tau$-closure of $A$ in $\operatorname{Aut}(X)$, and $\overline{A(U)}$ denotes the closure of $A(U)=\{\beta(z) \mid \beta \in A, z \in U\}$ in $X$.)

PROOF: (a) 1. Let $(p, q) \in \overline{\operatorname{gr}(A)}$.
2. There exists $\alpha \in A$ such that

$$
\begin{equation*}
\emptyset \neq g r(\alpha) \cap(U \times V) \tag{by1}
\end{equation*}
$$

for all $U, V \subset X$ open neighborhoods of $p$ and $q$ respectively.
3. There exists $z \in U$ with $\alpha(z) \in V$ for all $U \in \mathcal{N}_{p}$ and $V \in \mathcal{N}_{q}$.
4. $A(U) \cap V \neq \emptyset$ for all $U \in \mathcal{N}_{p}$ and $V \in \mathcal{N}_{q}$.
5. $q \in \bigcap\left\{\overline{A(U)} \mid U \in \mathcal{N}_{p}\right\}$.
6. $\overline{\operatorname{gr}(A)} \subset\{(p, q) \mid q \in \bigcap\{\overline{A(U)} \mid U$ an open neighborhood of $p\}\}$. (by 1, 5)
7. $\overline{\operatorname{gr}(A)} \supset\{(p, q) \mid q \in \bigcap\{\overline{A(U)} \mid U$ an open neighborhood of $p\}\}$.
(read 1-5 in reverse)
(b) 1. Let $\alpha \in \bar{A}$, and $x \in X$.
2. $(x, \alpha(x)) \in \overline{g r(A)}$.
(by 1, 10.7)
3. $\alpha(x) \in \bigcap\left\{\overline{A(U)} \mid U \in \mathcal{N}_{x}\right\}$.
(by 2, part (a))
4. Assume that $(x, y)$ is a proximal pair such that $\alpha(y) \in \bigcap\left\{\overline{A(U)} \mid U \in \mathcal{N}_{x}\right\}$.
5. There exists $z \in X$ and $p \in \beta T$ such that $(x, y) p=(z, z)$.
(by 4)
6. $(x, \alpha(y)) \in \overline{g r(A)}$.
(by 4, part (a))
7. $g r(\alpha) \subset \overline{(z, \alpha(z)) T} \subset_{5} \overline{(x, \alpha(y)) T} \subset_{6} \overline{g r(A)}$.
8. $\alpha \in \bar{A}$.

As we will see in section 12, the collection of $\tau$-closed subgroups of the group $G$ of automorphisms of the universal minimal set $M$ is exactly the collection $\{G(R) \mid R$ is an icer on $M\}$ of groups of minimal flows. Thus any result concerning the closed subsets of $G$ is of potential interest in studying minimal flows. The description of the closure of a subset $A \subset \operatorname{Aut}(X)$ given in $\mathbf{1 0 . 9}$ allows us, in the case where $X$ is regular, to prove that the product of two $\tau$-closed subsets of $G_{X}$ is $\tau$-closed. This result will be used in sections 11,12 , 18,19 , and 20.

Theorem 10.10 Let:
(i) $X$ be regular, and
(ii) $A, B$ be non-empty closed subsets of $G_{X}$.

Then $A B$ is also closed.
PROOF: 1. Let $\gamma \in \overline{A B}, u \in J_{X}$ be an idempotent in $X$, and $U \in \mathcal{N}_{u}$.
2. $A B \cap<U, \gamma(U)>\neq \emptyset$.
3. $A B(U) \cap \gamma(U) \neq \emptyset$. (by 2)
4. $B(U) \cap A^{-1} \gamma(U) \neq \emptyset$.
5. $\left\{\overline{B(U) \cap A^{-1} \gamma(U)} \mid U \in \mathcal{N}_{u}\right\}$ is a filter base of closed subsets of $X$.
(by 1,4)
6. There exists $x \in \bigcap_{N \in \mathcal{N}_{u}} \overline{B(U) \cap A^{-1} \gamma(U)}$. (by 5, $X$ is compact)
7. There exist $\beta \in G_{X}$ and $v \in J_{X}$ such that $x=\beta(v) . \quad$ (by 6 , (i), and 8.8)
8. $\beta(v) \in \bigcap_{\mathcal{N}_{u}} \overline{B(U)} \cap \bigcap_{\mathcal{N}_{u}} \overline{A^{-1} \gamma(U)} . \quad$ (by 6, 7)
9. $(u, v)$ is a proximal pair.
(by 1,8 )
10. $\beta \in \bar{B} \cap \overline{A^{-1} \gamma}$.
(by 8, 9, 10.9)
11. $\beta \in B \cap A^{-1} \gamma$. (by 10, (ii), 10.6)
12. $\gamma \in A \beta \subset A B$.
(by 11)
Corollary $\mathbf{1 0 . 1 1}$ Let:
(i) $X$ be regular, and
(ii) $A, B$ be non-empty subsets of $G_{X}$.

Then $\overline{A B}=\bar{A} \bar{B}$.
PROOF: This follows from 10.10 and $\mathbf{1 0 . 6}$. We leave the details as an exercise for the reader.

Another result concerning the closed subsets of $G$ which will be of use to us is the following.

## Lemma 10.12 Let:

(i) $X$ be regular,
(ii) $A$ be a closed subset of $G_{X}$, and
(iii) $\mathcal{B}$ be a filter base of closed non-empty subsets of $G_{X}$, (i. e. $B_{1}, \ldots, B_{n} \in$ $\mathcal{B}$ implies there exists $B \in \mathcal{B}$ with $\left.B \subset B_{1} \cap \cdots \cap B_{n}\right)$.
Then:
(a) $A(\bigcap \mathcal{B})=\bigcap_{B \in \mathcal{B}} A B$, and
(b) $(\bigcap \mathcal{B}) A=\bigcap_{B \in \mathcal{B}} B A$.

PROOF: (a) Proof that $A\left(\bigcap_{B \in \mathcal{B}} B\right) \subset \bigcap_{B \in \mathcal{B}} A B$ :

1. $A(\cap \mathcal{B}) \subset A B$ for all $B \in \mathcal{B}$.
2. $A(\bigcap \mathcal{B}) \subset \bigcap_{B \in \mathcal{B}} A B$.

$$
\text { Proof that } \bigcap_{B \in \mathcal{B}} A B \subset A\left(\bigcap_{B \in \mathcal{B}} B\right) \text { : }
$$

1. Let $\alpha \in \bigcap_{B \in \mathcal{B}} A B$.
2. $\left\{A^{-1} \alpha \cap B \mid B \in \mathcal{B}\right\}$ is a filter base of non-empty closed subsets of $G_{X}$.
(by 1, (iii), 10.6)
3. There exists $\beta \in \bigcap_{B \in \mathcal{B}} B$ with $\beta \in A^{-1} \alpha$. (by 2 , and compactness from 10.6) 4. $\alpha \in A\left(\bigcap_{B \in \mathcal{B}} B\right)$.
(b) The proof is completely analogous to the proof of part (a).

The fact that for $A \subset \operatorname{Aut}(X)$, we have $\bar{A}=\{\alpha \mid \operatorname{gr}(\alpha) \subset \overline{g r(A)}\}$ can be thought of as giving conditions under which an $\alpha \in \operatorname{Aut}(X)$ can be obtained as a limit of elements of $A$. Another approach to this is via nets. Namely, given $\alpha \in \operatorname{Aut}(X)$, under what conditions does a net $\left(\alpha_{i}\right)$ converge to $\alpha$ ? We now gve a few results in this direction which can be thought of as refinements of 10.7 .

## Proposition 10.13 Let:

(i) $\left(p_{i}\right),\left(\alpha_{i}\right)$ be nets in $X$ and $\operatorname{Aut}(X)$ respectively,
(ii) $p_{i} \rightarrow p$, and
(iii) $\alpha_{i}\left(p_{i}\right) \rightarrow \alpha(p v)$ for some $v \in J \equiv\left\{u \in M \mid u^{2}=u\right\}$.

Then $\alpha_{i} \rightarrow \alpha$.

PROOF: 1. Let $\emptyset \neq W \subset X$ be open.
2. There exists $q \in M$ with $p q \in W$.
( $X$ is minimal so $X=p M$ )
3. $\alpha(p v) q=\alpha(p q) \in \alpha(W)$.
(by 2, 3.12)
4. There exists $t \in T$ with $p t \in W$ and $\alpha(p v) t \in \alpha(W)$.
(by $2,3, L_{p}, L_{\alpha(p v)}$ are continuous)
5. $p_{i} t \rightarrow p t$ and $\alpha_{i}\left(p_{i} t\right) \rightarrow \alpha(p v) t . \quad$ (by 4 , (ii), (iii), $R_{t}$ is continuous)
6. There exists $i_{0}$ such that if $i>i_{0}$, then $p_{i} t \in W$ and $\alpha_{i}\left(p_{i} t\right) \in \alpha(W)$.
(by 1, 4, 5)
7. There exists $i_{0}$ such that if $i>i_{0}$, then $\alpha_{i} \in\langle W, \alpha(W)>$.
(by 6)
8. $\alpha_{i} \rightarrow \alpha$.
(by 1, 7, 10.4)
Corollary 10.14 Let:
(i) $X$ be regular,
(ii) $\left(p_{i}\right),\left(\alpha_{i}\right)$ be nets in $X$ and $G_{X}$ respectively,
(iii) $p_{i} \rightarrow \beta(u)$, where $\beta \in G_{X}$ and $u \in J_{X}$, and
(iv) $\alpha_{i}\left(p_{i}\right) \rightarrow \gamma(v)$, where $\gamma \in G_{X}$ and $v \in J_{X}$.

Then $\alpha_{i} \rightarrow \gamma \beta^{-1}$.
PROOF: 1. $\alpha_{i}\left(p_{i}\right) \rightarrow \gamma\left(\beta^{-1}(\beta(v))\right)=\gamma \beta^{-1}(\beta(u) v)$. (by (iv))
2. $\alpha_{i} \rightarrow \gamma \beta^{-1}$.
(by 1, (iii), 10.13)
Proposition 10.15 Let:
(i) $\alpha_{i} \rightarrow \alpha$ in $\operatorname{Aut}(X)$, and
(ii) $p \in X$.

Then there exists a subnet $\left\{\alpha_{i_{V}}\right\} \subset\left\{\alpha_{i}\right\}$, and a net $\left\{p_{i_{V}}\right\} \subset X$, such that

$$
p_{i_{V}} \rightarrow p \quad \text { and } \quad \alpha_{i_{V}}\left(p_{i_{V}}\right) \rightarrow \alpha(p)
$$

PROOF: We leave the proof as an exercise for the reader.
When $X=M / R$ is a minimal regular flow we have defined a topology $\tau_{X}$ on the group $G_{X}$ of automorphisms of $X$; in particular this gives us the $\tau$-topology on the group $G$ of automorphisms of $M$. On the other hand we saw in 8.11 and 7.10, that the map $\chi_{R}: G \rightarrow G_{X}$ has kernel $G(R)$, and hence induces an isomorphism of $G / G(R)$ onto $G_{X}$. In the next proposition we prove that this isomorphism is a homeomorphism when $G / G(R)$ is provided the quotient topology. For simplicity we denote the maps $\pi_{R}$ and $\chi_{R}$ by $\pi$ and $\chi$ respectively.

## Proposition 10.16 Let:

(i) $(X, T)=(M / R, T)$ be a regular minimal flow, and
(ii) $U$ and $V$ be nonempty open subsets of $X$.

Then:
(a) $<\pi^{-1}(U), \pi^{-1}(V)>=\chi^{-1}(<U, V>)$,
(b) the canonical map $\chi \equiv \chi_{R}:(G, \tau) \rightarrow\left(G_{X}, \tau_{X}\right)$ is continuous,
(c) the map $\chi:(G, \tau) \rightarrow\left(G_{X}, \tau_{X}\right)$ is closed, and
(d) $\chi$ induces a homeomorphism $(G / G(R), \tau) \rightarrow\left(G_{X}, \tau_{X}\right)$.

PROOF: (a) $1 . \pi^{-1}(U)$ and $\pi^{-1}(V)$ are nonempty open subsets of $M$. (by (i), $\pi \equiv \pi_{R}: M \rightarrow M / R \equiv X$ is continuous)
2. Let $\alpha \in<\pi^{-1}(U), \pi^{-1}(V)>$.
3. There exists $p \in M$ with $\pi(p) \in U$ and $\pi(\alpha(p)) \in V$.
4. $\chi(\alpha)(\pi(p))=\pi(\alpha(p))$. (by 8.11)
5. $\chi(\alpha) \in\langle U, V\rangle$.
6. $<\pi^{-1}(U), \pi^{-1}(V)>\subset \chi^{-1}(<U, V>)$. (by 2,5)
7. Now let $\beta \in \chi^{-1}(<U, V>)$.
8. There exists $x \in U$ with $\chi(\beta)(x) \in V$.
9. There exists $p \in M$ with $\pi(p)=x$.
10. $p \in \pi^{-1}(U)$ and $\pi(\beta(p))=\chi(\beta)(\pi(p))=\chi(\beta)(x) \in V$.
11. $\beta \in<\pi^{-1}(U), \pi^{-1}(V)>$.
12. $\chi^{-1}(<U, V>) \subset<\pi^{-1}(U), \pi^{-1}(V)>$.
(b) This follows immediately from part (a) and 10.3.
(c) 1 . Let $\emptyset \neq K$ be a closed subset of $G$ and let $\eta \in \overline{\chi(K)}$.
2. $\pi(g r(K))=g r(\chi(K))$.
3. $\pi(\overline{g r(K)})=\overline{g r(\chi(K))}$.
4. $g r(\eta) \subset \pi(\overline{g r(K)})$.
(by 1, 3, 10.7)
5. There exists a minimal subset $Y \subset \overline{g r(K)}$ with $\pi(Y)=g r(\eta)$.
6. There exists $\alpha \in G$ with $\operatorname{gr}(\alpha)=Y$.
(by (i), 5, 7.5)
7. $\alpha \in K$.
(by 1, 5, 6, 10.7)
8. $\chi(\alpha)=\eta$.
(by 5, 6)
9. $\eta \in \chi(K)$.
(by 7,8)
10. $\chi(K)$ is closed.
(by 1,9)
(d) This follows immediately from parts (b), (c), and 7.10.

## NOTES ON SECTION 10

According to part (d) of $\mathbf{1 0 . 6}$, when $X$ is regular, $\left(\operatorname{Aut}(X), \tau_{X}\right)$ is compact. The key to the proof is 8.9 (when $X$ is regular all the minimal subsets of $X \times$ $X$ are graphs of automorphisms of $X$ ). In general it is possible to define a $\tau$-topology on the set of minimal subsets of $X \times X$ making this collection into a compact space. Identifying each automorphism $\alpha$ of $X$ with the minimal
subset $\operatorname{gr}(\alpha) \subset X \times X$, the resulting subspace topology on $\operatorname{Aut}(X)$ is the topology $\tau_{X}$ we have defined above. In the regular case $G_{X}=\operatorname{Aut}(X)$ is the whole space and the two topologies coincide.

In these notes we will outline the construction of a $\tau$-topology on the collection of minimal subsets of any flow (the case $X \times X$ is the one alluded to above), leaving the proofs as exercises for the reader.

Notation 10.N. 1 In these notes the following will be in force.
(i) $X$ will denote a not necessarily minimal flow.
(ii) $\mathcal{Q} \equiv \mathcal{Q}(X)$ will denote the collection of minimal subsets of $X$.
(iii) $\mathcal{U}$ will denote the collection of open invariant subsets of $X$, here $\emptyset \in \mathcal{U}$.
(iv) When $U \in \mathcal{U}$, we will write $H(U)=\{Y \in \mathcal{Q} \mid Y \subset U\}$.
(v) $\tau=\{H(U) \mid U \in \mathcal{U}\}$.

The following lemma is used to show that $\tau$ is a topology on $\mathcal{Q}$.
Lemma 10.N. 2 Let $Y \in \mathcal{Q}$ and $U \in \mathcal{U}$. Then $Y \cap U=\emptyset$ or $Y \subset U$.
Proposition 10.N. 3 (a) Let $\left(U_{i} \mid i \in I\right)$ be a family of elements of $\mathcal{U}$ and $U=\bigcup U_{i}$. Then $U \in \mathcal{U}$ and $H(U)=\bigcup H\left(U_{i}\right)$.
(b) Let $U_{1}, \ldots, U_{k} \in \mathcal{U}$. Then $\bigcap U_{i} \in \mathcal{U}$, and $H\left(\bigcap U_{i}\right)=\bigcap H\left(U_{i}\right)$.
(c) $\tau$ is a topology on $\mathcal{Q}$.

The analog of 10.7 in this context identifies the $\tau$-closure of a subset of $\mathcal{Q}$ as the closure in $X$ of the union of its elements.

Proposition 10.N. 4 Let $\Gamma \subset \mathcal{Q}, Y \in \mathcal{Q}$. Then $Y \in c l s_{\tau} \Gamma \Longleftrightarrow Y \subset \bar{\bigcup}$.
Proposition 10.N. $5(\mathcal{Q}, \tau)$ is compact $T_{1}$.
The construction of a topology on $\mathcal{Q}(X)$ for a flow $(X, T)$ is natural in the sense that a homomorphism of flows gives rise to a continuous map of the corresponding topological spaces.

Proposition 10.N.6 Let $\phi: W_{1} \rightarrow W_{2}$ be a homomorphism of flows. Then

$$
\begin{aligned}
\Phi: \mathcal{Q}\left(W_{1}\right) & \rightarrow \mathcal{Q}\left(W_{2}\right) \\
Y & \rightarrow \phi(Y)
\end{aligned}
$$

is continuous.
Let $W$ be a minimal set, $Z$ a flow, and $f: W \rightarrow Z$ a homomorphism. Then the graph of $f, g r(f)$ is a minimal subset of $W \times Z$, and the map

$$
f \rightarrow g r(f): \operatorname{Hom}(W, Z) \rightarrow \mathcal{Q}(W \times Z)
$$

is injective. Thus the $\tau$-topology on $\mathcal{Q}(W \times Z)$ induces a topology on $\operatorname{Hom}(W, Z)$ which will also be called the $\tau$-topology. Once again this construction is natural in the sense that for fixed homomorphisms the left and right composition operations are continuous. In particular this approach yields the full strength of $\mathbf{1 0 . 6}$ in this context.

Corollary 10.N. 7 Let $X, Y$ be minimal and $g \in \operatorname{Hom}(Y, Z)$. Then the map

$$
\begin{aligned}
\operatorname{Hom}(X, Y) & \rightarrow H o m(X, Z) \\
f & \rightarrow g \circ f
\end{aligned}
$$

is continuous.
Lemma 10.N. 8 Let $X, Y$ be minimal and $h \in \operatorname{Hom}(X, Y)$. Then the map

$$
\begin{aligned}
\operatorname{Hom}(Y, Z) & \rightarrow H o m(X, Z) \\
f & \rightarrow f \circ h
\end{aligned}
$$

is continuous.
Proposition 10.N. 9 Let $X$ be minimal. Then:
(a) The map $(f, g) \rightarrow f \circ g: \operatorname{Hom}(X, X) \times \operatorname{Hom}(X, X) \rightarrow \operatorname{Hom}(X, X)$ is unilaterally continuous.
(b) The map $f \rightarrow f^{-1}: \operatorname{Aut}(X) \rightarrow \operatorname{Aut}(X)$ is continuous. (Here $\operatorname{Aut}(X)$ is the set of invertible elements of $\operatorname{Hom}(X, X)$.)

## EXERCISES FOR CHAPTER 10

Exercise 10.1 (See 10.15) Let:
(i) $\alpha_{i} \rightarrow \alpha$ in $\operatorname{Aut}(X)$, and
(ii) $p \in X$.

Then there exists a subnet $\left\{\alpha_{i_{V}}\right\} \subset\left\{\alpha_{i}\right\}$, and a net $\left\{p_{i_{V}}\right\} \subset X$, such that

$$
p_{i_{V}} \rightarrow p \quad \text { and } \quad \alpha_{i_{V}}\left(p_{i_{V}}\right) \rightarrow \alpha(p) .
$$

Exercise 10.2 Let:
(i) $X$ be regular, and
(ii) $A, B$ be non-empty subsets of $G_{X}$.

Then $\overline{A B}=\bar{A} \bar{B}$.

## 11

## The derived group

If $F \subset \operatorname{Aut}(X)$ is a closed subgroup of the group of automorphisms of a minimal flow $(X, T)$, then the derived group $F^{\prime} \subset F$ is a closed normal subgroup of $F$ which measures the degree to which the $\tau$-topology on $F$ fails to be Hausdorff. The most interesting case is when $(X, T)$ is regular so that $\operatorname{Aut}(X)=G_{X}$ is compact; the case $X=M$ with $\operatorname{Aut}(X)=G$ being of particular interest. The key result in this case is that for a closed normal subgroup $H \subset F$, the quotient $F / H$ is a compact Hausdorff topological group if and only if $F^{\prime} \subset H$ (see 11.11) This result along with a few more technical results such as $11.14,11.15$, will play an important role in the study of equicontinuous flows and almost periodic extensions of minimal flows in sections 15 and 19 respectively.

Definition 11.1 Let $X$ be a minimal flow and $F$ be a closed subgroup of Aut $(X)$. Then the derived group $F^{\prime}$ of $F$ is the intersection of the closed neighborhoods of the identity in $F$. More precisely

$$
F^{\prime}=\bigcap_{V \in \mathcal{N}_{p}}<V, V>\cap F,
$$

where $p \in X$ is any element of $X$ and as in 10.4 we are using the following notation:

$$
\mathcal{N}_{p}=\{U \mid p \in U \subset X, \text { and } U \text { is open }\} .
$$

This definition is independent of the choice of $p$ since for any $p$ the collection

$$
\left\{<V, V>\cap F \mid V \in \mathcal{N}_{p}\right\}
$$

is a neighborhood base at $1_{F} \in F$ (see 10.4). The fact that $\overline{\langle V, V\rangle \cap F} \subset$ $F$ follows from the assumption that $F$ is closed.

It will be convenient to reformulate the definition of $F^{\prime}$ using the fact that the collection

$$
\left\{<V, \alpha(V)>\cap F \mid V \in \mathcal{N}_{p}\right\}
$$

is a neighborhood base at $\alpha \in F$.
Proposition 11.2 Let:
(i) $(X, T)$ be a minimal flow,
(ii) $F$ is a closed subgroup of $\operatorname{Aut}(X)$,
(iii) $\alpha, \beta \in F$, and
(iv) $p \in X$.

Then
(a) $\alpha \in F^{\prime} \Longleftrightarrow<W, \alpha(W)>\cap<V, V>\neq \emptyset$ for all $V, W \in \mathcal{N}_{p}$, and
(b) $\beta^{-1} \alpha \in F^{\prime} \Longleftrightarrow<W, \alpha(W)>\cap<V, \beta(V)>\neq \emptyset$ for all $V, W \in \mathcal{N}_{p}$.

PROOF: (a) This follows immediately from 11.1 and 10.4.
(b) 1. $\beta^{-1}(<W, \alpha(W)>\cap<V, \beta(V)>)$

$$
=\beta^{-1}(<W, \alpha(W)>) \cap \beta^{-1}(<V, \beta(V)>)
$$

$$
\begin{equation*}
=<W, \beta^{-1} \alpha(W)>\cap<V, V>. \tag{by10.5}
\end{equation*}
$$

2. $\beta^{-1} \alpha \in F^{\prime} \Longleftrightarrow<W, \alpha(W)>\cap<V, \beta(V)>\neq \emptyset$ for all $V, W \in \mathcal{N}_{p}$. (by 1, part (a))

In 11.1 $F^{\prime}$ is referred to as the derived group of $F$. This terminology will be justified when we show that $F^{\prime}$ is indeed a group. This requires two preliminary lemmas.

## Lemma 11.3 Let:

(i) $(X, T)$ be a minimal flow,
(ii) $F$ be a closed subgroup of $\operatorname{Aut}(X)$, and
(iii) $U$ be a non-vacuous open subset of $F$.

Then $\bar{U} F^{\prime}=\bar{U}=F^{\prime} \bar{U}$.
PROOF: 1. Let $\alpha \in F^{\prime}$ and $\beta \in U$.
2. $\beta^{-1} U$ is open in $F$, and $1_{F} \in \beta^{-1} U$. (by 1 , and $\mathbf{1 0 . 6}$ )
3. $\alpha \in \overline{\beta^{-1} U}=\beta^{-1} \bar{U}$.
(by $1,2,10.6$ )
4. $\beta \alpha \in \bar{U}$.
5. $\bar{U} \alpha=\overline{U \alpha} \subset \bar{U}$.
(by $1,4,10.6$ )
6. $\bar{U} F^{\prime} \subset \bar{U}$.
7. $\bar{U} F^{\prime}=\bar{U}$.
(by $6,1_{F} \in F^{\prime}$ )
8. $F^{\prime} \bar{U}=\bar{U}$.
(by an analogous argument)

## Lemma 11.4 Let:

(i) $(X, T)$ be a minimal flow,
(ii) $F, H$ be closed subgroups of $\operatorname{Aut}(X)$,
(iii) $\varphi: F \rightarrow H$ be continuous, and
(iv) $\varphi\left(1_{F}\right)=1_{H}$.

Then $\varphi\left(F^{\prime}\right) \subset H^{\prime}$.
PROOF: 1. Let $V$ be a neighborhood of $1_{H}$.
2. There exists a neighborhood $U$ of $1_{F}$ with $\varphi(U) \subset V$. (by 1, (ii), (iii))
3. $\varphi(\bar{U}) \subset \bar{V}$.
(by 2, (iii))
4. $\varphi\left(F^{\prime}\right) \subset \varphi(\bar{U}) \subset \bar{V}$. (by 2, 3)
5. $\varphi\left(F^{\prime}\right) \subset \bigcap \bar{V}=H^{\prime}$.

## Proposition 11.5 Let:

(i) $(X, T)$ be a minimal flow, and
(ii) $F$ be a closed subgroup of $\operatorname{Aut}(X)$.

Then $F^{\prime}$ is a subgroup of $F$.
PROOF: 1. Let $U$ be an open neighborhood of $1_{F}$ in $F$.
2. $F^{\prime} \alpha \subset \bar{U} \alpha \subset \bar{U} F^{\prime}=\bar{U}$ for all $\alpha \in F^{\prime}$.
3. $F^{\prime} \alpha \subset F^{\prime}$ for all $\alpha \in F^{\prime}$.
4. $F^{\prime}$ is a closed semigroup.
5. The map $F \quad \rightarrow \quad F$ is continuous. (by 10.6)

$$
\alpha \quad \rightarrow \quad \alpha^{-1}
$$

6. $\left(F^{\prime}\right)^{-1}=F^{\prime}$.
(by 5, 11.4)
7. $F^{\prime}$ is a subgroup of $F$.

Corollary 11.6 Let:
(i) $(X, T)$ be a minimal flow,
(ii) $F$ be a closed subgroup of $\operatorname{Aut}(X)$, and
(iii) $\alpha \in \operatorname{Aut}(X)$.

Then $\alpha\left(F^{\prime}\right) \alpha^{-1}=\left(\alpha F \alpha^{-1}\right)^{\prime}$.
PROOF: Apply 11.4 to the map $\varphi: F \rightarrow \alpha F \alpha^{-1}$ and to its inverse.

$$
\beta \rightarrow \alpha \beta \alpha^{-1}
$$

## Corollary 11.7 Let:

(i) $(X, T)$ be a minimal flow,
(ii) $F \subset B$ be closed subgroups of $\operatorname{Aut}(X)$, and
(iii) $F$ be normal in $B$.

Then $F^{\prime}$ is a normal subgroup of $B$.
PROOF: For any $\alpha \in B, \alpha\left(F^{\prime}\right) \alpha^{-1}=\left(\alpha F \alpha^{-1}\right)^{\prime}=F^{\prime}$.
According to 11.6, when $F$ is a closed subgroup of $\operatorname{Aut}(X), F^{\prime}$ is a normal subgroup of $F$ so that $F / F^{\prime}$ is group. If the flow $(X, T)$ is regular, then $G_{X}=\operatorname{Aut}(X)$ and hence $F$ is compact. Thus $F / F^{\prime}$ is a compact Hausdorff group in which multiplication is unilaterally continuous by $\mathbf{1 0 . 6}$. We will see in the appendix to section 15 that any compact Hausdorff group in which multiplication is unilaterally continuous is a topological group. In this section we use the next few results to prove directly that $F / F^{\prime}$ is a topological group. These results can be proved in a slightly more general context (see [Ellis, R., (1969)]), but we wish to prove them using the techniques developed herein. Moreover, these proofs are much simpler than the ones given in the reference above.

Proposition 11.8 Let:
(i) $(X, T)$ be a regular minimal flow,
(ii) $F$ be a closed subgroup of $G_{X}$,
(iii) $\emptyset \neq V \subset F$ be open, and
(iv) $F^{\prime} \subset V$.

Then there exists an open set $W$ with $1_{F} \in W$ and $F^{\prime} W W^{-1} \subset V$.
PROOF: 1. Let $\mathcal{N}$ be the collection of open neighborhoods of $1_{F}$ in $F$.
2. $\bigcap_{U \in \mathcal{N}}(F \backslash V) \cap \bar{U}=(F \backslash V) \cap \bigcap_{N \in \mathcal{N}} \bar{U}=(F \backslash V) \cap F^{\prime}=\emptyset$. (by (iii), (iv))
3. There exists $U_{0} \in \mathcal{N}$ with $(F \backslash V) \cap \overline{U_{0}}=\emptyset . \quad$ (by $2, G_{X}$ is compact $T_{1}$ )
4. Set $U=U_{0} \cap U_{0}^{-1}$.
5. $\bar{U} \subset \overline{U_{0}} \subset V$.
(by 3, 4)
6. $\bigcap_{N \in \mathcal{N}} \bar{N} \bar{U} \underset{\mathbf{1 0 . 1 2}}{\overline{=}}\left(\bigcap_{N \in \mathcal{N}} \bar{N}\right) \bar{U}=F^{\prime} \bar{U} \underset{\mathbf{1 1 . 3}}{\bar{U}} \bar{U} \underset{5}{\subset} V$.
7. $\bigcap_{N \in \mathcal{N}}(F \backslash V) \cap \bar{N} \bar{U}=\emptyset$.
8. There exists $N_{0} \in \mathcal{N}$ with $(F \backslash V) \cap \overline{N_{0}} \bar{U}=\emptyset . \quad$ (by 7, and compactness)
9. Set $N=N_{0} \cap N_{0}^{-1}$ and $W=N \cap U$.
10. $F^{\prime} W W^{-1} \subset_{9} F^{\prime} \bar{N} \bar{U} \underset{\mathbf{1 1 . 3}}{=} \bar{N} \bar{U} \underset{8,9}{\subset} V$.

## Proposition 11.9 Let:

(i) $(X, T)$ be a regular minimal flow, and
(ii) $F$ be a closed subgroup of $G_{X}$.

Then $F / F^{\prime}$ is a compact topological group.
PROOF: 1. $F / F^{\prime}$ is a compact group in which multiplication is unilaterally continuous.
(by (i), 10.6, 11.7)
2. Let $\pi: F \rightarrow F / F^{\prime}$ be the canonical map.
3. Let $V \subset F / F^{\prime}$ be an open neighborhood of the identity.
4. $F^{\prime} \subset \pi^{-1}(V)$ is open in $F$.
5. There exists an open neighborhood $W$ of $1_{F}$ with $F^{\prime} W W^{-1} \subset \pi^{-1}(V)$.
(by 4, 11.8)
6. $\pi(W)$ is an open neighborhood of the identity in $F / F^{\prime}$. (by $5, \pi$ is open)
7. $\pi(W) \pi(W)^{-1}=\pi\left(W W^{-1}\right) \subset_{5} \pi\left(\pi^{-1}(V)\right)=V$.
8. $F / F^{\prime}$ is a topological group.
(by 1, 3, 7)
Theorem 11.10 Let:
(i) $X$ be regular,
(ii) $F$ be a closed subgroup of $G_{X}$, and
(iii) $H$ be a closed subgroup of $F$.

Then $F / H$ is Hausdorff if and only if $F^{\prime} \subset H$.

## PROOF:

$\Longrightarrow$

1. Let $\pi: F \rightarrow F / H$ be the canonical map, and $\alpha \notin H$.
2. There exists an open set $V$ with $\pi\left(1_{F}\right) \in V$, and $\pi(\alpha) \notin \bar{V}$.
( $F / H$ is Hausdorff)
3. $1_{F} \in \pi^{-1}(V) \subset \overline{\pi^{-1}(V)} \subset \pi^{-1}(\bar{V})$.
4. $\alpha \notin \overline{\pi^{-1}(V)}$.
5. $\alpha \notin F^{\prime}$.
6. Let $F^{\prime} \subset H$, and $\alpha \notin H$.
7. $F^{\prime} \subset H \subset F \backslash \alpha H$.
(by 1)
8. There exists an open neighborhood $W$ of $1_{F}$ with $W=W^{-1}$ and $F^{\prime} W W^{-1} \subset F \backslash \alpha H . \quad$ (by 2, (iii), 10.6, 11.8)
9. $W^{2} \subset F^{\prime} W^{2} \subset F \backslash \alpha H$.
10. $W^{2} \cap \alpha H=\emptyset$.
11. $W \cap W \alpha H=\emptyset$.
12. $W H \cap W \alpha H=\emptyset$.
(by 6, (iii))
13. $F / H$ is Hausdorff.
(by 1, 7)
Corollary $\mathbf{1 1 . 1 1}$ Let:
(i) $X$ be regular,
(ii) $F$ be a closed subgroup of $G_{X}$, and
(iii) $H$ be a closed normal subgroup of $F$.

Then $F / H$ is a compact (Hausdorff) topological group if and only if $F^{\prime} \subset H$.

## PROOF:

1. Assume that $F / H$ is a topological group.
2. $F / H$ is $\mathrm{T}_{1}$.
(by 10.6)
3. $F / H$ is Hausdorff.
(by 1, 2, and Ex. 3.5)
4. $F^{\prime} \subset H$.
(by 3, 11.10)
5. Assume that $F^{\prime} \subset H$.
6. Let $\pi: F / F^{\prime} \rightarrow F / H$ be the canonical projection.
7. $\pi^{-1}(\pi(V))=\bigcup\left\{V \alpha \mid \alpha \in H / F^{\prime}\right\}$ for any subset $V \subset F / F^{\prime}$. (by 2, (iii))
8. $\pi$ is an open map.
9. Let $W \subset F / H$ be an open neighborhood of the identity.
10. $\pi^{-1}(W) \subset F / F^{\prime}$ is an open neighborhood of the identity.
(by 2,5 )
11. There exists an open neighborhood $V$ of the identity in $F / F^{\prime}$ with $V V^{-1} \subset$ $\pi^{-1}(W)$.
(by 6, 11.9)
12. $\pi(V)$ is an open neighborhood of the identity in $F / H$ with $\pi(V)(\pi(V))^{-1}=\pi\left(V V^{-1}\right) \subset \pi\left(\pi^{-1}(W)\right)=W$.
13. $F / H$ is a topological group. (by 5, 8)

The next two technical lemmas are used to prove 11.14, 11.15, and 11.16, which are needed in future sections.

## Lemma 11.12 Let:

(i) $X$ be regular,
(ii) $F$ be a closed subgroup of $G_{X}$,
(iii) $A, B$ be closed subgroups of $F$,
(iv) $W$ be a $B$-open set with $1_{F} \in W$, and
(v) $K=B \backslash A W$.

Then:
(a) $K$ is a closed subset of $F$,
(b) $1_{F} \notin A K$, and
(c) there exists an $F$-open set $N$ with $1_{F} \in N$ and $B \cap A N \subset B \cap A W$.

PROOF: (a) 1 . Let $b \in B \cap A W$.
2. $b=a w$ for some $a \in A$ and $w \in W$.
(by 1 and (v))
3. $a \in B$.
(by (iii), (iv), and 2)
4. $b \in(A \cap B) W$.
(by 2,3 )
5. $B \cap A W \subset B \cap(A \cap B) W \subset B \cap A W$.
(by 1,4 )
6. $B \backslash A W=B \backslash(A \cap B) W$.
(by 5)
7. $(A \cap B) W$ is open in $B$.
(by (iii), (iv))
8. $K=B \backslash A W=B \backslash(A \cap B) W$ is closed in $B$.
(by 7)
9. $K$ is closed.
(b) $1 . A=A\left\{1_{F}\right\} \subset A W$.
(by 8, (iii))
2. $A \cap K=\emptyset$.
(by (iii), (iv))
3. $A \cap A K=\emptyset$.
(by 1)
4. $1_{F} \notin A K$.
(by 2, (iii))
(c) 1. $A K$ is closed in $F$.
(by 3, (iii))
2. $N=F \backslash A K$ is an $F$-open set with $1_{F} \in N$.
(by (iii), (a), 10.10)
3. Let $b \in B \cap A N$.
4. $b=a n$ with $a \in A$ and $n \in N$.
5. $a^{-1} b=n \notin A K$.
(by 2, 4)
6. $b \notin K$.
(by 5)
7. $b \in A W$.
(by 3, 6, (v))
8. $B \cap A N \subset B \cap A W$.
(by 3,7$)$

## Lemma 11.13 Let:

(i) $X$ be regular,
(ii) $F$ be a closed subgroup of $G_{X}$,
(iii) $A, B$ be closed subgroups of $F$,
(iv) $\mathcal{N}(F)=\left\{N \mid N\right.$ is an open neighborhood of $1_{F}$ in $\left.F\right\}$,
(v) $L_{0}=\bigcap\{\overline{B \cap A U} \mid U \in \mathcal{N}(F)\}$, and
(vi) $L=\bigcap\{\overline{A B \cap U} \mid U \in \mathcal{N}(F)\}$.

Then:
(a) $L_{0} \subset A B^{\prime}$,
(b) $B^{\prime} \subset L \subset A B^{\prime}$, and
(c) $A L=A B^{\prime}$.

PROOF: (a) 1. Let $\mathcal{N}(B)=\left\{N \mid N\right.$ is an open neighborhood of $1_{B}$ in $\left.B\right\}$.
2. $L_{0} \underset{(\mathrm{v})}{=} \bigcap\{\overline{B \cap A U} \mid U \in \mathcal{N}(F)\} \underset{1, \mathbf{1 1 , 1 2}}{\subset} \bigcap\{\overline{B \cap A W} \mid W \in \mathcal{N}(B)\}$

$$
\subset \bigcap\{\overline{A W} \mid W \in \mathcal{N}(B)\} \underset{\mathbf{1 0 , 1 2}}{=} A \bigcap\{\bar{W} \mid W \in \mathcal{N}(B)\}=A B^{\prime}
$$

(b) 1. It is clear that $B^{\prime} \subset L$ since $B \cap U \subset A B \cap U$ for all $U \in \mathcal{N}(F)$.
2. $A B \cap U \subset A(B \cap A U)$ for all $U \in \mathcal{N}(F)$.
$\overline{(\alpha \beta \in A B \cap U \Rightarrow \beta \in A U \cap B \Rightarrow \alpha \beta \in A(B \cap A U))}$
3. $\overline{A B \cap U} \subset \overline{A(B \cap A U)}=\bar{A}(\overline{B \cap A U})=A(\overline{B \cap A U})$ for all $U \in \mathcal{N}(F)$.
(by 2, (iii), 10.11)
4. $L \underset{(\mathrm{vi})}{=} \bigcap_{U \in \mathcal{N}} \overline{A B \cap U} \subset \bigcap_{3 \in \mathcal{N}} A(\overline{B \cap A U})$
$\underset{10.12}{=} A\left(\bigcap_{U \in \mathcal{N}} \overline{B \cap A U}\right) \underset{\text { (v) }}{ } A L_{0} \underset{\text { (a) }}{\subset} A\left(A B^{\prime}\right) \underset{\text { (iii) }}{=} A B^{\prime}$.
(c) $1 . A B^{\prime} \subset A L \subset A\left(A B^{\prime}\right)=A B^{\prime}$. (by part (b), (iii))

## Corollary 11.14 Let:

(i) $X$ be regular,
(ii) $F$ be a closed subgroup of $G_{X}$,
(iii) $A, B$ be closed subgroups of $F$, and
(iv) $A B=B A$.

Then:
(a) $B^{\prime} \subset(A B)^{\prime} \subset A B^{\prime}$, and
(b) $A(A B)^{\prime}=A B^{\prime}$.

PROOF: This follows immediately from 11.13. (In this case $L=(A B)^{\prime}$.)
Let $p \in X$ with $(X, T)$ a regular minimal flow. For any closed subgroup $F \subset G_{X}$ and open neighborhood $V$ of $p$ in $X$ we consider the set $A_{p}(V)=$ $\{\alpha \in F \mid \alpha(p) \in V\}$. We would like to characterize $F^{\prime}$ using the collection $\left\{A_{p}(V) \mid V \in \mathcal{N}_{p}\right\}$. Clearly

$$
A_{p}(V) \subset\{\alpha \in F \mid \alpha(V) \cap V \neq \emptyset\}=F \cap<V,(V)>
$$

so $F^{\prime} \subset \bigcap\left\{\overline{A_{p}(V)} \mid V \in \mathcal{N}_{p}\right\}$. On the other hand in general, $\overline{A_{p}(V)}$ may have empty interior. When $p$ is an almost periodic point of the flow $(F, X)$ where $F$ acts on $X$ on the left, $\operatorname{int}\left(\overline{A_{p}(V)}\right) \neq \emptyset$, and the following proposition gives a complete description of $F^{\prime}$.

## Proposition 11.15 Let:

(i) $(X, T)$ be a regular minimal flow,
(ii) $F$ be a closed subgroup of $G_{X}$,
(iii) $p$ be an almost periodic point of the flow $(F, X)(F$ acts on $X$ on the left $)$, and
(iv) $A_{p}(V)=\{\alpha \in F \mid \alpha(p) \in V\}$ for any $\emptyset \neq V \subset X$.

Then $F^{\prime}=\bigcap\left\{\overline{\operatorname{int}\left(\overline{A_{p}(V)}\right)} \mid V \in \mathcal{N}_{p}\right\}$.
We write $\operatorname{cic}\left(A_{p}(V)\right)$ for $\overline{\operatorname{int}\left(\overline{A_{p}(V)}\right)}$ and $D_{p}$ for $\bigcap\left\{\operatorname{cic}\left(A_{p}(V)\right) \mid V \in\right.$ $\left.\mathcal{N}_{p}\right\}$. Note that all topological references are to the space $(F, \tau)$.

PROOF: 1. Let $V \in \mathcal{N}_{p}$.
2. There exists a finite subset $K$ of $F$ such that $F \subset K\left(A_{p}(V)\right)$.
(by (iii), and 4.2)
3. $F=K A_{p}(V)$.
(by 2, (ii))
4. $\operatorname{int}\left(\overline{A_{p}(V)}\right) \neq \emptyset$.
(by $3, K$ is finite)
5. $D_{p} \neq \emptyset$.
(by $4,(F, \tau)$ is compact by (ii), 10.6)
6. $F^{\prime} \operatorname{cic}\left(A_{p}(V)\right) \subset \operatorname{cic}\left(A_{p}(V)\right)$ for all $V \in \mathcal{N}_{p}$.
(by 11.3)
7. $F^{\prime} D_{p} \subset D_{p}$.
(by $6,10.12$ )
8. Let $Z$ be a neighborhood of $1_{F}$.
9. There exists $V \in \mathcal{N}_{p}$ such that $1_{F} \in\langle V, V\rangle \subset Z$. (by 8, 10.4)
10. $\operatorname{cic}\left(A_{p}(V)\right) \subset \operatorname{cic}(<V, V>) \subset \overline{<V, V>} \subset \bar{Z}$. (by 9, (iii))
11. $D_{p} \subset \bigcap \bar{Z}=F^{\prime}$.
(by 8 and 10)
12. $F^{\prime}=F^{\prime} D_{p} \subset D_{p} . \quad$ ( $F^{\prime}$ is a group)
13. $F^{\prime}=D_{p}$.
(by 11, 12)
Proposition 11.16 Let:
(i) $(X, T)$ be a regular minimal flow,
(ii) $F$ be a closed subgroup of $G_{X}$,
(iii) $p$ be an almost periodic point of the flow $(F, X)$, and
(iv) $\alpha \in F^{\prime}$.

Then there exists a net $\left(\alpha_{i}\right)$ in $F$ with $\alpha_{i}(p) \rightarrow \alpha(p)$ and $\alpha_{i} \rightarrow 1_{F}$.
PROOF: 1. Let $A_{p}(V)=\{\beta \in F \mid \beta(p) \in V\}$.
2. $\alpha^{-1} \in F^{\prime} \subset \operatorname{cic}\left(A_{p}(V)\right)$ for all $V \in \mathcal{N}_{p}$.
(by 11.15)
3. Let $\mathcal{T}$ denote the set of neighborhoods of $\alpha^{-1}$.
4. $Z \cap A_{p}(V) \neq \emptyset$ for all $Z \in \mathcal{T}$, and $V \in \mathcal{N}_{p}$. (by 1 and 2)
5. Let $\beta(Z, V) \in Z \cap A_{p}(V)$ for all $Z \in \mathcal{T}$, and $V \in \mathcal{N}_{p}$.
6. For $Z_{1}, Z_{2} \in \mathcal{T}, V_{1}, V_{2} \in \mathcal{N}_{p}$ set $\left(Z_{1}, V_{1}\right) \geq\left(Z_{2}, V_{2}\right)$ if $Z_{1} \subset Z_{2}$ and $V_{1} \subset V_{2}$.
7. Then $\left(\beta(Z, V) \mid Z \in \mathcal{T}, V \in \mathcal{N}_{p}\right) \rightarrow \alpha^{-1}$ and $(\beta(Z, V)(p) \mid Z \in$ $\left.\mathcal{T}, V \in \mathcal{N}_{p}\right) \rightarrow p$.
8. Finally $\left(\alpha \beta(Z, V) \mid Z \in \mathcal{T}, V \in N_{p}\right)$ is the required net.

We end this section with an iteration of the derived group construction which will be used in later sections.

Definition 11.17 Let $(X, T)$ be a regular minimal flow and $A$ a closed subgroup of $G_{X}=\operatorname{Aut}(X)$. Then we associate with $A$, a closed subgroup $A^{\infty} \subset$ $A$, by transfinite induction, as follows:

$$
\text { set } A^{0}=A, A^{\alpha+1}=\left(A^{\alpha}\right)^{\prime} \text { and } A^{\beta}=\bigcap_{\alpha<\beta} A^{\alpha} \text { if } \beta \text { is a limit ordinal. }
$$

Now if the cardinal number of the set of ordinals less than or equal to $v$ is greater than the cardinal number of the set $A$, there must exist an ordinal $\alpha<v$ with $A^{\alpha}=A^{\beta}$ for all $\beta$ with $\alpha \leq \beta \leq \nu$. We define $A^{\infty}=A^{\alpha}$ where $\alpha$ is the least such ordinal. Note that it follows from 11.7 that $A^{\infty}$ is a normal subgroup of $A$.

## Corollary 11.18 Let:

(i) $(X, T)$ be a regular minimal flow,
(ii) $B \subset A$ be closed subgroups of $G_{X}$, and
(iii) $A^{\prime} B=A$.

Then $A^{\infty} B=A$.
PROOF: This follows from 11.14 and 10.12. We leave the details as an exercise for the reader.

## EXERCISES FOR CHAPTER 11

## Exercise 11.1 Let:

(i) $X$ be minimal flow,
(ii) $F$ be a closed subgroup of $\operatorname{Aut}(X)$, and
(iii) $\alpha, \beta \in F^{\prime}$.

Then every open neighborhood of $\alpha$ in $F$ intersects every open neighborhood of $\beta$ in $F$.

Exercise 11.2 Let:
(i) $X$ be a regular minimal flow,
(ii) $F$ be a closed subgroup of $G_{X}$, and
(iii) $\alpha \in F^{\prime}$.

Then there exists a net $\left(\alpha_{i}\right)$ in $F$ with $\alpha_{i} \rightarrow \alpha$ and $\alpha_{i} \rightarrow 1_{F}$.

## Exercise 11.3 Let:

(i) $X$ be a minimal flow,
(ii) $F$ be a closed subgroup of $G_{X}$, and
(iii) $A$ be a closed subgroup of $F$.

Then $A^{\prime} \subset A \cap F^{\prime}$.
Exercise 11.4 Let $R, S$ be regular icers with $R \subset S$. Then the natural map $\left(G_{R}, \tau\right) \rightarrow\left(G_{S}, \tau\right)$ is continuous, open, and closed.

## Exercise 11.5 Let:

(i) $R, S$ be regular icers with $R \subset S$,
(ii) $A \subset G_{R}$ be a closed subgroup, and
(iii) $\kappa: A \rightarrow G_{S}$ be the restriction of the natural map to $A$.

Then:
(a) $\kappa$ is continuous.
(b) $\kappa$ is closed.
(c) $\kappa$ induces a homeomorphism $A / \operatorname{ker}(\kappa) \rightarrow \chi_{S}^{R}(A)$.
(d) $\kappa$ is open.

Exercise 11.6 Let:
(i) $(X, T)$ be a regular minimal flow,
(ii) $A$ be a closed subgroup of $G$, and
(iii) $\chi_{X}: G \rightarrow G_{X}$ be the natural map.

Then $\chi_{X}\left(A^{\prime}\right)=\left(\chi_{X}(A)\right)^{\prime}$.
Exercise 11.7 Give the details of the proof of 11.18.

## 12

## Quasi-factors and the $\tau$-topology

The study of the transformation group $\left(2^{M}, T\right)$ provides another approach to the $\tau$-topology on $G$. We use this approach to prove that given any closed subgroup, $A \subset G$ there exists an icer $R$ on $M$ with $G(R)=A$. In fact we show that $R=\overline{\operatorname{gr}(A)}$ is such an icer. The key tool is the action of $\beta T$ on $2^{M}$ via the circle operator which was introduced in section 5 .

The notation and definitions of $\mathbf{5 . 1}$ will be in force throughout this section. In particular all the topological spaces that occur (other than $G$ and its subgroups) are assumed to be compact Hausdorff.

Let $A \subset G$ be a subgroup; we would like to associate with $A$ a quasi-factor of $M$, that is a minimal sub-flow of $\left(2^{M}, T\right)$. Let $u \in M$ be an idempotent, then the element $[\overline{A(u)}] u=[A(u) \circ u] \in 2^{M}$ is an almost periodic point of the flow $\left(2^{M}, T\right)$. Thus the orbit closure of $[A(u) \circ u]$ is a minimal flow, and hence a quasi-factor of $M$. We show in $\mathbf{1 2 . 2}$ that this orbit closure is isomorphic to the flow $M / \overline{g r(A)}$; the proof relies on the following lemma.

## Lemma 12.1 Let:

(i) $p, q \in M, u \in J$, and
(ii) $A \subset G$ be a subgroup of $G$.

Then:
(a) $A(u) \circ p \subset p \overline{g r(A)}$.
(b) $A(u) \circ p=A(u) \circ \alpha(p)$ for all $\alpha \in A$.
(c) $[\overline{A(u)}] p=[\overline{A(u)}] \alpha(p)$ for all $\alpha \in A$.

PROOF: (a) 1. Let $q \in A(u) \circ p$.
2. There exist $\alpha_{i} \in A$ and $t_{i} \in T$ with $t_{i} \rightarrow p$ and $\alpha_{i}(u) t_{i} \rightarrow q$.
3. $(p, q)=\lim \left(u t_{i}, \alpha_{i}\left(u t_{i}\right)\right) \in \overline{\operatorname{gr}(A)}$.
4. $q \in p \frac{2}{\operatorname{gr}(A)}$.
(b) 1. Let $z \in A(u) \circ p$.
2. There exist $\alpha_{i} \in A$ and $t_{i} \rightarrow p$ with $\alpha_{i}(u) t_{i} \rightarrow z$.
3. $\alpha\left(u t_{i}\right) \rightarrow \alpha(p)$.
4. $\alpha_{i} \alpha^{-1}(u) \alpha\left(u t_{i}\right)=\alpha_{i}\left(\alpha^{-1} \alpha(u)\right) t_{i} \rightarrow z$.
5. Let $U, Z \subset \beta T$ be open neighborhoods of $\alpha(p)$ and $z$ respectively.
6. There exists $i$ such that $\alpha\left(u t_{i}\right) \in U$ and $\left(\alpha_{i} \alpha^{-1}\right)(u)\left(\alpha\left(u t_{i}\right)\right) \in Z$.
(by 3, 4, 6)
7. There exists $t(U, Z) \in T$ with $t(U, Z) \in U$ and $\left(\alpha_{i} \alpha^{-1}\right)(u)$
$t(U, Z) \in Z .\left(L_{\alpha_{i} \alpha^{-1}(u)}\right.$ is continuous)
8. There exist nets $t_{U, Z} \in T$ and $\alpha_{U, Z} \in A$ with $t_{U, Z} \rightarrow \alpha(p)$ and $\alpha_{U, Z}(u)$ $t_{U, Z} \rightarrow z$.
9. $z \in A(u) \circ \alpha(p)$.
(by 8)
10. $A(u) \circ p \subset A(u) \circ \alpha(p)$.
(by 1, 9)
11. $A(u) \circ \alpha(p) \subset A(u) \circ \alpha^{-1}(\alpha(p))=A(u) \circ p . \quad$ (by 10 applied to $\alpha^{-1}$ )
(c) This follows immediately from 5.10 and part (b).

## Theorem 12.2 Let:

(i) $A$ be a subgroup of $G$,
(ii) $u \in M$ be an idempotent,
(iii) $\pi: M \rightarrow 2^{M}$ be defined by $\pi(p)=[A(u) \circ p]$ for all $p \in M$,
(iv) $R=\{(p, q) \mid \pi(p)=\pi(q)\}$.

Then:
(a) $\pi$ is a homomorphism,
(b) $R$ is an icer on $M$,
(c) $R=\overline{\operatorname{gr}(A)}$,
(d) $p R=A(u) \circ p=p \overline{g r(A)}$,
(e) $\pi$ is open, and
(f) $G(R)=\bar{A}$.

PROOF: (a) follows from the fact that $[A(u) \circ p]=[\overline{A(u)}] p$ and (b) follows immediately from (a).
(c)

$$
\text { Proof that } R \subset \overline{g r(A)}
$$

1. Let $(p, q) \in R$.
2. $q=u q \in A(u) q \subset A(u) \circ q=A(u) \circ p \subset p \overline{g r(A)}$.
(by 1, (iii), (iv), and 12.1)
Proof that $\overline{g r(A)} \subset R$ :
3. $A(u) \circ p=A(u) \circ \alpha(p)$ for all $\alpha \in A$ and $p \in M$.
4. $\operatorname{gr}(A) \subset R$.
5. $\overline{g r(A)} \subset R$.
(d) 1. Let $q \in p R$.
6. $q=u q \in A(u) q \subset A(u) \circ q=A(u) \circ p$. (by 1, (iii), (iv))
7. $p R \subset A(u) \circ p$.
8. $A(u) \circ p \subset p \overline{g r(A)}$.
9. $p R=A(u) \circ p=p \overline{g r(A)}$.
(e) 1 . Let $\varphi: \pi(M) \rightarrow 2^{M}$ be defined by $\varphi(y)=\left[\pi^{-1}(y)\right]$ for all $y \in$ $\pi(M)$.
10. Let $y=[A(u) \circ p]=\pi(p) \in \pi(M)$.
11. $\pi^{-1}(y)=y R=A(u) \circ p$.
(by 1, (iv) and part (d))
12. $\varphi(y)=[A(u) \circ p]=y$.
(by 2, 3)
13. $\varphi$ is the identity map and hence is continuous.
(by 2,4)
14. $\pi$ is open.
(by 1, 5, and 5.7)
(f) $1 . \alpha \in G(R) \Leftrightarrow g r(\alpha) \subset R \Leftrightarrow g r(\alpha) \subset \overline{g r(A)} \Leftrightarrow \alpha \in \bar{A}$.
(by (c), 10.7)
One immediate consequence of theorem 12.2 is a characterization of the $\tau$-closure of a subgroup of $G$ in terms of the circle operator on $M$.

Corollary 12.3 Let:
(i) $u \in J$, and
(ii) $A$ be a subgroup of $G$.

Then $\bar{A}=\{\alpha \in G \mid \alpha(u) \in A(u) \circ u\}$.
PROOF: $\alpha \in \bar{A} \underset{10.7}{\Longleftrightarrow} g r(\alpha) \subset \overline{g r(A)} \Longleftrightarrow \alpha(u) \in u \overline{g r(A)} \underset{\mathbf{1 2 . 2}}{=} A(u) \circ u$.
We now prove a theorem which gives conditions under which the $(\overline{\operatorname{gr}(A)}, T)$ is topologically transitive. This proof uses a brief technical lemma.

## Lemma 12.4 Let:

(i) $A \subset G$ be a closed subgroup,
(ii) $\alpha \in A^{\prime}$,
(iii) $U \subset M \times M$ be open and invariant, and
(iv) $\operatorname{gr}(\alpha) \cap U \neq \emptyset$.

Then $\operatorname{gr}\left(A^{\prime}\right) \subset \overline{U \cap \operatorname{gr}(A)}$.
PROOF: 1. There exists $V \subset M$ open with $V \times \alpha(V) \subset U$. (by (iii), (iv))
2. $A^{\prime} \subset \overline{<V, V>\cap A}$.
3. $g r\left(A^{\prime}\right) \underset{2,10.7}{\subset} \overline{g r(<V, V>\cap A)} \subset \overline{(V \times V) T \cap \operatorname{gr}(A)}$

$$
\begin{aligned}
& \subset\left(\overline{\text { 1iii) }} \overline{\left(1 \times \alpha^{-1}\right)(U) \cap \operatorname{gr}(A)}\right. \\
& =\overline{\left(1 \times \alpha^{-1}\right)(U \cap \operatorname{gr}(A))}=\left(1 \times \alpha^{-1}\right)(\overline{U \cap \operatorname{gr}(A)})
\end{aligned}
$$

4. $\operatorname{gr}\left(A^{\prime}\right)=\operatorname{gr}\left(\alpha A^{\prime}\right)=(1 \times \alpha)\left(\operatorname{gr}\left(A^{\prime}\right)\right) \subset_{3} \overline{U \cap \operatorname{gr}(A)}$.

Theorem 12.5 Let $A \subset G$ be a closed subgroup. Then $(\overline{\operatorname{gr(A)}}, T)$ is topologically transitive if and only if $A=A^{\prime}$.

## PROOF:

$\Longleftarrow$

1. Assume that $A=A^{\prime}$ and let $W \subset M \times M$ be open with $W \cap \overline{\operatorname{gr(A)}} \neq \emptyset$.
2. There exists $\alpha \in A^{\prime}$ with $\operatorname{gr}(\alpha) \cap W \neq \emptyset$.
3. $g r\left(A^{\prime}\right) \subset \overline{W T \cap \operatorname{gr}(A)}=\overline{(W \cap g r(A)) T} \subset \overline{(W \cap \overline{g r(A)}) T} . \quad$ (by 2, 12.4)
4. $\overline{\underline{g r(A)}}=\overline{g r\left(A^{\prime}\right)} \subset \overline{(W \cap \overline{g r(A)}) T} \subset \overline{g r(A)}$.
(by 1,3)
5. $\overline{(W \cap \overline{g r(A)}) T}=\overline{g r(A)}$.
(by 4)
6. $\overline{\operatorname{gr}(A)}$ is topologically transitive. (by 1,5)

$$
\Longrightarrow
$$

1. Assume that $\overline{g r(A)}$ is topologically transitive.
2. Let $\alpha \in A$ and $V, W \subset M$ be open sets.
3. $((V \times V) \cap \overline{g r(A)}) T \cap(W \times \alpha(W)) \cap \overline{g r(A)} \neq \emptyset$.
4. There exists $\beta \in A$ with $\operatorname{gr}(\beta) \cap(V \times V) \neq \emptyset \neq \operatorname{gr}(\beta) \cap(W \times \alpha(W))$.
5. $\beta \in A \cap<V, V>\cap<W, \alpha(W)>\neq \emptyset$.
6. $\alpha \in \overline{A \cap<V, V>}$.
(by 2, 5)
7. $\alpha \in A^{\prime}$.
(by 2, 6)
8. $A=A^{\prime}$.
(by 2, 7)

## EXERCISES FOR CHAPTER 12

## Exercise 12.1 Let:

(i) $X=M / R$ be regular,
(ii) $K$ be a subgroup of $G_{X}$, and
(iii) $u \in J_{X}$, and $w \in J$ with $\pi_{R}(w)=u$.

Then $\alpha \in \bar{K}$ if and only if $\alpha(u) \in K(u) \circ w$.

## Exercise 12.2 Let:

(i) $X=M / R$ be regular,
(ii) $\emptyset \neq A \subset G_{X}$, and
(iii) $B=\chi_{R}^{-1}(A) \subset G$.

Then:
(a) $\pi_{R}(B(u) \circ p)=A\left(\pi_{R}(u)\right) \circ p$ for all $u \in J$ and $p \in M$.
(b) if $\pi_{R}$ is open, then $\pi_{R}(p \overline{g r(B)})=\pi_{R}(p) \overline{g r(A)}$ for all $p \in M$.
(c) if $\pi_{R}$ is open and $A$ is a closed subgroup of $G_{X}$, then $\overline{g r(A)}$ is an icer on $X$ with $G_{X}(\overline{g r(A)})=A$.

## Exercise 12.3 Let:

(i) $A$ and $B$ be closed subgroups of $G$, and
(ii) $A B=B A$.

Then $\overline{g r(A)} \circ \overline{g r(B)}=\overline{g r(A B)}$.

## Exercise 12.4 Let:

(i) $A$ be a closed subgroup of $G$, and
(i) $R$ an icer on $M$.

Show that there exists an icer $R_{0} \subset R$ such that:
(a) $R_{0} \subset R$ is a proximal extension, and
(b) $R_{0} \circ \overline{g r(A)}$ is an icer on $M$.

Hint: Use the quasi-relative product.

## PART IV

## Subgroups of $G$ and the dynamics of minimal flows

Every minimal flow is determined by an icer $R$ on the universal minimal set $M$. According to 7.21, this icer must be of the form

$$
R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R)),
$$

where $G(R) \subset G$ is a $\tau$-closed subgroup of $G$. This motivates one of the important themes of this book: What does the group $G(R)$ tell us about the minimal flow $M / R$ ? We pursue this theme by introducing $\tau$-closed subgroups $P, D$, and $E$, of $G$ in sections 13,14 , and 15 respectively. These groups and their relationship to $G(R)$ and to the derived group $G^{\prime}$ play a key role in the study of the dynamics of the flow $(M / R, T)$.

We show that the proximal relation on $M / R$ is an equivalence relation if and only if $P \subset G(R)$ (see 13.8). In section 14, we show that $(M / R, T)$ is a distal flow if and only if $R=P_{0} \circ \operatorname{gr}(G(R))$ with $D \subset G(R)$. Similarly, in section 15, we see that $(M / R, T)$ is an equicontinuous flow if and only if $R=P_{0} \circ \operatorname{gr}(G(R))$ with $E \subset G(R)$. Showing that $E=D G^{\prime}$, then implies that a distal flow $M / R$ is equicontinuous if and only if $G^{\prime} \subset G(R)$ (see 15.22). Traditionally the group $E$ has been defined as the group of the maximal equicontinuous minimal flow $M / S_{e q}$ where $S_{e q}=P_{0} \circ \operatorname{gr}(E)$ is the equicontinuous structure relation on $M$. At the end of section 15 we give an intrinsic description of $E$.

The regionally proximal relation $Q(X)$ for a minimal flow $(X, T)$ is introduced in section 15 in order to study equicontinuity. The relation $Q(X)=\Delta_{X}$ if and only if the flow $(X, T)$ is equicontinuous (see 15.5). Moreover if $Q(X)$ is an equivalence relation, then $Q(X)=S_{e q}(X)$, the equicontinuous structure relation on $X$ (16.2). Section 16 makes a more detailed study of the regionally proximal relation; including a proof that if $E \subset G(R) G^{\prime}$, then $Q(M / R)$ is an equivalence relation.

## 13

## The proximal relation and the group $P$

In this section we wish to examine in more detail the proximal relation

$$
P(X)=\left\{(x, y) \in X \times X \mid \overline{(x, y) T} \cap \Delta_{X} \neq \emptyset\right\}
$$

for a flow $(X, T)$ (see 4.5). The relation $P(X)$ is invariant reflexive and symmetric, but is in general neither closed nor transitive. We begin with an investigation of conditions under which $P(X)$ is transitive, i.e. when $P(X)$ is an equivalence relation. Recall that $(x, y) \in P(X)$ if and only if there exists $p \in \beta T$ with $x p=y p$, which is equivalent to saying that $x p=y p$ for all $p$ in some minimal ideal in $\beta T$. But this ideal may depend upon the pair $(x, y)$. Our first proposition shows that $P(X)$ is an equivalence relation if and only if $P(X)=\{(x, y) \mid x p=y p$ for all $p \in M\}$.

Proposition 13.1 Let $(X, T)$ be a flow. Then the following are equivalent:
(a) $E(X)$ contains only one minimal ideal,
(b) $P(X)=\{(x, y) \in X \times X \mid x m=y m$ for all $m \in M\}$, and
(c) $P(X)$ is an equivalence relation on $X$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Assume that $I \subset E(X, T)$ is the unique minimal ideal in $E(X, T)$.
2. $\{(x, y) \in X \times X \mid x m=y m$ for all $m \in M\} \subset P(X)$.
3. Let $\Phi_{X}: \beta T \rightarrow E(X)$ be the canonical map.
4. $\Phi_{X}(M)$ is a minimal subset of $E(X)$.
5. $\Phi_{X}(M)=I$.
6. Let $(x, y) \in P(X)$.
7. $x m=x \Phi_{X}(m)=y \Phi_{X}(m)=y m . \quad$ (by $1,5,6$, and 4.4)

$$
(b) \Longrightarrow(c)
$$

1. Assume that $P(X)=\{(x, y) \in X \times X \mid x m=y m$ for all $m \in M\}$.
2. It suffices to show that $P(X)$ is transitive.
3. Let $(x, y),(y, z) \in P(X)$.
4. $x m=y m=z m$ for all $m \in M$.
(by 1, 2)
5. $(x, z) \in P(X)$.

$$
\begin{equation*}
(\mathrm{c}) \Longrightarrow(\mathrm{a}) \tag{by1,4}
\end{equation*}
$$

1. Assume that $P(X)$ is an equivalence relation.
2. Let $I_{1}$ and $I_{2}$ be minimal right ideals in $E(X)$.
3. There exists idempotents $u_{1} \in I_{1}$ and $u_{2} \in I_{2}$ with $u_{1} u_{2}=u_{1}$ and $u_{2} u_{1}=$ $u_{2}$.
(by 3.14)
4. Let $x \in X$.
5. $\left(x, x u_{1}\right),\left(x, x u_{2}\right) \in P(X)$.
(by $1,3,4,4.4$ )
6. $\left(x u_{1}, x u_{2}\right) \in P(X)$.
7. There exists a minimal right ideal $I_{3} \subset E(X)$ with $x u_{1} q=x u_{2} q$ for all $q \in I_{3}$.
(by 6, and 4.4)
8. There exists an idempotent $u_{3} \in I_{3}$ with $u_{3} u_{1}=u_{3}$ and $u_{1} u_{3}=u_{1}$.
(by 3, 7, 3.14)
9. $x u_{1} \overline{8}_{8} x u_{1} u_{3}=x u_{7} u_{3}=x\left(u_{2} u_{1}\right) u_{3}=x u_{2}\left(u_{1} u_{3}\right) \underset{8}{=} x u_{2} u_{1}=x u_{2}$.
10. $u_{1}=u_{2}$.
(by 4, 9)
11. $I_{1}=u_{2} I_{1}=u_{10} I_{1}=I_{2}$.

One consequence of 13.1 is a characterization of those minimal flows for which the proximal relation is an equivalence relation. We identify those icers $R$ on $M$ for which $P(M / R)$ is an equivalence relation using the notion of equivalent minimal idempotents. Recall from $\mathbf{3 . 1 3}$ that a minimal idempotent is an idempotent in some minimal ideal, and $u_{1} \sim u_{2}$ means $u_{1} u_{2}=u_{1}$ and $u_{2} u_{1}=u_{2}$.

Proposition 13.2 Let $X=M / R$ with $R$ an icer on $M$. Then $P(X)$ is an equivalence relation if and only if $\left(p u_{1}, p u_{2}\right) \in R$ for all $p \in M$ and pairs $u_{1}, u_{2}$ of equivalent minimal idempotents in $\beta T$.

## PROOF:



1. Assume that $P(X)$ is an equivalence relation.
2. Let $u_{1} \sim u_{2}$ be minimal idempotents and $p \in M$.
3. $\pi_{R}\left(p, p u_{1}\right), \pi_{R}\left(p, p u_{2}\right) \in \pi_{R}(P(M))=P(X)$. (by 1, 2, 4.6, and 4.7)
4. $\pi_{R}\left(p u_{1}, p u_{2}\right) \in P(X)$.
5. There exists a minimal ideal $I \subset \beta T$ with $\pi_{R}\left(p u_{1}, p u_{2}\right) q \in \Delta$ for all $q \in I$. (by 4, and 4.4)
6. There exists an idempotent $u \in I$ with $u \sim u_{1} \sim u_{2}$.
(by 3.14)
7. $\pi_{R}\left(p u_{1}\right) \underset{6}{=} \pi_{R}\left(p u_{1} u\right)=\pi_{R}\left(p u_{1}\right) u=\pi_{R}\left(p u_{2}\right) u=\pi_{R}\left(p u_{2} u\right) \underset{6}{=} \pi_{R}\left(p u_{2}\right)$.
8. $\left(p u_{1}, p u_{2}\right) \in R$.
9. Assume that $\left(p u_{1}, p u_{2}\right) \in R$ whenever $u_{1} \sim u_{2}$ are minimal idempotents in $\beta T$.
10. Let $I_{1}$ and $I_{2}$ be minimal ideals in $E(X)$.
11. There exist minimal idempotents $u_{1} \sim u_{2} \in \beta T$ with $\Phi_{X}\left(u_{1}\right) \in I_{1}$ and $\Phi_{X}\left(u_{2}\right) \in I_{2}$.
12. Let $x=\pi_{R}(p) \in X$.
13. $x \Phi_{X}\left(u_{1}\right)=\pi_{R}\left(p u_{1}\right)=\pi_{R}\left(p u_{2}\right) \underset{4}{=} x \Phi_{X}\left(u_{2}\right)$.
14. $\Phi_{X}\left(u_{1}\right)=\Phi_{X}\left(u_{2}\right)$.
15. $I_{1} \cap I_{2} \neq \emptyset$. (by 2, 3, 6)
16. $I_{1}=I_{2}$.
(by 2,7 )
17. $P(X)$ is an equivalence relation.
(by 2, 9, 13.1)
The next two corollaries can be deduced more directly but are easily seen to be immediate consequences of $\mathbf{1 3 . 2}$.

Corollary 13.3 Let:
(i) $R \subset S$ be icers on $M$, and
(ii) $P(M / R)$ be an equivalence relation.

Then $P(M / S)$ is an equivalence relation.
Corollary 13.4 Let:
(i) $\left\{R_{i} \mid i \in I\right\}$ be a family of icers on $M$, and
(ii) $R=\bigcap_{i \in I} R_{i}$.

Then $P(M / R)$ is an equivalence relation if and only if $P\left(M / R_{i}\right)$ is an equivalence relation for all $i \in I$.

Another important corollary involves the regularizer of an icer $S$ on $M$. Recall from 8.4 that $\operatorname{reg}(S)=\bigcap_{\alpha \in G} \alpha(S)$ and that $G(\operatorname{reg}(S))=\bigcap \alpha^{-1} G(S) \alpha$ is a normal subgroup of $G$.

Corollary 13.5 Let:
(i) $S$ be an icer on $M$, and
(ii) $R=\bigcap_{\alpha \in G} \alpha(S)$ be the regularizer of $S$.

Then $P(M / R)$ is an equivalence relation if and only if $P(M / S)$ is an equivalence relation.

PROOF: This follows immediately from 7.16 and 13.4 .

It is an interesting consequence of $\mathbf{1 3 . 2}$ that for a minimal flow $(X, T)$, if $P(X)$ is closed, then it is also an equivalence relation. This means that in this case $P(X)$ is an icer and the quotient flow $X / P(X)$ is distal. We will examine this situation further in section 13; here we give a proof that if $P(M / R)$ is closed, then it is an equivalence relation.

## Proposition 13.6 Let:

(i) $R$ be an icer on $M$, and
(ii) $S=\bigcap_{\alpha \in G} \alpha(R)$.

Then:
(a) $P(M / R)$ closed implies that $P(M / R)$ is an equivalence relation, and
(b) $P(M / R)$ is closed if and only if $P(M / S)$ is closed.

PROOF: (a) 1. Assume that $P(M / R)$ is closed.
2. Let $p \in M$ and $u_{1} \sim u_{2}$ be minimal idempotents in $\beta T$.
3. $\left(p, p u_{2}\right) \in P(M)$.
4. $\left(p t, p u_{2} t\right) \in P(M)$ for all $t \in T$.
5. $\pi_{R}\left(p u_{1}, p u_{2}\right)=\pi_{R}\left(p, p u_{2}\right) u_{1} \in \pi_{3,4}(\overline{P(M)})=\overline{\pi_{R}(P(M))}=\overline{4.7} \overline{P(M / R)}$ $=P(M / R)$.
6. There exists a minimal ideal $K \subset \beta T$ with $\pi_{R}\left(p u_{1}, p u_{2}\right) q \in \Delta$ for all $q \in K$.
7. There exists $u_{3} \in K$ with $u_{1} \sim u_{3} \sim u_{2}$. (by 2,6 , and 3.14)
8. $\pi_{R}\left(p u_{1}, p u_{2}\right)=\pi_{R}\left(p u_{1}, p u_{2}\right) u_{3} \in \Delta$. (by 6,7)
9. $\left(p u_{1}, p u_{2}\right) \in R$.
10. $P(M / R)$ is an equivalence relation.
(by 2, 9, and 13.2)
(b)

This follows immediately from 4.7.

$$
\Longrightarrow
$$

1. Assume that $P(M / R)$ is closed.
2. Let $(p, q) \in \overline{P(M)}$.
3. Let $\alpha \in G$.
4. $\alpha(p, q) \in \alpha(\overline{P(M)})=\overline{\alpha(P(M))}=\overline{P(M)}$.
5. $\pi_{R}(\alpha(p), \alpha(q)) \in \pi_{R}(\overline{P(M)})=\overline{P(M / R)}=P(M / R)$.
(by 1, 4, and 4.7)
6. $P(M / R)$ is an equivalence relation since we are assuming it is closed.
(by (a))
7. $\pi_{R}(\alpha(p), \alpha(q)) m \in \Delta$ for all $m \in M$.
(by 5, 6, 13.1)
8. $\alpha(p m, q m) \in R$ for all $\alpha \in G$ and $m \in M$.
9. $(p m, q m) \in S$ for all $m \in M$.
(by 8, (ii))
10. $\pi_{S}(p, q) \in P(M / S)$.
(by 9, and 4.4)
11. $\overline{P(M / S)} \overline{4.7} \overline{\pi_{S}(P(M))}=\pi_{S}(\overline{P(M)}) \underset{2,10}{\subset} P(M / S)$.

It is natural to ask whether the converse of 13.6 (a) is true. A counterexample is given in [Shapiro, Proximality in minimal transformation groups, (1970)]. Indeed, in this example not only is $P(X)$ an equivalence relation but every proximal cell

$$
x P(X)=\{z \in X \mid(x, z) \in P(X)\}
$$

is closed, and yet $P(X)$ is not closed. We now investigate this situation from the group-theoretic point of view; our goal is to define closed subgroups $P \subset$ $G$ and $G^{J} \subset G$ so that $P(M / R)$ is an equivalence relation if and only if $P \subset G(R)$ and $P(M / R)$ is an equivalence relation with closed cells if and only if $P G^{J} \subset G(R)$.

We first observe that the collection $\{\beta(J) \mid \beta \in G\}$ (where as usual $J$ denotes the set of idempotents in $M$ ) forms a partition of $M$ (by 7.4). On the other hand the subsets $\beta(J) \subset M$ with $\beta \in G$ are not the proximal cells in $M$. In particular for $u \in J, u P(M) \neq J$. Indeed $\left(u, u u_{1}\right) \in P(M)$ for any $u \in J$ and any idempotent $u_{1} \in \beta T$, so $u u_{1} \in u P(M)$ but $u u_{1}$ need not be an idempotent. On the other hand $u u_{1}$ must be of the form $\alpha(v)$ for some $\alpha \in G$ and $v \in J$. Now if $R$ is any icer for which $P(M / R)$ is an equivalence relation we must have $\left(\pi_{R}(u), \pi_{R}(\alpha(v))\right) \in P(M / R)$. Using 13.1 this gives $\pi_{R}(g r(\alpha)) \subset \Delta$ and thus $\alpha \in G(R)$. In this sense the elements $\alpha \in$ $G$ with $(u, \alpha(v)) \in P(M)$ are "obstructions" to $P(M / R)$ being an equivalence relation. This motivates the definition of the subgroup $P \subset G$, which, as the next proposition shows, characterizes those icers on $M$ for which $P(M / R)$ is an equivalence relation.

Definition 13.7 Let $P \subset G$ denote the closed normal subgroup of $G$ generated by the set

$$
\{\alpha \mid(u, \alpha(v)) \in P(M) \text { for some } u, v \in J\} .
$$

Proposition 13.8 Let $X=M / R$. Then $P(X)$ is an equivalence relation if and only if $P \subset G(R)$.

## PROOF:

$\Longrightarrow$

1. Assume that $P(X)$ is an equivalence relation.
2. Let $u, v \in J$ with $(u, \alpha(v)) \in P(M)$ where $\alpha \in G$.
3. Set $S=\bigcap_{\beta \in G} \beta(R)$ and $Y=M / S$.
4. $P(Y)$ is an equivalence relation.
(by $1,13.5$ )
5. $\pi_{S}(u, \alpha(v)), \pi_{S}(u, v) \in \pi_{S}(P(M))=P(Y)$.
(by $2,4.7$ )
6. $\pi_{S}(v, \alpha(v)) \in P(Y)$.
7. There exists $q \in \beta T$ with $\pi_{S}(v q)=\pi_{S}(\alpha(v q))$.
(by 6, and 4.4)
8. $\alpha \in G(S)$ which is a normal subgroup of $G$.
(by 3, 7, 8.2, 8.4)
9. $P \subset G(S) \subset G(R)$.
(by 2,8)
10. Assume that $P \subset G(R)$.
11. Since $P$ is normal in $G, P \subset \bigcap_{\alpha \in G} \alpha G(R) \alpha^{-1}=\bigcap_{\alpha \in G} G(\alpha(R))=$ $G\left(\bigcap_{\alpha \in G} \alpha(R)\right)$.
12. Let $u_{1} \sim u_{2}$ be minimal idempotents in $\beta T$, and $p \in M$.
13. There exists $u^{2}=u \in M$ with $u \sim u_{1} \sim u_{2}$.
14. There exists $v^{2}=v \in M$ and $\beta \in G$ with $\beta(v)=p$.
15. There exists $\alpha \in G$ with $\alpha(u)=v u_{1}$. (by 4, 5, and 7.4)
16. $(v, \alpha(u))=\left(v, v u_{1}\right) \in P(M)$. (by 3, 6, and 4.6)
17. $\alpha \in P$.
18. $\beta \alpha \beta^{-1} \in P \subset G(R)$. (by 1, 8)
19. $\left(p u, p u_{1}\right)=\left(\beta(v) u, \beta(v) u_{1}\right) \underset{6}{=}(\beta(u), \beta \alpha(u))=\left(\beta(u), \beta \alpha \beta^{-1}(\beta(u)) \in\right.$ $g r\left(\beta \alpha \beta^{-1}\right) \subset_{9} R$.
20. $\left(p u, p u_{2}\right) \in R$.
(applying 6-10 to $u_{2}$ )
21. $\left(p u_{1}, p u_{2}\right) \in R$.
(by 10,11)
22. $P(X)$ is an equivalence relation.
(by $3,12,13.2$ )
As we remarked earlier the partition $\{\beta(J) \mid \beta \in G\}$ is not the collection of proximal cells in $M$. On the other hand for any icer $R$ for which $P(M / R)$ is an equivalence relation this partition does project under $\pi_{R}$ to the collection of proximal cells in $M / R$, i.e. $\pi_{R}(\beta(J))=\pi_{R}(\beta(v)) P(M / R)$. This follows from 13.1; we leave the proof as an exercise for the reader. In particular, in this case $\pi_{R}(J)$ is one of the proximal cells in $M / R$. If the proximal cells are to be closed, then we must have $\pi_{R}(\bar{J})=\pi_{R}(J)$. This means that for $\alpha(u) \in \bar{J}$ we must have $\pi_{R}(\alpha(u)) \in \pi_{R}(J)$ which implies that $\alpha \in G(R)$. Once again this motivates the appropriate definition.

Definition 13.9 As usual let $J=\left\{u \in M \mid u^{2}=u\right\}$ denote the set of idempotents in a fixed minimal ideal $M \subset \beta T$. We denote by:

$$
J^{*} \equiv\{\alpha \in G \mid \alpha(J) \cap \bar{J} \neq \emptyset\}
$$

and define $G^{J}$ to be the closed normal subgroup of $G$ generated by $J^{*}$.

The following lemma will be used to prove that the subgroup $P G^{J}$ characterizes those icers for which $M / R$ is an equivalence relation with closed cells.

## Lemma 13.10 Let:

(i) $X$ be a flow,
(ii) $N \subset X \times X$,
(iii) $\alpha \in \operatorname{Aut}(X)$, and
(iv) $x \in X$.

Then $\alpha(x) \alpha(N)=\alpha(x N)$.
PROOF: We leave the proof as an exercise for the reader.

## Theorem 13.11 Let:

(i) $R$ be an icer on $M$, and
(ii) $S=\bigcap_{\alpha \in G} \alpha(R)$.

Then the following are equivalent:
(a) $P(M / R)$ is an equivalence relation with closed cells,
(b) $P(M / S)$ is an equivalence relation with closed cells,
(c) $P G^{J} \subset G(S)$, and
(d) $P G^{J} \subset G(R)$.

## PROOF: <br> $$
(\mathrm{a}) \Rightarrow(\mathrm{b})
$$

1. Assume that $P(M / R)$ is an equivalence relation with closed cells.
2. $P(M / S)$ is an equivalence relation.
(by 1, 13.5)
3. Let $x \in \overline{y P(M / S)}$.
4. There exist $p, q \in M$ with $\pi_{S}(p, q)=(x, y)$.
5. Let $\alpha \in G$.
6. $\pi_{R}(\alpha(p))$

$$
\begin{aligned}
& =\pi_{R}^{S}\left(\pi_{S}(\alpha(p))\right) \underset{\mathbf{8 . 1 1}}{=} \pi_{R}^{S}\left(\chi_{S}(\alpha)\left(\pi_{S}(p)\right)\right) \underset{3,4}{\in} \pi_{R}^{S}\left(\chi_{S}(\alpha)\left(\overline{\pi_{S}(q) P(M / S)}\right)\right) \\
& =\pi_{R}^{S}\left(\overline{\left.\chi_{S}(\alpha)\left(\pi_{S}(q)\right) P(M / S)\right)}\right) \underset{\mathbf{1 3 . 1 0}}{=} \pi_{R}^{S}\left(\overline{\chi_{S}(\alpha)\left(\pi_{S}(q)\right) \chi_{S}(\alpha)(P(M / S))}\right) \\
& =\pi_{R}^{S}\left(\overline{\pi_{S}(\alpha(q)) \pi_{S}(\alpha(P(M)))}\right)=\pi_{R}^{S}\left(\overline{\pi_{S}(\alpha(q)) \pi_{S}(P(M))}\right) \\
& =\pi_{R}^{S}\left(\overline{\pi_{S}(\alpha(q) P(M))}\right)=\overline{\pi_{R}(\alpha(q) P(M))} \\
& =\overline{4.7} \overline{\pi_{R}(\alpha(q)) P(M / R)}=\pi_{R}(\alpha(q)) P(M / R)
\end{aligned}
$$

7. $\pi_{R}(\alpha(p)) m=\pi_{R}(\alpha(q)) m$ for all $m \in M$.
8. $(\alpha(p m), \alpha(q m)) \in R$ for all $m \in M$.
9. $(p m, q m) \in S$ for all $m \in M$.
(by 5,8 )
10. $x m=\pi_{S}(p m)=\pi_{S}(q m)=y m$ for all $m \in M$.
11. $(y, x) \in P(M / S)$.
(by 10)
12. $x \in y P(M / S)$.
(by 11)
13. $y P(M / S)$ is closed. (by 3, 12)

$$
(b) \Longrightarrow(c)
$$

1. Assume that $P(M / S)$ is an equivalence relation with closed cells.
2. $P \subset G(S)$.
(by 1, 13.8)
3. Let $\alpha \in J^{*}$.
4. There exists $u \in J$ with $\alpha(u) \in \bar{J} \subset \overline{u P(M)}$.
5. $\pi_{S}(\alpha(u)) \underset{4}{\in} \pi_{S}(\overline{u P(M)})=\overline{\pi_{S}(u P(M))} \underset{4.7}{=} \overline{\pi_{S}(u) P(M / S)}=\pi_{S}(u) P(M / S)$.
6. $\pi_{S}(\alpha(m))=\pi_{S}(\alpha(u)) m=\pi_{S}(u) m=\pi_{S}(m)$ for all $m \in M$.
(by 1,5, and 13.1)
7. $\alpha \in G(S)$.
8. $G^{J} \subset G(S)$.
(by 3,7 , and the fact that $G(S)$ is normal in $G$ )

$$
(\mathrm{c}) \Rightarrow(\mathrm{d})
$$

$G(S) \subset G(R)$ so this is immediate.

$$
(\mathrm{d}) \Rightarrow(\mathrm{a})
$$

1. Assume that $P G^{J} \subset G(R)$.
2. $P(M / R)$ is an equivalence relation.
(by 13.8)
3. Let $x \in \overline{y P(M / R)}$.
4. There exist $\beta \in G$ and $v \in J$ with $y=\pi_{R}(\beta(v))$.
5. There exist $\alpha \in G$ and $u \in J$ with $x=\pi_{R}(\alpha(u))$.
6. $\pi_{R}(\alpha(u)) \in \overline{\beta(v) P(M / R)}=\overline{\pi_{R}(\beta(J))}=\pi_{R}(\beta(\bar{J})) . \quad$ (by 2, and 13.1)
7. There exists $\gamma \in J^{*}$ and $w \in J$ with $\pi_{R}(\alpha(u))=\pi_{R}(\beta(\gamma(w)))$. (by 6)
8. $\beta \gamma \alpha^{-1} \in G(R)$. (by 7)
9. $\beta \alpha^{-1}=\left(\beta \gamma^{-1} \beta^{-1}\right)\left(\beta \gamma \alpha^{-1}\right) \in G(R)$.
(by 1,8 )
10. $(y, x)=\pi_{R}(\alpha(u), \beta(v))=\pi_{R}(\beta(u), \beta(v)) \in P(M / R)$.
11. $x \in y P(M / R)$.
(by 10)
12. $P(M / R)$ has closed cells.

The definition of the subset $J^{*} \subset G$ though motivated by the fact that when $P(M / R)$ is an equivalence relation $\pi_{R}(J)$ is a proximal cell in $M / R$, identifies the elements of $G$ which are obsructions to $\pi_{R}(J)$ being closed. We make this precise in the following proposition.

Proposition 13.12 Let $X=M / R$ be a minimal flow. Then $J^{*} \subset G(R)$ if and only if $\pi_{R}(J)$ is closed.

## PROOF:

$$
\Longrightarrow
$$

1. Assume that $J^{*} \subset G(X)$.
2. Let $y \in \overline{\pi_{R}(J)}$.
3. $y=\pi_{R}(p)$ for some $p \in \bar{J}$.
4. There exists an idempotent $u \in J$ and $\alpha \in G$ with $\alpha(u)=p$.
5. $\alpha \in J^{*} \subset G(R)$.
(by 1, 3, 4, and 13.9)
6. $y=\pi_{3}(p) \underset{4}{=} \pi_{R}(\alpha(u))=\pi_{R}(u) \in \pi_{R}(J)$.
7. Assume that $\pi_{R}(J)$ is closed and let $\alpha \in J^{*}$.
8. There exists an idempotent $u \in J$ with $\alpha(u) \in \bar{J}$.
9. $\pi_{R}(\alpha(u)) \in \pi_{R}(\bar{J})=\pi_{R}(J)$.
10. $(v, \alpha(u)) \in R$ for some $v \in J$.
11. $(u, \alpha(u)) \in R u \subset R$.
12. $\alpha \in G(R)$.
13. $J^{*} \subset G(R)$. (by 1,6 )

Let $X=M / R$ be a regular flow and $J_{X}=\left\{u \in X \mid u^{2}=u\right\}$. We first recall from 8.6 that the canonical map $\pi_{R}: M \rightarrow X$ is a homomorphism both of flows and of semigroups. It follows that

$$
\pi_{R}(J)=J_{X} \quad \text { and } \quad \pi_{R}(\bar{J})=\overline{J_{X}}
$$

Thus the previous proposition shows that $J_{X}$ is closed if and only if $J^{*} \subset$ $G(R)$.

## EXERCISES FOR CHAPTER 13

Exercise 13.1 Let $R$ be an icer on $M$. Show that $P(M / R)$ is an equivalence relation if and only if $P(M / R)=\pi_{R}\left(P_{0}\right)$.

Exercise 13.2 Let:
(i) $R$ be an icer on $M$,
(ii) $P(M / R)$ be an equivalence relation,
(iii) $u, v \in J$ (the set of idempotents in $M$ ), and
(iv) $\beta \in G$.

Then the partition $\{\beta(J) \mid \beta \in G\}$ of $M$ projects onto the proximal cells in $M / R$, i.e. $\pi_{R}(\beta(J))=\pi_{R}(\beta(v)) P(M / R)$.

Exercise 13.3 (See 13.10) Let:
(i) $X$ be a flow,
(ii) $N \subset X \times X$,
(iii) $\alpha \in \operatorname{Aut}(X)$, and
(iv) $x \in X$.

Then $\alpha(x) \alpha(N)=\alpha(x N)$.

## Exercise 13.4 Let:

(i) $X=M / R$ be a flow, and
(ii) $N=\{(x, x u) \mid x \in X$ and $u \in J\}$.

Then:
(a) $N$ is an invariant equivalence relation on $X$.
(b) $N$ has closed cells if and only if $G^{J} \subset G(R)$.
(c) $N=P(X)$ if and only if $P \subset G(R)$.

Exercise 13.5 Let:
(i) $X=M / R$ be a flow,
(ii) $G(R)$ be a normal subgroup of $G$, and
(iii) $P(X)$ be an equivalence relation with one closed cell.

Then all the cells of $P(X)$ are closed.
Exercise 13.6 Let $X=M / R$ and $Y=M / S$ with $R \subset S$ icers on $M$.
Then the following are equivalent:
(a) $X$ is a proximal extension of $Y$,
(b) $\left(\left(\pi_{S}^{R}\right)^{-1}(y)\right) p=\{x p\}$ for all $y \in Y, x \in\left(\pi_{S}^{R}\right)^{-1}(y)$, and $p \in M$, and
(c) there exist $y_{0} \in Y$ and $p \in M$ such that $\left(\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)\right) p$ is a singleton.

## 14

## Distal flows and the group D

In this section we characterize those icers on $M$ for which the minimal flow $M / R$ is distal. We introduce a $\tau$-closed subgroup $D \subset G$ and show that $M / R$ is distal if and only if $R=P_{0} \circ g r(A)$, where $A=G(R)$ is a $\tau$-closed subgroup with $D \subset A$. (See 7.20 for the definition of $P_{0}$.) In particular $S_{d}=P_{0} \circ$ $\operatorname{gr}(D)$ the so-called distal structure relation is an icer on $M$, and every minimal distal flow is an image of $M / S_{d}$. Indeed a minimal distal flow is completely determined by its group, and the collection of distal minimal flows, $\{M / R \mid$ $\left.S_{d} \subset R\right\}$ can be put in one-one correspondence with the collection $\{A=\bar{A} \subset$ $G \mid D \subset A\}$, of $\tau$-closed subgroups of $G$ which contain $D$.

Let $(X, T)$ be a flow. Recall that as in 4.5 , we say that $(X, T)$ is a distal flow if $P(X)=\Delta$ (the diagonal of $X \times X$ ). Here $P(X)$ is the proximal relation consisting of all the proximal pairs in $X \times X$. We will be interested in minimal distal flows; in this case $X=M / R$ for some icer $R$ on $M$. We will often use the phrase: $R$ is distal to mean that the flow $(M / R, T)$ is distal. This terminology needs to be used carefully; this does not mean that the subflow $(R, T)$ of ( $M \times M, T$ ) is a distal flow. Note that the homomorphic image of a distal flow is distal (see 4.10). Hence, using the terminology above, $R$ is distal, if and only if, $\alpha(R)$ is distal for every $\alpha \in G$. (Recall that by 7.6, $\alpha$ induces an isomorphism of the flows $M / R$ and $M / \alpha(R)$.)

Now assume that $R$ is a distal icer on $M$; then according to $4.7, \pi_{R}(P(M))=$ $P(M / R)$, so we must have $P(M) \subset R$. Recalling the notation from 7.20:

$$
P_{0}=\{(\alpha(u), \alpha(v)) \mid \alpha, \beta \in G \text { and } u, v \in J\} \subset P(M) .
$$

The following proposition shows that $M / R$ is distal if and only if $P_{0} \subset R$.

## Proposition 14.1 Let:

(i) $R$ be an icer on $M$,
(ii) $X=M / R$, and
(iii) $J \subset M$ be the set of idempotents in $M$.

Then the following are equivalent:
(a) $X$ is a distal flow,
(b) $P(M) \subset R$, and
(c) $P_{0} \equiv \bigcup_{\alpha \in G} \alpha(J \times J) \subset R$.

## PROOF: <br> (a) $\Longleftrightarrow$ (b)

This follows immediately from the fact that $\pi_{R}(P(M))=P(X)$ (see 4.7).

$$
(b) \Longrightarrow(c)
$$

Clear since $P_{0} \subset P(M)$.

$$
(c) \Longrightarrow(b)
$$

1. Assume that $P_{0} \subset R$ and let $(p, q) \in P(M)$.
2. There exists a minimal ideal $I \subset \beta T$ and an idempotent $w \in I$ with $q=p w$.
3. There exists $v \in J$ with $v w=v$ and $w v=w$.
4. $(p, p v) \in P_{0} \subset R$.
5. $(p v, p w)=(p v w, p w)=(p v, p) w \underset{4}{\in} R w \subset R$.
6. $(p, q) \underset{2}{=}(p, p w) \underset{4,5}{\in} R \circ R \subset R$.

We deduce some immediate consequences of $\mathbf{1 4 . 1}$.
Corollary 14.2 Let $R \subset S$ be distal icers on $M$. Then the map $\pi_{S}^{R}: M / R \rightarrow$ $M / S$ is open.

PROOF: $\quad R \cap P_{0}=P_{0}=S \cap P_{0}$ so this follows immediately from 7.23.
Corollary 14.3 Let $R$ be a regular icer on $M$, and $J \subset M$ be the set of idempotents in $M$. Then $R$ is distal if and only if $J \times J \subset R$.

Corollary 14.4 Let $R$ be an icer on $M$. Then $(M / R, T)$ is distal if and only if $R=P_{0} \circ g r(G(R))$.

PROOF: Recall that by 7.21, $R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R))$.
Suppose that $S$ is a compact Hausdorff topological space with a group structure which is a compactification of $T$ in the sense that there exists a homomorphism of $T$ onto a dense subgroup of $S$. Assume further that for every $t \in T$ right multiplication by the image of $t$ in $S$ is continuous (this is a much weaker than assuming $S$ is a topological group). Then ( $S, T$ ) is a minimal flow where $T$ acts on $S$ by right multiplication. In fact in this case $\overline{\left(s_{1}, s_{2}\right) T} \cap \Delta_{S} \neq \emptyset \Rightarrow$ $\left(s_{1}, s_{2}\right) s \in \Delta$ for some $s \in S \Rightarrow s_{1}=s_{2}$. Thus $(S, T)$ is a minimal distal flow.

The following proposition shows that every regular minimal distal flow is of this form.

## Proposition 14.5 Let:

(i) $X=M / R$ be a regular distal flow, and
(ii) $u \in J$ be any idempotent in $M$.

Then:
(a) $X=\left\{\pi_{R}(\alpha(u)) \mid \alpha \in G\right\}$ is a group with identity $\pi_{R}(u)$,
(b) the map

$$
\begin{array}{ccc}
T & \rightarrow & X \\
t & \rightarrow & \pi_{R}(u t)
\end{array}
$$

is a homomorphism of $T$ onto a dense subgroup of $X$, and
(c) the map

$$
\begin{array}{rlc}
\varphi: G & \rightarrow & X \\
\alpha & \rightarrow & \pi_{R}(\alpha(u))
\end{array}
$$

is an epimorphism which induces an isomorphism

$$
G / G(R) \rightarrow X
$$

PROOF: (a) 1. Let $x \in X$.
2. There exists $p \in M$ with $\pi_{R}(p)=x$.
3. There exist $\alpha \in G$ and $v \in J$ with $\alpha(v)=p$.
4. $x=\pi_{R}(p)=\pi_{R}(\alpha(v))=\pi_{R}(\alpha(u))$ (by 2, 3, (i), and 14.1)
5. $\pi_{R}: M \rightarrow X=M / R$ is a semigroup homomorphism.
(by (i), 8.6)
6. $\pi_{R}(\alpha(u)) \pi_{R}(\beta(u))=\pi_{R}(\alpha(u) \beta(u))=\pi_{R}(\alpha(\beta(u)))$ for all $\alpha, \beta \in G$.
7. $\pi_{R}(u) \pi_{R}(\beta(u))=\pi_{R}(\beta(u))=\pi_{R}(\beta(u)) \pi_{R}(u)$ for all $\beta \in G$.
(b) 1 . Let $t, s \in T$.
2. $\pi_{R}(u t) \pi_{R}(u s)=\pi_{R}(u t) \pi_{R}(u) s=\pi_{R}(u t s)$.
(by part (a))
3. $\overline{\left\{\pi_{R}(u t) \mid t \in T\right\}}=\overline{\left\{\pi_{R}(u) t \mid t \in T\right\}}=X$.
( $X$ is minimal)
(c) 1. $\varphi$ is an epimorphism of the group $G$ onto the group $X$.
(by (a))
2. $\alpha \in \operatorname{ker} \varphi \Longleftrightarrow \pi_{R}(\alpha(u))=\pi_{R}(u) \Longleftrightarrow(u, \alpha(u)) \in R \Longleftrightarrow \alpha \in G(R)$.

It is important to note that $\mathbf{1 4 . 5}$ does not say that any regular minimal distal flow is a compact topological group. The map $\varphi$ while it is an isomorphism of groups is not in general continuous. Indeed (by 11.11) the quotient $G / G(R)$ is a compact Hausdorff topological group if and only if the derived group $G^{\prime} \subset G(R)$. We will see in the next section that this is the case if and only if $(X, T)$ is an equicontinuous flow.

We now wish to define the closed subgroup $D \subset G$ which allows us to identify all of those icers $R$ for which $M / R$ is distal. The group $D$ characterizes those icers $R$ for which $P(M / R)$ is closed in the same sense that the subgroup $P \subset G$ characterizes those for which $P(M / R)$ is an equivalence relation. Since $\pi_{R}(P(M))=P(M / R)$, if the latter is closed, then $\pi_{R}(\overline{P(M)})=P(M / R)$ so that $\operatorname{gr}(\alpha) \subset \overline{P(M)}$ implies that $\alpha \in G(R)$. This motivates the following definition.

Definition 14.6 Let $K=\{\alpha \in G \mid \operatorname{gr}(\alpha) \subset \overline{P(M)}\}$. We define $D$ to be the closed subgroup of $G$ generated by $K$. More generally, for any regular minimal flow ( $X, T$ ), we define $D_{X}$ to be the closed subgroup of $G_{X}$ generated by $K_{X}=\left\{\alpha \in G_{X} \mid g r(\alpha) \subset \overline{P(X)}\right\}$. Thus in particular $D=D_{M}$.

As an immediate consequence of the definitions we have the following lemma.

Lemma 14.7 Let:
(i) $X=M / R$ be a regular minimal flow, and
(ii) $\beta \in G_{X}$.

Then:
(a) $K_{X}=\{\alpha \in G \mid g r(\alpha) \cap \overline{P(X)} \neq \emptyset\}$
(b) $\beta^{-1} K_{X} \beta=K_{X}$, and
(c) $D_{X}$ is normal in $G_{X}$.

PROOF: (a) This follows immediately from the fact that $\overline{P(X)}$ is closed and invariant.
(b) 1. Let $\alpha \in K_{X}$.
2. $(\beta(p), \alpha(\beta(p))) \in \overline{P(X)}$.
3. $\left(p, \beta^{-1} \alpha \beta(p)\right) \in \beta^{-1}(\overline{P(X)})=\overline{P(X)}$.
4. $\beta^{-1} \alpha \beta \in K_{X}$.
5. $\beta^{-1} K_{X} \beta \subset K_{X}$.
(by 1,4)
6. $\beta K_{X} \beta^{-1} \subset K_{X}$.
(by 5 applied to $\beta^{-1}$ )
7. $\beta^{-1} K_{X} \beta=K_{X}$.
(c) 1. $K_{X} \subset \beta^{-1} D_{X} \beta$ for all $\beta \in G_{X}$.
(by part (b))
2. $D_{X} \subset \beta^{-1} D_{X} \beta$ for all $\beta \in G_{X}$.
3. $D_{X} \subset \beta D_{X} \beta^{-1}$ for all $\beta \in G_{X}$.
(by 2 applied to $\beta^{-1}$ )
4. $D_{X}$ is normal in $G_{X}$.
(by 2,3 )
We use the preceding lemma to verify that the group $D$ does indeed characterize those icers for which $P(M / R)$ is closed.

Proposition 14.8 Let $X=M / R$ be a minimal flow. Then the following are equivalent:
(a) $P(X)$ is closed,
(b) $D \subset G(R)$, and
(c) $(X, T)$ is a proximal extension of the distal flow $\left(M /\left(P_{0} \circ \operatorname{gr}(G(R))\right), T\right)$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Assume that $P(X)$ is closed.
2. Let $\alpha \in G$ with $\operatorname{gr}(\alpha) \subset \overline{P(M)}$ and $u \in J$.
3. $\pi_{R}(u, \alpha(u)) \in \pi_{R}(\overline{P(M)})=\overline{\pi_{R}(P(M))}=\overline{P(X)}=P(X) . \quad$ (by 1, 4.7)
4. There exists $p \in \beta T$ with $\pi_{R}(u, \alpha(u)) p \in \Delta \subset X \times X$.
5. $\pi_{R}(\operatorname{gr}(\alpha)) \cap \Delta \neq \emptyset$.
6. $\pi_{R}(g r(\alpha))$ is a minimal subset of $X \times X$.
(by 3.5, 7.5)
7. $\pi_{R}(g r(\alpha)) \subset \Delta$.
(by 5, 6)
8. $g r(\alpha) \subset R$.
9. $\alpha \in G(R)$.
10. $D \subset G(R)$.
(by 2, 9)

$$
(\mathrm{b}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $D \subset G(R)$.
2. Let $(\alpha(u), \beta(v)) \in \overline{P(M)}$.
3. $\left(\alpha(u), \beta \alpha^{-1}(\alpha(u))\right)=(\alpha(u), \beta(u))=(\alpha(u), \beta(v)) u \in \overline{P(M)} u \subset \overline{P(M)}$.
4. $g r\left(\beta \alpha^{-1}\right) \cap \overline{P(M)} \neq \emptyset$.
5. $\beta \alpha^{-1} \in D \subset G(R)$.
(by 1, 4, and 14.7)
6. $\pi_{R}(\alpha(u), \beta(v))=\pi_{R}(\alpha(u), \alpha(v)) \in \pi_{R}(P(M)) \underset{4.7}{=} P(X)$.
7. $\pi_{R}(\overline{P(M)})=P(X)$.
(by $1,6,4.7$ )
8. $P(X)$ is closed.

$$
\begin{equation*}
(\mathrm{a}) \Longrightarrow(\mathrm{c}) \tag{by7}
\end{equation*}
$$

1. Assume that $P(X)$ is closed.
2. $P(X)$ is an icer.
(by 13.6)
3. Let $Y=X / P(X)=M / S$.
4. $X$ is a proximal extension of $Y$.
5. $P(Y)=\pi_{S}^{R}(P(X))=\Delta_{Y}$.
(by 3, and 4.7)
6. $Y$ is distal with $G(S)=G(R)$. (by 3, 4, 5, 7.11)
7. $S=P_{0} \circ g r(G(S))=P_{0} \circ g r(G(R))$.
(by 5, 6, 14.4)

$$
(\mathrm{c}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $X$ is a proximal extension of the distal flow $Y=M / S$.
2. $\overline{P(M)} \subset S$.
3. $D \subset G(S) \underset{1,7.11}{\overline{=}} G(R)$.

Recall that the group $P \subset G$ was defined to be the closed normal subgroup of $G$ generated by the set $\{\alpha \mid(u, \alpha(v)) \in P(M)$ for some $u, v \in J\}$. But

$$
(u, \alpha(v)) \in P(M) \Rightarrow g r(\alpha) \subset \overline{P(M)},
$$

thus since $D$ is closed and normal in $G$, it follows that $P \subset D$. Since the proof given above that $(\mathrm{a}) \Rightarrow(\mathrm{b})$ makes no use of $\mathbf{1 3 . 6}$, it provides an alternate proof of 13.6(a). Namely $P(M / R)$ closed $\underset{14.8}{\Rightarrow} D \subset G(R) \Rightarrow P \subset$ $G(R) \underset{13.8}{\Rightarrow} P(M / R)$ is an equivalence relation. Thus as an immediate consequence of $14.8, P(M / R)$ is an icer if and only if $D \subset G(R)$.

Of course if $P(M / R)$ is closed, then each of its cells are closed. We saw in 13.11 that this is the case if and only if $P G^{J} \subset G(R)$, so it follows that $G^{J} \subset D$. To see this directly we observe that

$$
\begin{aligned}
\alpha(J) \cap \bar{J} & \neq \emptyset \Rightarrow \emptyset \neq g r(\alpha) \cap(J \times \bar{J}) \subset g r(\alpha) \cap \overline{P(M)} \\
& \Rightarrow g r(\alpha) \subset \overline{P(M)} \Rightarrow \alpha \in D
\end{aligned}
$$

This shows that $J^{*} \subset D$ (see 13.9); since $D$ is closed and normal in $G$ this argument shows that $G^{J} \subset D$. For emphasis we restate these observations in the following proposition.

## Proposition 14.9 Let:

(i) $R$ be an icer on $M$, and
(ii) $P, G^{J}$, and $D$ be the subgroups of $G$ defined in $13.7,13.9$, and 14.6 respectively.

Then:
(a) $P G^{J} \subset D$, and
(b) $P(M / R)$ is an icer if and only if $D \subset G(R)$.

As we remarked earlier, in [Shapiro, L., Proximality in minimal transformation groups, (1970)] Shapiro gives an example where $P(X)$ is an equivalence relation and every proximal cell is closed, yet $P(X)$ is not closed. Thus for this example it follows from 13.11 that $P G^{J} \subset G(X)$. On the other hand it follows from 14.8 that $D \not \subset G(X)$. Thus $P G^{J} \subset D$, but $P G^{J} \neq D$.

We saw in 14.1, that the flow $(M / R, T)$ is distal if and only if $P_{0} \subset R$. On the other hand if $M / R$ is distal, then $P(M / R)=\Delta$ is closed, so it follows from 14.8 that $D \subset G(R)$. Thus it follows from 14.4 that any distal icer $R$ is of the form $R=P_{0} \circ \operatorname{gr}(A)$ for some $\tau$-closed subgroup of $G$ with $D \subset A$.

The main theorem of this section says that $\left\{P_{0} \circ \operatorname{gr}(A) \mid D \subset A=\bar{A}\right\}$ is exactly the collection of all distal icers on $M$.

Theorem 14.10 Let $A$ be a closed subgroup of $G$. Then $P_{0} \circ g r(A)$ is a distal icer on $M$ if and only if $D \subset A$.

## PROOF:

$\Longrightarrow$

1. Assume that $R=P_{0} \circ g r(A)$ is an icer.
2. $R$ is distal.
3. $P(M / R)=\Delta$ is closed.
4. $D \subset G(R)=A$.
(by $1,3,14.8$ )
5. Assume that $D \subset A$.
6. Let $S=\overline{g r(A)}$.
7. $S$ is an icer on $M$ with $D \subset G(S)$.
(by 1, 2, 12.2)
8. $S$ is a proximal extension of the distal flow $P_{0} \circ \operatorname{gr}(G(S))=P_{0} \circ \operatorname{gr}(A)$. (by 3, 14.8)

As an immediate consequence of theorem 14.10 we obtain the so-called "Galois theory" of minimal distal flows discussed in [Ellis, R. (1969)] (see proposition 13.23 of that reference).

## Theorem 14.11 Let:

(i) $\mathcal{D}=\{R \mid R$ is a distal icer on $M\}$,
(ii) $\mathcal{G}=\{H \mid H$ is a closed subgroup of $G$ with $D \subset H\}$,
(iii) $\varphi: \mathcal{D} \quad \rightarrow \quad \mathcal{G}$
$N \rightarrow G(N)$, and
(iv) $\psi: \mathcal{G} \rightarrow \quad \mathcal{D}$
$A \quad \rightarrow \quad P_{0} \circ \operatorname{gr}(A)$.
Then:
(a) $\varphi$ is bijective, its inverse being the map $\psi$, and
(b) $\psi(A)$ is regular if and only if $A$ is normal.

PROOF: (a) This is basically a restatement of $\mathbf{1 4 . 1 0}$.
(b)
$\Longrightarrow$

1. Assume that $A \in \mathcal{G}$ is normal, and let $\alpha \in G$.
2. $A=G(\psi(A))$ is normal.
3. $G(\alpha(\psi(A))=G(\psi(A))$.
4. $\alpha(\psi(A))=\psi(A)$.
(by 3, and part (a))
5. $\psi(A)$ is regular.
(by 1,4)

The group of any regular flow is normal by 8.2.
When $R$ and $S$ are icers on $M$ we know that $R \circ S$ is an icer on $M$ if and only if $R \circ S=S \circ R$. Thus in particular the condition $G(R) G(S)=G(S) G(R)$ (that $G(R) G(S)$ be a group) is necessary in order for $R \circ S$ to be an icer. When one of the icers $R$ or $S$ is distal, this condition is also sufficient.

## Proposition 14.12 Let:

(i) $R, S$ be icers on $M$,
(ii) $S$ be distal, and
(iii) $G(R) G(S)$ be a group.

Then:
(a) $R \circ S=P_{0} \circ \operatorname{gr}(G(R) G(S))$ is a distal icer on $M$,
(b) $G(R \circ S)=G(R) G(S)$,
(c) $\pi_{R}(S)$ is an icer on $M / R$, and
(d) $(M / R) / \pi_{R}(S)$ is distal.

PROOF: (a), (b):

1. $S=P_{0} \circ \operatorname{gr}(G(S))$.
(by (ii), and 14.4)
2. $R \circ S_{1,7.21}^{\overline{=}}\left(P_{0} \cap R\right) \circ g r(G(R)) \circ P_{0} \circ g r(G(S))$
$=\operatorname{gr}(G(R)) \circ\left(P_{0} \cap R\right) \circ P_{0} \circ \operatorname{gr}(G(S))$
$=g r(G(R)) \circ P_{0} \circ g r(G(S))=g r(G(R)) \circ g r(G(S)) \circ P_{0}$
$=\operatorname{gr}(G(S) G(R)) \circ P_{0} \underset{\text { (ii), (iii), }}{=} \mathbf{1 4 . 1 0} P_{0} \circ \operatorname{gr}(G(R) G(S))$.
3. $R \circ S$ is a distal icer.
(by 2, and 14.10)
(c) This follows from part (a) and $\mathbf{6 . 1 1}$.
(d) $1 .(M / R) / \pi_{R}(S) \cong M /\left(\pi_{R}^{-1}\left(\pi_{R}(S)\right)\right)=M /(R \circ S)$.
4. $(M / R) / \pi_{R}(S)$ is distal.

As one application of the material discussed above, along with the results from sections 4 and 12 on topological transitivity and pointwise almost periodicity, we obtain the following important relationship between the groups $G^{\infty}$ and $D$. We will explore these ideas further in section 20 where we show that this theorem is equivalent to the generalized Furstenberg structure theorem for distal extensions.

Theorem 14.13 Let $A \subset G$ be a closed subgroup with $A=A^{\prime}$. Then $A \subset D$; in particular $G^{\infty} \subset D$.

PROOF: 1. Let $R=P_{0} \circ \operatorname{gr}(D)$.
2. $(M / R, T)$ is distal.
3. Let $S=\overline{\operatorname{gr}(A)}$.
4. $S$ is an icer on $M$ with $G(S)=A$.
(by 12.2)
5. $(S, T)$ is a topologically transitive flow. (by 12.5)
6. $G(R) G(S)=D A=A D=G(S) G(R)$.
(by $1,2, D$ is normal in $G$ )
7. $R \circ S$ is an icer on $M$ and $\pi_{R}(S)$ is an icer on $M / R$ with $(M / R) / \pi_{R}(S) \cong$ $M /(R \circ S)$.
(by $2,5,14.12$ )
8. $\left(\pi_{R}(S), T\right)$ is topologically transitive.
(by 5, 4.21)
9. $\left(\pi_{R}(S), T\right)$ is distal.
(by $2,7,4.13$ )
10. $\left(\pi_{R}(S), T\right)$ is minimal. (by 8, 9, 4.24)
11. $\pi_{R}(S)=\Delta$ and hence $S \subset R$. (by 7, 10)
12. $A=G(S) \subset G(R)=D$.

Using the "classical" terminology, the distal structure relation on $M$ is the smallest icer on $M$ such that the quotient flow is distal. We present the definition from the point of view of theorem 14.10.

Definition 14.14 We define the distal structure relation on $M$ by $S_{d}=P_{0} \circ$ $g r(D)$.

Proposition 14.15 Let $R$ be an icer on $M$. Then $R$ is distal if and only if $S_{d} \subset R$.

PROOF: This follows immediately from 14.10.
More generally for any minimal flow $(X, T)$, we would like to produce $S_{d}(X)$, the smallest icer on $X$ such that $X / S_{d}(X)$ is distal. The following corollary shows that the projection of $S_{d}$ onto $X$ is a distal icer on $X$ which we define to be the distal structure relation on $X$.

Corollary 14.16 Let $X=M / R$. Then:
(a) $R \circ S_{d}$ is an icer on $M$,
(b) $G\left(R \circ S_{d}\right)=G(R) D$,
(c) $\pi_{R}\left(S_{d}\right)$ is an icer on $X$, and
(d) $X / \pi_{R}\left(S_{d}\right)$ is distal.

PROOF: This follows immediately from 14.12 since $D$ is normal in $G$
Definition 14.17 Let $X=M / R$ be a minimal flow. We define the distal structure relation on $X$ by $S_{d}(X)=\pi_{R}\left(S_{d}\right)$.

It should be pointed out that $S_{d}(X)$ depends only on the minimal flow $(X, T)$ not on the icer $R$, even when $X$ is not regular. This amounts to saying that if
$S$ is an icer on $M$ with $X \cong M / S$, then the isomorphism $\varphi: M / R \rightarrow M / S$ takes $\pi_{R}\left(S_{d}\right)$ to $\pi_{S}\left(S_{d}\right)$. But in this situation $S=\alpha(R)$ for some $\alpha \in G$ (by 7.7) with $\varphi \circ \pi_{R}=\pi_{S} \circ \alpha$. But $S_{d}$ is regular (since $D$ is normal) and hence $\varphi\left(\pi_{R}\left(S_{d}\right)\right)=\pi_{S}\left(\alpha\left(S_{d}\right)\right)=\pi_{S}\left(S_{d}\right)$.

We leave it as an exercise for the reader to verify that if $S$ is an icer on $X$ with $X / S$ distal, then $S_{d}(X) \subset S$. When $R$ is regular, the icer $S_{d}(X)$ can be constructed directly from the subgroup $D_{X}$ of the group $G_{X}$ of automorphisms of $X$. To this end in analogy with 7.20 , we denote by:

$$
P_{0}(X)=\bigcup_{\alpha \in G_{X}} \alpha\left(J_{X} \times J_{X}\right)
$$

where as usual $J_{X}$ is the set of idempotents of $X$. Note that $P_{0}(X) \subset P(X)$ is an equivalence relation on $X$; in general it is neither invariant nor closed. Clearly the analog of the fact that $S_{d}=P_{0} \circ \operatorname{gr}(D)$ is the statement that $S_{d}(X)=P_{0}(X) \circ g r\left(D_{X}\right)$. We leave it to the reader to verify this in exercise 14.6 below.

## NOTES ON SECTION 14

Notation 14.N. 1 In [Ellis (1969)] the algebra, $\mathcal{D}$ of distal functions on $T$ was defined. This turned out to be a uniformly closed $T$-invariant subalgebra of $\mathcal{C}(\beta T)$ such that the associated flow $|\mathcal{D}|$ was minimal, distal, and had the property that every minimal distal flow was a homomorphic image thereof. Hence by $14.15|\mathcal{D}|$ is isomorphic to $M / S_{d}$ and the group $D$ introduced above coincides with $G(\mathcal{D})$ which was also denoted $D$ in the reference above.

## EXERCISES FOR CHAPTER 14

Exercise 14.1 (An extension of Ex. 4.2.) Let $(X, T)$ be a flow and $\Phi: \beta T \rightarrow$ $E(X)$ be the canonical map. Then the following are equivalent:
(a) $X$ is distal.
(b) $e$ is the only idempotent in $E(X)$.
(c) $E(X)$ is a group.
(d) $E(X)=\Phi(G(u))$ for all idempotents $u \in J$.
(e) The map $G \rightarrow E(X)$ is an epimorphism for all $u \in J$.

$$
\alpha \quad \rightarrow \quad \Phi(\alpha(u))
$$

(f) $E(X)=\Phi(M)$.
(g) $E(X)$ is minimal.

Exercise 14.2 Let $X=M / R$ be distal and $u \in J$ be any idempotent in $M$. Then the map

$$
\begin{array}{rcc}
\varphi: G & \rightarrow & X \\
\alpha & \rightarrow & \pi_{R}(\alpha(u))
\end{array}
$$

induces a bijection

$$
G / G(R) \rightarrow X
$$

Exercise 14.3 (Local version of 14.13) Let:
(i) $(X, T)$ be a regular minimal flow,
(ii) $A \subset G_{X}$ be a closed, and
(iii) $A=A^{\prime}$.

Then $A \subset D_{X}$.
Hint: this can be deduced from 14.13, or from 4.24 directly.

## Exercise 14.4 Let:

(i) $R \subset S$ be icers on $M$,
(ii) $X=M / R, Y=M / S$, and
(iii) $f \in \operatorname{Hom}(M, X)$.

Then:
(a) $f\left(S_{d}\right)=S_{d}(X)$.
(b) $\pi_{S}^{R}\left(S_{d}(X)\right)=S_{d}(Y)$.

Exercise 14.5 Let:
(i) $X=M / R$ be a minimal flow, and
(ii) $N$ be an icer on $X$.

Then $X / N$ is distal if and only if $S_{d}(X) \subset N$.
Exercise 14.6 Let $X=M / R$ be regular.
Then:
(a) $\chi_{R}(D)=D_{X}$.
(b) $S_{d}(X)=P_{0}(X) \circ \operatorname{gr}\left(D_{X}\right)$.

## 15

## Equicontinuous flows and the group E

In this section we introduce the concept of an equicontinuous flow. Basically a flow $(X, T)$ is equicontinuous when the group $T$, thought of as a family of continuous elements of $X^{X}$, is uniformly equicontinuous [Rudin (1953)]. Every equicontinuous flow is distal (see 15.3), but the converse is false. The prototype example of an equicontinuous minimal flow is a compact group $K$ with a dense subgroup which is a homomorphic image of $T$ (see 15.9 for a precise statement). In fact every regular equicontinuous minimal flow, $(X, T)$, is of this form (see 15.10). Indeed in this situation $G / G(X) \cong X \cong E(X, T)$ as compact Hausdorff topological groups. Thus one approach to the study of equicontinuity is via the enveloping semigroup. This approach, which does not require that $(X, T)$ be minimal, will be pursued in the appendix to this section. In the body of this section we study equicontinuity for minimal flows in the context of icers on $M$ and subgroups of $G$. In particular we introduce both the regionally proximal relation $Q(X)$ and a subgroup $E \subset G$ which play roles analogous to those played by the proximal relation $P(X)$ and the subgroup $D$ for minimal distal flows.

Definition 15.1 We say that $(X, T)$ is an equicontinuous flow if given any neighborhood $U$ of the diagonal $\Delta \subset X \times X$, there exists a neighborhood $V$ of $\Delta$ with $V T \subset U$. Let $x \in X$. Then the flow $(X, T)$ is equicontinuous at $x$ if given any neighborhood $U$ of $\Delta$, there exists a neighborhood $V$ of $x$ such that $(x t, y t) \in U$ for all $y \in V$ and $t \in T$. The flow $(X, T)$ is pointwise equicontinuous if it is equicontinuous at $x$ for every $x \in X$.

Since for our flows ( $X, T$ ) the space $X$ is compact, pointwise equicontinuity and equicontinuity are equivalent. For future reference we state this in the following lemma, leaving the proof as an exercise for the reader.

Lemma $15.2(X, T)$ is pointwise equicontinuous if and only if $(X, T)$ is equicontinuous.

For the compact Hausdorff space $X$, the collection of neighborhoods of $\Delta$ in $X \times X$ is the unique uniformity on $X$ compatible with its topology (see [James, I.M., (1987)] page 106). Hence $\mathbf{1 5 . 1}$ amounts to requiring that the family of maps $\left\{\pi^{t}: X \rightarrow X \mid t \in T\right\}$ is uniformly equicontinuous. (See [Munkres,

$$
x \rightarrow x t
$$

James R., (1975)] for the definition in the metric case.)
We begin our study of equicontinuity with the elementary observation that any equicontinuous flow is distal.

Proposition 15.3 Let $(X, T)$ be an equicontinuous flow. Then $(X, T)$ is distal.
PROOF: 1. Let $(x, y) \in P(X)$.
2. Let $V$ be a neighborhood of $\Delta \subset X \times X$.
3. There exists a neighborhood $U$ of $\Delta$ such that $U T \subset V$.
( $(X, T)$ is equicontinuous)
4. $\overline{(x, y) T} \cap \Delta \neq \emptyset$.
5. There exists $t \in T$ such that $(x, y) t \in U$.
6. $(x, y) \in U t^{-1} \subset V$.
7. $y=x$.
(by 2, 6, $X$ is Hausdorff)
The converse of $\mathbf{1 5 . 3}$ is false. Before giving an example of a distal flow which is not equicontinuous we introduce the so-called regionally proximal relation, $Q(X)$ which will play an important role in our exposition. $Q(X)$ is an analog of the proximal relation; just as $(X, T)$ is distal if and only if $P(X, T)=\Delta$, we will show that $(X, T)$ is equicontinuous if and only if $Q(X)=\Delta$. By way of motivation note that

$$
\begin{aligned}
(x, y) \in P(X) & \Longleftrightarrow \overline{(x, y) T} \cap \Delta \neq \emptyset \\
& \Longleftrightarrow(x, y) T \cap V \neq \emptyset \text { for all open } V \text { with } \Delta \subset V
\end{aligned}
$$

Thus $P(X)=\bigcap\{V T \mid V$ is open and $\Delta \subset V\}$ and it is natural to consider the intersection $\bigcap\{\bar{V} T \mid V$ is open and $\Delta \subset V\}$; this is precisely the regionally proximal relation on $X$.

Definition 15.4 Let $(X, T)$ be a flow. We define the regionally proximal relation on $X$ by:

$$
Q(X)=\bigcap\left\{\overline{W T} \mid W \subset X \times X \text { is open with } \Delta_{X} \subset W\right\}
$$

When $X=M$ we will often simply write $Q \equiv Q(M)$.
The following propositions outline a few of the basic properties of $Q(X)$.

Proposition 15.5 Let $(X, T)$ be a flow. Then:
(a) $Q(X)$ is invariant, closed, reflexive, and symmetric,
(b) $\alpha(Q(X))=Q(X)$ for all $\alpha \in \operatorname{Aut}(X)$,
(c) $\overline{P(X)} \subset Q(X)$, and
(d) $X$ is equicontinuous if and only if $Q(X)=\Delta_{X}$.

PROOF: (a) and (b) are immediate from the definition.
(c) This follows immediately from the fact that $P(X)=\bigcap\{V T \mid V$ is open and $\Delta \subset V\}$.
(d)
$\Longrightarrow$

1. Assume that $(X, T)$ is equicontinuous and let $V \subset X \times X$ be open with $\Delta \subset V$.
2. There exists $U \subset X \times X$ be open with $\Delta \subset U \subset \bar{U} \subset V$.
( $X$ is compact Hausdorff)
3. There exists $W \subset X \times X$ be open with $\Delta \subset W$, and $W T \subset U$. (by 1,2)
4. $Q(X) \subset \overline{W T} \subset \bar{U} \subset V$. $\quad$ (by 2,3 )
5. $Q(X)=\Delta$.
(by 1,4)
6. Assume that $Q(X)=\Delta$ and let $V \subset X \times X$ be open with $\Delta \subset V$.
7. Assume that $\overline{W T} \cap(X \times X \backslash V) \neq \emptyset$ for all $W \subset X \times X$ open with $\Delta \subset W$.
8. $\left\{\overline{W T} \cap(X \times X \backslash V) \mid \Delta \subset W^{\text {open }} \subset X \times X\right\}$ are closed sets with the F.I.P.
(by 1, 2)
9. $Q(X) \cap(X \times X \backslash V) \neq \emptyset$.
(by 3 , and compactness)
10. There exists $W$ with $\overline{W T} \cap(X \times X \backslash V)=\emptyset$. (4 contradicts 1 )
11. $W T \subset V$.
12. $(X, T)$ is equicontinuous.
(by 1, 6)

Proposition 15.6 Let $X, Y$ be minimal and $\pi: X \rightarrow Y$ be a homomorphism. Then $\pi(Q(X))=Q(Y)$.

PROOF: Clearly $\pi(Q(X)) \subset Q(Y)$.

1. Let $(x, y) \in Q(Y)$, and $W$ be an open neighborhood of $\Delta_{X}$.
2. Let $V \subset X$ be closed with nonempty interior and $V \times V \subset W$.
3. There exists $F \subset T$ finite with $X=V F$.
( $X$ is minimal)
4. $\pi(V) F=Y$.
(by $3, \pi$ is surjective since $Y$ is minimal)
5. $U=\operatorname{int}(\pi(V)) \neq \emptyset$.
6. $\Delta_{Y} \subset(U \times U) T \subset \subset_{5} \operatorname{int}(\pi((V \times V) T)) \subset_{2} \operatorname{int}(\pi(W T))$.
7. $(x, y) \in \overline{\pi(W T)} \subset \pi(\overline{W T})$.
(by 1,6 )
8. $\pi^{-1}(x, y) \cap \overline{W T} \neq \emptyset$.
9. $\pi^{-1}(x, y) \cap \bigcap\left\{\overline{W T} \mid W\right.$ is an open neighborhood of $\left.\Delta_{X}\right\} \neq \emptyset$.
(by 1,8 , and compactness)
10. $\pi^{-1}(x, y) \cap Q(X) \neq \emptyset$.
11. $(x, y) \in \pi(Q(X))$.

Corollary 15.7 Let:
(i) $(X, T)$ be a an equicontinuous minimal flow,
(ii) $(Y, T)$ be a flow, and
(iii) $\pi: X \rightarrow Y$ be an epimomorphism.

Then $(Y, T)$ is equicontinuous.
PROOF: $Q(Y) \underset{15.6}{\overline{5}} \pi(Q(X)) \underset{15.5}{\overline{=}} \pi\left(\Delta_{X}\right)=\Delta_{Y}$, so $(Y, T)$ is equicontinuous by 15.5 .

In general transitivity is the only property that $Q(X)$ lacks in order that it be an icer. In the next section we will study $Q(X)$ itself in more detail. In this section we will concentrate on the relationship between $Q(X)$ and equicontinuity. Historically $Q(X)$ arose in an attempt to determine the equicontinuous structure relation $S_{e q}(X)$, the smallest icer on $X$ such that $X / S_{e q}(X)$ is equicontinuous.

Note that $(x, y) \in Q(X)$ if and only if there exist nets $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$ in $X$ and a net $\left\{t_{i}\right\}$ in $T$ with $x_{i} \rightarrow x, y_{i} \rightarrow y$, and $\lim x_{i} t_{i}=\lim y_{i} t_{i}$. This formulation is often used as the definition of $Q(X)$.

It follows immediately from 15.5 that if $Q(X)=\Delta$, then $P(X)=\Delta$ which gives an alternative proof of the fact that any equicontinuous flow is distal. On the other hand any flow for which $\Delta=P(X) \neq Q(X)$ is distal but not equicontinuous. We take advantage of this observation in the simple example below.

## Example 15.8 Let:

(i) $X=\{z \in \mathbf{C}| | z \mid \leq 1\}$ be the unit disk in the complex plane, and
(ii) $T: X \rightarrow X$ be the homeomorphism defined by $z T=z e^{i|z|}$.

Then:
(a) $(X, T)$ is a distal flow where $T=\left\{T^{n} \mid n \in \mathbf{Z}\right\}$ is identified with the group of integers, and
(b) $(X, T)$ is not equicontinuous.

PROOF: (a) $P(X, T)=\Delta$ because

$$
\left|z_{1} T-z_{2} T\right|=\left|z_{1} e^{i\left|z_{1}\right|}-z_{2} e^{i\left|z_{2}\right|}\right|=\left|z_{1}-z_{2}\right| \quad \text { if }\left|z_{1}\right|=\left|z_{2}\right|
$$

and

$$
\left|z_{1} T-z_{2} T\right| \geq\left|\left|z_{1}\right|-\left|z_{2}\right|\right| \quad \text { if }\left|z_{1}\right| \neq\left|z_{2}\right|
$$

(b) This follows from the fact that $Q(X, T)=\left\{\left(z_{1}, z_{2}\right)| | z_{1}\left|=\left|z_{2}\right|\right\}\right.$; we leave the details to the reader.

We noted in section 14 that a compact Hausdorff topological space $S$, with a group structure which contains a homomorphic image of $T$ as a dense subgroup whose elements act continuously on $S$ by right multiplication ( $S$ might be referred to as a compactification of $T$ ) gives rise to a distal flow $(S, T)$. If $S$ is a compact Hausdorff topological group, then the flow $(S, T)$ is equicontinuous. We give the details in the following proposition.

## Proposition 15.9 Let:

(i) $K$ be a compact Hausdorff topological group,
(ii) $\psi: T \rightarrow K$ a homomorphism with $\overline{\psi(T)}=K$,
(iii) $\pi: K \times T \rightarrow K$ be defined by $\pi(k, t)=k \psi(t)$ for all $k \in K$, and $t \in T$,
(iv) $f$ be the continuous extension of $\psi$ to $\beta T$, and
(v) $\kappa: \beta T \rightarrow E(K, T)$ be the canonical map.

Then:
(a) $\pi$ defines an action of $T$ on $K$,
(b) the flow $(K, T)$ is equicontinuous, minimal, and regular,
(c) $f(p q)=f(p) f(q)=f(p) \kappa(q)$ for all $p, q \in \beta T$,
(d) $E(K, T) \rightarrow(K, T)$ is an isomorphism, and
$p \quad \rightarrow \quad e p$
(e) $G(K, T)=\{\alpha \in G \mid f(\alpha(u))=f(u)$ for some $u \in J\}$.

PROOF: (a) and (d) are straightforward and we leave them to the reader.
(b) It is immediate that $(K, T)$ is minimal. The fact that $(K, T)$ is regular follows from 8.9, and the fact that $L_{k}$ is an automorphism of $(K, T)$ for every $k \in K$. We give a proof that $(K, T)$ is equicontinuous.

1. Let $\Delta \subset V \subset K \times K$ be open.
2. Let $x, y \in K$.
3. $(y, y) x \in \Delta \subset V$.
4. There exist open sets $(y, y) \in W_{x, y} \subset K \times K$ and $x \in U_{x, y}$, such that $W_{x, y} U_{x, y} \subset V$.
5. $\left\{U_{x, y} \mid x \in K\right\}$ is an open cover of $K$.
6. There exist $U_{x_{1}, y}, \ldots, U_{x_{n}, y}$ with $K \subset \bigcup_{i=1}^{n} U_{x_{i}, y}$.
7. Set $W_{y}=\bigcap_{i=1}^{n} W_{x_{i}, y}$.
8. $W_{y} K \subset \bigodot_{6} W_{y}\left(\bigcup_{i=1}^{n} U_{x_{i}, y}\right)=\bigcup_{i=1}^{n} W_{y} U_{x_{i}, y} \subset \bigcup_{i=1}^{n} W_{x_{i}, y} U_{x_{i}, y} \subset V$.
9. Set $W=\bigcup_{y \in K} W_{y}$.
10. $W$ is open with $\Delta \subset W$.
(by 4, 7, 9)
11. $W T \subset W K \subset V$.
(by 8,9$)$
12. $(K, T)$ is equicontinuous.
(c) 1. $f(p t) \underset{(\text { (iv) })}{=} \lim _{s \rightarrow p} f(s t) \underset{\text { (iv) }}{=} \lim _{s \rightarrow p} \psi(s t) \underset{\text { (ii) })}{=} \lim _{s \rightarrow p} \psi(s) \psi(t) \underset{\text { (iv) }}{=} f(p) \psi(t)$ $\underset{(\mathrm{v})}{=} f(p) \kappa(t)$.
13. $f(p q)=\lim _{t \rightarrow q} f(p t)=\lim _{t \rightarrow q} f(p) \kappa(t) \underset{(\mathrm{v})}{=} f(p) \kappa(q)$.
14. $f(p q)=\lim _{t \rightarrow q} f(p t)=\underset{1}{=} \lim _{t \rightarrow q} f(p) \psi(t) \underset{\text { (i) }}{=} f(p) \lim _{t \rightarrow q} \psi(t) \underset{\text { (iv) }}{=} f(p) f(q)$.
(e) 1 . Let $R=\{(p, q) \in M \times M \mid \kappa(p)=\kappa(q)\}$ so that $E(K, T)=M / R$.
15. $G(K)=G(E(K))=\{\alpha \in G \mid g r(\alpha) \subset R\}$.
(by 1 and part (d))
16. Let $\alpha \in G(K), u \in J$.
17. $\kappa(\alpha(u))=\kappa(u)=e$.
18. $f(\alpha(u))=f(u \alpha(u))=f(u) \kappa(\alpha(u))=f(u)$.
19. Now suppose that $f(\beta(u))=f(u)=e$.
20. $f(\beta(u))=f(u \beta(u))=f(u) \kappa(\beta(u))=\kappa(\beta(u))$.
21. $\kappa(\beta(u))=e=\kappa(u)$.

Our next goal is to prove the converse of $\mathbf{1 5 . 9}$. Note that when $R$ is regular and distal, we saw in 14.5, that $X=M / R$ is a group (though multiplication may not be continuous) and that a homomorphic image of $T$ is a dense subgroup. We will show that the equicontinuous regular minimal flows are exactly those for which $X$ is a compact topological group (in fact isomorphic to $G / G(R)$ ). Again there is a homomorphism of $T$ onto a dense subgroup of $X$, and the right action of $T$ on $X$ is given by right multiplication in $X$.

## Theorem 15.10 Let:

(i) $R$ be a regular icer on $M$ such that $M / R$ is distal, and
(ii) $u^{2}=u \in X=M / R$. (Note that in view of (i) $u$ is unique and acts as the identity in the group $X$, see 14.5 .)

Then the following are equivalent:
(a) $(X, T)$ is equicontinuous,
(b) $\pi: X \times X \rightarrow X$ is continuous and $X$ is a compact topological group,

$$
(x, y) \rightarrow x y
$$

(c) the map $\varphi: \operatorname{Aut}(X) \rightarrow X$ is continuous,
$\alpha \quad \rightarrow \quad \alpha(u)$
(d) $G / G(R)$ and $X$ are isomorphic as compact topological groups, and
(e) $G^{\prime} \subset G(R)$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Assume that $X$ is equicontinuous and let $(x, y) \in X \times X$.
2. Let $W \subset X$ be open with $x y \in W$.
3. There exists $U \subset X \times X$ open with $\Delta \subset U$ and $\{z \mid(x y, z) \in U\} \subset W$.
4. Let $U_{0} \subset X \times X$ be an open neighborhood of $\Delta$ with $U_{0} \circ U_{0} \subset U$.
5. There exists an open set $V \subset X \times X$ with $\Delta \subset V$, and $\overline{V T} \subset U_{0} \cap L_{x}^{-1}\left(U_{0}\right)$. (by $1,4, L_{x}$ is continuous)
6. Let $(p, q) \in X \times X$ with $(x, p) \in V$ and $(y, q) \in V$.
7. $(x q, p q)=(x, p) q \in V q \subset \overline{V T} \subset U_{0}$.
(by 5, 6)
8. $(x y, x q)=L_{x}(y, q) \in L_{x}(V) \subset U_{0}$. (by 5, 6)
9. $(x y, p q) \in U_{0} \circ U_{0} \subset U$. (by $4,7,8$ )
10. $\{(p, q) \mid(x, p) \in V$ and $(y, q) \in V\} \subset \pi^{-1}\{z \mid(x y, z) \in U\} \subset \pi^{-1}(W)$.
(by 5, 8)
11. $\pi^{-1}(W)$ is a neighborhood of $(x, y)$.
12. $\pi$ is continuous.
(by 1, 2, 11)
13. Let $W$ be an open set with $x^{-1} \in W$.
14. Assume that for every closed neighborhood $N$ of $x$ there exists $n \in N$ with $n^{-1} \in X \backslash W$.
15. Let $V$ be any closed neighborhood of the identity $e \in X$.
16. $(N \times(X \backslash W)) \cap \pi^{-1}(V) \neq \emptyset$ for every closed neighborhood $N$ of $x$.
17. $\left\{(N \times(X \backslash W)) \cap \pi^{-1}(V) \mid N, V\right.$ closed neighborhoods of $x$ and $e$ resp. $\}$ has the F.I.P..
(by 16)
18. There exists $(x, y) \in \bigcap\left\{(N \times(X \backslash W)) \cap \pi^{-1}(V)\right\}$. ( $\pi$ is continuous and $X \times X$ is compact)
19. $y=x^{-1} \in X \backslash W$.
(by 18)
20. There exists a neighborhood $N$ of $x$ with $N^{-1} \subset W . \quad(19$ contradicts 13)

$$
(b) \Longrightarrow(c)
$$

1. Assume that $X$ is a compact topological group.
2. Let $W$ be open in $X$.
3. Let $\alpha \in \varphi^{-1}(W) \subset \operatorname{Aut}(X)$.
4. $\alpha^{-1}(W)$ is an open neighborhood of $u$.
5. There exists an open neighborhood $V$ of $u$ with $V V^{-1} \subset \alpha^{-1}(W)$. (by 1, 4)
6. Let $\beta \in<V, \alpha(V)>$.
7. There exist $p, q \in V$ with $\alpha(p)=\beta(q)$.
8. $\beta(u)=\beta(q) q^{-1} \underset{7}{=} \alpha(p) q^{-1}=\alpha\left(p q^{-1}\right) \underset{5,7}{\in} \alpha\left(\alpha^{-1}(W)\right)=W$.
9. $\alpha \in<V, \alpha(V)>\subset \varphi^{-1}(W)$.
(by 6, 8)
10. $\varphi^{-1}(W)$ is open in $\operatorname{Aut}(X)$.

$$
\begin{equation*}
(\mathrm{c}) \Longrightarrow(\mathrm{d}) \tag{by3,9}
\end{equation*}
$$

1. Assume that $\varphi$ is continuous.
2. $\varphi$ is a homomorphism which is a bijection. (by $\mathbf{1 4 . 5}, X$ is regular and distal)
3. $\varphi$ is a homeomorphism. (by $1,2, \operatorname{Aut}(X)$ is compact, $X$ is Hausdorff)
4. $G / G(R)$ is homeomorphic to $G_{X}=\operatorname{Aut}(X)$ and hence is Hausdorff.
(by 3, 10.16)
5. $G^{\prime} \subset G(R)$.
(by $4,11.10$ )
6. $G / G(R)$ and hence $\operatorname{Aut}(X)$ is a compact topological group. (by 5, 11.11)
7. $\varphi$ is an isomorphism of topological groups.
(by 2, 3, 6)
8. $G / G(R) \cong \operatorname{Aut}(X) \cong X$.

$$
(\mathrm{d}) \Longrightarrow(\mathrm{e})
$$

1. Assume that $G / G(R) \cong \operatorname{Aut}(X) \cong X$.
2. $G / G(R)$ is Hausdorff.
3. $G^{\prime} \subset G(R)$.
(by 2, 11.10)

$$
(e) \Longrightarrow(a)
$$

1. Assume that $X$ is not equicontinuous.
2. There exists an open neighborhood $U$ of $\Delta_{X}$, such that $V T \not \subset U$ for all open neighborhoods $V$ of $\Delta_{X}$.
3. There exist $p_{V}, q_{V} \in M$ and $t_{V} \in T$ with $\pi_{R}\left(p_{V}, q_{V}\right) \in V$ and $\pi_{R}\left(p_{V}, q_{V}\right)$ $t_{V} \notin U$.
4. There exists $\alpha_{V} \in G$ with $\pi_{R}\left(q_{V}\right)=\pi_{R}\left(\alpha_{V}\left(p_{V}\right)\right)$.
( $X$ is distal)
5. We may assume that $\pi_{R}\left(p_{V}, \alpha_{V}\left(p_{V}\right)\right) \rightarrow(z, z) \in \Delta$ and that

$$
\begin{equation*}
\pi_{R}\left(p_{V}, \alpha_{V}\left(p_{V}\right)\right) t_{V} \rightarrow \pi_{R}(w, \beta(w)) \notin \Delta . \tag{by3,4}
\end{equation*}
$$

6. $\chi_{R}\left(\alpha_{V}\right) \rightarrow 1$ in $\operatorname{Aut}(X)$ and $\chi_{R}\left(\alpha_{V}\right) \rightarrow \beta$ in $\operatorname{Aut}(X)$.
7. $1 \neq \chi_{R}(\beta) \in G_{X}^{\prime}=\chi_{R}\left(G^{\prime}\right)$.
(by 5, 6, 11.2 and Ex. 11.6)
8. $G^{\prime} \not \subset \operatorname{ker} \chi_{R}=G(R)$.

Let $R$ be a regular icer on $M, X=M / R$, and $u^{2}=u \in M$. In 8.11 we showed that the map $\chi_{R}: G \rightarrow \operatorname{Aut}(X)$ induces an isomorphism of groups $G / G(R) \cong \operatorname{Aut}(X)$; we saw in 10.16 that $\chi_{R}$ is continuous and hence that this isomorphism of groups is also a homeomorphism. Note that $\chi_{R}$ induces a map $G \rightarrow X \quad$ and hence a map $\varphi: G / G(R) \rightarrow X$.

$$
\alpha \quad \rightarrow \quad \pi_{R}(\alpha(u))=\chi_{R}(\alpha)(u)
$$

In general $G / G(R)$ is a group while $X$ is only a semigroup and the map $\varphi$ though it is a homomorphism, depends on the choice of $u$, and is neither onto nor continuous. In 14.5 we saw that $X$ is distal if and only if $\varphi$ is an isomorphism of groups. Even when $X$ is distal the map $\varphi$ need not be a homeomorphism; indeed 15.10 shows that in this case $\varphi$ is a homeomorphism if and only if $X$ is equicontinuous.

We now proceed to identify those icers $R$ for which $M / R$ is equicontinuous. Just as in the distal case we will define a closed normal subgroup $E$ of $G$ so that $M / R$ is equicontinuous if and only if $R=P_{0} \circ \operatorname{gr}(A)$ for some closed subgroup $A \subset G$ which contains $E$. There are various ways to define the
subgroup $E$; our approach will be to use the regionally proximal relation $Q=$ $Q(M)$ defined above.

Definition 15.11 Let $L=\{\alpha \in G \mid \operatorname{gr}(\alpha) \subset Q\}$. We define $E$ to be the closed subgroup of $G$ generated by $L$. More generally when $(X, T)$ is a regular flow we let $L_{X}=\left\{\alpha \in G_{X} \mid \operatorname{gr}(\alpha) \subset Q(X)\right\}$, and define $E_{X}$ to be the closed subgroup of $G_{X}$ generated by $L_{X}$. Note that since $Q(X)$ is closed and invariant $L_{X}=\left\{\alpha \in G_{X} \mid \operatorname{gr}(\alpha) \cap Q(X) \neq \emptyset\right\}$.

We emphasize a few properties of the group $E_{X}$ in the following lemma.
Lemma 15.12 Let $(X, T)$ be a regular flow and $\chi_{X}: G \rightarrow G_{X}$ be the canonical map. Then:
(a) $E_{X}$ is normal in $G_{X}$.
(b) $D_{X} \subset E_{X}$.
(c) $\chi_{X}(E)=E_{X}$.

PROOF: (a) 1 . Let $\alpha \in L_{X}$, and $\beta \in G_{X}$.
2. $g r\left(\beta^{-1} \alpha \beta\right)=\beta^{-1}(g r(\alpha)) \subset \beta^{-1}(Q(X))=Q(X)$.
3. $\beta^{-1} L_{X} \beta \subset L_{X}$ for all $\beta \in G_{X}$. (by 1, 2)
4. $\beta^{-1} L_{X} \beta=L_{X}$ for all $\beta \in G_{X}$.
5. $\beta^{-1} E_{X} \beta=E_{X}$ for all $\beta \in G_{X}$.
(b) This follows immediately from the fact that $\overline{P(X)} \subset Q(X)$. (by 15.5)
(c) We leave this as an exercise for the reader.

Our goal now is to show that $\left\{P_{0} \circ \operatorname{gr}(A) \mid E \subset A=\bar{A}\right\}$ is exactly the collection of equicontinuous icers on $M$. Our approach is to first show that those icers for which $P(M / R)=Q(M / R)$ are exactly those icers with $E \subset G(R)$. This is the content of the following proposition which can be thought of as saying that $E$ characterizes those flows for which the proximal and regionally proximal relations coincide.

Proposition 15.13 Let $X=M / R$ be a minimal flow. Then the following are equivalent:
(a) $P(X)=Q(X)$, and
(b) $E \subset G(R)$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Assume that $P(X)=Q(X)$.
2. Let $\alpha \in G$ with $g r(\alpha) \subset Q$ and $u \in J$.
3. $\pi_{R}(u, \alpha(u)) \in \pi_{R}(Q)=Q(X)=P(X)$.
4. There exists $p \in \beta T$ with $\pi_{R}(u, \alpha(u)) p \in \Delta \subset X \times X$.
5. $\pi_{R}(g r(\alpha)) \cap \Delta \neq \emptyset$.
6. $g r(\alpha) \subset R$.
7. $\alpha \in G(R)$.
8. $E \subset G(R)$.

$$
\begin{equation*}
(b) \Longrightarrow(a) \tag{by2,7}
\end{equation*}
$$

1. Assume that $E \subset G(R)$.
2. Let $(\alpha(u), \beta(v)) \in Q$.
3. $\left(\alpha(u), \beta \alpha^{-1}(\alpha(u))\right)=(\alpha(u), \beta(u))=(\alpha(u), \beta(v)) u \in Q u \subset Q . \quad($ by 2$)$
4. $g r\left(\beta \alpha^{-1}\right) \cap Q \neq \emptyset$.
5. $\beta \alpha^{-1} \in E \subset G(R)$.
6. $\pi_{R}(\alpha(u), \beta(v))=\pi_{R}(\alpha(u), \alpha(v)) \in \pi_{R}(P(M)) \underset{4.7}{=} P(X)$.
7. $Q(X)=\pi_{R}(Q)=P(X)$.
(by $2,6,15.5,15.6$ )

Theorem 15.14 Let $A$ be a closed subgroup of $G$. Then $P_{0} \circ \operatorname{gr}(A)$ is an equicontinuous icer on $M$ if and only if $E \subset A$.

## PROOF:

$$
\Longrightarrow
$$

1. Assume that $R=P_{0} \circ g r(A)$ is an equicontinuous icer.
2. $\pi_{R}(Q)=Q(M / R)=\Delta$.
(by $1,15.5$, and 14.14 )
3. $E \subset G(R)=A . \quad$ (by $2, G(R)$ is a closed subgroup of $G)$
4. Assume that $E \subset A$.
5. $D \subset A$.
(by 1, 15.12)
6. $R=P_{0} \circ \operatorname{gr}(A)$ is a distal icer. (by $1,2,14.10$ )
7. $E \subset G(R)$.
(by 1,3)
8. $\Delta=P(M / R)=Q(M / R)$.
(by $3,4,15.13$ )
9. $R$ is equicontinuous.
(by 5, 15.5)
It follows immediately from $\mathbf{1 5 . 1 4}$ that an icer $R$ is a proximal extension of the equicontinuous icer $P_{0} \circ \operatorname{gr}(G(R)$ ) if and only if $E \subset G(R)$, which (by 15.13) holds if and only if $P(M / R)=Q(M / R)$. Moreover if $R$ is equicontinuous, then $R=P_{0} \circ \operatorname{gr}(G(R))$ contains the equicontinuous icer $P_{0} \circ \operatorname{gr}(E)$. In analogy with 14.1, we call this icer the equicontinuous structure relation on $M$.

Definition 15.15 The equicontinuous structure relation on $M$ is given by $S_{e q}=P_{0} \circ \operatorname{gr}(E)$.

The group $E$ is a normal subgroup of $G$ by $\mathbf{1 5 . 1 2}$, so it follows from 14.11 , that $S_{e q}$ is regular. Since $S_{e q}$ is the smallest equicontinuous icer on $M, M / S_{e q}$ is the maximal equicontinuous flow. In fact as the following proposition shows, $S_{e q}$ is also the smallest icer on $M$ containing $Q$.

Proposition 15.16 Let $X=M / R$. Then the following are equivalent:
(a) $X$ is equicontinuous,
(b) $Q \subset R$, and
(c) $S_{e q} \subset R$.

PROOF: The fact that $(a) \Longleftrightarrow$ (b) follows immediately from 15.5 and 15.6. The fact that $(\mathrm{a}) \Longleftrightarrow$ (c) follows immediately from 15.14 .

We would like to to define the equicontinuous structure relation $S_{e q}(X)$ on $X=M / R$ to be the projection of $S_{e q}$ (just as $S_{d}(X)=\pi_{R}\left(S_{d}\right)$ ). Thus we need to show that this projection $\pi_{R}\left(S_{e q}\right)$ is an icer on $X$.

Proposition 15.17 Let $X=M / R$ be a minimal flow. Then
(a) $R \circ S_{e q}$ is an icer on $M$.
(b) $\pi_{R}\left(S_{e q}\right)$ is an icer on $X$.

PROOF: (a) 1. $G(R) \subset G=\operatorname{aut}\left(S_{e q}\right) . \quad$ ( $S_{e q}$ is regular)
2. $R \cap P_{0} \subset P_{0}=S_{e q} \cap P_{0}$. ( $S_{e q}$ is distal)
3. $R \circ S_{e q}$ is an icer on $M$.
(1, 2, 7.28)
(b) This follows from part (a) and 6.11.

Definition 15.18 Let $X=M / R$ be a minimal flow. We define the it equicontinuous structure relation on $X$ by $S_{e q}(X)=\pi_{R}\left(S_{e q}\right)$.

As in the case of the distal structure relation $S_{e q}(X)$ depends only on the minimal flow $(X, T)$ not on the icer $R$, even when $X$ is not regular. Again an isomorphism $M / R \rightarrow M / S$ takes $\pi_{R}\left(S_{e q}\right)$ to $\pi_{S}\left(S_{e q}\right)$ because $S_{e q}$ is regular (since $E$ is normal). The fact that $S_{e q}(X)$ is the smallest icer on $X$ such that $X / S_{e q}(X)$ is equicontinuous follows easily from the fact that $S_{e q}$ is the smallest icer on $M$ such that $M / S_{e q}$ is equicontinuous.

## Proposition 15.19 Let:

(i) $X=M / R$ be a minimal flow, and
(ii) $N$ be an icer on $X$.

Then $X / N$ is equicontinuous if and only if $S_{e q}(X) \subset N$.

## PROOF:

## $\Longrightarrow$

1. Assume that $X / N$ is equicontinuous and set $S=\pi_{R}^{-1}(N)$.
2. $M / S \cong X / N$.
(by 1, 7.2)
3. $S$ is an equicontinuous icer on $M$.
(by 1, 2)
4. $S_{e q} \subset S$.
(by $3,15.16$ )
5. $S_{e q}(X)=\pi_{R}\left(S_{e q}\right) \subset \pi_{R}(S)=N$.
6. Assume that $S_{e q}(X) \subset N$.
7. $S_{e q} \subset \pi_{R}^{-1}\left(\pi_{R}\left(S_{e q}\right)\right)=\pi_{R}^{-1}\left(S_{e q}(X)\right) \subset \pi_{R}^{-1}(N)$.
8. $\pi_{R}^{-1}(N)$ is an equicontinuous icer on $M$.
9. $X / N \cong M / \pi_{R}^{-1}(N)$ is equicontinuous.

We now show that any homomorphism $\varphi: X \rightarrow Y$ of minimal flows takes $S_{e q}(X)$ onto $S_{e q}(Y)$. It suffices to consider the map $\pi_{S}^{R}: M / R \rightarrow M / S$ with $R \subset S$ icers on $M$.

Proposition 15.20 Let:
(i) $R \subset S$ be icers on $M$,
(ii) $X=M / R, Y=M / S$, and
(iii) $f \in \operatorname{Hom}(M, X)$.

Then:
(a) $f\left(S_{e q}\right)=S_{e q}(X)$.
(b) $\pi_{S}^{R}\left(S_{e q}(X)\right)=S_{e q}(Y)$.

PROOF: (a) 1. There exists $\alpha \in G$ with $f=\pi_{R} \circ \alpha$.
2. $f\left(S_{e q}\right)=\pi_{R}\left(\alpha\left(S_{e q}\right)\right)=\pi_{R}\left(S_{e q}\right)=S_{e q}(X)$. (by $1, S_{e q}$ is regular) (b) $\pi_{S}^{R}\left(S_{e q}(X)\right)=\pi_{S}^{R}\left(\pi_{R}\left(S_{e q}\right)\right)=\pi_{S}\left(S_{e q}\right)=S_{e q}(Y)$.

Given the importance of the groups $D$ and $E$ in understanding distality and equicontinuity, it is not surprising that a better understanding of these groups and the relationship between them leads to interesting results. We devote the remainder of this section to expanding upon this theme.

Proposition 15.21 Let $G^{\prime}, D$, and $E$ be the subgroups of $G=\operatorname{Aut}(M)$ defined in 11.1, 14.6, and 15.11 respectively. Then $E=D G^{\prime}$.

PROOF: $\quad$ Proof that $D G^{\prime} \subset E$ :

1. $R=P_{0} \circ \operatorname{gr}(E)$ is an equicontinuous regular icer on $M$.
2. $D \subset G(R)=E$.
(by $1,14.10,15.3$ )
3. $G^{\prime} \subset G(R)=E$.
(by $1,15.10$ )
Proof that $E \subset D G^{\prime}$ :
4. $R=P_{0} \circ g r\left(D G^{\prime}\right)$ is a distal regular icer on $M$.
(by $14.10,14.11$ )
5. $G^{\prime} \subset G(R)$.
6. $R$ is an equicontinuous icer.
(by $1,2,15.10$ )
7. $E \subset G(R)=D G^{\prime}$.
(by $1,3,15.13$ )
Corollary 15.22 Let $X=M / R$. Then $X$ is equicontinuous if and only if $X$ is distal and $G^{\prime} \subset G(R)$.

## PROOF:

1. Assume that $X$ is equicontinuous.
2. $R=P_{0} \circ G(R)$ and $E \subset G(R)$.
3. $G^{\prime} \subset G(R)$. (by 2, 15.21)
$\Longleftarrow$
4. Assume that $R$ is distal and $G^{\prime} \subset G(R)$.
5. $R=P_{0} \circ \operatorname{gr}(G(R))$ and $D \subset G(R)$.
(by 14.10 )
6. $E=D G^{\prime} \subset G(R)$.
(by 1, 2)
7. $R$ is equicontinuous.
(by 2, 3, 15.14)
Traditionally the group $E$ has been defined as the group of the maximal equicontinuous minimal flow. Proposition 15.21 allows us to give an intrinsic description of the group $E$.

## Proposition 15.23 Let:

(i) $J$ be the set of idempotents in the universal minimal ideal $M$,
(ii) $\Omega(u, v, t)=L_{u t} \circ L_{v t}^{-1}$ for $u, v \in J$, and $t \in T$,
(iii) $\Omega$ be the closed normal subgroup of $G$ generated by $\{\Omega(u, v, t) \mid u, v \in$ $J$ and $t \in T\}$,
(iv) $J^{*}=\{\alpha \in G \mid \alpha(J) \cap \bar{J} \neq \emptyset\}$, and
(v) $G^{J}$ be the closed normal subgroup of $G$ generated by $J^{*}$.

Then:
(a) $S \equiv P_{0} \circ g r\left(\Omega G^{J} G^{\prime}\right)$ is an icer on $M$, and
(b) $\Omega G^{J} G^{\prime}=E$.

PROOF: (a) Proof that $S$ an equivalence relation:

1. $P_{0}$ is an equivalence relation on $M$ with $\operatorname{aut}\left(P_{0}\right)=G$.
2. $\Omega G^{J} G^{\prime}$ is a subgroup of $G$.
3. $P_{0} \circ g r\left(\Omega G^{J} G^{\prime}\right)$ is an equivalence relation.
(by 7.24)
Proof that $S$ is closed:
4. Let $(\alpha(u), \beta(v)) \in \bar{S}$.
5. There exist nets $\left(\alpha_{i}\left(u_{i}\right), \beta_{i}\left(v_{i}\right)\right) \rightarrow(\alpha(u), \beta(v))$ with $\alpha_{i} \beta_{i}^{-1} \in \Omega G^{J} G^{\prime}$ for all $i$.
6. We may assume that $u_{i} \rightarrow \gamma(a)$ and $v_{i} \rightarrow \delta(b)$ for some $\gamma, \delta \in G$ and $a, b \in J$.
(compactness)
7. $\gamma, \delta \in J^{*} \subset \Omega G^{J} G^{\prime}$.
8. $\alpha_{i} \rightarrow \alpha \gamma^{-1}$ and $\beta_{i} \rightarrow \beta \delta^{-1}$.
9. $G / \Omega G^{J} G^{\prime}$ is a compact Hausdorff topological group.
(by 11.11)
10. $\Omega G^{J} G^{\prime} \underset{2}{=} \Omega G^{J} G^{\prime} \alpha_{i} \beta_{i}^{-1} \underset{5,6}{\rightarrow} \Omega G^{J} G^{\prime} \alpha \gamma^{-1} \delta \beta^{-1}$

$$
\begin{equation*}
=\Omega G^{J} G^{\prime} \alpha \gamma^{-1} \delta \alpha^{-1} \alpha \beta^{-1}=\Omega G^{J} G^{\prime} \alpha \beta^{-1} . \tag{by7}
\end{equation*}
$$

8. $(\alpha(u), \beta(v)) \in S$.

Proof that $S$ is invariant:

1. Let $(\alpha(u), \beta(v)) \in S$ and $t \in T$.
2. There exist $a, b \in J$ with $u t a=u t$ and $v t b=v t$.
3. $(\alpha(u), \beta(v)) t \underset{2}{=}(\alpha(u t) a, \beta(v t) b)=\left(\alpha L_{u t}(a), \beta L_{v t}(b)\right)$.
4. $\left(\alpha L_{u t}\right)\left(\beta L_{v t}\right)^{-1}=\alpha L_{u t} L_{v t}^{-1} \beta^{-1} \in \alpha \Omega G^{J} G^{\prime} \beta^{-1}=\Omega G^{J} G^{\prime} \alpha \beta^{-1}=$ $\Omega G^{J} G^{\prime}$.
5. $(\alpha(u), \beta(v)) t \in S$.

$$
\text { (b) 1. } D \subset \Omega G^{J} G^{\prime}
$$

(by 14.10, and part (a))
2. $E=D G^{\prime} \subset \Omega G^{J} G^{\prime}$.
(by $1,15.21$ )
3. Let $u, v \in J$ and $t \in T$.
4. There exists $b \in J$ with $v t b=v t$.
5. $(v t, \Omega(u, v, t)(v t)) \underset{4}{=}(v t, \Omega(u, v, t)(v t b)) \underset{\text { (ii) }}{=}(v t, u t b) \underset{4}{=}(v t, u t) b \in$ $P(M) b \subset \overline{P(M)}$.
6. $g r(\Omega(u, v, t)) \cap \overline{P(M)} \neq \emptyset$.
7. $\Omega(u, v, t) \in D$. (by 6, 14.6)
8. $\Omega G^{J} G^{\prime} \subset D G^{\prime}=E$.
(by 7, (iii), 14.9, 15.21)
In general $E=D G^{\prime}$ so $G^{\prime} \subset E$; similarly (see exercise 15.11) for any regular minimal flow $E_{X}=D_{X} G_{X}^{\prime}$ and $G_{X}^{\prime} \subset E_{X}$. Of particular interest are those situations in which $E_{X}=G_{X}^{\prime}$; one class of examples are the so-called Bronstein flows.

## Proposition 15.24 Let:

(i) $(X, T)$ be a regular minimal flow, and
(ii) $\overline{\operatorname{gr}\left(G_{X}\right)}=X \times X$. (This says that the set of almost periodic points in $X \times X$ is dense in $X \times X$; this is often referred to as the Bronstein condition.)

Then $E_{X}=G_{X}^{\prime}$.
PROOF: 1. Let $\alpha \in G_{X}$ with $\operatorname{gr}(\alpha) \subset \overline{P(X)}$.
2. Let $V, W \subset X$ be any open subsets of $X$.
3. $(V \times \alpha(V)) \cap P(X) \neq \emptyset$.
(by 1, 2)
4. $\Delta_{X} \subset \overline{(V \times \alpha(V)) T}$.
5. $\emptyset \neq(V \times \alpha(V)) T \cap(W \times W)$ is open.
(by 2, 4)
6. There exists $\beta \in G_{X}$ and $p \in M$ with $(p, \beta(p)) \in(V \times \alpha(V)) T \cap(W \times W)$. (by 5, (ii))
7. $\beta(V) \cap \alpha(V) \neq \emptyset$ and $\beta(W) \cap W \neq \emptyset$.
(by 6)
8. $\beta \in<V, \alpha(V)>\cap<W, W>$.
9. $\alpha \in \overline{\langle W, W>}$.
(by 2, 8)
10. $\alpha \in \bigcap\{<W, W>\mid \mathrm{W}$ open in X$\}=G_{X}^{\prime}$.
11. $D_{X} \subset G_{X}^{\prime}$.
12. $E_{X}=\chi_{X}(E)=\chi_{X}\left(D G^{\prime}\right)=D_{X} G_{X}^{\prime}=G_{X}^{\prime}$.
(by 11, Ex. 11.6, Ex. 14.6, 15.12, 15.21)
When the group $T$ is abelian, then the flow $(M, T)$ is Bronstein so we have the following corollary.

Corollary 15.25 Let $T$ be abelian. Then $E=G^{\prime}$.
PROOF: 1. Let $u \in J, p \in M$, and $t \in T$.
2. There exists a net $t_{i} \rightarrow p \in \beta T$.
3. $L_{u t}(p)=\lim u t t_{i}=\lim u t_{i} t=u p t=p t . \quad(1,2, T$ is abelian $)$
4. $R_{t}=L_{u t} \in G$.
(by 1,3 )
5. $(p, p t) \in \operatorname{gr}(G)$. (by 1,4 )
6. $\overline{g r(G)}=M \times M$.
(by $1,5, M$ is minimal)
5. $E=G^{\prime}$.
(by $6,15.24$ )
We end this section with one more example of the relationship between the groups $D$ and $E$; its proof relies on the fact that any compact Hausdorff group in which multiplication is unilaterally continuous is a topological group. A proof of the latter result is given in the appendix to this section.

Proposition 15.26 Let $[G, G]$ denote the commutator subgroup of $G$. Then:
(a) $E \subset D \overline{[G, G]}$.
(b) If $T$ is abelian, then $E=D \overline{[G, G]}$.

PROOF: (a) 1 . Let $R=P_{0} \circ \operatorname{gr}(D \overline{[G, G]})$ and $X=M / R$.
2. $R$ is a regular distal icer with $G(R)=D \overline{[G, G]}$.
(by 1, 14.11)
3. $G / G(R) \cong X$ as groups.
(by 14.5)
4. $X$ is abelian.
5. Multiplication in $X$ is unilaterally continuous.
6. $X$ is a compact topological group.
(by 5, see 15.A.13)
7. $(X, T)$ is equicontinuous.
(by $6,15.10$ )
8. $E \subset G(R)=D \overline{[G, G]}$.
(by 1, 2, 7, 15.14)
(b) 1. Assume that $T$ is abelian.
2. $G / E$ and $M / S_{e q}$ are isomorphic as topological groups.
(by 15.10 )
3. $T \rightarrow M / S_{e q}$ is a continuous homomorphism of $T$ onto a dense subgroup. $\mathrm{t} \rightarrow u t$
(by $14.5,15.10$ )
4. $G / E$ is abelian.
5. $\overline{[G, G]} \subset E$.
6. $D \overline{[G, G]} \subset E$.
(by 5, 15.21)

## APPENDIX TO SECTION 15: EQUICONTINUITY AND THE ENVELOPING SEMIGROUP

In this appendix we examine the enveloping semigroup $E(X)$ more closely in the context of equicontinuous flows $(X, T)$. Intuitively if $(X, T)$ is an equicontinuous flow then $T$, thought of as a family of maps in $E(X)$ is uniformly equicontinuous. Since every element of $E(X)$ is a limit point of $T$, they must all act continuously on $X$. Recall that a regular minimal flow $X$ is isomorphic both as a flow and as a semigroup to $I(X)$, a minimal ideal in $E(X)$ (see 8.5 and 8.6). When the flow $(X, T)$ is also distal $X \cong I(X) \cong E(X)$ are isomorphic groups, though multiplication is continuous if and only if $X$ is equicontinuous.

The main goal of this appendix is to show that for a minimal flow $(X, T)$ to be equicontinuous it suffices that $E(X)$ be a group and that the map $X \rightarrow X$
$x \rightarrow x p$
be continuous for every $p \in E(X)$. This result has as a consequence that any compact Hausdorff space with a group structure for which multiplication is unilaterally continuous, is a topological group.

Proposition 15.A. 1 Let:
(i) $(X, T)$ be a flow, and
(ii) $\pi: X \times E(X) \rightarrow X$ $(x, p) \quad \rightarrow \quad x p$.

Then $(X, T)$ is equicontinuous if and only if $\pi$ is continuous.
PROOF: Exercise (similar to 15.10).
As a consequence we have the following proposition.
Proposition 15.A. 2 Let ( $X, T$ ) be a flow. Then:
(a) if $(X, T)$ is equicontinuous, then its enveloping semigroup $E(X)$ is a topological group, and
(b) if $E(X)$ is topological group and $(X, T)$ is minimal, then $(X, T)$ is equicontinuous.

PROOF: (a) We leave this as an exercise for the reader.
(b) 1. Assume that $E(X)$ is a topological group.
2. Let $x_{i} \rightarrow x \in X$ and $q_{i} \rightarrow q \in E(X, T)$.
3. There exist $p_{i} \in E(X)$ with $x_{i}=x p_{i}$. (using minimality)
4. We may assume that $p_{i} \rightarrow p \in E(X)$. $(E(X)$ is compact)
5. $x_{i}=x p_{i} \rightarrow x p$.
6. $x p=x$.
(by 2, 5)
7. $x_{i} q_{i}={ }_{3} x p_{i} q_{i} \underset{1,2,4}{\rightarrow} x p q \underset{6}{=} x q$.
8. $\pi: X \times E(X) \rightarrow X \quad$ is continuous.
(by 2, 7)
$(x, p) \quad \rightarrow \quad x p$
9. $(X, T)$ is equicontinuous.
(by 15.A.1)
Note that the proof of 15.A.2(b) makes essential use of the fact that the flow ( $X, T$ ) is minimal. Indeed the result is false in general. In fact the flow $(X, T)$ of example 15.8 is distal but not equicontinuous, and yet $E(X, T)$ is a topological group in this case (we leave it to the reader to verify this in exercise 15.2). Here the elements of $E(X)$ do not act continuously on $X$; on the other hand their restrictions to each minimal subset $Y$ of $X$ are continuous since they are elements of $E(Y)$.

Our main theorem shows that for any minimal flow ( $X, T$ ), if every element of $E(X)$ acts continuously on $X$, then $(X, T)$ is equicontinuous (and hence by $15 . \mathrm{A} .2, E(X)$ is a topological group). We begin with the case where $X$ is metrizable; for this we need the following lemma.
Lemma 15.A. 3 Let:
(i) $(X, T)$ be a metrizable flow, and
(ii) $p$ be continuous for all $p \in E(X)$.

Then $E(X)$ is metrizable.
PROOF: 1. Let $d$ be a metric on $X$, and $A$ a countable dense subset of $X$.
2. Set $R=\{(p, q) \in E(X) \times E(X) \mid d(a p, a q)=0$ for all $a \in A\}$.
3. It is clear that $R$ is a closed equivalence relation on $E(X)$.
4. $E(X) / R$ is a metric space.
(by 1)
5. $(p, q) \in R$ implies $d(x p, x q)=0$ for all $x \in X$.
(by 1, 2, (ii))
6. $(p, q) \in R$ implies $p=q$.
(by 1,5 )
7. $E(X)=E(X) / R$ is a metric space.
(by 4, 6)
The metric case of our theorem can now be deduced from the following well known result (see for example [Bourbaki, N., (1949)]).

Proposition 15.A. 4 Let $X, Y$ be compact metric spaces, $\mathcal{C}(X, Y)$ the set of continuous functions from $X$ to $Y$ provided with the topology of uniform convergence. Then $\mathcal{C}(X, Y)$ is separable (has a countable dense subset).

## Proposition 15.A. 5 Let:

(i) $X=M / R$ be minimal.
(ii) $X$ be metrizable.
(iii) $p$ be continuous for every $p \in E(X)$.

Then $(X, T)$ is equicontinuous.

PROOF: 1. Let $\epsilon>0$.
2. Let $\varphi: X \quad \rightarrow \mathcal{C}(E(X), X)$ be defined by $\varphi(x): E(X) \quad \rightarrow \quad X$.

$$
x \rightarrow \varphi(x) \quad p \rightarrow x p
$$

3. $E(X)$ is metrizable. (by (iii), 15.A.3)
4. There exists a countable subset $B$ of $X$ such that $\varphi(B)$ is dense in $\varphi(X)$. (by (ii), 2, 15.A.4)
5. Set $A(b)=\{x \mid d(b t, x t) \leq \epsilon / 4$ for all $t \in T\}$.
6. $A(b)$ is closed. $\quad(x \rightarrow x t$ is continuous for all $t \in T)$
7. $\bigcup_{b \in B} A(b)=X$.
8. There exists $b \in B$ with $\operatorname{int}(A(b)) \neq \emptyset . \quad$ (by $6,7, X$ is a Baire space)
9. Let $V=\operatorname{int}(A(b))$.
10. $d(x t, y t) \leq d(x t, b t)+d(b t, y t) \leq \epsilon / 2$ for all $x, y \in V$ and $t \in T$. (by 5, 9)
11. For every $z \in X$, there exists $t_{z} \in T$ with $z t_{z} \in V$.
12. There exists a neighborhood $W_{z}$ of $z$ with $W_{z} t_{z} \subset V$. (by 9, 11)
13. Set $W=\bigcup_{z \in X}\left(W_{z} \times W_{z}\right) \subset X \times X$.
14. $W$ is a neighborhood of the diagonal in $X \times X$.
(by 12, 13)
15. Let $\left(w_{1}, w_{2}\right) \in W$.
16. There exists $z \in X$ with $\left(w_{1}, w_{2}\right) \in W_{z} \times W_{z}$.
(by 13,15 )
17. $\left(w_{1} t_{z}, w_{2} t_{z}\right) \in V \times V$.
(by 12, 16)
18. $d\left(w_{1} t, w_{2} t\right)=d\left(w_{1} t_{z} t_{z}^{-1} t, w_{2} t_{z} t_{z}^{-1} t\right) \leq \epsilon / 2$ for all $t \in T$.

Corollary 15.A. 6 Let:
(i) $X=M / R$ be minimal,
(ii) $X$ be metrizable, and
(iii) $(X, T)$ be equicontinuous.

Then $E(X)$ is metrizable.
PROOF: 1. The map $X \times E(X) \rightarrow X$ is continuous. (by (iii), 15.A.1)

$$
(x, p) \quad \rightarrow x p
$$

2. $p$ is continuous.
(by 1)
3. $E(X)$ is metrizable.
(by 2, 15.A.3)
Our next step is to consider the case where the group $T$ is countable. We will use the fact that the topology on a compact space $X$ can be recovered from the pseudo-metrics on $X$ (see [Dugundji, J., (1966)]). These are the maps $\rho$ : $X \times X \rightarrow \mathbf{R}$ satisfying all the conditions necessary to be a metric except that $\rho(x, y)=0$ does not imply that $x=y$. We first observe that a continuous pseudo-metric on $X$ gives rise to a quotient space which is metrizable if the group $T$ is countable. The proof will be left to the reader.

Lemma 15.A. 7 Let:
(i) $(X, T)$ be a flow,
(ii) $S \subset T$ a subgroup of $T$,
(iii) $d$ a continuous psuedo-metric on $X$, and
(iv) $R_{S, d}=\{(x, y) \in X \times X \mid d(x t, y t)=0$ for all $t \in S\}$.

Then:
(a) $R_{S, d}$ is a closed equivalence relation which is invariant under $S$, and
(b) if $S$ is countable, then $X / R_{S, d}$ is metrizable.

Now we can prove our result for the countable group case.

## Proposition 15.A. 8 Let:

(i) $(X, T)$ be minimal.
(ii) $p$ be continuous for all $p \in E(X)$.
(iii) $T$ be countable.

Then $(X, T)$ is equicontinuous.
PROOF: 1. Let $V$ be an open neighborhood of $\Delta$ in $X \times X$, and $x \in X$.
2. There exists $d$, a pseudo-metric on $X$, and $\epsilon>0$ such that $\left\{\left(x_{1}, x_{2}\right) \mid\right.$ $\left.d\left(x_{1}, x_{2}\right)<\epsilon\right\} \subset V$.
3. Set $R=R_{T, d}=\{(v, w) \mid d(v t, w t)=0$ for all $t \in T\}$.
4. $R$ is an icer on $X$ and $X / R$ is metrizable. (by 1,3, (iii), and 15.A.7)
5. If $(v, w) \in R$, then $(v p, w p) \in R$ for all $p \in E(X)$.
6. Let $\pi: X \rightarrow X / R=Y$ be the canonical map.
7. Let $\theta: E(X) \rightarrow E(X / R)$ be an epimorphism such that $\pi(z p)=\pi(z) \theta(p)$ for all $z \in X$, and $p \in E(X)$.
(as in 2.10)
8. Let $\left\{y_{\alpha}\right\}$ be a net in $Y$ with $y_{\alpha} \rightarrow y$ and $r \in E(Y)$.
9. There exist $z_{\alpha} \in X$ and $p \in E(X)$ with $\pi\left(z_{\alpha}\right)=y_{\alpha}$ and $\theta(p)=r$.
10. We may assume that $z_{\alpha} \rightarrow z$.
11. $\pi(z)=y$.
(by 9, 10)
12. $z_{\alpha} p \rightarrow z p$.
(by 10 , (ii))
13. $y_{\alpha} r \underset{9}{=} \pi\left(z_{\alpha}\right) \theta(p) \underset{7}{=} \pi\left(z_{\alpha} p\right) \underset{12}{\rightarrow} \pi(z p)=\underset{7}{=} \pi(z) \theta(p) \underset{11}{=} y r$.
14. The map $y \rightarrow y r$ is continuous for all $r \in E(X / R)$.
(by 8, 13)
15. $(X / R, T)$ is equicontinuous.
(by $14,15$. A.5)
16. The map $d: X \times X \rightarrow \mathbf{R}$ induces a continuous map $\rho: X / R \times X / R \rightarrow \mathbf{R}$ with

$$
\begin{equation*}
d\left(x_{1}, x_{2}\right)=\rho\left(\pi\left(x_{1}\right), \pi\left(x_{2}\right)\right) \tag{by3}
\end{equation*}
$$

17. $\left\{\left(y_{1}, y_{2}\right) \mid \rho\left(y_{1}, y_{2}\right)<\epsilon\right\}$ is an open neighborhood of $\Delta_{X / R}$. (by 16)
18. There exists $\pi(x) \in N$ open, such that $\rho(\pi(x) t, z t)<\epsilon$ for all $t \in T$, and $z \in N$. (by 15,17 )
19. Let $U=\pi^{-1}(N), y \in U$ and $t \in T$.
20. $d(x t, y t)=\rho(\pi(x t), \pi(y t))=\rho(\pi(x) t, \pi(y) t)<\epsilon$.
(by 16, 18, 19)
21. $(x t, y t) \in V$ for all $y \in U$ and $t \in T$.
(by 2, 20)
22. $(X, T)$ is equicontinuous at $x$.
(by 1, 21)
23. $(X, T)$ is equicontinuous.
(by 1,22, and 15.2)
In order to deal with the general case we need the following proposition.
Proposition 15.A. 9 The flow $(X, T)$ is equicontinuous if and only if the flow ( $X, H$ ) is equicontinuous for all countable subgroups, $H$ of $T$.

## PROOF:

This is clear.

$$
\Longrightarrow
$$

$\Longleftarrow$

1. Assume that $(X, H)$ is equicontinuous for any countable subgroup $H \subset T$.
2. Assume that $(X, T)$ is not equicontinuous.
3. There exists an open neighborhood $V$ of $\Delta$, such that $U T \cap((X \times X) \backslash V) \neq \emptyset$ for all open neighborhoods $U$ of $\Delta$.
4. Let $W$ be an open neighborhood of $\Delta$ with $W \circ W \circ W \subset V$.
5. For every $t \in T$ set $B_{t}=\left\{s \in T \mid(x t, x s) \in W \cap W^{-1}\right.$ for all $\left.x \in X\right\}$.
6. Suppose that $T=B_{t_{1}} \cup \cdots \cup B_{t_{n}}$.
7. Choose $\Delta \subset U$ open with $U t_{i} \subset W$ for $1 \leq i \leq n$.
8. Let $t \in T$ and $(x, y) \in U$.
9. $t \in B_{t_{j}}$ for some $1 \leq j \leq n$.
10. $\left(x t, x t_{j}\right),\left(x t_{j}, y t_{j}\right),\left(y t_{j}, y t\right) \in W$.
11. $(x t, y t) \in V$.
12. $U T \subset V$.
(by 8,11 )
13. No finite union of sets of the form $B_{t}$ contains $T$.
(12 contradicts 3 )
14. Choose a sequence $\left\{t_{i}\right\} \subset T$ such that $t_{n} \notin \bigcup_{i=1}^{n-1} B_{t_{i}}$.
15. Let $H$ be the subgroup of $T$ generated by the sequence $\left\{t_{n}\right\}$.
16. $(X, H)$ is equicontinuous.
(by 1)
17. By Ascoli's theorem (see [Bourbaki, N., (1949)] page 42) $\bar{H}$ is a compact subset of $C(X, X)$ when the latter is provided with the topology of uniform convergence.
(by 16)
18. The set $\left\{t_{n} \mid n=1,2, \ldots\right\}$ has an accumulation point $p \in C(X, X)$.
(by 15,17 )
19. Let $W_{0}$ be an open neighborhood of $\Delta \subset X \times X$ with $W_{0} \circ W_{0} \subset W \cap W^{-1}$.
20. Let $B_{0}=\left\{q \in \bar{H} \mid(x p, x q) \in W_{0} \cap W_{0}^{-1}\right.$ for all $\left.x \in X\right\}$.
21. There exist $k<m$ with $t_{k}, t_{m} \in B_{0}$.
(by $18,19,20$ )
22. $\left(x t_{k}, x p\right),\left(x p, x t_{m}\right) \in W_{0}$ for all $x \in X$.
(by 20, 21)
23. $\left(x t_{k}, x t_{m}\right) \in W \cap W^{-1}$ for all $x \in X$.
(by 19, 22)
24. $t_{m} \in B_{t_{k}}$ for all $x \in X$.
(by 5, 23)
25. $(X, T)$ is equicontinuous.
( 24 contradicts 14 , so 2 must be false)
Note that given a minimal flow $(X, T)$ and a subgroup $S \subset T$, the flow $(X, S)$ need not be minimal, thus to handle the general case of our theorem we need one last technical lemma.

Lemma 15.A. 10 Let:
(i) $(X, T)$ be minimal,
(ii) $H$ a countable subgroup of $T$, and
(iii) $d$ a continuous pseudo-metric on $X$.

Then there exists a countable subgroup $K$ of $T$ such that $H \subset K$, and $\left(X / R_{K, d}, K\right)$ is a minimal flow.

PROOF: 1. Set $H_{0}=H, X_{0}=X / R_{H_{0}, d}$, and let $\pi_{0}: X \rightarrow X_{0}$ be the canonical map.
2. There exists a countable base $\mathcal{U}_{0}$ for the topology on $X_{0}$. (by (i), 15.A.7)
3. Let $U \in \mathcal{U}_{0}$.
4. $\pi_{0}^{-1}(U) T=X$.
5. There exists a finite subset $F_{U}$ of $T$ such that $\pi_{0}^{-1}(U) F_{U}=X$.
6. Let $H_{1}$ be a countable subgroup of $T$ such that $H_{0} \cup \bigcup_{U \in \mathcal{U}_{0}} F_{U} \subset H_{1}$.
7. $\pi_{0}^{-1}(U) H_{1}=X$ for all $U \in \mathcal{U}_{0}$. (by 3, 5, 6)
8. $\pi_{0}^{-1}(W) H_{1}=X$ for all open subsets $W$ of $X_{0}$.
(by 2, 7)
9. Assume $H_{0} \subset H_{1} \subset \cdots \subset H_{n}$ have been chosen so that:
$H_{i}$ is a countable subgroup of $T$,
$X_{i}=X / R_{H_{i}, d}$,
$\pi_{i}: X \rightarrow X_{i}$ is the canonical map $0 \leq i \leq n-1$, and
$\pi_{i}^{-1}(W) H_{i+1}=X$ for every nonempty open set $W \subset X_{i}$.
10. Set $X_{n}=X / R_{H_{n}, d}$, let $\pi_{n}: X \rightarrow X_{n}$ be the canonical map, and $\mathcal{U}_{n}$ be a countable base for the topology on $X_{n}$.
11. $\pi_{n}^{-1}(U) T=X$ for all $U \in \mathcal{U}_{n}$.
12. As in $5,6,7$, there exists a countable subgroup $H_{n+1}$ with $H_{n} \subset H_{n+1}$ and $\pi_{n}^{-1}(W) H_{n+1}=X$ for all open subsets $W$ of $X_{n}$.
13. $H_{n}, X_{n}$, and $\pi_{n}$ are defined for all $n$ by induction.
14. Let $K=\bigcup H_{n}$.
15. $H \subset K$ and $K$ is a countable subgroup of $T$.
16. $X / R_{K, d}=\underset{\longleftarrow}{\lim }\left(X_{n}, \pi_{n}^{n+1}\right)$ where $\pi_{n}^{n+1}: X_{n+1} \rightarrow X_{n}$ is the canonical map.
17. Let $W$ be open in $X / R_{K, d}$ and $\pi: X \rightarrow X / R_{K, d}$ be the canonical map.
18. There exists $n$ and $U$ open in $X_{n}$ such that $\phi^{-1}(U) \subset W$ where $\phi$ : $X / R_{K, d} \rightarrow X_{n}$ is the canonical map.
19. $\pi^{-1}(W) K \underset{14}{\supset} \pi^{-1}(W) H_{n+1} \underset{18}{\supset} \pi^{-1}\left(\phi^{-1}(U)\right) H_{n+1}$

$$
=\pi_{n}^{-1}(U) H_{n+1}=X
$$

20. $\pi^{-1}(W) K=X$ for all open subsets $W$ of $X / R_{K, d}$. (by 17, 19)
21. $W K=X / R_{K, d}$ for every open set $W \subset X / R_{K, d}$.
22. $\left(X / R_{K, d}, K\right)$ is minimal.

We are now in position to deduce the main theorem of this appendix.
Theorem 15.A. 11 Let:
(i) $(X, T)$ be minimal, and
(ii) $p$ be continuous for all $p \in E(X)$.

Then $(X, T)$ is equicontinuous.
PROOF: 1. Let $H$ be a countable subgroup of $T$.
2. Let $d$ be a continuous pseudo-metric on $X$ and $x \in X$.
3. There exists a countable subgroup $K$ of $T$ with $H \subset K$ and $\left(X / R_{K, d}, K\right)$ minimal.
(by 15.A.10)
4. As in the proof of $\mathbf{1 5 . A . 8} p$ is continuous for all $p \in E\left(X / R_{K, d}, K\right)$.
(using (ii))
5. $\left(X / R_{K, d}, K\right)$ is equicontinuous.
(by 3, 4, 15.A.8)
6. $\left(X / R_{K, d}, H\right)$ is equicontinuous.
(by 3, 5)
7. As in the proof of 15.A.8, $(X, H)$ is equicontinuous.
8. $(X, T)$ is equicontinuous.

Corollary 15.A. 12 Let:
(i) $(X, T)$ be minimal, and
(ii) $E(X, T)$ be abelian.

Then $(X, T)$ is equicontinuous.
PROOF: 1. $L_{p}=R_{p}$ for all $p \in E(X, T)$.
2. $p \equiv R_{p}$ is continuous for all $p \in E(X, T)$.
3. $(X, T)$ is equicontinuous.
(by 15.A.11)
Theorem 15.A. 13 Let $H$ be a compact Hausdorff space provided with a group structure in which multiplication is unilaterally continuous. Then $H$ is a topological group.

PROOF: 1. Consider the minimal flow $(H, H)$.
2. Let $p \in E(H, H)$ and $\left\{h_{\alpha}\right\} \subset H$ with $h_{\alpha} \rightarrow p$.
3. We may assume that $h_{\alpha} \rightarrow h \in H$.
4. $x p=\lim x h_{\alpha}=x h$ for all $x \in H$.
(by 3, left multiplication $L_{x}$ in $H$ is continuous for all $x$ )
5. $p=R_{h}$.
(by 4)
6. $p$ is continuous. (by 5 , right multiplication $R_{h}$ in $H$ is continuous for all $h$ )
7. $(H, H)$ is equicontinuous.
(by 6, 15.A.11)
8. $H=E(H, H)$ is a topological group.
(by 2, 5, 7, 15.A.2)

## NOTES ON SECTION 15

Note 15.N. 1 Let $H$ be a locally compact Hausdorff space provided with a group structure for which multiplication is unilaterally continuous. Then $H$ is a topological group.

PROOF: This can be proven using methods similar to those of 15.A.13. For this and related results see [Ellis, R., Locally compact transformation groups, (1957)].

Note 15.N. 2 Let
(i) $\pi: G \rightarrow G / G^{\prime} P G^{J}$ be the canonical map,
(ii) $\psi: T \rightarrow G / G^{\prime} P G^{J}$, and

```
    t \rightarrow u t
```

(iii) $f$ the continuous extension of $\psi$ to $\beta T$.

Then $f(\alpha(u))=\pi(\alpha)$ for all $\alpha \in G$ and $u \in J$.
PROOF: 1. Let $\alpha \in G$ and $u \in J$.
2. There exists a net $\left(t_{i}\right)$ in $T$ with $u t_{i} \rightarrow \alpha(u) . \quad(M \subset \beta T$ is minimal)
3. There exist $u_{i} \in J$ with $u t_{i} u_{i}=u t_{i}$ for all $i$.
(by 3.12)
4. We may assume that $u_{i} \rightarrow \beta(v)$ with $\beta \in G^{J}$ and $v \in J$.
(by compactness and 3.12)
5. $L_{u t_{i}} \rightarrow \alpha \beta^{-1}$.
(by 2, 3, 4 and 10.14)
6. $f\left(t_{i}\right)=f(u) f\left(t_{i}\right) f(u)=f\left(u t_{i} u\right)$.
(as in 15.9)
7. $\pi\left(L_{u t_{i}}\right)=f\left(t_{i}\right) \underset{6}{=} f\left(u t_{i} u\right)=f\left(L_{u t_{i}}(u)\right)$.
8. $f(\alpha(u))=\underset{2}{\lim } f\left(u t_{i}\right) \underset{6}{=} \lim f\left(L_{u t_{i}}(u)\right)=\underset{7}{ } \lim \pi\left(L_{u t_{i}}\right)$ $\overline{5}=\pi\left(\alpha \beta^{-1}\right)=\pi(\alpha) \pi(\beta)^{-1} \underset{4}{=} \pi(\alpha)$.

Note 15.N. 3 Let $\mathcal{E}$ denote the algebra of almost periodic functions on $T$. Then the Stone space $|\mathcal{E}|$ admits a minimal equicontinuous action of $T$. Indeed $(|\mathcal{E}|, T) \cong\left(M / S_{e q}, T\right)$ thus the $E$ of definition 15.A.6 coincides with the definition of $E$ given in [Ellis, R., 1969].

## EXERCISES FOR CHAPTER 15

Exercise 15.1 Show that a flow $(X, T)$ is equicontinuous if and only if it is pointwise equicontinuous.

Exercise 15.2 Let $(X, T)$ be the flow given in example 15.8. Show that:
(a) $Q(X)=\left\{\left(z_{1}, z_{2}\right)| | z_{1}\left|=\left|z_{2}\right|\right\}\right.$, and
(b) $E(X)$ is a compact topological group. (Hint: $(Y, T)$ is equicontinuous for every minimal set $Y \subset X$.)

## Exercise 15.3 Let:

(i) $(X, T)$ be a minimal flow, and
(ii) $R$ be an icer on $X$.

Show that $(X / R, T)$ is equicontinuous if and only $Q(X) \subset R$.
Exercise 15.4 Let ( $X, T$ ) be a weak mixing minimal flow. Show that:
(a) $Q(X)=X \times X$, and
(b) $X$ has no non-trivial equicontinuous factors.

Exercise 15.5 Let:
(i) $\left\{\left(X_{i}, T\right) \mid i \in I\right\}$ be a family of equicontinuous flows, and
(ii) $X=\Pi_{i \in I} X_{i}$.

Then the product flow $(X, T)$ is equicontinuous.
Exercise 15.6 Let ( $X, T$ ) be an equicontinuous flow. Then:
(a) $(E(X), T)$ is an equicontinuous flow, and
(b) if in addition $X=M / R$, the regularizer $(\operatorname{reg}(R), T)$ is an equicontinuous flow.

## Exercise 15.7 Let:

(i) $(X, T)$ be a flow, and
(ii) $\pi: X \times E(X) \rightarrow X$.
$(x, p) \quad \rightarrow \quad x p$
Then $(X, T)$ is equicontinuous if and only if $\pi$ is continuous.

## Exercise 15.8 Let:

(i) $(X, T)$ be a an equicontinuous flow,
(ii) $(Y, T)$ be a flow, and
(iii) $f: X \rightarrow Y$ be an epimomorphism.

Then $(Y, T)$ is equicontinuous.

Exercise 15.9 Show that a minimal flow $(X, T)$ is equicontinuous if and only if its enveloping semigroup $E(X)$ is a compact topological group.

Exercise 15.10 (See 15.23) Let:
(i) $X=M / R$ be regular,
(ii) $J_{X}^{*}=\left\{\alpha \in G_{X} \mid \alpha\left(J_{X}\right) \cap \overline{J_{X}} \neq \emptyset\right\}$,
(iii) $G_{X}\left(J_{X}\right)$ be the closed normal subgroup of $G_{X}$ generated by $J_{X}^{*}$,
(iv) $\Omega_{X}(u, v, t)=L_{u t} L_{v t}^{-1}$ where $u, v \in J_{X}$ and $t \in T$, and
(v) $\Omega_{X}$ be the closed normal subgroup of $G_{X}$ generated by

$$
\left\{\Omega_{X}(u, v, t) \mid u, v \in J_{X} \text { and } t \in T\right\} .
$$

Then:
(a) $E_{X}=G_{X}\left(J_{X}\right) \Omega_{X} G_{X}^{\prime}$,
(b) $\chi_{R}\left(G^{J}\right)=G_{X}^{J}$,
(c) $\chi_{R}(\Omega)=\Omega_{X}$, and
(d) $\chi_{R}(E)=E_{X}$.

Exercise 15.11 (See 15.21) Let $X=M / R$ be regular. Then:
(a) $E_{X}=D_{X} G_{X}^{\prime}$.
(b) $S_{e q}(X)=P_{0}(X) \circ \operatorname{gr}\left(E_{X}\right)$.
(c) $G_{X}\left(S_{e q}(X)\right)=E_{X}$.

Exercise 15.12 (See 15.A.7) Let:
(i) $(X, T)$ be a flow,
(ii) $S \subset T$ be a countable subgroup of $T$,
(iii) $d$ be a continuous pseudo-metric on $X$, and
(iv) $R_{S, d}=\{(v, w) \in X \times X \mid d(v t, w t)=0$ for all $t \in S\}$.

Show that:
(a) $R_{S, d}$ is a closed equivalence relation on $X$, and
(b) $X / R_{S, d}$ is metrizable.

## 16

## The regionally proximal relation

In this section we examine in more depth the regionally proximal relation $Q(X)$, which was defined in 15.4. Here we will be primarily interested in the case where $X=M / R$ is a minimal flow. Note that if $E \subset G(R)$, then by 15.13 $P(M / R)=Q(M / R)$, thus in particular $P(M / R)$ is closed and it follows from 13.6 that $Q(X)$ is an equivalence relation and hence an icer on $X$. In fact a stronger result holds; the main result of this section is that if $E \subset G(R) G^{\prime}$, then $Q(M / R)$ is an icer. We begin this section with a few standard results on $Q(X)$ and its relationship to the equicontinuous structure relation $S_{e q}(X)$.

Proposition 16.1 Let $N$ be an icer on the minimal flow $(X, T)$. Then $(X / N, T)$ is equicontinuous if and only if $Q(X) \subset N$.

## PROOF:

$\qquad$

1. Assume that $Y=X / N$ is equicontinuous, and let $\pi: X \rightarrow Y$ be the canonical map.
2. $Q(Y)=\Delta_{Y}$.
(by $1,15.5$ )
3. $\pi(Q(X))=Q(Y)=\Delta_{Y}$.
(by 2, 15.6)
4. $Q(X) \subset N$.
(by 1,3 )
5. Assume that $Q(X) \subset N$.
6. $Q(Y)=\pi(Q(X))=\Delta_{Y}$.
7. $Y$ is equicontinuous.

Proposition 16.2 Let $X=M / R$. Then the following are equivalent:
(a) $S_{e q}(X)=Q(X)$,
(b) $Q(X)$ is an icer, and
(c) $S_{e q}(X) \subset Q(X)$.

## PROOF:

$(\mathrm{a}) \Longrightarrow(\mathrm{b})$ is clear.
(b) $\Longrightarrow$ (c)

1. Assume that $Q(X)$ is an icer.
2. $X / Q(X)$ is equicontinuous.
(by 16.1)
3. Let $S$ be an icer on $M$ with $X / Q(X)=M / S$.
4. $S_{e q} \subset S$.
(by $3,15.16$ )
5. $S_{e q}(X)=\pi_{R}\left(S_{e q}\right) \subset \pi_{R}(S)=Q(X)$.
(c) $\Longrightarrow(a)$
6. Assume that $S_{e q}(X) \subset Q(X)$.
7. $X / S_{e q}(X)$ is equicontinuous.
(by 15.19 )
8. $Q(X) \subset S_{e q}(X)$.

Corollary 16.3 Let:
(i) $R$ and $N$ be icers on $M$ with $R \subset N$,
(ii) $X=M / R, Y=M / N$, and
(iii) $Q(X)$ be an icer on $X$.

Then $Q(Y)$ is an icer on $Y$.
PROOF: 1. $S_{e q}(X) \subset Q(X)$. (by 16.2)
2. $S_{e q}(Y) \underset{15.20}{=} \pi_{N}^{R}\left(S_{e q}(X)\right) \subset \pi_{N}^{R}(Q(X)) \underset{15.6}{=} Q(Y)$.
3. $Q(Y)$ is an icer on $Y$.
(by 2, 16.2)
We now prove two technical lemmas which will be used to deduce the main result of this section.

Lemma 16.4 Let:
(i) $N$ be a non-vacuous open subset of $M$, and
(ii) $A_{N}=\{\alpha \in G \mid \alpha(J) \cap N \neq \emptyset\}$.

Then:
(a) $\overline{\operatorname{int}\left(\overline{A_{N}}\right)} \equiv \operatorname{cic}\left(A_{N}\right) \neq \emptyset$.
(b) $G^{\prime} \operatorname{cic}\left(A_{N}\right)=\operatorname{cic}\left(A_{N}\right)$.

PROOF: (a) 1. The set of almost periodic points of the flow $(G, M)$ is dense in $M$. ( $(M, T)$ is minimal) 2. There exists an almost periodic point $\beta(w)$ of the flow $(G, M)$ with $\beta(w) \in N$. (by 1)
3. $G^{\prime} \subset \operatorname{cic}\{\gamma \mid \gamma(\beta(w)) \in N\}$.
(by 2, 11.15)
4. $\emptyset \neq \operatorname{cic}\{\gamma \mid \gamma \beta(w) \in N\} \subset \operatorname{cic}\left\{\gamma \mid \gamma \beta \in A_{N}\right\}=\operatorname{cic}\left(A_{N} \beta^{-1}\right)=$ $\operatorname{cic}\left(A_{N}\right) \beta^{-1}$. (by 3, (ii), 10.6)
(b) This follows from (a) and 11.3.

## Lemma 16.5 Let:

(i) $v \in J$,
(ii) $A_{N}=\{\alpha \in G \mid \alpha(J) \cap N \neq \emptyset\}$, and
(iii) $A_{v}=\bigcap_{N \in \mathcal{N}_{v}} \operatorname{cic}\left(A_{N}\right)$. (Here $\quad \mathcal{N}_{v}=\{V \mid V$ an open neighborhood of $v$ in $M\}$.)
Then:
(a) $A_{v} \neq \emptyset$,
(b) $G^{\prime} A_{v}=A_{v}$,
(c) $(\alpha(w), v) \in Q$ for all $\alpha \in A_{v}$ and $w \in J$,
(d) $A_{v} \subset E$, and
(e) $E A_{v}=E$.

PROOF: (a) $\left\{\operatorname{cic}(A(N)) \mid N \in \mathcal{N}_{v}\right\}$ is a collection of nonempty closed sets with the finite intersection property so this follows from the fact that $G$ is compact.
(by 16.4, 10.6)
(b) 1. $A_{v} \subset G^{\prime} A_{v}=G^{\prime} \bigcap_{N \in \mathcal{N}_{v}} \operatorname{cic}\left(A_{N}\right) \subset \bigcap_{N \in \mathcal{N}_{v}} G^{\prime} \operatorname{cic}\left(A_{N}\right)=$

2. Let $U$ be an open invariant neighborhood of $\Delta$ in $M \times M$.
3. Let $W$ be an open neighborhood of $(\alpha(w), v)$ in $M \times M$.
4. Let $V$ be an open neighborhood of $v$ with $\alpha(V) \times \alpha(V) \subset U$ and $\{\alpha(w)\} \times$ $V \subset W$.
5. $\alpha \in \overline{A_{V}}$.
6. There exists $\beta \in A_{V} \cap<V, \alpha(V)>$.
7. There exists $u \in J$ and $p \in V$ with $\beta(u) \in V$ and $\beta(p) \in \alpha(V)$. (by 6, (ii))
8. $(\alpha(w), \beta(u)) p=(\alpha(p), \beta(p)) \in \alpha(V) \times \alpha(V) \subset U$.
9. $(\alpha(w), \beta(u)) \in U$.
10. $\emptyset \neq(\{\alpha(w)\} \times V) \cap U \subset W \cap U$.
(by 4, 7, 9)
11. $(\alpha(w), v) \in \bar{U}$.
(by 3, 10)
12. $(\alpha(w), v) \in Q$.
(by 2, 11)
(d) 1. Let $\alpha \in A_{v}$.
2. $(\alpha(v), v) \in Q$.
3. $\alpha \in E$.
(by 2, 15.11)
(e) This follows immediately from parts (a) and (d).

Theorem 16.6 Let $R$ be an icer on $M$ with $E \subset G(R) G^{\prime}$. Then $Q(M / R)$ is an icer.

PROOF: 1. Let $(p, q) \in S_{e q}=P_{0} \circ g r(E)$.
2. $(p, q)=(\beta(v), \gamma(w))$ for some $v, w \in J$ and $\beta^{-1} \gamma \in E$.
3. $E=\beta^{-1} E \beta \subset \beta^{-1} G(R) G^{\prime} \beta=\beta^{-1} G(R) \beta G^{\prime} . \quad\left(E\right.$ and $G^{\prime}$ are normal)
4. $E=E A_{v} \subset\left(\beta^{-1} G(R) \beta G^{\prime}\right) A_{v}=\beta^{-1} G(R) \beta A_{v}$.
(by $3,16.5$ )
5. There exist $\rho_{R} \in G(R)$ and $\alpha \in A_{v}$ with $\beta^{-1} \gamma=\beta^{-1} \rho_{R} \beta \alpha$.
6. $(v, \alpha(w)) \in Q$. (by $5,16.5$ )
7. $\left(\alpha(w), \beta^{-1} \gamma(w)\right)=\left(\alpha(w), \beta^{-1} \rho_{R} \beta \alpha(w)\right) \in \operatorname{gr}\left(\beta^{-1} G(R) \beta\right)=$ $\beta^{-1}(g r(G(R)))$. (by 5, 7.15)
8. $\left(v, \beta^{-1} \gamma(w)\right) \in Q \circ \beta^{-1}(\operatorname{gr}(G(R)))$.
9. $(\beta(v), \gamma(w))=\beta\left(v, \beta^{-1} \gamma(w)\right) \in \beta\left(Q \circ \beta^{-1}(\operatorname{gr}(G(R)))\right)$ $=\beta(Q) \circ \operatorname{gr}(G(R))=Q \circ \operatorname{gr}(G(R))$.
10. $S_{e q}(R)=\pi_{R}\left(S_{e q}\right) \subset \pi_{R}(Q \circ g r(G(R)))=\pi_{R}(Q)=Q(M / R)$.
(by $1,2,9,15.9$ )
11. $Q(M / R)$ is an icer.
(by $10,16.2$ )
The converse of $\mathbf{1 6 . 6}$ is false. For a counter-example see [Auslander, J., Ellis, D. B., Ellis, R., The regionally proximal relation, (1995)].

Corollary 16.7 Let $X=M / R$ and $P(X)$ be closed. Then $Q(X)$ is an equivalence relation.

PROOF: 1. $D \subset G(R)$.
(by 14.8)
2. $E \underset{\mathbf{1 5 . 2 1}}{ } D G^{\prime} \subset G(X) G^{\prime}$.
3. $Q(X)$ is an equivalence relation.

Corollary 16.8 Let:
(i) $X=M / R$ be a regular flow, and
(ii) $X$ be Bronstein, i. e. $\overline{\operatorname{gr(G_{X})}}=X \times X$.

Then $E \subset G(X) G^{\prime}$ and hence $Q(X)$ is an equivalence relation.
PROOF: 1. $E_{X}=G_{X}^{\prime}$.
(by (i), (ii), 15.24)
2. $E \subset \chi_{X}^{-1}\left(E_{X}\right)=\chi_{X}^{-1}\left(G_{X}^{\prime}\right)=G^{\prime} G(R)$.
(by 1, Ex. 11.6, Ex. 15.10)
The result above holds without the regularity assumption, but the map $\chi_{X}$ : $G \rightarrow G_{X}$ exists only in the regular case. Thus a proof which does not rely on 15.24 is required.

Corollary 16.9 Let:
(i) $X=M / R$ be any minimal flow, and
(ii) $X$ be Bronstein, i. e. $\overline{\pi_{R}(g r(G))}=X \times X$.

Then $E \subset G(X) G^{\prime}$ and hence $Q(X)$ is an equivalence relation.
PROOF: 1. Let $u \in J$ and $\alpha \in G$ with $(u, \alpha(u)) \in Q$.
2. $\pi_{R}(u, \alpha(u)) \in Q(X)$.
3. There exist nets $\left\{p_{i}\right\} \subset M$ and $\left\{\alpha_{i}\right\} \subset G$, such that

$$
\pi_{R}\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right) \rightarrow \pi_{R}(u, \alpha(u)) \text { and } \pi_{R}\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right) t_{i} \rightarrow \pi_{R}(z, z)
$$

(by 2, (ii))
4. We may assume that $\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right) \rightarrow(p, q)$ and $\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right) t_{i} \rightarrow(r, m)$.
( $M$ is compact)
5. $\pi_{R}(p, q)=\lim \pi_{R}\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right)=\pi_{R}(u, \alpha(u))$.
6. $\pi_{R}(r, m)=\lim \pi_{R}\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right) t_{i}=\pi_{R}(z, z)$.
(by 3, 4)
7. There exist $v_{1}, v \in J$ and $\beta_{1}, \beta_{2} \in G(R)$ with

$$
\begin{equation*}
(p, q)=\left(\beta_{1}\left(v_{1}\right), \beta_{2} \alpha(v)\right)=\left(p, \beta_{2} \alpha \beta_{1}^{-1}(p v)\right) \tag{by5}
\end{equation*}
$$

8. There exist $w \in J$ and $\beta \in G(R)$ with $(r, m)=(r, \beta(r w))$.
9. $\alpha_{i} \rightarrow \beta_{2} \alpha \beta_{1}^{-1}$.
(by 4, 7, 10.13)
10. $\alpha_{i} \rightarrow \beta$.
(by 4, 8, 10.13)
11. $\beta_{2} \alpha \beta_{1}^{-1} \beta^{-1} \in G^{\prime}$.
(by 9, 10)
12. $\alpha \in G(R) G^{\prime} G(R)=G^{\prime} G(R)$.
(by $7,8,11, G^{\prime}$ is normal)
As an immediate consequence we see that $Q(X)$ is also an equivalence relation for any point distal minimal flow. A flow is said to be point distal if there exists a point $a \in X$ such that $(a, x) \in P(X) \Rightarrow x=a$.

Proposition 16.10 Let:
(i) $X=M / R$, and
(ii) $a \in X$ with $a P(X)=\{a\}$.

Then the almost periodic points of $(X \times X, T)$ are dense in $X \times X$ and so $Q(X)$ is an equivalence relation.

PROOF: 1. Let $u \in J$ and $t \in T$.
2. $(a t, a t u) \in P(X)$.
3. $a t=a t u$.
4. $(a s, a t)$ is an almost periodic point of $X \times X$ for all $s, t \in T$.
(by 1,3 )
5. $\{(a s, a t) \mid s, t \in T\}=X \times X$.
(by (i), $X$ is minimal)

## EXERCISES FOR CHAPTER 16

Exercise 16.1 Show that $S_{e q}=P_{0} \circ Q=Q \circ Q$.
Exercise 16.2 Let:
(i) $R$ and $S$ be icers on $M$, and
(ii) $G(R)=G(S)$.

Then $S \subset R \circ Q$

## Exercise 16.3 Let:

(i) $R$ and $S$ be icers on $M$,
(ii) $G(R)=G(S)$, and
(iii) $\pi_{R}^{-1}(Q(M / R))$ be an equivalence relation.

Then $\pi_{S}^{-1}(Q(M / S))=S \circ Q \circ S \subset R \circ Q \circ R=\pi_{R}^{-1}(Q(M / R))$.

## PART V

## Extensions of minimal flows

In this section we study the structure of various types of extensions $R \subset S$ of minimal flows, using the theory of icers and subgroups of $G$ developed in the preceding sections. The results are often analogous to and motivated by the corresponding results on minimal flows, thought of as extensions of the onepoint flow. The groups $G(R)$ and $G(S)$ along with the relative product and quasi-relative product play key roles.

In section 17 we use the circle operator of section 5 to characterize open extensions and to define the related notions of RIC and highly proximal extensions. We see in $\mathbf{1 7 . 3}$ that $R \subset S$ is a RIC extension if and only if $S=$ $R \circ \overline{g r(G(S))}$.

Section 18 is devoted to an in-depth study of distal extension of minimal flows, again from the point of view of icers. One key idea here is that an extension $R \subset S$ is distal if and only if $S=R \circ g r(G(S))$ (see 18.9). From this point of view it is evident that every distal extension is a RIC extension.

Almost periodic extensions, which are the natural generalization of equicontinuous flows, are studied in section 19. This is done in large part with the aid of the regionally proximal relation for equivalence relations, which is the natural generalization of the regionally proximal relation for flows introduced in section 15. The classical result is that $R \subset S$ is an almost periodic extension if and only if it is a distal extension and $G(S)^{\prime} \subset G(R)$. Finally in section 20 we collect four theorems which are equivalent to the Furstenberg structure theorem which says that any non-trivial distal extension "factors" into a distal extension together with a non-trivial almost periodic extension. The Furstenberg tower is developed as a consequence of this result; its construction being a nice application of the machinery on icers, subgroups of $G$, and the $\tau$-topology developed in the preceding sections.

## 17

## Open and highly proximal extensions

The notion of highly proximal extensions was introduced in [Auslander, J., Glasner, S., (1997)]. We will see that every almost one-one extension is a highly proximal extension, and every highly proximal extension is a proximal extension. Our account emphasizes the point of view of equivalence relations. The key tool is the action of $\beta T$ on $2^{X}$ (see section 9) given by the circle operator. We include a brief introduction to relatively incontractible (RIC) extensions which are also defined in terms of the circle operator. We begin by using the circle operator to characterize open extensions of minimal flows. The following theorem is a restatement of exercise 5.6; we give a proof for the sake of completeness and in order to motivate the definition of RIC extensions.

Theorem 17.1 Let:
(i) $R \subset S$ be icers on $M$, and
(ii) $X=M / R$ and $Y=M / S$.

Then the following are equivalent:
(a) $\pi_{S}^{R}$ is open,
(b) $\pi_{R}(p S \circ q)=\pi_{R}((p q) S)$ for all $p, q \in M$, and
(c) $\pi_{R}(u S \circ p)=\pi_{R}(p S)$ some $u \in J$ and all $p \in M$.

## PROOF: $\quad$ (a) $\Longrightarrow$ (b)

1. Assume that $\pi_{S}^{R}$ is open and let $p, q \in M$.
2. The map $\varphi: Y \rightarrow 2^{X}$ is a homomorphism of flows.

$$
y \rightarrow\left[\left(\pi_{S}^{R}\right)^{-1}(y)\right]
$$

3. $\varphi\left(\pi_{S}(p q)\right)=\left[\left(\pi_{S}^{R}\right)^{-1}\left(\pi_{S}(p q)\right)\right]=\left[\pi_{R}\left(\pi_{S}^{-1}(p q)\right)\right]=\left[\pi_{R}((p q) S)\right]$.
4. $\varphi\left(\pi_{S}(p q)\right) \underset{2}{=} \varphi\left(\pi_{S}(p)\right) q=\left[\left(\pi_{S}^{R}\right)^{-1}\left(\pi_{S}(p)\right)\right] q$

$$
\begin{equation*}
=\left[\pi_{R}(p S)\right] q_{5.10}\left[\pi_{R}(p S) \circ q\right] \underset{5.11}{=}\left[\pi_{R}((p S) \circ q)\right] . \tag{by3,4}
\end{equation*}
$$

5. $\pi_{R}((p q) S)=\pi_{R}((p S) \circ q)$.

$$
(b) \Longrightarrow(c)
$$

Clear.

$$
(\mathrm{c}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $u \in J$ with $\pi_{R}(u S \circ p)=\pi_{R}(p S)$ for all $p \in M$.
2. Let $y_{i} \rightarrow y \in Y$ and $\varphi: Y \quad \rightarrow \quad 2^{X}$ be defined as above.

$$
y \quad \rightarrow \quad\left[\left(\pi_{S}^{R}\right)^{-1}(y)\right]
$$

3. There exist $p_{i} \in M$ with $y_{i}=\pi_{S}\left(p_{i}\right)$ for all $i$. $(Y$ is minimal)
4. We may assume that $p_{i} \rightarrow p \in M$.
5. $y=\lim y_{i}=\lim \pi_{S}\left(p_{i}\right)=\pi_{S}(p)$.
6. $\lim \varphi\left(y_{i}\right)=\lim \varphi\left(\pi_{S}\left(p_{i}\right)\right)=\lim \left[\pi_{R}\left(p_{i} S\right)\right]=\lim \left[\pi_{R}(u S) \circ p_{i}\right]$

$$
\begin{align*}
& =\operatorname{=} \lim \left[\pi_{R}(u S)\right] p_{i}=\left[\pi_{R}(u S)\right] p_{5.10}^{=}\left[\pi_{R}(u S) \circ p\right] \\
& =\left[\pi_{R}(u S \circ p)\right] \underset{1}{=}\left[\pi_{R}(p S)\right] \underset{2}{=} \varphi\left(\pi_{S}(p)\right) \underset{6}{=} \varphi(y) . \tag{by2,6}
\end{align*}
$$

7. $\varphi$ is continuous.
8. $\pi_{S}^{R}$ is open.
(by $8,5.7$ )

Let $R \subset S$ be icers on $M, u \in J$, and $p, q \in M$. It is immediate that $G(S)(p) \subset p S$ and hence that $\pi_{R}(G(S)(p)) \subset \pi_{R}(p S)$. On the other hand, by 5.11 ,

$$
\pi_{R}(p S \circ q)=\pi_{R}(p S) \circ q \subset \pi_{R}((p q) S),
$$

from which we obtain

$$
\begin{align*}
\pi_{R}(G(S)(p)) & =\pi_{R}(G(S)(u) p) \subset \pi_{R}(G(S)(u) \circ p) \\
& \subset \pi_{R}((u S) \circ p) \subset \pi_{R}(p S) \tag{*}
\end{align*}
$$

for any extension. Now $\mathbf{1 7 . 1}$ says that the open extensions are those for which the last containment in equation $(*)$ is an equality. In particular any extension for which $\pi_{R}(G(S)(p))=\pi_{R}(p S)$ is an open extension. The latter holds if $R \cap P_{0}=S \cap P_{0}$, or equivalently $R \subset S$ is a distal extension; this gives another proof (see 7.23) that distal extensions are open. This argument also shows that if $\pi_{R}(G(S)(u) \circ p)=\pi_{R}(p S)$ for all $p \in M$, then $\pi_{S}^{R}$ is open. This is one motivation for the following definition.

Definition 17.2 Let $R \subset S$ be icers on $M$. We say that $R \subset S$ is a relatively incontractible (RIC) extension if there exists $u \in J$ such that

$$
\pi_{R}(G(S)(u) \circ p)=\pi_{R}(p S)
$$

for all $p \in M$. In the case where $S=M \times M$ so that $M / R$ is a RIC extension of the one-point flow we say the $M / R$ is an incontractible flow.

It follows from the preceding discussion that every distal extension of minimal flows is RIC, and every RIC extension of minimal flows is open. Intuitively $S$ is a RIC extension of $R$ if it is the smallest icer containing $R$ which also contains $\operatorname{gr}(G(S)$ ). Of course any icer which contains $\operatorname{gr}(G(S))$ also contains $\overline{\operatorname{gr}(G(S))}$, hence the following characterization of RIC extensions.

Proposition 17.3 Let $R \subset S$ be icers on $M$. Then the following are equivalent:
(a) $\pi_{R}(G(S)(v) \circ p)=\pi_{R}(p S)$ for all $v \in J$ and $p \in M$,
(b) $R \subset S$ is a RIC extension, and
(c) $S=R \circ \overline{\operatorname{gr}(G(S))}$.

## PROOF:

(a) $\Longrightarrow$ (b)

Clear.

$$
(b) \Longrightarrow(c)
$$

1. Assume that $R \subset S$ is a RIC extension and let $(p, q) \in S$.
2. $q \in p S$.
3. $\pi_{R}(q) \in \pi_{R}(p S)=\pi_{R}(G(S)(u) \circ p) \underset{12.2}{=} \pi_{R}(p \overline{\operatorname{gr(G(S))}})$ for some $u \in J$.
4. There exists $r \in p \overline{g r(G(S))}$ with $\pi_{R}(q)=\pi_{R}(r)$.
5. $(p, r) \in \overline{g r(G(S))}$ and $(r, q) \in R$.
6. $(p, q) \in \overline{\operatorname{gr}(G(S))} \circ R$.
7. $S \subset \overline{g r(G(S))} \circ R$.
8. $S=\overline{g r(G(S))} \circ R=R \circ \overline{g r(G(S))}$.
(by 7, $S$ is an icer with $R \cup \overline{\operatorname{gr(G(S))}} \subset S$ ) (c) $\Longrightarrow$ (a)
9. Assume that $S=R \circ \overline{g r(G(S))}$ and let $v \in J$ and $p \in M$.
10. $\pi_{R}(p S)=\pi_{R}(p \overline{g r(G(S))})=\pi_{R}(G(S)(v) \circ p)$.
(by 1, and 12.2)
We will see in section 18 that $S$ is a distal extension of $R$ if and only if $S=R \circ \operatorname{gr}(G(S))$. Here we use $\mathbf{1 7 . 3}$ to show that any extension of minimal flows can be approximated up to proximal extensions by a RIC extension.

Proposition 17.4 Let:
(i) $R \subset S$ be icers on $M$, and
(ii) $A \subset G$ be closed with $G(R) \subset A \subset G(S)$.

Then there exist icers $R_{A} \subset R$ and $S_{A} \subset S$ such that:
(a) $R_{A} \subset R$ is a proximal extension,
(b) $R_{A} \subset S_{A}$ is a RIC extension, and
(c) $G\left(S_{A}\right)=A$.

PROOF: 1. $M \rightarrow M / \overline{\operatorname{gr}(A)}$ is an open map.
2. $S_{A} \equiv \overline{\operatorname{gr}(A)}(R)$ (the quasi-relative product of $\overline{g r(A)}$ with $R$ ) is an icer on M. (by $1,9.8$ )
3. $R_{A} \equiv R \cap \overline{g r(A)}(R)$ is an icer on $M$.
4. $G\left(R_{A}\right)=G(R) \cap G(\overline{\operatorname{gr}(A)}(R))$.
(by 3, 7.19)
5. $G(R) \subset A \underset{\text { (ii) }}{=} G(\overline{\operatorname{gr}(A)}) \subset G(\overline{\operatorname{gr}(A)}(R))$.
6. $G\left(R_{A}\right)=G(R)$.
(by 4, 5)
7. $R_{A} \subset R$ is a proximal extension.
(by 3, 6, 7.11)
8. $S_{A}=R_{A} \circ \overline{g r(A)}$.
(by 2, 3, 9.4)
9. $G\left(S_{A}\right)=G\left(R_{A}\right) G(\overline{\operatorname{gr}(A)})=G(R) A=A$.
(by 6, 8, (ii), 7.26)
10. $R_{A} \subset S_{A}$ is a RIC extension.
(by $8,9,17.3$ )
Corollary 17.5 Let $R \subset S$ be icers on $M$. Then there exist icers $R_{0} \subset R$ and $S_{0} \subset S$ such that:
(a) $R_{0} \subset R$ is a proximal extension,
(b) $R_{0} \subset S_{0}$ is a RIC extension, and
(c) $S_{0} \subset S$ is a proximal extension.

PROOF: Take $A=G(S)$ in 17.4.
We now turn to a discussion of highly proximal extensions; as motivation we recall (see 7.13) that $R \subset S$ is an almost one-one extension if there exists $y_{0} \in Y$ such that $\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)$ is a singleton. Exercise $\mathbf{1 3 . 6}$ says that $R \subset S$ is a proximal extension if and only if there exists $y_{0} \in Y$ and $p \in M$ such that $\left(\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)\right) p$ is a singleton. Since $\left(\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)\right) p \subset\left(\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)\right) \circ p$, requiring that $\left(\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)\right) \circ p$ is a singleton leads to a condition which is a priori stronger than the notion of a proximal extension but weaker than that of an almost one-one extension.

Definition 17.6 Let $X=M / R$ and $Y=M / S$ with $R \subset S$ icers on $M$. We say that $X$ is a highly proximal extension of $Y$ (h. p. extension) if there exists $y_{0} \in Y$ and $p \in M$ such that $\left(\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)\right) \circ p$ is a singleton. Here $X$ is a maximally highly proximal flow (m.h.p.) if it has no non-trivial highly proximal extensions. The flow $X$ is a maximally highly proximal extension (m.h.p. extension) of $Y$ if it is a highly proximal extension which is maximally highly proximal.

We gather a few elementary properties of highly proximal extensions beginning with a restatement of the definition.

Proposition 17.7 Let $X=M / R$ and $Y=M / S$ with $R \subset S$ icers on $M$. Then the following are equivalent:
(a) $\left(\left(\pi_{S}^{R}\right)^{-1}(y)\right) \circ p$ is a singleton for all $y \in Y$ and $p \in M$,
(b) $\left(\left(\pi_{S}^{R}\right)^{-1}(y)\right) \circ p=\{x p\}$ for all $y \in Y, x \in\left(\pi_{S}^{R}\right)^{-1}(y)$, and $p \in M$, and
(c) $X$ is a highly proximal extension of $Y$.

## PROOF: <br> $$
(a) \Longrightarrow(b)
$$

1. Assume that (a) holds and let $y \in Y, x \in\left(\pi_{S}^{R}\right)^{-1}(y)$, and $p \in M$.
2. $\{x p\} \subset\left(\left(\pi_{S}^{R}\right)^{-1}(y)\right) p \subset\left(\left(\pi_{S}^{R}\right)^{-1}(y)\right) \circ p$.
3. $\{x p\}=\left(\left(\pi_{S}^{R}\right)^{-1}(y)\right) \circ p$.

$$
\begin{equation*}
(b) \Longrightarrow(c) \tag{by1,2}
\end{equation*}
$$

Clear.

$$
(\mathrm{c}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $\left(\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)\right) \circ q$ is a singleton, and let $p \in M, y \in Y$.
2. There exists $r \in M$ with $y r=y_{0}$.
3. There exists $\hat{q} \in M$ with $p=r q \hat{q}$.
4. $\left(\left(\pi_{S}^{R}\right)^{-1}(y)\right) \circ p_{3,5.10}\left(\left(\pi_{S}^{R}\right)^{-1}(y) \circ r\right) \circ q \hat{q} \subset_{5.11}\left(\pi_{S}^{R}\right)^{-1}(y r) \circ q \hat{q}$

$$
=\left(\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right) \circ q\right) \circ \hat{q} .
$$

5. $\left(\pi_{S}^{R}\right)^{-1}(y) \circ p$ is a singleton.
(by 1, 4)
Proposition 17.8 Let $\pi: X \rightarrow Y$ be an extension of minimal flows. Then $\pi$ is highly proximal if and only if every open subset of $X$ contains a fiber of $\pi$.

## PROOF:

$\Longrightarrow$

1. Assume that $\pi$ is highly proximal and let $U$ be an open subset of $X$.
2. Let $x \in U$ and $u \in J$ with $x u=x$.
3. Set $y=\pi(x) \in Y$.
4. $\pi^{-1}(y) \circ u=\{x u\}=\{x\} \subset U$.
(by 2, 3, 17.7)
5. There exists $t \in T$ with $\pi^{-1}(y t)=\left(\pi^{-1}(y)\right) t \subset U$.

$$
\begin{equation*}
\Longleftarrow \tag{by5,5.10}
\end{equation*}
$$

1. Assume that every open subset of $X$ contains a fiber of $\pi$.
2. Let $y_{0} \in Y, x_{0} \in \pi^{-1}\left(y_{0}\right)$ and $U$ be an open neighborhood of $x_{0}$.
3. Let $V=\left\{y \in Y \mid \pi^{-1}(y) \subset U\right\}$.
4. $V$ is a nonempty open subset of $Y$.
(by 1, 2, 5.8)
5. There exists $t_{U} \in T$ with $y_{0} t_{U} \in V$. (by $4, Y$ is minimal)
6. $\pi^{-1}\left(y_{0} t_{U}\right)=\pi^{-1}\left(y_{0}\right) t_{U} \subset U$.
7. There exists $q \in \beta T$ with $\pi^{-1}\left(y_{0}\right) \circ q=\left\{x_{0}\right\}$.
8. Let $u \in J$ with $y_{0} u=y_{0}$, and set $p=u q$.
9. $p \in M$.
10. $\pi^{-1}\left(y_{0}\right) \circ p_{5.10}^{=}\left(\pi^{-1}\left(y_{0}\right) \circ u\right) \circ q \underset{5.11}{\subset} \pi^{-1}\left(y_{0} u\right) \circ q=\pi^{-1}\left(y_{0}\right) \circ q \underset{7}{=}\left\{x_{0}\right\}$.
11. $\pi$ is highly proximal.
(by 9, 10)

Corollary 17.9 Let:
(i) $X=M / R$ and $Y=M / S$ with $R \subset S$ icers on $M$, and
(ii) $X$ be an almost one-one extension of $Y$.

Then $X$ is a highly proximal extension of $Y$.
PROOF: This follows immediately from the definitions or from 17.8.
As we remarked above, the following proposition follows immediately from 13.6; we provide a different proof here for the sake of completeness.

Proposition 17.10 Let:
(i) $X=M / R$ and $Y=M / S$ with $R \subset S$ icers on $M$, and
(ii) $X$ be a highly proximal extension of $Y$.

Then $X$ is a proximal extension of $Y$.
PROOF: 1. Let $x_{1}, x_{2} \in X$ with $\pi_{S}^{R}\left(x_{1}\right)=y=\pi_{S}^{R}\left(x_{2}\right)$.
2. Let $p \in M$.
3. $x_{2} p \in\left(\left(\pi_{S}^{R}\right)^{-1}(y)\right) \circ p=\left\{x_{1} p\right\}$. (by 1,2 , (ii), 17.7)
4. $x_{1} p=x_{2} p$.
5. $\left(x_{1}, x_{2}\right) \in P(X)$.

Corollary 17.11 Let $A$ be a closed subgroup of $G$. Then $Y=M / \overline{\operatorname{gr(A)}}$ is a maximally highly proximal flow.

PROOF: 1. Assume that $X=M / R$ is a highly proximal extension of $Y$ with $R \subset \overline{g r(A)}$.
2. $X$ is a proximal extension of $Y$.
3. $G(R)=G(\overline{g r(A)})=A$.
4. $\overline{g r(A)} \subset R$.
5. $R=\overline{g r(A)}$ and $X=Y$. (by 1,4)
6. $Y$ is maximally highly proximal.

In view of $\mathbf{1 7 . 1 0}$ it is natural to ask for an example of a proximal extension which is not highly proximal. Note that if $\pi: X \rightarrow\{p t\}$, then $\pi$ is a highly proximal extension only if $X=\{p t\}$ (by $\mathbf{1 7 . 8}$ any open subset of $X$ would have to contain $X$, the only fiber of $\pi$ ). Thus in this case any non-trivial proximal flow $X$ will be a proximal but not a highly proximal extension of the one point flow. Of course not every group $T$ admits non-trivial proximal flows. Indeed $T$ admits such flows if and only if $\overline{\operatorname{gr(G)}} \neq M \times M$. Indeed when the group $T$ is abelian, the map $x \rightarrow x t$ is an automorphism of $M$ for every $x \in M$, so $\overline{g r(G)}=M \times M$. On the other hand there are plenty of examples where $\overline{\operatorname{gr~(G)}} \neq M \times M$ (see for example [Glasner, S., Compressibility properties in topological dynamics, (1975)])

In view of 17.9 it is natural to ask for an example of a highly proximal extension which is not an almost one-one extension. One such example is provided as follows.

Example 17.12 (two circle) Let:
(i) $Y=S^{1}=\left\{e^{i \alpha} \mid 0 \leq \alpha<2 \pi\right\}$ be the circle,
(ii) $T=\mathbf{Z}$ the integers act on $Y$ by an irrational rotation $\theta$, and
(iii) $X=\{1\} \times Y \cup\{2\} \times Y$ be provided with a topology for which a neighborhood base at $\left(1, e^{i \alpha}\right)$ is given by $\left\{U_{\epsilon} \mid \epsilon>0\right\}$ where

$$
U_{\epsilon}=\left\{\left(1, e^{i \beta}\right) \mid \alpha \leq \beta<\alpha+\epsilon\right\} \cup\left\{\left(2, e^{i \beta}\right) \mid \alpha<\beta<\alpha+\epsilon\right\},
$$

and a neighborhood base at $\left(2, e^{i \alpha}\right)$ is given by $\left\{V_{\epsilon} \mid \epsilon>0\right\}$ where

$$
V_{\epsilon}=\left\{\left(2, e^{i \beta}\right) \mid \alpha-\epsilon<\beta \leq \alpha\right\} \cup\left\{\left(1, e^{i \beta}\right) \mid \alpha-\epsilon<\beta<\alpha\right\}
$$

(iv) $T$ act on $X$ by $\theta$ on both circles,
(v) $\pi: X \rightarrow Y$ be defined by $\pi\left(j, e^{i \alpha}\right)=e^{i \alpha}$ for $j \in\{1,2\}$.

Then:
(a) $X$ is a compact Hausdorff space and the action of $T$ on $X$ is minimal,
(b) $X$ is a highly proximal extension of $Y$, and
(c) $X$ is not an almost one-one extension of $Y$.

PROOF: (a) We leave this as an exercise for the reader.
(b) This follows from $\mathbf{1 7 . 8}$ since every open subset of $X$ contains a fiber of $\pi$.
(c) This is clear since every fiber of $\pi$ consists of exactly two points.

Given an icer $R$ on $M$, an extension $R_{0} \subset R$ is a proximal extension if and only if $G\left(R_{0}\right)=G(R)$; we now investigate the collection of highly proximal extensions of $R$.

## Proposition 17.13 Let:

(i) $X=M / R$ and $Y=M / S$ with $R \subset S$ icers on $M$, and
(ii) $u \in J$.

Then the following are equivalent:
(a) $X$ is a highly proximal extension of $Y$.
(b) $q S \circ p \subset(q p) R$ for all $p, q \in M$.
(c) $u S \circ u \subset u R$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Assume that $X$ is a highly proximal extension of $Y$ and let $p, q \in M$.
2. $\pi_{R}(q S \circ p)_{5.11}^{=} \pi_{R}(q S) \circ p=\left(\pi_{S}^{R}\right)^{-1}\left(\pi_{S}(q)\right) \circ p \underset{17.7}{\overline{=}}\left\{\pi_{R}(q) p\right\}=\left\{\pi_{R}(q p)\right\}$.
3. $q S \circ p \subset(q p) R$.

$$
\begin{equation*}
(b) \Longrightarrow(c) \tag{by2}
\end{equation*}
$$

Setting $q=u=p$ in (b) yields (c).

$$
(\mathrm{c}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $u S \circ u \subset u R$.
2. $\left(\pi_{S}^{R}\right)^{-1}\left(\pi_{S}(u)\right) \circ u=\pi_{R}(u S) \circ u \underset{5.11}{=} \pi_{R}(u S \circ u) \underset{1}{=}\left\{\pi_{R}(u)\right\}$.
3. $X$ is a highly proximal extension of $Y$.

## Proposition 17.14 Let:

(i) $R \subset S \subset N$ be icers on $M$, and
(ii) $X=M / R, Y=M / S$ and $Z=M / N$.

Then $X$ is a highly proximal extension of $Z$ if and only if $X$ is a highly proximal extension of $Y$ and $Y$ is a highly proximal extension of $Z$.

## PROOF:

$\Longrightarrow$

1. Assume that $X$ is a highly proximal extension of $Z$ and let $u \in J$.
2. $u S \circ u \subset u N \circ u \subset u R \subset u S$.
(by 1, 2, (i), 17.13)
3. $X$ is a h. p. extension of $Y$ and $Y$ is a h. p. extension of $Z$. (by 2, 17.13)
$\Longleftarrow$
4. Assume that $X$ is a h. p. extension of $Y, Y$ is a h. p. extension of $Z$, and let $u \in J$.
5. $u N \circ u=(u N \circ u) \circ u \subset u S \circ u \subset u R$.
(by $1,5.10,17.13$ )
6. $X$ is a highly proximal extension of $Z$.
(by $2,17.13$ )

## Corollary 17.15 Let:

(i) $X=M / R$ and $Y=M / S$ with $R \subset S$ icers on $M$,
(ii) $X$ be a highly proximal extension of $Y$, and
(iii) $\pi_{S}^{R}$ be open.

Then $R=S$.
PROOF: 1. $\pi_{R}(p S)=\pi_{R}(u S \circ p) \subset \pi_{R}(p R)=\left\{\pi_{R}(p)\right\}$ for all $p \in M$ and $u \in J$.
(by (ii), (iii), 17.1, 17.13)
2. $S \subset R$.
3. $S=R$.

We will now construct for an icer $R$, the maximal highly proximal extension $R_{h p} \subset R$; this is a highly proximal extension of $R$ which has the property that $R_{h p} \subset R_{0}$ for any $R_{0}$ where $R_{0} \subset R$ is a highly proximal extension. The construction of $R_{h p}$ requires a lemma which analyzes the action of $\beta T$ on the
cells $\{p R \mid p \in M\}$. Its proof applies results of section 5, in particular 5.3 and 5.10, to do calculations in $2^{M}$.

## Lemma 17.16 Let:

(i) $R$ be an icer on $M$,
(ii) $p, q \in M$, and
(iii) $u, v \in J$.

Then:
(a) $p R \circ q \subset(p q) R$.
(b) $p \in u R \circ q$ implies $u R \circ p \subset u R \circ q$.
(c) $p \in u R \circ u$ implies $u R \circ p$ is a subsemigroup of $M$.
(d) $u R \circ p=v R \circ p$.

PROOF: (a) 1. Let $r \in p R \circ q$.
2. There exist $r_{i} \in p R$ and $t_{i} \rightarrow q$ with $\lim r_{i} t_{i}=r$.
3. $(r, p q)=\lim \left(r_{i} t_{i}, p t_{i}\right) \in \bar{R}=R$.
4. $r \in(p q) R$.
(b) 1. Assume that $p \in u R \circ q$.
2. There exist $p_{i} \in u R$ and $t_{i} \rightarrow q$ with $\lim p_{i} t_{i}=p$.
3. $[u R \circ p]=[u R] p=\lim [u R] p_{i} t_{i}=\lim \left[\left(u R \circ p_{i}\right) t_{i}\right]$.
4. $\left(u R \circ p_{i}\right) t_{i} \subset\left(p_{i} R\right) t_{i}=(u R) t_{i}$.
(by 2 , and part (a))
5. $\lim \left[(u R) t_{i}\right]=\lim [u R] t_{i}=[u R] q=[u R \circ q]$.
(by 2, 5.10)
6. $u R \circ p \subset u R \circ q$.
(by 3, 4, 5, 5.3)
(c) 1. Assume that $p \in u R \circ u$.
2. Let $r_{1}, r_{2} \in u R \circ p$.
3. $u R \circ r_{1} r_{2} \underset{\mathbf{5 . 1 0}}{=}\left(u R \circ r_{1}\right) \circ r_{2} \subset(u R \circ p) \circ r_{2} \underset{1,(\mathrm{~b})}{\subset}(u R \circ u) \circ r_{2}=u R \circ$ $r_{2} \underset{2,(\mathrm{~b})}{\subset} u R \circ p$.
4. $r_{1} r_{2}=u r_{1} r_{2} \in u R \circ r_{1} r_{2} \subset u R \circ p$.
(d) $1 . u R \circ p \underset{5.10}{=}(u R \circ v) \circ p \underset{(\mathrm{a})}{\subset} v R \circ p$.
2. $v R \circ p \underset{5.10}{=}(v R \circ u) \circ p \underset{(\text { a) }}{\subset} u R \circ p$.
3. $u R \circ p=v R \circ p$.

Definition 17.17 Let $R$ be an icer on $M$ and $u \in J$. We define

$$
R_{h p}=\{(p, q) \in M \mid u R \circ p=u R \circ q\} .
$$

It follows from 17.16 that $R_{h p}$ is independent of the choice of $u$. Note also that by 5.10

$$
R_{h p}=\{(p, q) \in M \mid[u R] p=[u R] q\}
$$

so $R_{h p}$ is an icer on $M$ and $M / R_{h p}$ is a quasi-factor of $M$.

The study of highly proximal extensions of $M / R$ is facilitated by the study of $R_{h p}$. In particular we will use the following lemma to show that $R_{h p} \subset R$ is a maximal highly proximal extension of $R$ in the sense mentioned earlier.

## Lemma 17.18 Let:

(i) $R$ be an icer on $M$, and
(ii) $u \in J$.

Then:
(a) $R_{h p} \subset R$.
(b) there exists $m \in u R \circ u$ such that $u R \circ m \subset m R_{h p}$.
(c) $p R_{h p}=u R \circ p$ for all $p \in M$.

PROOF: (a) 1. Let $(p, q) \in R_{h p}$.
2. $\emptyset \neq u R \circ p=u R \circ q \subset p R \cap q R$. (by 1, 17.16)
3. $p R=q R$.
(by 2 , since $R$ is an equivalence relation)
(b) 1 . Set $\mathcal{C}=\{u R \circ p \mid p \in u R \circ u\}$.
2. Let $\left\{u R \circ p_{i} \mid i \in I\right\} \subset \mathcal{C}$ be a decreasing chain with respect to inclusion.
3. Set $B=\bigcap_{i \in I}\left(u R \circ p_{i}\right)$.
4. We may assume by passing to a subnet if necessary that $p_{i} \rightarrow p \in \overline{u R \circ u}=$ $u R \circ u$.
5. $[u R \circ p]=[u R] p=\lim [u R] p_{i}=\lim \left[u R \circ p_{i}\right]$.
6. $B \subset u R \circ p$.
(by 5, 5.3)
7. Let $i \in I$.
8. $u R \circ p_{j} \subset u R \circ p_{i}$ for all $j>i$.
9. $u R \circ p \subset u R \circ p_{i}$.
10. $u R \circ p \subset B$.
11. $B=u R \circ p=\inf \left\{u R \circ p_{i} \mid i \in I\right\} \in \mathcal{C}$.
12. $\mathcal{C}$ is inductive when ordered by inclusion.
13. There exists a minimal element $u R \circ m \in \mathcal{C}$. (by 12 and Zorn's Lemma)
14. Let $p \in u R \circ m$.
15. $p=u p \in(u R) p \subset u R \circ p \subset u R \circ m \subset u R \circ u . \quad($ by $1,13,14,17.16)$
16. $u R \circ p=u R \circ m$.
(by $13,14,15$ )
17. $p \in m R_{h p}$.
18. $u R \circ m \subset m R_{h p}$.
(c) 1. Let $p \in M$.
2. There exists $\hat{p} \in M$ with $m \hat{p}=p$.
( $M$ is minimal)
3. $u R \circ p=(u R \circ m) \circ \hat{p} \subset\left(m R_{h p}\right) \circ \hat{p} \subset(m \hat{p}) R_{h p}=p R_{h p}$.
(by 2, (b), 17.16)
4. $p R_{h p}=\{q \in M \mid u R \circ p=u R \circ q\} \subset u R \circ p . \quad$ (since $q \in u R \circ q$ )
5. $p R_{h p}=u R \circ p$.
(by 3, 4)
Proposition 17.19 Let $R, N$ be icers on $M$ with $N \subset R$. Then:
(a) $\pi_{R_{h p}}$ is open.
(b) $M / N$ is a highly proximal extension of $M / R$ if and only if $R_{h p} \subset N$.
(c) $\left(R_{h p}\right)_{h p}=R_{h p}$.

PROOF: (a) 1. $p R_{h p} \circ q=(u R \circ p) \circ q=u R \circ(p q)=(p q) R_{h p}$.
2. $\pi_{R_{h p}}$ is open.
(by 1, 17.1)
(b) $M / N$ is a h. p. extension of $M / R$ if and only if $p R_{h p}=u R \circ p \subset p N$ for all $p \in M$.
(by 17.13, 17.18)
(c) $p\left(R_{h p}\right)_{h p}=\left(u R_{h p}\right) \circ p=(u R \circ u) \circ p=u R \circ p=p R_{h p}$ for all $p \in M$. (by 17.18)

We now use the preceding results to characterize maximally highly proximal flows; we show in the appendix that $X=M / R$ is maximally highly proximal if and only if $X$ is extremely disconnected.

Proposition 17.20 Let $R$ be an icer on $M$. Then the following are equivalent:
(a) $M / R$ is maximally highly proximal.
(b) $R=R_{h p}$.
(c) $\pi_{R}$ is open.

## PROOF: $\quad$ (a) $\Longrightarrow$ (b)

1. Assume that $M / R$ is maximally highly proximal.
2. $M / R_{h p}$ is a highly proximal extension of $M / R$.
(by 17.19(b))
3. $R_{h p}=R$.
(by 1,2)

$$
(b) \Longrightarrow(c)
$$

This follows immediately from 17.19(a).

$$
(\mathrm{c}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $\pi_{R}$ is open and let $M / S$ be a h.p. extension of $M / R$ with $S \subset R$.
2. $p R=u R \circ p \subset p S$ for all $u \in J$ and $p \in M$.
3. $S=R$.
(by 1, 2)
4. $M / R$ is maximally highly proximal.

## APPENDIX TO SECTION 17: EXTREMELY DISCONNECTED FLOWS

We saw in $\mathbf{1 7 . 2 0}$ that $M / R$ is maximally highly proximal (m.h.p.) if and only if $\pi_{R}$ is open. This leads to an interesting topological characterization of maximally highly proximal flows: a flow $(X, T)$ is m.h.p. if and only if $X$ is extremely disconnected. We begin by recalling what it means for a space to be extremely disconnected.

Definition 17.A. 1 The topological space $X$ is extremely disconnected if the closure of any open subset of $X$ is open.

Note that it follows from 1.2 that the Stone-Cech compactification $\beta T$, of $T$, is extremely disconnected. The same is true of any minimal ideal in $\beta T$.

Proposition 17.A. 2 The space $M$ is extremely disconnected.
PROOF: 1. Let $V \subset M$ be open and $\alpha(u) \in \bar{V}$.
2. Set $A=\left\{t \in T \mid u t \in \alpha^{-1}(V)\right\}$.
3. $\bar{A} \cap M \subset \overline{\alpha^{-1}(V)}$.
4. $u \in \alpha^{-1}(\bar{V})=\overline{\alpha^{-1}(V)}$.
5. Let $W \subset T$ with $u \in \bar{W} \subset \beta T$.
6. $\bar{W}$ is open in $\beta T$. (by $5,1.2$ )
7. There exists $q \in \alpha^{-1}(V) \cap \bar{W} \cap L_{u}^{-1}(\bar{W})$. (by 4, 5, 6)
8. There exists $t_{W} \in W$ with $u t_{W} \in \alpha^{-1}(V)$.
(by 7)
9. There exists a net $\left\{t_{W}\right\} \subset A$ with $t_{W} \rightarrow u$. (by 5, 8, 1.2)
10. $u \in \bar{A} \cap M \subset \alpha^{-1}(\bar{V})$.
(by 3, 9)
11. $\alpha(u) \in \alpha(\bar{A} \cap M) \subset \bar{V}$.
12. $\alpha(u) \in \operatorname{int}(\bar{V})$.
(by 11, 1.2)
13. $\bar{V}$ is open.
(by 1, 12)
Proposition 17.A. 3 Let:
(i) $X, Y$ be compact Hausdorff spaces,
(ii) $X$ be extremely disconnected, and
(iii) $\pi: X \rightarrow Y$ be continuous, open, and onto.

Then $Y$ is extremely disconnected.
PROOF: 1. Let $V \subset Y$ be open.
2. $\bar{V}=\pi\left(\pi^{-1}(V)\right) \subset \pi\left(\pi^{-1}(V)\right) \subset \pi\left(\pi^{-1}(\bar{V})\right)=\bar{V}$. (by (iii))
3. $\bar{V}=\pi\left(\overline{\pi^{-1}(V)}\right)$.
(by 2)
4. $\pi^{-1}(V)$ is open. (by 1, (ii), (iii))
5. $\bar{V}$ is open.
(by 3, 4, (iii))

## Proposition 17.A. 4 Let:

(i) $X=M / R$, and $Y=M / S$ be minimal flows with $R \subset S$, and
(ii) $X$ be extremely disconnected.

Then $Y$ is extremely disconnected if and only if $\pi_{S}^{R}$ is open.

## PROOF:

## $\Longleftarrow$

This follows immediately from 17.A.3, since $\pi_{S}^{R}$ is continuous and onto.

$$
\Longrightarrow
$$

1. Assume that $Y$ is extremely disconnected.
2. Let $U \subset X$ be open and $y \in \overline{\pi_{S}^{R}(U)}$.
3. Let $W \subset Y$ be open with $y \in W$.
4. $\emptyset \neq U \cap\left(\pi_{S}^{R}\right)^{-1}(W)$ is open in $X . \quad$ (by $2,3, \pi_{S}^{R}$ is continuous)
5. There exists $V \subset X$ open with $V=\bar{V} \subset U \cap\left(\pi_{S}^{R}\right)^{-1}$ (W). (by 4, (ii))
6. There exists a finite set $F \subset T$ such that $V F=X$.
(5, $X=M / R$ is minimal)
7. $\pi_{S}^{R}(\bar{V}) F=\pi_{S}^{R}(V) F=Y$.
8. $\emptyset \neq \operatorname{int}\left(\pi_{S}^{R}(V)\right) \underset{5}{\subset} \operatorname{int}\left(\pi_{S}^{R}(U)\right) \cap W$.
9. $y \in \overline{\operatorname{int}\left(\pi_{S}^{R}(U)\right)}$.
10. $\overline{\operatorname{int}\left(\pi_{S}^{R}(U)\right)}=\overline{\pi_{S}^{R}(U)}$.
11. For every $x \in U$, let $U_{x} \subset X$ be open with $x \in U_{x} \subset \bar{U}_{x} \subset U$.
12. $U=\bigcup_{x \in U} \bar{U}_{x}$.
13. $\pi_{S}^{R}(U)=\bigcup_{12}^{=} \pi_{S}^{R}\left(\bar{U}_{x}\right)=\bigcup_{x \in X} \overline{\pi_{S}^{R}\left(U_{x}\right)}=\bigcup_{10} \overline{\operatorname{int}\left(\pi_{S}^{R}\left(U_{x}\right)\right)}$.
14. $\pi_{S}^{R}(U)$ is open.
(by 1, 12)
Corollary 17.A. 5 Let $R$ be an icer on $M$. Then the following are equivalent:
(a) $M / R$ is extremely disconnected,
(b) $\pi_{R}$ is open, and
(c) $M / R$ is maximally highly proximal.

PROOF: The equivalence of (a) and (b) follows from 17.A. 4 since $M$ is extremely disconnected by 17.A.2. We showed that (b) and (c) are equivalent in $\mathbf{1 7 . 2 0}$.

We end this appendix with two lemmas concerning extremely disconnected spaces in general.

Lemma 17.A. 6 Let:
(i) $X$ and $Y$ be compact Hausdorff spaces,
(ii) $\pi: X \rightarrow Y$ be continuous and onto,
(iii) $Y$ be extremely disconnected, and
(iv) $\pi(A) \neq Y$ for any closed proper subset of $X$.

Then:
(a) $\pi(U) \subset \overline{Y \backslash \pi(X \backslash U)}$ for all open sets $U \subset X$.
(b) $\pi$ is one-one.

PROOF: (a) 1. Let $U \subset X$ be open.
2. Let $x \in U$ and $V \subset Y$ be open with $\pi(x) \in V$.
3. Assume that $V \cap(Y \backslash \pi(X \backslash U))=\emptyset$.
4. $V \subset \pi(X \backslash U)$.
5. There exists an open set $W \subset X$ with $x \in W \subset U \cap \pi^{-1}(V)$.
6. $\pi(W) \subset V \subset \pi(X \backslash U) \subset \pi(X \backslash W)$.
7. $\pi(X \backslash W)=\pi(X)=Y$.
8. $V \cap(Y \backslash \pi(X \backslash U)) \neq \emptyset$.
(7 contradicts (iv))
9. $\pi(U) \subset \overline{Y \backslash \pi(X \backslash U)}$.
(by 2, 8)
(b) 1. Let $x_{1} \neq x_{2} \in X$.
2. There exists open sets $U_{1}$, and $U_{2}$ with $x_{i} \in U_{i}$ and $U_{1} \cap U_{2}=\emptyset$.
3. $X \backslash U_{1} \cup X \backslash U_{2}=X$.
4. $\pi\left(X \backslash U_{1}\right) \cup \pi\left(X \backslash U_{2}\right)=Y$. (by 3, (ii))
5. $Y \backslash \pi\left(X \backslash U_{1}\right) \subset \pi\left(X \backslash U_{2}\right)$.
6. $\overline{Y \backslash \pi\left(X \backslash U_{1}\right)} \subset \pi\left(X \backslash U_{2}\right)$.
7. $Y \backslash \pi\left(X \backslash U_{2}\right) \subset Y \backslash \overline{Y \backslash \pi\left(X \backslash U_{1}\right)}$.
(by 6)
8. $\overline{Y \backslash \pi\left(X \backslash U_{1}\right)}$ is open.
(by (i), (ii), (iii))
9. $\overline{Y \backslash \pi\left(X \backslash U_{2}\right)} \subset Y \backslash \overline{Y \backslash \pi\left(X \backslash U_{1}\right)}$. (by 7, 8)
10. $\pi\left(U_{1}\right) \cap \pi\left(U_{2}\right) \subset \overline{(\text { a })} \underset{Y \backslash \pi\left(X \backslash U_{1}\right)}{\cap} \overline{Y \backslash \pi\left(X \backslash U_{2}\right)}=\emptyset$.
11. $\pi\left(x_{1}\right) \neq \pi\left(x_{2}\right)$.
12. $\pi$ is one-one.

The following result, (see [Gleason, A., Projective topological spaces, (1958)]) is important for the study of extremely disconnected spaces.

## Proposition 17.A. 7 Let:

(i) $X$ and $Y$ be compact Hausdorff spaces,
(ii) $\pi: X \rightarrow Y$ be continuous and onto, and
(iii) $Y$ be extremely disconnected.

Then there exists a continuous function $g: Y \rightarrow X$ such that $\pi(g(y))=y$ for all $y \in Y$.

PROOF: 1. Let $\mathcal{C}=\{C \mid C=\bar{C} \subset X$ and $\pi(C)=Y\}$.
2. Applying Zorn's lemma to $\mathcal{C}$ yields a closed subset $X_{0} \subset X$ such that $\pi\left(X_{0}\right)=Y$ and $\pi(A) \neq Y$ for any proper closed subset of $X_{0}$.
3. The restriction $\pi_{0}$ of $\pi$ to $X_{0}$ is one-one.
4. $g=\pi_{0}^{-1}: Y \rightarrow X$ is continuous. (by 3, (i), (ii))
5. $\pi(g(y))=y$ for all $y \in Y$.

## NOTES ON SECTION 17

Note 17.N. 1 Let $X$ be compact Hausdorff space, and $\mathcal{A}$ be a uniformly closed subalgebra of the algebra $\mathcal{C}(X)$, of continuous functions $f: X \rightarrow \mathbf{R}$. We say that $\mathcal{A}$ is complete if given any $\mathcal{F} \subset \mathcal{A}$ with $\|f\| \leq 1$ for all $f \in \mathcal{F}$, there exists $g \in \mathcal{A}$ such that:
(i) $f \leq g$ for all $f \in \mathcal{F}$.
(ii) if $f \leq h \in \mathcal{A}$ for all $f \in \mathcal{F}$, the $g \leq h$.

Clearly such a $g$, if it exists, is unique. In this case we write $g=\bigvee \mathcal{A}$ or $g=\bigvee_{f \in \mathcal{A}} f$.

Note 17.N. 2 Let $X$ be a set. Then $\mathcal{C}(\beta(X))$ is complete.
PROOF: 1. Let $\mathcal{F} \subset \mathcal{C}(\beta(X))$ with $\|f\| \leq 1$ for all $f \in \mathcal{F}$.
2. Let $h(x)=\sup _{f \in \mathcal{F}} f(x)$ for all $x \in X \subset \beta X$.
3. There exists a continuous function $\hat{h}: \beta X \rightarrow[-1,1]$ such that $\hat{h}(x)=h(x)$ for all $x \in X$.
4. $f \leq \hat{h}$ for all $f \in \mathcal{F}$.
5. Let $g \in \mathcal{C}(\beta X)$ with $f \leq g$ for all $f \in \mathcal{F}$.
6. $\hat{h}(x) \leq g(x)$ for all $x \in X$.
7. $\hat{h} \leq g$.
(by 6 since $\bar{X}=\beta X$ )
Note 17.N. 3 Let $X$ be a compact Hausdorff space. Then $X$ is extremely disconnected if and only if $\mathcal{C}(X)$ is complete.

## PROOF:

1. Let $X$ be extremely disconnected and $\mathcal{F} \subset \mathcal{C}(X)$ with $\|f\| \leq 1$ for all $f \in \mathcal{F}$.
2. Let $\mathcal{T}$ be the topology on $X$ and $\mathcal{D}$ be the discrete topology on $X$.
3. The map $(X, \mathcal{D}) \rightarrow(X, \mathcal{T})$ has a continuous extension $\pi: \beta X \rightarrow(X, \mathcal{T})$.

$$
x \quad \rightarrow \quad x
$$

4. There exists a continuous map $\sigma:(X, \mathcal{T}) \rightarrow \beta X$ with $\pi \circ \sigma=1_{X}$.
5. Let $\mathcal{G}=\{f \circ \pi \mid f \in \mathcal{F}\} \subset \mathcal{C}(\beta X)$.
6. $g=\bigvee \mathcal{G} \in \mathcal{G}$ exists.
7. $g \circ \sigma=\bigvee \mathcal{F}$.
8. Assume that $\mathcal{C}(X)$ is complete.
9. Let $\emptyset \neq U \subset X$.
10. Let $\mathcal{F}=\{f \in \mathcal{C}(X) \mid f(X) \subset[0,1]$ and $f(x)=0$ for all $x \notin U\}$.
11. Let $g=\bigvee \mathcal{F}$.
12. $g: X \rightarrow[0,1]$ is continuous and $g(U) \subset(0,1]$.
13. $\bar{U}=g^{-1}((0,1])$. (exercise)
14. $\bar{U}$ is open.

## EXERCISES FOR CHAPTER 17

Exercise 17.1 Show that if the group $T$ is abelian, then every minimal flow is incontractible.

Exercise 17.2 Let $R \subset S$ be icers on $M$. Show that the following are equivalent:
(a) $R \subset S$ is a RIC extension, and
(b) $R \subset S$ is an open extension and $\pi_{R}(G(S)(u) \circ u)=\pi_{R}(u S)$ for some $u \in J$.

Exercise 17.3 In this exercise we describe a general method for constructing almost one-one extensions. Let:
(i) $Y=M / S$ with $S$ an icer on $M$,
(ii) $y_{0} \in Y$, and
(iii) $u \in J$ and $\alpha \in G$ with $\pi_{S}(\alpha(u))=y_{0}$,
(iv) $f: y_{0} T \rightarrow K$ be a continuous function where $K$ is a compact Hausdorff space, (e.g. $K=[0,1]$ )
(v) $g: \beta T \rightarrow K$ be the continuous extension to $\beta T$ of the map $T \rightarrow K$ $t \rightarrow f\left(y_{0} t\right)$,
(vi) $N=\{(p, q) \in M \times M \mid g(p t)=g(q t)$ for all $t \in T\}$, and
(vii) $R=\alpha(N) \cap S$.

Then:
(a) $N$ is an icer on $M$.
(b) $R$ is an icer on $M$.
(c) $X=M / R$ is an almost one-one extension of $Y$ such that $\left(\pi_{S}^{R}\right)^{-1}\left(y_{0}\right)$ consists of a single point.

Note that the extension $X$ depends on the function $f$. When $f$ is constant, $N=M \times M$ and $X=Y$. The next exercise provides a non-trivial example.

Exercise 17.4 Let:
(i) $X$ be the unit circle,
(ii) $\varphi: X \rightarrow X$ be an "irrational rotation",
(iii) $T$ the group generated by $\varphi$,
(iv) $I$ an open $\operatorname{arc}$ of $X$ with $\emptyset \neq I \neq X$,
(v) $x_{0} \in I$ be such that $x_{0} T \cap\{a, b\}=\emptyset$ where $\{a, b\}$ is the set of endpoints of $I$,
(vi) $f\left(x_{0} t\right)=\left\{\begin{array}{ll}1 & \text { if } x_{0} t \in I \\ 0 & \text { if } x_{0} t \notin I,\end{array}\right.$ and
(vii) $\pi: Z \rightarrow X$ the almost one-one extension induced by $f$ as in 17.3.

Then $\pi^{-1}\left(x_{0}\right)$ is a singleton and both $\pi^{-1}(a)$ and $\pi^{-1}(b)$ have exactly two points.

Exercise 17.5 (two circle): (see 17.12) Let:
(i) $Y=S^{1}=\left\{e^{i \alpha} \mid 0 \leq \alpha<2 \pi\right\}$ be the circle,
(ii) $T=\mathbf{Z}$ the integers act on $Y$ by an irrational rotation $\theta$,
(iii) $X=\{1\} \times Y \cup\{2\} \times Y$ be provided with a topology for which
a neighborhood base at $\left(1, e^{i \alpha}\right)$ is given by $\left\{U_{\epsilon} \mid \epsilon>0\right\}$ where

$$
U_{\epsilon}=\left\{\left(1, e^{i \beta}\right) \mid \alpha \leq \beta<\alpha+\epsilon\right\} \cup\left\{\left(2, e^{i \beta}\right) \mid \alpha<\beta<\alpha+\epsilon\right\},
$$

and a neighborhood base at $\left(2, e^{i \alpha}\right)$ is given by $\left\{V_{\epsilon} \mid \epsilon>0\right\}$ where

$$
V_{\epsilon}=\left\{\left(2, e^{i \beta}\right) \mid \alpha-\epsilon<\beta \leq \alpha\right\} \cup\left\{\left(1, e^{i \beta}\right) \mid \alpha-\epsilon<\beta<\alpha\right\}
$$

(iv) $T$ act on $X$ by $\theta$ on both circles, and
(v) $\pi: X \rightarrow Y$ be defined by $\pi\left(j, e^{i \alpha}\right)=e^{i \alpha}$ for $j \in\{1,2\}$.

Then:
(a) $X$ is a compact Hausdorff space and the action of $T$ on $X$ is minimal,
(b) $\pi: X \rightarrow Y$ is a homomorphism of minimal flows.

Exercise 17.6 Let $R \subset S$ be a proximal extension and assume that $\left(\pi_{S}^{R}\right)^{-1}(y)$ is finite for some $y \in M / S$. Then $R \subset S$ is a highly proximal extension.

Exercise 17.7 Let $R$ be an icer on $M$. Then $M / R$ is maximally highly proximal if and only if $[p R]$ is an almost periodic point of $\left(2^{M}, T\right)$ for all $p \in M$.

## Exercise 17.8 Let:

(i) $R \subset S$ be icers on $M$,
(ii) $M / R$ be a highly proximal extension of $M / S$, and
(iii) $\alpha \in G$.

Then:
(a) $M / \alpha(R)$ is a highly proximal extension of $M / \alpha(S)$.
(b) $(\alpha(S))_{h p}=\alpha\left(S_{h p}\right)$.

Exercise 17.9 Let $R \subset S$ icers on $M$. Then $\pi_{S}^{R}$ is open if and only if $S=$ $S_{h p} \circ R$.

## 18

## Distal extensions of minimal flows

In section 4 we defined the notion of a distal homomorphism of flows (see 4.14). In this section we will focus on distal homomorphisms of minimal flows (distal extensions), studying them from the point of view of icers on $M$. Note that a flow is distal if and only if it is a distal extension of a point; thus the results in section 14 on minimal distal flows can be thought of as results on distal extensions. The results in this section are to a large extent motivated by, and analogous to those of section 14 . We begin by restating 4.14 in the context of icers on $M$.

Definition 18.1 Let $X=M / R$, and $Y=M / S$ be flows with $R \subset S$ icers. Recall that

$$
\pi_{S}^{R}: X \rightarrow Y
$$

denotes the canonical homomorphism. We say that $X$ is a distal extension of $Y$ if $\pi_{S}^{R}$ is a distal homomorphism in the sense of 4.14 , that is:

$$
\left(x_{1}, x_{2}\right) \in P(X) \text { with } \pi_{S}^{R}\left(x_{1}\right)=\pi_{S}^{R}\left(x_{2}\right) \text { implies that } x_{1}=x_{2} .
$$

Note that since $Y=M / S \cong X / \pi_{R}(S)$, this is equivalent to saying that

$$
P(X) \cap \pi_{R}(S)=\Delta_{X} .
$$

When $X$ is a distal extension of $Y$, we also write $\pi_{S}^{R}$ is distal, $R$ is a distal extension of $S$, or simply $R \subset S$ is distal.

The following proposition follows immediately from the definition.
Proposition 18.2 Let $R \subset S$ be icers on $M$. Then the following are equivalent:
(a) $R$ is a distal extension of $S$,
(b) $P(M) \cap S \subset R$, and
(c) $P(M) \cap S=P(M) \cap R$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Let $R \subset S$ be distal and $(p, q) \in P(M) \cap S$.
2. $\left(\pi_{R}(p), \pi_{R}(q)\right) \in P(M / R)$.
3. $\pi_{S}^{R}\left(\pi_{R}(p)\right)=\pi_{S}(p)=\pi_{S}(q)=\pi_{S}^{R}\left(\pi_{R}(q)\right)$.
4. $\pi_{R}(p)=\pi_{R}(q)$.
5. $(p, q) \in R$.
6. $P(M) \cap S \subset R$.
(by 1,5)

$$
\begin{equation*}
(b) \Longrightarrow(c) \tag{by4}
\end{equation*}
$$

This is immediate since $R \subset S$.

$$
(\mathrm{c}) \Longrightarrow(\mathrm{a})
$$

1. Assume that $P(M) \cap S=P(M) \cap R$ and let $\left(x_{1}, x_{2}\right) \in P(M / R)$ with $\pi_{S}^{R}\left(x_{1}\right)=\pi_{S}^{R}\left(x_{2}\right)$.
2. There exist $p_{1}, p_{2} \in M$ with $\left(p_{1}, p_{2}\right) \in P(M), \pi_{R}\left(p_{1}\right)=x_{1}$, and $\pi_{R}\left(p_{2}\right)=$ $x_{2}$. (by $1,4.7$ )
3. $\pi_{S}\left(p_{1}\right)=\pi_{S}^{R}\left(\pi_{R}\left(p_{1}\right)\right)=\pi_{S}^{R}\left(x_{1}\right)=\pi_{S}^{R}\left(x_{2}\right)=\pi_{S}\left(p_{2}\right)$.
4. $\left(p_{1}, p_{2}\right) \in P(M) \cap S=P(M) \cap R \subset R$.
5. $x_{1}=\pi_{R}\left(p_{1}\right)=\pi_{R}\left(p_{2}\right)=x_{2}$.
6. $R \subset S$ is distal.
(by 1,5)

## Corollary 18.3 Let:

(i) $R, S, N$ be icers on $M$, and
(ii) $R \subset S$ be distal.

Then $R \cap N \subset S \cap N$ is distal.
PROOF: 1. $P(M) \cap S \subset R$.
2. $P(M) \cap S \cap N \subset R \cap N$.
3. $R \cap N$ is a distal extension of $S \cap N$.
(by 2, 18.2)
One of the keys to our study of distal extensions is the equivalence relation

$$
P_{0}=\{(\alpha(u), \alpha(v) \mid \alpha \in G \text { and } u, v \in J\} \subset P(M) \subset M \times M
$$

which was defined in 7.20. We have seen that $M \times M=P_{0} \circ \operatorname{gr}(G)$, and more generally (in 7.21) that any icer $R$ on $M$ is of the form

$$
R=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(R))
$$

Moreover $(M / R, T)$ is a distal flow (a distal extension of the one-point flow) if and only if $P_{0} \subset R$. Our first goal is to prove the analogous result for distal extensions. We showed in 7.23 that if $R \subset S$ is distal, then $R \cap P_{0}=S \cap P_{0}$ and the map $\pi_{S}^{R}$ is open. Now we show that $R \subset S$ is a distal extension if and only if $R \cap P_{0}=S \cap P_{0}$. We deduce this from the fact that for any icer $R$ on $M, R \cap P(M)$ is completely determined by $R \cap P_{0}$.

Lemma 18.4 Let $R, S$ be icers on $M$, and $J \subset M$ be the set of idempotents in $M$. Then the following are equivalent:
(a) $R \cap P(M) \subset S \cap P(M)$,
(b) $\alpha(R) \cap(J \times J) \subset \alpha(S) \cap(J \times J)$ for all $\alpha \in G$, and
(c) $R \cap P_{0} \subset S \cap P_{0}$.

## PROOF: <br> (a) $\Longrightarrow$ (b)

1. Assume $R \cap P(M) \subset S \cap P(M)$ and let $(u, v) \in \alpha(R) \cap(J \times J)$.
2. $\left(\alpha^{-1}(u), \alpha^{-1}(v)\right) \in R \cap P(M) \subset S \cap P(M)$.
3. $(u, v) \in \alpha(S) \cap(J \times J)$.

$$
(b) \Longrightarrow(c)
$$

1. Assume that $\alpha(R) \cap(J \times J) \subset \alpha(S) \cap(J \times J)$ for all $\alpha \in G$.
2. $R \cap \alpha(J \times J) \subset S \cap \alpha(J \times J)$ for all $\alpha \in G$.
3. $R \cap P_{0}=\bigcup_{\alpha \in G} R \cap \alpha(J \times J) \subset \bigcup_{\alpha \in G} S \cap \alpha(J \times J)=S \cap P_{0}$.
(c) $\Longrightarrow$ (a)
4. Assume that $R \cap P_{0} \subset S \cap P_{0}$, and let $(p, q) \in R \cap P(M)$.
5. There exists a minimal idempotent $w \in \beta T$ such that $(p, q)=(p, p w)$.
6. There exists an idempotent $v \in M$ with $v w=v$ and $w v=w$.
(by 3.14)
7. $(p v, p w) \underset{3}{=}(p v, p w v)=(p, p w) v \underset{2}{=}(p, q) v \in R v \subset R$.
8. $(p, p v) \in R$.
9. There exists $\alpha \in G$ and $u \in J$ with $\alpha(u)=p$.
10. $(p, p v)=(\alpha(u), \alpha(v)) \in R \cap P_{0} \subset S \cap P_{0}$.
11. $(p v, p w)=(p v w, p w)=(p v, p) w \underset{7}{\in} S w \subset S$.
12. $(p, q)=(p, p w) \in S$.
13. $R \cap P(M) \subset S \cap P(M)$.

Theorem 18.5 Let $R \subset S$ be icers on $M$. Then the following are equivalent:
(a) $R$ is a distal extension of $S$,
(b) $R \cap \alpha(J \times J)=S \cap \alpha(J \times J)$ for all $\alpha \in G$,
(c) $\alpha(R) \cap(J \times J)=\alpha(S) \cap(J \times J)$ for all $\alpha \in G$, and
(d) $R \cap P_{0}=S \cap P_{0}$.

PROOF: This follows immediately from 18.2 and 18.4.
As immediate consequences we have the following.
Corollary 18.6 Let $R \subset S$ be regular icers on $M$. Then $R$ is a distal extension of $S$ if and only if $R \cap(J \times J)=S \cap(J \times J)$.

Corollary 18.7 Let $R, S$ be icers on $M$ with $R \subset S$ distal. Then:
(a) $\alpha(R) \subset \alpha(S)$ is distal for all $\alpha \in G$, and
(b) $\operatorname{reg}(R) \subset \operatorname{reg}(S)$ is distal.

PROOF: (a) 1. Let $\alpha \in G$.
2. $R \cap P_{0}=S \cap P_{0}$.
3. $\alpha(R) \cap P_{0}=\alpha(R) \cap \alpha\left(P_{0}\right)=\alpha\left(R \cap P_{0}\right)=\alpha\left(S \cap P_{0}\right)=\alpha(S) \cap P_{0}$.
4. $\alpha(R)$ is a distal extension of $\alpha(S)$.
(b) $1 . \operatorname{reg}(R) \cap P_{0}=\left(\bigcap_{\alpha \in G} \alpha(R)\right) \cap P_{0}=\bigcap_{\alpha \in G}\left(\alpha(R) \cap P_{0}\right)$

$$
\overline{\text { (a) }} \bigcap_{\alpha \in G}\left(\alpha(S) \cap P_{0}\right)=\operatorname{reg}(S) \cap P_{0} .
$$

2. $\operatorname{reg}(R)$ is a distal extension of $\operatorname{reg}(S)$.

## Corollary 18.8 Let:

(i) $R, N, S$ be icers on $M$, and
(ii) $R \subset N \subset S$.

Then $R \subset S$ is distal if and only if $R \subset N$ and $N \subset S$ are both distal.

## PROOF:



1. Assume that $R \subset S$ is distal.
2. $P_{0} \cap R=P_{0} \cap S$.
(by 18.5)
3. $P_{0} \cap R=P_{0} \cap N=P_{0} \cap S$.
(by 1, 2, (ii))
4. $R \subset N$ and $N \subset S$ are both distal. (by 3, 18.5)

$$
\Longleftarrow
$$

1. Assume that $R \subset N$ and $N \subset S$ are both distal.
2. $R \cap P_{0}=N \cap P_{0}=S \cap P_{0}$.
(by $1,18.5$ )
3. $R \subset S$ is distal.
(by $2,18.5$ )
One key theme, which is embodied in $\mathbf{1 8 . 5}$ is that distal extensions are completely determined by their groups. We emphasize this by combining 18.5 with results from sections 4 and 7 to characterize distal extensions.

Theorem 18.9 Let $R \subset S$ be icers on $M$. Then the following are equivalent:
(a) $R \subset S$ is a distal extension,
(b) $\pi_{R}\left(S \cap P_{0}\right)=\Delta_{M / R}$,
(c) $S=R \circ \operatorname{gr}(G(S))$,
(d) $\pi_{R}(S)=\pi_{R}(g r(G(S)))$,
(e) $\left(\pi_{R}(S), T\right)$ is a pointwise almost periodic icer.

## PROOF: <br> (a) $\Longleftrightarrow$ (b)

$$
\begin{gathered}
R \subset S \text { is distal } \underset{\mathbf{1 8 . 5}}{\Longleftrightarrow} R \cap P_{0}=S \cap P_{0} \Longleftrightarrow \pi_{R}\left(S \cap P_{0}\right)=\Delta . \\
\text { (a) } \Longrightarrow \text { (c) }
\end{gathered}
$$

1. Assume that $R \subset S$ is distal so that $R \cap P_{0}=S \cap P_{0}$.
2. $S_{7.21}^{=}\left(S \cap P_{0}\right) \circ g r(G(S))=\left(R \cap P_{0}\right) \circ g r(G(S))$

$$
=\left(R \cap P_{0}\right) \circ g r(G(R)) \circ g r(G(S)) \underset{7.21}{=} R \circ g r(G(S)) .
$$

$$
(\mathrm{c}) \Longrightarrow(\mathrm{d})
$$

This is immediate.

$$
(\mathrm{d}) \Longrightarrow(\mathrm{e})
$$

1. Assume that $\pi_{R}(S)=\pi_{R}(g r(G(S)))$.
2. $\pi_{R}(S)$ is an icer on $X=M / R$ with $X / \pi_{R}(S)=M / S$.
3. $\operatorname{gr}(G(S)), T)$ is pointwise almost periodic.
4. $\left(\pi_{R}(S), T\right)$ is pointwise almost periodic.

$$
\begin{equation*}
(e) \Longrightarrow(a) \tag{by1,3}
\end{equation*}
$$

This follows immediately from 4.15.

## Proposition 18.10 Let:

(i) $R, N, S$ be icers on $M$,
(ii) $S, N \subset R$,
(iii) $N$ be a distal extension of $R$, and
(iv) $G(S) \subset G(N)$.

Then $S \subset N$.
PROOF: $\quad S=\left(S \cap P_{0}\right) \circ g r(G(S)) \underset{\text { (ii) }}{\subset}\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(S))$

$$
\underset{\text { (iii) }}{=}\left(N \cap P_{0}\right) \circ g r(G(S)) \underset{(\mathrm{iv})}{\subset}\left(N \cap P_{0}\right) \circ g r(G(N))=N .
$$

Corollary 18.11 Let $N \subset R$, and $S \subset R$ be distal extensions of $R$ with $G(S)=G(N)$. Then $S=N$.

PROOF: This follows immediately from 18.10.
We now consider, for any icer $R$ on $M$, the collection $\mathcal{R}=\{S \mid S \subset R$ is distal\} of all distal extensions of $R$. When $R=M \times M$ so that $M / R$ is the one-point flow, the collection $\mathcal{R}$ is simply the collection of all minimal distal flows. In this case as we saw in $\mathbf{1 4 . 1 5}$, the collection contains a minimal element $S_{d}$, the distal structure relation on $M$. The following proposition,
which is an immediate consequence of $\mathbf{1 8 . 5}$, allows us to define an analog in the general case.

Proposition 18.12 Let $\mathcal{N}$ be a collection of distal extensions of $R$. Then $S=$ $\bigcap \mathcal{N}$ is a distal extension of $R$.

PROOF: 1. $S \cap P_{0}=\bigcap_{N \in \mathcal{N}}\left(N \cap P_{0}\right)=\bigcap_{\mathbf{1 8} .5}\left(R \cap P_{N}\right)=R \cap P_{0}$.
2. $S$ is a distal extension of $R$.
(by $1,18.5$ )
Corollary 18.13 Let $R, S$ be icers on $M$ with $R \subset S$ distal.
Then $\left(\bigcap_{\alpha \in \operatorname{aut}(S)} \alpha(R)\right) \subset S$ is distal.
PROOF: 1. Let $\alpha \in \operatorname{aut}(S)$.
2. $\alpha(R) \subset \alpha(S)=S$ is distal.
3. $\left(\bigcap_{\alpha \in \operatorname{aut}(S)} \alpha(R)\right) \subset S$ is distal.

Definition 18.14 Let $R$ be an icer on $M$, and $\mathcal{R}$ the collection of distal extensions of $R$. Then we define $R^{*}=\bigcap \mathcal{R}$. Note that by $18.12, R^{*}$ is a distal extension of $R$. When $R=M \times M, R^{*}=S_{d}$ the distal structure relation (see 14.14). For this reason we also refer to $R^{*}$ as the $R$-distal structure relation on $M$ and sometimes write $S_{d}(R)$ for $R^{*}$.

Clearly the icer $R^{*}=S_{d}(R)$ is defined so that the collection $\{S \subset R \mid$ $\left.R^{*} \subset S\right\}$ of extensions of $R$ which contain $R^{*}$ is exactly the collection of distal extensions of $R$.

Proposition 18.15 Let $N, R$ be icers on $M$ with $N \subset R$. Then $N$ is a distal extension of $R$ if and only if $R^{*} \subset N$.

## PROOF:

$\qquad$

1. Assume that $N$ is a distal extension of $R$.
2. $N \in \mathcal{R}$ (the collection of distal extensions of $R$ ).
3. $R^{*}=\bigcap \mathcal{R} \subset N$.
4. Assume that $R^{*} \subset N$.
5. $R^{*} \subset R$ is distal.
6. $R^{*} \subset N$, and $N \subset R$ are both distal.

Proposition 18.16 Let $R \subset S$ be icers on $M$. Then:
(a) $R^{*} \subset S^{*}$,
(b) $(\alpha(R))^{*}=\alpha\left(R^{*}\right)$ for all $\alpha \in G$ (in particular $\operatorname{aut}(R) \subset \operatorname{aut}\left(R^{*}\right)$ ), and
(c) $R^{* *}=R^{*}$.

PROOF: (a) 1. $S^{*} \subset S$ is distal.
(by 18.12)
2. $S^{*} \cap R \subset S \cap R=R$ is distal.
(by 1, 18.3)
3. $R^{*} \subset S^{*} \cap R \subset S^{*}$.
(by 18.15)
(b) $1 . \alpha\left(R^{*}\right) \subset \alpha(R)$ is distal.
(by 18.7 and 18.12)
2. $(\alpha(R))^{*} \subset \alpha\left(R^{*}\right)$.
(by $1,18.15$ )
3. $\left(\alpha^{-1}(R)\right)^{*} \subset \alpha^{-1}\left(R^{*}\right)$.
(by 2 applied to $\alpha^{-1}$ )
4. $R^{*}=\left(\alpha^{-1}(\alpha(R))\right)^{*} \subset \alpha^{-1}\left((\alpha(R))^{*}\right)$.
(by 3 applied to $\alpha(R)$ )
5. $\alpha\left(R^{*}\right) \subset(\alpha(R))^{*}$.
6. $\alpha\left(R^{*}\right)=(\alpha(R))^{*}$.
(by 2,5 )
(c) $1 . R^{* *} \subset R^{*}$ is distal.
(by 18.12)
2. $R^{*} \subset R$ is distal.
(by 18.12)
3. $R^{* *} \subset R$ is distal.
(by 1, 2, and 18.8)
4. $R^{*} \subset R^{* *}$.
(by 3, 18.15)
5. $R^{* *}=R^{*}$.
(by 1, 4)
The distal structure relation on $M$ is of the form $S_{d}=P_{0} \circ \operatorname{gr}(D)$ where $D$ is the subgroup of $G$ defined in $\mathbf{1 4 . 6}$. In fact by $\mathbf{1 4 . 1 1}$, the minimal distal flows are all of the form $P_{0} \circ \operatorname{gr}(A)$ where $A$ is a closed subgroup of $G$ which contains $D$. We now define a subgroup $D_{R} \subset G$ so that the $R$-distal structure relation $R^{*}=S_{d}(R)=\left(R \cap P_{0}\right) \circ \operatorname{gr}\left(D_{R}\right)$; then we prove an analog of 14.11 for distal extensions of $R$.

Definition 18.17 Let $R$ be an icer on $M$. We define $D_{R}$ to be the closed subgroup of $G$ generated by $\{\alpha \in G \mid \operatorname{gr}(\alpha) \subset \overline{P(M) \cap R}\}$.

Note that the generators of $D_{R}$ are contained in $G(R)$ so that $D_{R} \subset G(R)$. The fact that $\gamma(\overline{P(M) \cap R})=\overline{P(M) \cap R}$ for all $\gamma \in \operatorname{aut}(R)$ implies that $D_{R}$ is a normal subgroup of $\operatorname{aut}(R)$ (and hence of $G(R)$ ).

Lemma 18.18 Let $R$ be an icer on $M$. Then:
(a) $\overline{P(M) \cap R} \subset\left(R \cap P_{0}\right) \circ g r\left(D_{R}\right)$, and
(b) if $N$ is an icer on $M$ with $R \cap P_{0}=N \cap P_{0}$, then $D_{R} \subset G(N) \subset$ $\operatorname{aut}\left(R \cap P_{0}\right)$.

PROOF: (a) 1. Let $(\alpha(u), \beta(v)) \in \overline{P(M) \cap R}$.
2. $\left(\alpha(u), \beta \alpha^{-1}(\alpha(u))\right)=(\alpha(u), \beta(u)) \in(\overline{P(M) \cap R}) u \subset \overline{P(M) \cap R}$.
(by $1, P(M) \cap R$ is invariant)
3. $\beta \alpha^{-1} \in D_{R}$.
4. $(\alpha(u), \alpha(v)) \in P_{0} \cap R$.
5. $(\alpha(u), \beta(v)) \in\left(P_{0} \cap R\right) \circ g r\left(D_{R}\right)$.
(b) 1. Assume that $N$ is an icer on $M$ with $R \cap P_{0}=N \cap P_{0}$.
2. Let $\alpha \in G$ with $g r(\alpha) \subset \overline{P(M) \cap R}$.
3. $\operatorname{gr}(\alpha) \subset \overline{P(M) \cap R}=\overline{P(M) \cap N} \subset N$.
4. $\alpha \in G(N)$.
5. Let $\beta \in G(N)$.
6. $\beta\left(R \cap P_{0}\right)=\beta\left(N \cap P_{0}\right)=\beta(N) \cap \beta\left(P_{0}\right)=N \cap P_{0}=R \cap P_{0}$.
7. $G(N) \subset \operatorname{aut}\left(R \cap P_{0}\right)$. (by 5,6 )

Let $R$ be an icer on $M$ and suppose that $N$ is an icer on $M$ with $N \cap P_{0}=$ $R \cap P_{0}$. Then by 7.21, we must have

$$
N=\left(R \cap P_{0}\right) \circ g r(H)
$$

for some closed subgroup $H \subset G$. Lemma 18.18 shows that $D_{R} \subset H \subset$ $\operatorname{aut}\left(R \cap P_{0}\right)$. Note also that $\overline{g r(H)} \cap P_{0} \subset N \cap P_{0}=R \cap P_{0}$. The following proposition shows that these necessary conditions are also sufficient and hence allows us to identify all of those icers $N$ for which $N \cap P_{0}=R \cap P_{0}$.

## Proposition 18.19 Let:

(i) $R$ be an icer in $M$,
(ii) $\mathcal{N}=\left\{N \mid N\right.$ is an icer with $\left.R \cap P_{0}=N \cap P_{0}\right\}$, and
(iii) $\mathcal{H}=\left\{H \mid H=\bar{H}\right.$ is a subgroup of $G, D_{R} \subset H \subset \operatorname{aut}\left(R \cap P_{0}\right), P_{0} \cap$ $\overline{g r(H)} \subset R\}$.
Then

$$
\begin{aligned}
\varphi: \mathcal{N} & \rightarrow \mathcal{H} \\
N & \rightarrow G(N)
\end{aligned}
$$

is bijective, its inverse being the map $\psi$ defined by $\psi(H)=\left(R \cap P_{0}\right) \circ g r(H)$ for all $H \in \mathcal{H}$. In particular $R^{*}=\left(R \cap P_{0}\right) \circ \operatorname{gr}\left(D_{R}\right)$.

PROOF: 1. Let $H \in \mathcal{H}$.
2. $\psi(H)$ is an equivalence relation on $M$ since $H \subset \operatorname{aut}\left(R \cap P_{0}\right)$. (by 7.24)
3. $\overline{\psi(H) T} \overline{(\text { (ii) })} \overline{\left(\left(P_{0} \cap R\right) \circ g r(H)\right) T} \subset \overline{\left(P_{0} \cap R\right) T \circ g r(H)}$

$$
\begin{align*}
& \subset \overline{P(M) \cap R} \circ \overline{g r(H)} \underset{\mathbf{1 8 . 1 8 , 7 . 2 1}}{\subset}\left(P_{0} \cap R\right) \circ g r\left(D_{R}\right) \circ\left(P_{0} \cap \overline{g r(H)}\right) \circ \\
& g r(H) \underset{(\text { (iii) }}{\subset} \psi(H) \circ\left(P_{0} \cap R\right) \circ g r(H)=\psi(H) \circ \psi(H) \subset \psi(H) . \tag{by2,3}
\end{align*}
$$

4. $\psi(H)$ is an icer.
5. $\psi(H) \in \mathcal{N}$.
6. $\varphi(\psi(H))=H$.
7. Let $N \in \mathcal{N}$.
8. $D_{R} \subset G(N) \subset \operatorname{aut}\left(R \cap P_{0}\right)$.
(by 7, 18.18)
9. $P_{0} \cap \overline{g r(G(N))} \subset N \cap P_{0}=R \cap P_{0} \subset R$.
(by 7, (ii))
10. $\varphi(N) \in \mathcal{H}$.
(by 8, 9)
11. $\psi(\varphi(N))=\psi(G(N))=\left(R \cap P_{0}\right) \circ \operatorname{gr}(G(N))=\left(N \cap P_{0}\right) \circ g r$ $(G(N))=N$.
(by $10,7.21$ )

Note that 18.19 is a generalization of 14.11 ; we see this by taking $R=M \times M$. In this case
$\mathcal{N}=\left\{N \mid N\right.$ is an icer with $\left.P_{0} \subset N\right\} \quad$ and $\quad \mathcal{H}=\{H \mid D \subset H=\bar{H} \subset G\} ;$ the bijections $N \rightarrow G(N)$ and $H \rightarrow P_{0} \circ g r(H)$ give the one-one correspondence (referred to in theorem 14.11) between the distal icers on $M$ and the closed subgroups of $G$ which contain $D$.

It is worth restating the previous remark from the point of view of the spaces $X=M / R$ and $Z=M / S$. In this context the assignment

$$
A \rightarrow X / \pi_{R}(g r(A))
$$

gives a one-one correspondence:

$$
\{A \mid G(R) \subset A=\bar{A} \subset G(S)\} \rightarrow\{Y \mid X \rightarrow Y \rightarrow Z\}
$$

between the closed subgroups of $G$ which sit between $G(R)$ and $G(S)$, and the distal extensions of $Z$ which sit between $X$ and $Z$.

We will have occasion to use the previous result in a slightly different form which we articulate in the following corollary.

## Corollary 18.20 Let:

(i) $R \subset S$ be distal,
(ii) $\mathcal{N}=\{N \mid N$ is an icer with $R \subset N \subset S\}$, and
(iii) $\mathcal{H}=\{H \mid H$ is a subgroup of $G$ with $G(R) \subset H=\bar{H} \subset G(S)\}$.

Then

$$
\begin{aligned}
\varphi: \mathcal{N} & \rightarrow \mathcal{H} \\
N & \rightarrow G(N)
\end{aligned}
$$

is bijective, its inverse being the map $\psi$ defined by $\psi(H)=\left(R \cap P_{0}\right) \circ g r(H)$ $=R \circ \operatorname{gr}(H)$.

In proposition 14.5 we showed that any regular distal flow $M / R$ is a group. We now show that if $R \subset S$ is a distal extension which is regular in the sense of 8.16 , then $M / S$ is a quotient of $M / R$ by a subgroup of the group of automorphisms of $M / R$. Moreover this subgroup is isomorphic to the group $G(S) / G(R)$. (Note that for a regular extension $G(S) \subset$ aut $(R)$ and hence $G(R)$ is normal in $G(S)$.)

## Proposition 18.21 Let:

(i) $X=M / R$ be a distal extension of $Y=M / S$,
(ii) $G(S) \subset \operatorname{aut}(R)$ (so that $R \subset S$ is a regular extension, see 8.16),
(iii) $\chi_{R}: \operatorname{aut}(R) \rightarrow \operatorname{Aut}(X)$ be the canonical epimorphism (see 7.10), and
(iv) $L=G(S) / G(R) \cong \chi_{R}(G(S)) \subset \operatorname{Aut}(X)$.

Then:
(a) $\pi_{S}^{R}\left(x_{1}\right)=\pi_{S}^{R}\left(x_{2}\right)$ if and only if $x_{2}=\chi_{R}(\alpha)\left(x_{1}\right)$ for some $\alpha \in G(S)$.
(b) $\pi_{S}^{R}$ induces an isomorphism $(L \backslash X, T) \cong(Y, T)$.

## PROOF: (a)

$\Longrightarrow$

1. Assume that $\pi_{S}^{R}\left(x_{1}\right)=\pi_{S}^{R}\left(x_{2}\right)$ for some $x_{1}, x_{2} \in X$.
2. There exists $u \in J$ with $x_{1} u=x_{1}$.
3. $\pi_{S}^{R}\left(x_{2} u\right)=\pi_{S}^{R}\left(x_{1} u\right)=\pi_{S}^{R}\left(x_{1}\right)=\pi_{S}^{R}\left(x_{2}\right)$.
4. $x_{2} u=x_{2}$.
5. There exist $\alpha_{1}, \alpha_{2} \in G$ with $\pi_{R}\left(\alpha_{1}(u)\right)=x_{1}$ and $\pi_{R}\left(\alpha_{2}(u)\right)=x_{2}$.
6. $\left(\alpha_{1}(u), \alpha_{2}(u)\right) \in S$.
(by 1,5 )
7. $\alpha_{2} \alpha_{1}^{-1} \in G(S) \subset \operatorname{aut}(R)$.
(by 6, (ii))
8. $x_{2} \underset{5}{=} \pi_{R}\left(\alpha_{2}(u)\right)=\pi_{R}\left(\alpha_{2} \alpha_{1}^{-1}\left(\alpha_{1}(u)\right)\right) \underset{7.10}{=} \chi_{R}\left(\alpha_{2} \alpha_{1}^{-1}\right)\left(\pi_{R}\left(\alpha_{1}(u)\right)=\overline{5}\right.$ $\chi_{R}\left(\alpha_{2} \alpha_{1}^{-1}\right)\left(x_{1}\right)$.

$$
\Longleftarrow
$$

1. Let $x_{2}=\chi_{R}(\alpha)\left(x_{1}\right)$ with $\alpha \in G(S)$ and $\pi_{R}(p)=x_{1}$.
2. $x_{2}=\pi_{R}(\alpha(p))$.
(by 1, 7.10)
3. $\pi_{S}^{R}\left(x_{2}\right) \underset{2}{=} \pi_{S}(\alpha(p)) \underset{1}{=} \pi_{S}(p)=\pi_{S}^{R}\left(x_{1}\right)$.
(b) This follows immediately from part (a).

In the previous proposition, $L=G(S) / G(R)$ is a group since $G(R)=\operatorname{ker} \chi_{R}$ is normal in $\operatorname{aut}(R)$. In general $G(S)$ is a closed subgroup of $G$ (in the $\tau$-topology), but $L$ will be Hausdorff only if $G(S)^{\prime} \subset G(R)$ (by 11.10). In addition it is important to note that the action of $L$ on $X$ is not continuous in general. Looking in particular at the case where $S=M \times M$ we saw in 15.10 that $G^{\prime} \subset G(R)$ if and only if $M / R$ is an equicontinuous regular flow and $X \cong G / G(R)$ is a compact Hausdorff topological group (so $L \cong X$ acts continuously on itself by left multiplication). We will prove in the next section that for a regular distal extension $R \subset S$, the derived group $G(S)^{\prime} \subset G(R)$ if and only if $R \subset S$ is an almost periodic extension, and $L$ is a compact Hausdorff topological group whose action on $X$ is continuous. In this case $M / R \rightarrow M / S$ is a compact group extension with group $L$.

Given an icer $R$ on $M$, the icer $S_{d}(R)$ is the smallest icer on $M$ such that $S_{d}(R) \subset R$ is a distal extension. We now define for any minimal flow $X / N$, and icer $R$ on $M$ with $N \subset R$, an icer $S_{d}(X ; R)$ on $X$ which is the smallest icer on $X$ such that $X / S_{d}(X ; R) \rightarrow M / R$ is a distal extension.

Definition 18.22 Let $N, R$ be icers on $M$ with $N \subset R$, and set $X=M / N$. Then the $R$-distal structure relation, $S_{d}(X ; R)$ on $X$, is defined by

$$
S_{d}(X ; R)=\bigcap\{S \mid X / S \rightarrow M / R \text { is distal }\}
$$

Clearly $S_{d}(X ; R)$ is the smallest icer $S$ on $X$ such that $X / S$ is a distal extension of $M / R$. In particular when $N=\Delta, S_{d}(M ; R)=R^{*}$ is the $R$-distal structure relation on $M$.

We now show that $S_{d}(X ; R)=\pi_{N}\left(R^{*}\right)$.
Proposition 18.23 Let:
(i) $R, N$ be icers on $M$,
(ii) $N \subset R$, and
(iii) $X=M / N$.

Then:
(a) $N \circ R^{*}=R^{*} \circ N=R^{*} \circ \operatorname{gr}(G(N))$,
(b) $R^{*} \circ N$ is an icer on $M$,
(c) $\pi_{N}\left(R^{*}\right)$ is an icer on $X$, and
(d) $\pi_{N}\left(R^{*}\right)=S_{d}(X ; R)$.

PROOF: (a), (b), (c) 1. $G(N) \subset G(R) \subset \operatorname{aut}(R) \subset \operatorname{aut}\left(R^{*}\right)$.
2. $N \cap P_{0} \subset R \cap P_{0}=R^{*} \cap P_{0}$. (by $\mathbf{1 8 . 5}$ since $R^{*}$ is a distal extension of $R$ ) 3. $N \circ R^{*}=R^{*} \circ N$ is an icer on $M$ and $\pi_{N}\left(R^{*}\right)=\pi_{N}\left(N \circ R^{*}\right)$ is an icer on $X$. (by $1,2,7.28$ )
4. $R^{*} \circ N_{7.21}^{=} R^{*} \circ\left(N \cap P_{0}\right) \circ g r(G(N))_{1,7.24}^{\overline{=}} \operatorname{gr}(G(N)) \circ R^{*} \circ\left(N \cap P_{0}\right)$

$$
\begin{aligned}
& \overline{\overline{=7.21}} \operatorname{gr}(G(N)) \circ \operatorname{gr}\left(G\left(R^{*}\right)\right) \circ\left(R^{*} \cap P_{0}\right) \circ\left(N \cap P_{0}\right) \\
& \overline{=} \operatorname{gr}(G(N)) \circ \operatorname{gr}\left(G\left(R^{*}\right)\right) \circ\left(R^{*} \cap P_{0}\right)_{7.21,7.24}^{\overline{=}} R^{*} \circ \operatorname{gr}(G(N)) .
\end{aligned}
$$

(d) $1 . R^{*} \subset R^{*} \circ N \subset R$.
(by (ii))
2. $X / \pi_{N}\left(R^{*}\right)=X / \pi_{N}\left(R^{*} \circ N\right) \cong M /\left(R^{*} \circ N\right)$ is a distal extension of $M / R$. (by $1,18.8,18.9$, and the previous parts)
3. Let $S$ be an icer on $X$ such that $X / S$ is a distal extension of $M / R$.
4. $X / S \cong M / \pi_{N}^{-1}(S)$.
5. $R^{*} \subset \pi_{N}^{-1}(S) \subset R$.
6. $\pi_{N}\left(R^{*}\right) \subset S$.
7. $\pi_{N}\left(R^{*}\right)=S_{d}(X ; R)$.

One immediate consequence of $\mathbf{1 8 . 2 3}$ is that the construction of the $R$-distal structure relation is natural in the sense that a homomorphism $X \rightarrow Y$ of minimal flows maps $S_{d}(X ; R)$ onto $S_{d}(Y ; R)$.

## Proposition 18.24 Let:

(i) $N \subset S \subset R$ be icers on $M$, and
(ii) $X=M / N$, and $Y=M / S$.

Then:
(a) $\pi_{S}^{N}\left(S_{d}(X ; R)\right)=S_{d}(Y ; R)$, and
(b) In the commutative diagram:

(*)
where all the maps are the canonical ones, fibers are mapped onto fibers.
PROOF: (a) $1 . \pi_{S}^{N}\left(S_{d}(X ; R)\right)=\pi_{S}^{N}\left(\pi_{N}\left(R^{*}\right)\right)=\pi_{S}\left(R^{*}\right)=S_{d}(Y ; R)$.
(b) $1 . N \circ R^{*}$ and $S \circ R^{*}$ are both icers.
(by 18.23)
2. $X / S_{d}(X ; R) \cong X / \pi_{N}\left(R^{*}\right) \cong M /\left(N \circ R^{*}\right)$.
3. $Y / S_{d}(Y ; R) \cong Y / \pi_{S}\left(R^{*}\right) \cong M /\left(S \circ R^{*}\right)$.
4. $S \circ R^{*}=\left(N \circ R^{*}\right) \circ S$.
5. Fibers are mapped to fibers in diagram ( $*$ ).

## EXERCISES FOR CHAPTER 18

## Exercise 18.1 Let:

(i) $R \subset S$ be a distal extension,
(ii) $A \subset G(S)$ be a $\tau$-closed subgroup, and
(iii) $A G(R)=G(R) A$.

Then $\pi_{R}(g r(A))$ is an icer on $M / R$.
Exercise 18.2 Let:
(i) $R \subset S$ be a RIC extension, and
(ii) $G(R) G(S)^{\prime}=G(S)$.

Then:
(a) $\pi_{R}(S)$ is topologically transitive (so $R \subset S$ is a weak mixing extension), and
(b) $R \subset S$ is a distal extension if and only if $R=S$.

## Exercise 18.3 Let:

(i) $N \subset R$ be icers on $M$,
(ii) $S \subset R$ be distal,
(iii) $G(S) \subset D_{R} G(N)$, and
(iii) $X=M / N$.

Then:
(a) $S \circ N=R^{*} \circ N$ (and hence $S \circ N$ is an icer by 18.23), and
(b) $\pi_{N}(S)=S_{d}(X ; R)$.

## Exercise 18.4 Let:

(i) $R, S$ be an icers on $M$ with $R \subset S$ distal,
(ii) $H$ be a closed subgroup of $G$ with $G(R) \subset H \subset G(S)$,
(iii) $R^{H}=\bigcup_{\alpha \in H}(1 \times \alpha)(R)$, and
(iv) $R_{H}=\left\{(\alpha(u), \beta(v)) \mid \alpha \beta^{-1} \in H,(\alpha(u), \alpha(v)) \in R\right\}$.

Then $R_{H}=R^{H}=R \circ g r(H) \subset S$.

## Exercise 18.5 Let:

(i) $R$ be an icer on $M$,
(ii) $N \subset R$ be distal, and
(iii) $\gamma \in \operatorname{aut}(R)$ with $G(N) \gamma=\gamma G(N)$.

Then $\gamma \in \operatorname{aut}(N)$.

## Exercise 18.6 Let:

(i) $R$ be an icer on $M$, and
(ii) $N \subset R$ be distal.

Then:
(a) if $G(N)$ is a normal subgroup of $\operatorname{aut}(R)$, then $\operatorname{aut}(R) \subset \operatorname{aut}(N)$, and
(b) if $G(N)$ be a normal subgroup of $G(R)$, then $G(R) \subset$ aut $(N)$.

Exercise 18.7 Let $A \subset G$ be a closed subgroup with $A=A^{\prime}$. Then the following are equivalent:
(a) $\operatorname{gr}(A)=\overline{\operatorname{gr}(A)}$,
(b) $M \rightarrow M / \overline{\operatorname{gr}(A)}$ is distal,
(c) $M \rightarrow M / \overline{g r(A)}$ is trivial,
(d) $A=\{i d\}$, and
(e) $P_{0} \cap \overline{g r(A)}=\Delta$.

Exercise 18.8 Let $R$ be an icer on $M$ with $M \rightarrow M / R$ distal. Then $G(R)^{\infty}=$ $\{i d\}$.

## 19

## Almost periodic extensions of minimal flows

The notion of an equicontinuous minimal flow generalizes in a natural way to that of an almost periodic extension of minimal flows. Recall that proximal and distal extensions are defined so that proximal and distal extensions of the point flow are proximal and distal flows respectively. Similarly almost periodic extensions are defined so that an almost periodic extension of the point flow is an equicontinuous flow. We will use a generalization of the regionally proximal relation to obtain analogs for almost periodic extensions of many of the results on equicontinuous flows and distal extensions obtained earlier. This section explores two main themes; the first involves a generalization of $\mathbf{1 5 . 1 0}$ where we showed that a regular equicontinuous minimal flow is a compact topological group containing a homomorphic image of $T$ as a dense subset. The second theme involves defining an analog of the equicontinuous structure relation for an arbitrary icer $R$ on $M$.

Recall that $(X, T)$ is an equicontinuous flow if for every open set $W$ with $\Delta \subset W \subset X \times X$, there exists an open set $V$ with $\Delta \subset V \subset X \times X$ and $V T \subset W$. Now if $X$ is minimal and $N$ is an icer on $X$, so that $\pi_{N}: X \rightarrow X / N$ is an extension of minimal flows there is a natural weakening of this notion to fibers of the map $\pi_{N}$. Namely we can require that

$$
(x, y) T \subset W \text { for any }(x, y) \in V \text { with } \pi_{N}(x)=\pi_{N}(y)
$$

or equivalently that $(V \cap N) T \subset W$. This is the definition of an almost periodic extension of minimal flows.

Definition 19.1 Let $X=M / R$, and $Y=M / S$ be flows with $R \subset S$ icers. We say that $X$ is an almost periodic extension of $Y(R \subset S$ is almost periodic) if for every open set $W$ with $\Delta_{M / R} \subset W \subset M / R \times M / R$, there exists an open set $V$ with $\Delta \subset V$ and $\left(V \cap \pi_{R}(S)\right) T \subset W$.

Clearly taking $S=M \times M$ in the definition above, we see that $X$ is an almost periodic extension of a point if and only if $(X, T)$ is an equicontinuous flow.

Next we define for a minimal flow $(X, T)$ and an icer $N$ on $X$, the relation $Q(N) \subset X \times X$. This is done so that $Q(N)$ is the analog of the regionally proximal relation on $X$.

Definition 19.2 Let $(X, T)$ be a minimal flow and $N$ be an icer on $X$. We define the generalized (relativized) regionally proximal relation, $Q(N)$ by:

$$
Q(N)=\bigcap\left\{\overline{W T} \mid W \subset N \text { is open with } \Delta_{X} \subset W\right\} .
$$

Note that the fact that $Q(N) \subset N$ follows immediately from the fact that $N$ is closed and invariant. Note also that when $N=X \times X, Q(X \times X)$ (which we sometimes write $Q(X)$ by abuse of notation), is the regionally proximal relation on $X$. We will be particularly interested in the case where $R \subset S$ are icers on $M, X=M / R$ and $N=\pi_{R}(S)$, so that $X / N=M / S$. In this case we will sometimes use the notation:

$$
Q(R, S) \equiv Q\left(\pi_{R}(S)\right)
$$

Let $\pi: X \rightarrow X / N$ be the canonical map. The relation $Q(N)$ is discussed in [Auslander, J., (1988)], and [McMahon, D., Wu, T.S., Distal homomorphisms of nonmetric minimal flows (1980)] where it is referred to as $Q(\pi)$. It is also discussed in [Ellis, R., (1969)] (see page 134). Though different definitions of an almost periodic extension are given in these references they both show (as we do in the following proposition) that $X \rightarrow X / N$ is an almost periodic extension if and only if $Q(N)=\Delta_{X}$. This of course generalizes the fact (proven in 15.5) that a flow ( $X, T$ ) is equicontinuous if and only if $Q(X)=\Delta$.

Proposition 19.3 Let $R \subset S$ be icers on $M$. Then $R \subset S$ is an almost periodic extension if and only if $Q\left(\pi_{R}(S)\right)=\Delta_{M / R}$.

## PROOF:

$\Longrightarrow$

1. Assume that $R \subset S$ is almost periodic and let $W$ be a closed neighborhood of $\Delta_{M / R}$.
2. There exists $V$ open with $\overline{\left(V \cap \pi_{R}(S)\right) T} \subset W$.
3. $Q\left(\pi_{R}(S)\right) \subset W$.
4. $Q\left(\pi_{R}(S)\right)=\Delta_{M / R}$.
5. Assume $Q\left(\pi_{R}(S)\right)=\Delta$ and let $W$ be open with $\Delta_{M / R} \subset W \subset M / R \times$ $M / R$.
6. $W^{c} \equiv(M / R \times M / R) \backslash W$ is closed.
7. Assume for contradiction that $W^{c} \cap \overline{\left(V \cap \pi_{R}(S)\right) T} \neq \emptyset$ for all open $V$ with $\Delta \subset V$.
8. $\emptyset \neq W^{c} \cap Q\left(\pi_{R}(S)\right)$.
(by 3, compactness)
9. There exists $V$ open with $\Delta \subset V$ and $\overline{\left(V \cap \pi_{R}(S)\right) T} \subset W$.
(4 contradicts 1 )
For future reference we include a few properties of the generalized regionally proximal relation which are direct consequences of its definition.

Lemma 19.4 Let $(X, T)$ be a minimal flow and $N$ be an icer on $X$. Then:
(a) $Q(N)$ is closed, invariant, reflexive and symmetric,
(b) if $(N, T)$ is a topologically transitive flow, then $Q(N)=N$,
(c) $(x, y) \in Q(N)$ if and only if there exist nets $\left\{\left(x_{i}, y_{i}\right)\right\} \subset N$ and $\left\{t_{i}\right\} \subset T$ with $x_{i} \rightarrow x, y_{i} \rightarrow y$, and $\lim x_{i} t_{i}=\lim y_{i} t_{i}$, and
(d) $N \cap P_{0} \subset N \cap P(M) \subset Q(N)$.

PROOF: (a) This is immediate from the definition.
(b) If $(N, T)$ is a topologically transitive flow, then $\overline{W T}=N$ for all open sets $W \subset N$ and hence $Q(N)=N$.
(c) We leave this for the reader to check.
(d) 1 . Let $(x, y) \in N$ be a proximal pair.
2. $(x, y) T \cap W \neq \emptyset$ for all $W$ open with $\Delta \subset W \subset X \times X$.
3. $(x, y) \in N \cap \bigcap\{W T \mid \Delta \subset W$, and $W$ is open in $X \times X\}$
$=\bigcap\{W T \mid \Delta \subset W$, and $W$ is open in $N\} \subset Q(N)$.
(by 1, 2)
4. $N \cap P_{0} \subset N \cap P(M) \subset Q(N)$.

## Proposition 19.5 Let:

(i) $\pi:(X, T) \rightarrow(Y, T)$ be a homomorphism of minimal flows,
(ii) $N_{X}$ be an icer on $X$,
(iii) $N_{Y}$ be an icer on $Y$, and
(iv) $\pi\left(N_{X}\right)=N_{Y}$.

Then $\pi\left(Q\left(N_{X}\right)\right) \subset Q\left(N_{Y}\right)$.
PROOF: 1. Let $W$ be open with $\Delta_{Y} \subset W \subset Y \times Y$.
2. There exists $V$ open with $\Delta_{X} \subset V \subset X \times X$ and $\pi(V) \subset W$. (by 1, (i))
3. $\pi\left(Q\left(N_{X}\right)\right) \subset \pi\left(\overline{\left(V \cap N_{X}\right) T}\right)=\overline{\pi\left(V \cap N_{X}\right) T} \subset \overline{\left(W \cap N_{Y}\right) T}$. (by 1, 2, (iv))
4. $\pi\left(Q\left(N_{X}\right)\right) \subset Q\left(N_{Y}\right)$.

## Proposition 19.6 Let:

(i) $\pi:(X, T) \rightarrow(Y, T)$ be a homomorphism of minimal flows,
(ii) $N_{X}$ be an icer on $X$,
(iii) $N_{Y}$ be an icer on $Y$, and
(iv) $N_{X}=\pi^{-1}\left(N_{Y}\right)$.

Then $\pi\left(Q\left(N_{X}\right)\right)=Q\left(N_{Y}\right)$.
PROOF: It follows from 19.5 that $\pi\left(Q\left(N_{X}\right)\right) \subset Q\left(N_{Y}\right)$.

1. Let $\left(y_{1}, y_{2}\right) \in Q\left(N_{Y}\right)$ and $W$ be open with $\Delta_{X} \subset W \subset X \times X$.
2. Let $V \subset X$ be closed with nonempty interior and $V \times V \subset W$.
3. There exists a finite set $F \subset T$ with $V F=X$.
((i), $2, X$ is compact)
4. $\pi(V) F=Y$.
5. $\pi(V)$ has nonempty interior.
6. $\Delta_{Y} \subset \operatorname{int}(\pi((V \times V) T)) \subset \operatorname{int}(\pi(W T))$.
7. $\left(y_{1}, y_{2}\right) \underset{1,6}{\in} \overline{\left(N_{Y} \cap \operatorname{int}(\pi(W T))\right) T} \subset \overline{\left(N_{Y} \cap \pi(W T)\right) T}$

$$
\begin{equation*}
=\overline{\left(N_{Y} \cap \pi(W)\right) T} \underset{\text { (iv) }}{\overline{\left(\pi\left(N_{X} \cap W\right)\right) T}}=\pi\left(\overline{\left(N_{X} \cap W\right) T}\right) . \tag{by7}
\end{equation*}
$$

8. $\pi^{-1}\left(y_{1}, y_{2}\right) \cap \overline{\left(N_{X} \cap W\right) T} \neq \emptyset$.
9. $\pi^{-1}\left(y_{1}, y_{2}\right) \cap Q\left(N_{X}\right) \neq \emptyset$.
(by 1,8 , compactness)
10. $\left(y_{1}, y_{2}\right) \in \pi\left(Q\left(N_{X}\right)\right)$.

Corollary 19.7 Let $R \subset S$ be icers on $M$. Then $\pi_{R}(Q(S))=Q\left(\pi_{R}(S)\right)$.
PROOF: In this case $\pi_{R}^{-1}\left(\pi_{R}(S)\right)=R \circ S \circ R=S$ so this follows immediately from 19.6.

We now wish to prove an analog of 15.10 which says that a distal flow is equicontinuous if and only if its group contains $G^{\prime}$. We will show that a distal extension $R \subset S$ is almost periodic if and only if $G(S)^{\prime} \subset G(R)$. The key is to show that if $R \subset S$ is distal, then $Q\left(\pi_{R}(S)\right)=\pi_{R}\left(\operatorname{gr}\left(G(S)^{\prime}\right)\right)$. We begin with a lemma.

Lemma 19.8 Let $S$ be an icer on $M$. Then $g r\left(G(S)^{\prime}\right) \subset Q(S)$.
PROOF: 1. Let $V$ be an open neighborhood of $\Delta$ in $M \times M$.
2. $g r\left(1_{M}\right) \subset V T$.
3. $g r\left(G(S)^{\prime}\right) \subset \overline{V T \cap \operatorname{lr}(G(S))} \subset \overline{V T \cap S}=\overline{(V \cap S) T}$.
(by 1, 2, 12.4)
4. $g r\left(G(S)^{\prime}\right) \subset \cap \overline{(V \cap S) T}=Q(S)$.

## Proposition 19.9 Let:

(i) $R \subset S$ be a distal extension, and
(ii) $A \subset G(S)$ be a closed subgroup with $A G(R)=G(S)$.

Then $\pi_{R}\left(g r\left(A^{\prime}\right)\right)=\pi_{R}\left(g r\left(G(S)^{\prime}\right)\right)=Q\left(\pi_{R}(S)\right)$.

PROOF: 1. $\pi_{R}\left(g r\left(A^{\prime}\right)\right) \subset \pi_{R}\left(g r\left(G(S)^{\prime}\right)\right) \subset \pi_{R}(Q(S))=Q\left(\pi_{R}(S)\right)$. (by (ii), 19.8, 19.7)
2. Let $(x, y) \in Q\left(\pi_{R}(S)\right)$.
3. There exist nets $\left\{\left(x_{i}, y_{i}\right)\right\} \subset \pi_{R}(S)$ and $\left\{t_{i}\right\} \subset T$ with

$$
\begin{equation*}
x_{i} \rightarrow x, \quad y_{i} \rightarrow y, \quad \text { and } \quad \lim x_{i} t_{i}=\lim y_{i} t_{i} \tag{by2,19.4}
\end{equation*}
$$

4. There exist $p_{i} \in M$ and $\alpha_{i} \in A$ with

$$
\begin{equation*}
\pi_{R}\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right)=\left(x_{i}, y_{i}\right) \tag{i}
\end{equation*}
$$

5. By passing to subnets we may assume that

$$
\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right) \rightarrow(p, \alpha(p v)) \in \overline{g r(A)} \subset S
$$

where $\alpha \in A$ and $v \in J$. (by (ii))
6. Again we may assume that $\left(p_{i} t_{i}, \alpha_{i}\left(p_{i} t_{i}\right)\right) \rightarrow(q, \beta(q u)) \in \overline{\operatorname{gr}(A)}$.
7. $\pi_{R}(q, \beta(q u)) \underset{6}{=} \lim \pi_{R}\left(p_{i} t_{i}, \alpha\left(p_{i} t_{i}\right)\right) \underset{4}{=} \lim \left(x_{i} t_{i}, y_{i} t_{i}\right) \underset{3}{\Delta_{M / R}}$.
8. $\beta \in A \cap G(R)$.
(by 6,7)
9. Let $V, W$ be nonempty open subsets of $M$.
10. Since $(p, \alpha(p v)) v=(p v, \alpha(p v))$ and $(q, \beta(q u)) u=(q u, \beta(q u))$ there exist $s, t \in T$ such that

$$
(p s, \alpha(p v s)) \in V \times \alpha(V), \quad \text { and } \quad(q t, \beta(q u t)) \in W \times \beta(W) .
$$

11. There exists $i$ such that

$$
\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right) s \in V \times \alpha(V) \quad \text { and } \quad\left(p_{i} t_{i} t, \alpha_{i}\left(p_{i}\right) t_{i} t\right) \in W \times \beta(W)
$$

(by 5, 6, 9, 10)
12. There exists $i$ such that $\alpha_{i} \in A \cap<V, \alpha(V)>\cap<W, \beta(W)>$. (by 11)
13. $\beta^{-1} \alpha \in A^{\prime}$.
(by $8,9,12,11.2$ )
14. $(x, y)=\underset{3}{=} \lim \left(x_{i}, y_{i}\right)=\lim \pi_{R}\left(p_{i}, \alpha_{i}\left(p_{i}\right)\right)$

$$
\underset{5}{=} \pi_{R}(p, \alpha(p v)) \underset{(\mathrm{i}), 5}{=} \pi_{R}(p, \alpha(p)) \underset{8}{=} \pi_{R}\left(p, \beta^{-1} \alpha(p)\right) \underset{13}{\in} \pi_{R}\left(g r\left(A^{\prime}\right)\right) .
$$

Corollary 19.10 Let $R \subset S$ be a distal extension. Then $Q\left(\pi_{R}(S)\right)$ is an equivalence relation.

PROOF: 1. $G(S)^{\prime}$ is a closed normal subgroup of $G(S)$.
2. $R \circ \operatorname{gr}\left(G(R) G(S)^{\prime}\right)$ is an icer on $M$. (by $1,18.20$ )
3. $Q\left(\pi_{R}(S)\right)=\pi_{R}\left(g r\left(G(S)^{\prime}\right)\right)=\pi_{R}\left(R \circ g r\left(G(R) G(S)^{\prime}\right)\right)$ is an icer on $M / R$. (by $19.9,6.11$ )

Theorem 19.11 Let $R \subset S$ be icers on $M$. Then $R \subset S$ is an almost periodic extension if and only if $R \subset S$ is distal and $G(S)^{\prime} \subset G(R)$.

## PROOF:

$\Longrightarrow$

1. Assume that $R \subset S$ is almost periodic.
2. $Q\left(\pi_{R}(S)\right)=\Delta_{M / R}$.
3. $\pi_{R}\left(S \cap P_{0}\right) \underset{19.4}{\subset} \pi_{R}(Q(S)) \underset{19.7}{=} Q\left(\pi_{R}(S)\right) \underset{2}{=} \Delta_{M / R}$.
4. $R \cap P_{0}=S \cap P_{0}$ so $R \subset S$ is distal.
5. $\pi_{R}\left(g r\left(G(S)^{\prime}\right)\right) \underset{4,19.9}{=} Q\left(\pi_{R}(S)\right) \underset{2}{=} \Delta_{M / R}$.
6. $R \subset S$ is distal and $G(S)^{\prime} \subset G(R)$.
7. Assume that $R \subset S$ is distal and $G(S)^{\prime} \subset G(R)$.
8. $Q\left(\pi_{R}(S)\right)=\pi_{R}\left(\operatorname{gr}\left(G(S)^{\prime}\right)\right)=\Delta_{M / R}$.
9. $R \subset S$ is almost periodic.

The characterization of almost periodic extensions given in 19.11 has many interesting consequences. We begin with two corollaries which will be used to further study almost periodic extensions.

## Corollary 19.12 Let:

(i) $R$ be an icer on $M$,
(ii) $\mathcal{S}$ be a collection of icers on $M$,
(iii) $S \subset R$ be almost periodic for all $S \in \mathcal{S}$, and
(iv) $N=\bigcap \mathcal{S}$.

Then $M / N$ is an almost periodic extension of $M / R$.

PROOF: 1. $M / N$ is a distal extension of $M / R$.
2. $G(R)^{\prime} \subset G(S)$ for all $S \in \mathcal{S}$.
(by (iii))
3. $G(R)^{\prime} \subset_{2} \bigcap_{S \in \mathcal{S}} G(S) \underset{7.19}{=} G(N)$.

Corollary 19.13 Let:
(i) $R, S, N$ be icers on $M$,
(ii) $S \subset N$ be an almost periodic extension, and
(iii) $\alpha \in G$.

Then:
(a) $R \cap S \subset R \cap N$ is an almost periodic extension, and
(b) $\alpha(S) \subset \alpha(N)$ is an almost periodic extension.

PROOF: (a) 1. $S \subset N$ is a distal extension.
(by (ii), 19.11)
2. $R \cap S \subset R \cap N$ is a distal extension.
3. $G(N)^{\prime} \subset G(S)$.
(by (ii), 19.11)
4. $G(R \cap N)^{\prime} \subset G(R) \cap G(N)^{\prime} \subset G(R) \cap G(S)=G(R \cap S)$.
(by 3, 7.19)
5. $R \cap S \subset R \cap N$ is an almost periodic extension.
(by 2, 4, 19.11)
(b) $1 . \alpha(S) \subset \alpha(N)$ is distal.
(by (ii), 18.7, 19.11)
2. $G(\alpha(N))^{\prime} \underset{7.16}{=}\left(\alpha G(N) \alpha^{-1}\right)^{\prime} \underset{11.6}{=} \alpha G(N)^{\prime} \alpha^{-1} \underset{\text { (ii) }}{\subset} \alpha G(S) \alpha^{-1} \underset{7.16}{=} G(\alpha(S))$.
3. $\alpha(S) \subset \alpha(N)$ is an almost periodic extension.
(by 1, 2, 19.11)
Note that 19.11 together with $\mathbf{1 1 . 1 0}$ imply that if $R \subset S$ is almost periodic, then $G(S) / G(R)$ is compact Hausdorff. We will show that if in addition $R \subset$ $S$ is a regular extension, then $M / R \rightarrow M / S$ is a compact group extension (see the definition below) with group $G(S) / G(R)$. More generally any almost periodic extension is "group-like", a notion we make precise in 19.16.

Definition 19.14 Let $\pi: X \rightarrow Y$ be a homomorphism of minimal flows. We say that $\pi$ is a compact group extension if there exists a compact Hausdorff topological group $H$ and an action $\varphi: H \times X \rightarrow X$ such that $\pi: X \rightarrow Y$

$$
(h, x) \rightarrow h x
$$

is a principal bundle with group $H$, that is:
(i) $\varphi$ is continuous,
(ii) the action of $H$ commutes with that of $T$, that is:

$$
(h x) t=h(x t) \text { for all } x \in X, h \in H \text { and } t \in T, \text { and }
$$

(iii) $\pi$ induces an isomorphism $(H \backslash X, T) \cong(Y, T)$; i. e.

$$
\pi\left(x_{1}\right)=\pi\left(x_{2}\right) \text { if and only if } x_{2}=h x_{1} \text { for some } h \in H
$$

Note that since ( $X, T$ ) is minimal, (i) and (ii) imply that $h x_{0}=k x_{0}$ for some $x_{0} \in X$, if and only if $h x=k x$ for all $x \in X$.

## Proposition 19.15 Let:

(i) $R, N$ be icers on $M$,
(ii) $N \subset R$ be an almost periodic extension, and
(iii) $G(R) \subset \operatorname{aut}(N)$ (so that $N \subset R$ is a regular extension, see 8.16).

Then
(a) $G(R) / G(N)$ is a compact topological group.
(b) the map

$$
\begin{aligned}
\varphi: G(R) \times M & \rightarrow M / N \\
(\alpha, p) & \rightarrow \alpha(p) N
\end{aligned}
$$

induces a continuous action of $G(R) / G(N)$ on $M / N$ such that:
$\pi_{R}^{N}(p N)=\pi_{R}^{N}(q N) \Longleftrightarrow(G(R) / G(N))(p N)=(G(R) / G(N))(q N)$.
In other words $\pi_{R}^{N}$ is a compact group extension with group $G(R) / G(N)$.

PROOF: (a) This follows immediately from 7.10 and 11.11.
(b) 1. We first show that the map $\varphi$ is continuous.
2. Let $\left\{\alpha_{i}\right\} \subset G(R)$ and $\left\{p_{i}\right\} \subset M$ be nets with $\alpha_{i} \rightarrow \alpha$ and $p_{i} \rightarrow p$.
3. Using compactness we may assume that $\alpha_{i}\left(p_{i}\right) \rightarrow \beta(p v)$ for some $\beta \in G$ and $v \in J$.
4. $\alpha_{i} \rightarrow \beta$.
(by $2,3,10.13$ )
5. $\alpha, \beta \in G(R)$.
(by 2, 4, 10.8)
6. $G(R)^{\prime} \alpha_{i} \rightarrow G(R)^{\prime} \alpha$ and $G(R)^{\prime} \alpha_{i} \rightarrow G(R)^{\prime} \beta$.
7. $G(R)^{\prime} \alpha=G(R)^{\prime} \beta . \quad\left(G(R) / G(R)^{\prime}\right.$ is Hausdorff by 11.9)
8. $\beta \alpha^{-1} \underset{7}{\in} G(R)^{\prime} \underset{(i i), 19.11}{\subset} G(N)$.
9. $(\alpha(p), \beta(p))=\left(\alpha(p), \beta \alpha^{-1}(\alpha(p))\right) \in N$.
10. $(p, \beta(p v))=\lim \left(p_{i}, \alpha_{i}\left(p_{i}\right)\right) \in \bar{R}=R$.
11. $(\beta(p), \beta(p v)) \underset{5,10}{\in} R \cap P(M)=N \cap P(M)$.
( $N \subset R$ is distal by (ii), 19.11)
12. $\varphi\left(\alpha_{i}, p_{i}\right)=\alpha_{i}\left(p_{i}\right) N \underset{3}{\rightarrow} \beta(p v) N \underset{11}{=} \beta(p) N \underset{9}{=} \alpha(p) N=\varphi(\alpha, p)$.

We leave it to the reader to verify the remaining details.

## Proposition 19.16 Let:

(i) $R, N$ be icers on $M$,
(ii) $N \subset R$ be an almost periodic extension, and
(iii) $S=\bigcap_{\alpha \in G(R)} \alpha(N)$.

Then
(a) $\pi_{R}^{S}$ is a group extension with group $H_{1}=G(R) / G(S)$.
(b) $\pi_{N}^{S}$ is a group extension with group $G(N) / G(S)=H_{2} \subset H_{1}$.
(c) $M / N \rightarrow M / R$ is isomorphic to the fiber bundle associated to the principal $H_{2}$-bundle $M / S \rightarrow M / R$ with fiber $H_{1} / H_{2}$.

PROOF: (a) 1. $S \subset R$ is a regular almost periodic extension.
(by 19.12, 19.13, (ii) and (iii), 8.17)
2. $S \subset R$ is a group extension with group $G(R) / G(S)$.
(by $1,19.15$ )
(b) $1 . S=S \cap N \subset R \cap N=N$ is almost periodic . (by part (a) and 19.13)
2. $G(N) \subset G(R) \subset \operatorname{aut}(S)$.
(by (ii), (iii))
3. $S \subset N$ is a compact group extension with group $G(N) / G(S)$.
(by 19.15)
(c) 1. Let $Z=H_{1} / H_{2} \times M / S$.
2. The map $\left(h,\left(H_{2} h_{1}, z\right)\right) \rightarrow\left(H_{2} h_{1} h^{-1}, h z\right)$ defines an action of $H_{1}$ on $Z$.
3. The map $\left(H_{2} h_{1}, z\right) \rightarrow \pi_{N}^{S}\left(h_{1} z\right)$ defines an isomorphism of the fiber bundle $Z / H_{1} \rightarrow M / R$ with $M / N \rightarrow M / R$.

We now define for any icer $R$ on $M$, an icer $S_{e q}(R)$ which is the natural generalization of the equicontinuous structure relation $S_{e q}$.

Definition 19.17 Let $R$ be an icer on $M$. We define the $R$-equicontinuous structure relation by

$$
S_{e q}(R)=\bigcap\{S \mid S \subset R \text { is an almost periodic extension of } R\}
$$

We define the subgroup $E_{R}$ by $E_{R}=G\left(S_{e q}(R)\right)$.
It follows immediately from 19.12 that $M / S_{e q}(R)$ is an almost periodic extension of $M / R$. When $R=M \times M, S_{e q}(R)=S_{e q}$, and we are back to the "absolute" case of equicontinuous flows. In this case the results of this section coincide with those of section 13. This also motivates the use of the notation $E_{R}$ since $E=G\left(S_{e q}\right)$ (see 15.15).

Proposition 19.18 Let $R$ and $S$ be icers on $M$ with $R \subset S$. Then:
(a) $R \subset S$ is almost periodic if and only if $S_{e q}(S) \subset R$, and
(b) $S_{e q}(R) \subset S_{e q}(S)$.

PROOF: (a) The first implication is clear, and the converse follows from 18.15 and 19.11. The details are left to the reader.
(b) 1. $S_{e q}(S) \subset S$ is an almost periodic extension.
2. $R \cap S_{e q}(S) \subset R \cap S=R$ is an almost periodic extension. (by $1,19.13$ )
3. $S_{e q}(R) \subset R \cap S_{e q}(S) \subset S_{e q}(S)$.
(by 2, and part (a))
Proposition 19.19 Let $R$ be an icer on $M$ and $\alpha \in G$. Then:
(a) $\alpha\left(S_{e q}(R)\right)=S_{e q}(\alpha(R))$,
(b) $\operatorname{aut}(R) \subset \operatorname{aut}\left(S_{e q}(R)\right)$,
(c) $E_{R}$ is a normal subgroup of $\operatorname{aut}(R)$, and
(d) $E_{R}$ is a normal subgroup of $G(R)$.

PROOF: (a) 1. $S_{e q}(R) \subset R$ is almost periodic.
(by 19.12, 19.17)
2. $\alpha\left(S_{e q}(R)\right) \subset \alpha(R)$ is an almost periodic extension.
(by $1,19.13$ )
3. $S_{e q}(\alpha(R)) \subset \alpha\left(S_{e q}(R)\right)$.
(by $2,19.17$ )
4. $S_{e q}(R) \subset \alpha\left(S_{e q}\left(\alpha^{-1}(R)\right)\right)$ (by 3, replace $R$ by $\left.\alpha^{-1}(R)\right)$
5. $\alpha\left(S_{e q}(R)\right) \subset S_{e q}(\alpha(R))$.
(by 4, replace $\alpha$ by $\alpha^{-1}$ )
6. $\alpha\left(S_{e q}(R)\right)=S_{e q}(\alpha(R))$.
(b) This follows immediately from part (a).
(c) This follows immediately from part (b) and 7.10.
(d) This follows immediately from part (c).

We saw in Proposition 15.21 that $E=D G^{\prime}$. Viewing this as a result for the case $R=M \times M$, the next proposition gives the analogous result when $R$ is any icer on $M$.

Proposition 19.20 Let $R$ be an icer on $M$. Then $E_{R}=D_{R} G(R)^{\prime}$.
PROOF: Proof that $D_{R} G(R)^{\prime} \subset E_{R}$ :

1. $S_{e q}(R) \subset R$ is almost periodic.
2. $G(R)^{\prime} \subset G\left(S_{e q}(R)\right)=E_{R}$.
(by 1, 19.11, 19.17)
3. $S_{e q}(R) \subset R$ is distal. (by $1,19.11$ )
4. $R^{*}=S_{d}(R) \subset S_{e q}(R)$. (by 3, 18.15)
5. $D_{R} \underset{18.19}{=} G\left(R^{*}\right) \subset G\left(S_{e q}(R)\right) \underset{19.17}{=} E_{R}$.
6. $D_{R} G(R)^{\prime} \subset E_{R}$.
(by 2, 5)
Proof that $E_{R} \subset D_{R} G(R)^{\prime}$ :
7. $D_{R}$ is a closed normal subgroup of $G(R)$.
(by 18.17)
8. $G(R)^{\prime}$ is a closed normal subgroup of $G(R)$.
(by 11.7)
9. $D_{R} G(R)^{\prime}$ is a closed normal subgroup of $G(R)$.
(by 1, 2, and 10.10)
10. There exists a distal extension $N \subset R$ with $G(N)=D_{R} G(R)^{\prime}$. (by 18.19)
11. $N \subset R$ is almost periodic.
(by 4, 19.11)
12. $S_{e q}(R) \subset N$.
(by 5, 19.17)
13. $E_{R}=G\left(S_{e q}(R)\right) \underset{6}{\subset} G(N)=D_{R} G(R)^{\prime}$.

We now prove an analog of $\mathbf{1 5} .24$.

## Proposition 19.21 Let:

(i) $R$ be an icer on $M$, and
(ii) the almost periodic points of the flow $(R, T)$ be dense in $R$.
(by 7.5 this is equivalent to saying $R=\overline{g r(G(R)})$ )
Then:
(a) $D_{R} \subset G(R)^{\prime}$.
(b) $E_{R}=G(R)^{\prime}$.

PROOF: (a) 1 . Let $\alpha \in G$ with $\operatorname{gr}(\alpha) \subset \overline{P(M) \cap R}$ and let $V$ be any open subset of $M$.
2. Let $U, W$ be open subsets of $M$ with $\alpha \in\langle U, W\rangle$.
3. There exists $p \in M$ with $(p, \alpha(p)) \in U \times W$.
4. There exists $(x, y) \in P(M) \cap R \cap(U \times W)$.
(by 1, 3)
5. There exists $t \in T$ with $(x t, y t) \in V \times V$.
(by 1, 4)
6. $\emptyset \neq(V \times V) \cap(U \times W) t \cap R$.
7. There exists $\beta \in G(R)$ and $m \in M$ with $(m, \beta(m)) \in V \times V \cap(U \times W) t$. (by 1, 2, 6, and (ii))
8. $\beta\left(m t^{-1}\right) \in \beta(U) \cap W$.
9. $\beta \in<V, V>\cap G(R) \cap<U, W>$.
10. $\alpha \in \overline{G(R) \cap<V, V>}$.
11. $\alpha \in \bigcap \overline{G(R) \cap<V, V>}=G(R)^{\prime}$.
(b) This follows from part (a) and 19.20 .

In contrast to 18.16, which states that $S_{d}\left(S_{d}(R)\right)=S_{d}(R)$ for all icers $R$, $S_{e q}\left(S_{e q}(R)\right)$ need not equal $S_{e q}(R)$ even for the "absolute" case $R=M \times M$. To see this we need only consider a group $T$ for which $D \neq E$. (For example $T=\mathbf{Z}$ will do.) Then $S_{d}=P_{0} \circ g r(D) \neq P_{0} \circ \operatorname{gr}(E)=S_{e q}$, so $S_{d} \subset$ $S_{e q}$ is a non-trivial distal extension. By the generalized Furstenberg structure theorem (see the following section) there exists an icer $S_{d} \subset R \subset S_{e q}$, such that $R \subset S_{e q}$ is a non-trivial almost periodic extension. Hence $S_{e q}\left(S_{e q}\right) \subset S_{e q}$.

Proposition 18.8 which says that a distal extension of a distal extension is distal, does not hold for almost periodic extensions. Indeed in the example considered above, $R \subset S_{e q}$ is an almost periodic extension, and $S_{e q} \subset M \times M$ is an almost periodic extension, but $R \subset M \times M$ is not almost periodic.

Given an icer $R$ on $M$, the factorization

$$
M \rightarrow M / S_{e q}(R) \rightarrow M / R
$$

gives the maximal almost periodic extension of $M / R$. It is natural to generalize this to any extension $X \rightarrow M / R$; we now define $S_{e q}(X ; R)$ so that the factorization

$$
X \rightarrow M / S_{e q}(X ; R) \rightarrow M / R
$$

gives the maximal almost periodic extension of $M / R$ which is a factor of $X$.
Definition 19.22 Let $N$ and $R$ be icers on $M$ and $X=M / N$. We define the $R$-almost periodic structure relation on $X, S_{e q}(X ; R)$ to be the smallest icer $S$ on $X$ such that $X / S$ is an almost periodic extension of $M / R$. Note that $S_{e q}(M ; R)=S_{e q}(R)$. Thus when $R=M \times M, S_{e q}(M ; R)=S_{e q}(R)=S_{e q}$, the equicontinuous structure relation defined in section 13. Therefore the $R$-almost periodic structure relation on $X$ is also called the $R$-equicontinuous structure relation on $X$.

## Proposition 19.23 Let:

(i) $R, N$ be icers on $M$,
(ii) $N \subset R$, and
(iii) $X=M / N$.

Then:
(a) $N \circ S_{e q}(R)=S_{e q}(R) \circ N$,
(b) $S_{e q}(R) \circ N$ is an icer on $M$,
(c) $\pi_{N}\left(S_{e q}(R) \circ N\right)=\pi_{N}\left(S_{e q}(R)\right)$ is an icer on $X$, and
(d) $\pi_{N}\left(S_{e q}(R)\right)=S_{e q}(X ; R)$.

PROOF: (a), (b), (c) $1 . G(N) \subset G(R) \underset{7.10}{\subset} \operatorname{aut}(R) \underset{19.19}{\subset} \operatorname{aut}\left(S_{e q}(R)\right)$.
2. $P_{0} \cap N \subset P_{0} \cap R=P_{0} \cap S_{e q}(R) . \quad$ (by 18.5, since $S_{e q}(R) \subset R$ is distal)
3. $N \circ S_{e q}=S_{e q} \circ N$ is an icer on $M$ and $\pi_{N}\left(S_{e q}(R)\right)=\pi_{N}\left(N \circ S_{e q}(R)\right)$ is an icer on $X$.
(by 1, 2, 7.28)
(d) 1. $S_{e q}(R) \subset S_{e q}(R) \circ N \subset R$.
(by (ii))
2. $X / \pi_{N}\left(S_{e q}(R)\right)=X / \pi_{N}\left(S_{e q}(R) \circ N\right) \cong M /\left(S_{e q}(R) \circ N\right)$ is an almost periodic extension of $M / R$.
(by 1, previous parts)
3. $S_{e q}(X ; R) \subset \pi_{N}\left(S_{e q}(R)\right)$.
(by 2, 19.22)
4. Let $S$ be an icer on $X$ such that $X / S$ is an almost periodic extension of $M / R$.
5. $X / S \cong M / \pi_{N}^{-1}(S)$.
6. $S_{e q}(R) \subset \pi_{N}^{-1}(S) \subset R$.
(by 4, 5, 19.17)
7. $\pi_{N}\left(S_{e q}(R)\right) \subset S$.
8. $\pi_{N}\left(S_{e q}(R)\right)=S_{e q}(X ; R)$.

Corollary 19.24 Let:
(i) $R \subset N \subset S$ be icers on $M$, and
(ii) $X=M / N$, and $Y=M / S$.

Then $\pi_{S}^{N}\left(S_{e q}(X ; R)\right)=S_{e q}(Y ; R)$.
PROOF: $\quad \pi_{S}^{N}\left(S_{e q}(X ; R)\right)=\pi_{S}^{N}\left(\pi_{N}\left(S_{e q}(R)\right)\right)=\pi_{S}\left(S_{e q}(R)\right)=S_{e q}(Y ; R)$.
(by 19.23)

## NOTES ON SECTION 19

Note 19.N. 1 PI-flows. Following [Ellis, R., Glasner, S., Shapiro, L., Proximalisometric (PI) flows, (1975)] a flow $X$ is defined to be proximal-isometric (PI for short) if there exists a family $\left(Y_{\gamma} \mid \gamma \leq \nu\right)$ of flows such that:
(i) $Y_{0}=\mathrm{a}$ point,
(ii) $Y_{\gamma+1}$ is either an almost periodic or a proximal extension of $Y_{\gamma}$ for all $\gamma<\nu$,
(iii) $Y_{\beta}=\lim \left(Y_{\alpha} \mid \alpha<\beta\right)$ if $\beta \leq v$ is a limit ordinal, and
(iv) $Y_{\nu}$ is a proximal extension of $X$.

As in $\mathbf{1 1 . 1 7}$ we define groups:
(i) $G^{0}=G$,
(ii) $G^{\gamma+1}=\left(G^{\gamma}\right)^{\prime}$ for all $\gamma<\nu$,
(iii) $G^{\beta}=\bigcap\left(G^{\alpha} \mid \alpha<\beta\right)$ if $\beta$ is a limit ordinal, and
(iv) $G^{\infty}=G^{\nu(G)}$ where $\nu(G)$ is the smallest ordinal $\alpha$ with $G^{\alpha}=G^{\alpha+1}$.

These definitions lead to the following (Proposition 7.3 of the reference mentioned earlier).

Proposition 19.N. 2 Let $R$ be an icer on $M$. Then $M / R$ is a $P I$-flow if and only if $G^{\infty} \subset G(R)$.

We prove a more general "relative version".
Theorem 19.N. 3 (The Relative (generalized) PI-tower) Let:
(i) $R \subset S$ be an icers on $M$, and
(ii) $G(S)^{\infty} \subset G(R)$.

Then there exists a family $\left(S_{\alpha} \mid \alpha \leq v\right)$ such that:
(a) $S_{0}=S$ and $G\left(S_{v}\right)=G(R)$,
(b) $S_{\alpha+1} \subset S_{\alpha}$ is either an almost periodic extension or a proximal extension, and
(c) $S_{\beta}=\bigcap_{\alpha<\beta} S_{\alpha}$ for all limit ordinals $\beta \leq \nu$.

PROOF: We proceed by induction.

1. Assume that for every ordinal $\beta<\gamma$, a family $\left(S_{\alpha}^{\beta} \mid \alpha \leq \nu(\beta)\right)$ has been constructed such that:
(a) $S_{0}^{\beta}=S$ and $G\left(S_{v(\beta)}^{\beta}\right)=G(R) G(S)^{\beta}$,
(b) $S_{\alpha+1}^{\beta} \subset S_{\alpha}^{\beta}$ is either an almost periodic extension or a proximal extension,
(c) $S_{\rho}^{\beta}=\bigcap_{\alpha<\rho} S_{\alpha}^{\beta}$ for all limit ordinals $\rho \leq \beta$, and
(d) if $\beta_{1} \leq \beta_{2}$, then $v\left(\beta_{1}\right) \leq v\left(\beta_{2}\right)$ and $S_{\alpha}^{\beta_{1}}=S_{\alpha}^{\beta_{2}}$ for all ordinals $\alpha \leq v\left(\beta_{1}\right)$.
2. If $\gamma$ is a limit ordinal, set $S_{v(\gamma)}^{\gamma}=\bigcap_{\beta<\gamma} S_{\nu(\beta)}^{\beta}$.
3. $G\left(S_{\nu(\gamma)}^{\gamma}\right)=G\left(\bigcap_{\beta<\gamma} S_{v(\beta)}^{\beta}\right)$ 7.19 $\bigcap_{\beta<\gamma} G\left(S_{v(\beta)}^{\beta}\right)$

$$
=\bigcap_{\beta<\gamma} G(R) G(S)^{\beta} \underset{\mathbf{1 0 . 1 2}}{ } G(R) \bigcap_{\beta<\gamma} G(S)^{\beta} \underset{\mathbf{1 1 . 1 7}}{=} G(R) G(S)^{\gamma} .
$$

4. If $\gamma=\beta+1$, and $S_{v(\beta)}^{\beta}=\overline{g r\left(G(R) G(S)^{\beta}\right)}$, set

$$
v(\gamma)=v(\beta)+1 \quad \text { and } \quad S_{v(\gamma)}^{\gamma}=\overline{g r(G(R))} \circ S_{e q}\left(S_{v(\beta)}^{\beta}\right) .
$$

5. $S_{v(\gamma)}^{\gamma}$ is an icer.
6. $S_{v(\gamma)}^{\gamma}$ is an almost periodic extension of $S_{v(\beta)}^{\beta}$.
7. $G\left(S_{v(\gamma)}^{\gamma}\right) \underset{19.17}{=} G(R) E_{S_{v(\beta)}^{\beta}} \underset{4,19.21}{=} G(R)\left(G\left(S_{v(\beta)}^{\beta}\right)\right)^{\prime}$

$$
\left.\underset{4}{=} G(R)\left(G(R) G(S)^{\beta}\right)\right)^{\prime} \underset{\mathbf{1 1 . 1 4}}{=} G(R) G(S)^{\beta+1}=G(R) G(S)^{\gamma} .
$$

8. If $\gamma=\beta+1$, and $S_{v(\beta)}^{\beta} \neq \overline{\operatorname{gr(G(R)G(S)^{\beta })}}$, set $v(\gamma)=\nu(\beta)+2$ and

$$
S_{v(\beta)+1}^{\gamma}=\overline{\operatorname{gr}\left(G(R) G(S)^{\beta}\right)}, \quad S_{v(\gamma)}^{\gamma}=\overline{\operatorname{gr}(G(R))} \circ S_{e q}\left(\overline{\operatorname{gr}\left(G(R) G(S)^{\beta}\right)}\right) .
$$

9. $S_{\nu(\beta)+1}^{\gamma}$ is a proximal extension of $S_{\nu(\beta)}^{\gamma}=S_{\nu(\beta)}^{\beta}$. (by 1(a), 8, and 7.11) 10. $S_{\nu(\gamma)}^{\gamma}$ is an almost periodic extension of $S_{v(\beta)+1}^{\gamma}$. (by $\left.8,19.18,19.23\right)$
10. $G\left(S_{v(\gamma)}^{\gamma}\right){ }_{19.17}^{=} G(R) E_{S_{v(\beta)+1}^{\gamma}} \overline{=}_{\mathbf{1 9 . 2 1}} G(R) G\left(S_{v(\beta)+1}^{\gamma}\right)^{\prime}$

$$
\overline{\overline{\mathbf{8}}} G(R)\left(G(R) G(S)^{\beta)}\right)^{\prime}{ }_{\mathbf{1 1 . 1 4}}^{=} G(R) G(S)^{\beta+1}{\underset{8}{=}} G(R) G(S)^{\gamma} .
$$

## EXERCISES FOR CHAPTER 19

Exercise 19.1 Let $R \subset S$ be icers on $M$. Show that $R \subset S$ is an almost periodic extension if and only if $Q(S) \subset R$.

## Exercise 19.2 Let:

(i) $R \subset S$ be distal, and
(ii) $X=M / R$ and $Y=M / S$.

Then $X / Q\left(\pi_{R}(S)\right)$ is an almost periodic extension of $Y$. Moreover this extension is trivial only if $X=Y$.

Exercise 19.3 Let:
(i) $R \subset S$ be a RIC extension, and
(ii) $A \subset G(S)$ be a closed subgroup with $A G(R)=G(S)$.

Then $\pi_{R}\left(\overline{g r\left(A^{\prime}\right)}\right)=\pi_{R}\left(\overline{g r\left(G(S)^{\prime}\right)}\right)=Q\left(\pi_{R}(S)\right)$.
Exercise 19.4 (See 19.18) Let $R \subset S$ be icers on $M$. Show that $R \subset S$ is an almost periodic extension if and only if $S_{e q}(S) \subset R$.

Exercise 19.5 In 19.15 it was shown that if $N \subset R$ is an almost periodic extension and $G(R) \subset \operatorname{aut}(N)$, then $\pi_{R}^{N}$ is a group extension with group $G(R) / G(N)$. This exercise provides the converse of that result.

Let $\pi: X \rightarrow Y$ be a homomorphism of minimal flows which is a compact group extension with group $H$. Then there exist icers $N$ and $R$ on $M$ such that:
(a) $N \subset R$ is a distal extension,
(b) $H \cong G(R) / G(N)$ as topological groups,
(c) $G(R)^{\prime} \subset G(N)$,
(d) $G(R) \subset \operatorname{aut}(N)$, and
(e) There is an isomorphism of group extensions:

$$
\begin{array}{lclll} 
& M / N & \rightarrow & X & \\
\pi_{R}^{N} & \downarrow & & \downarrow & \pi . \\
& M / R & \rightarrow & Y &
\end{array}
$$

## 20

## A tale of four theorems

In this section we examine four theorems, the Furstenberg Structure Theorem for distal flows (denoted Theorem 1), and three other theorems (Theorems 2, $\mathbf{3}, 4)$ that are equivalent to it. We can think of these three as the icer, regionally proximal, and group theoretic versions of the Furstenberg theorem. These three theorems have generalizations for distal extensions (denoted Theorems $\mathbf{2 g}, \mathbf{3 g}$, $\mathbf{4 g}$ ) which again are equivalent to the Furstenberg structure theorem for distal extensions (Theorem $\mathbf{1 g}$ ). The goal of this section is to clarify the relationship between the different approaches to the structure of distal extensions by giving explicit arguments showing that the four theorems are equivalent. We then give a construction of the so-called Furstenberg tower for a distal extension; a classical consequence of the structure theorem. Finally we comment on various proofs of these theorems valid in the metric, countable group, and general cases. We begin with explicit statements of each of the four theorems along with their generalizations.

Theorem 1 (Furstenberg Structure Theorem) Let:
(i) $R \subset S$ with $R \neq S$ be icers on $M$, and
(ii) $M / R$ be distal.

Then there exists an icer $N$ on $M$ such that:
(a) $R \subset N \subset S$,
(b) $M / N \rightarrow M / S$ is an almost periodic extension, and
(c) $N \neq S$.

In particular every non-trivial distal flow has a non-trivial equicontinuous factor. When $S=M \times M$ this theorem shows that any non-trivial distal flow has a non-trivial equicontinuous factor. This allows an inductive construction of the so-called Furstenberg tower of almost periodic extensions and inverse limits. This tower begins with $\{p t\}$ (when $S$ is taken to be $M \times M$ ) or with
the maximal equicontinuous factor $M / S_{e q}(R)$ of $M / R$ (when $S$ is taken to be $S_{e q}(R)$ ) and ends with $M / R$. (See 20.14 at the end of this section.)

Theorem 1g (Furstenberg Structure Theorem for distal extensions) Let:
(i) $R \subset S$ with $R \neq S$ be icers on $M$, and
(ii) $M / R \rightarrow M / S$ be a distal extension.

Then there exists an icer $N$ on $M$ such that:
(a) $R \subset N \subset S$,
(b) $M / N \rightarrow M / S$ is an almost periodic extension, and
(c) $N \neq S$.

This theorem is sometimes referred to as the generalized or relative Furstenberg theorem. We can think of it as saying that every non-trivial distal extension "contains" a non-trivial almost periodic extension. This theorem allows an inductive construction of the so-called Furstenberg tower of almost periodic extensions and inverse limits beginning with $M / S$ and ending with $M / R$. (Again see 20.14 at the end of this section.) Note of course that $M / R$ need not itself be a distal flow in this case.

Our second theorem and it's generalization are stated in terms of icers.

## Theorem 2 Let:

(i) $(X, T)$ be a distal minimal flow,
(ii) $N_{X}$ be an icer on $X$, and
(iii) $N_{X}$ be topologically transitive.

Then $N_{X}=\Delta_{X}$.
This is corollary 4.26. One immediate consequence of this theorem (proven in 4.25 ) is that the only weak mixing minimal distal flow is the trivial one-point flow.

## Theorem 2g Let:

(i) $(X, T)$ be a minimal flow,
(ii) $N_{X}$ be an icer on $X$, and
(iii) $N_{X}$ be topologically transitive and pointwise almost periodic.

Then $N_{X}=\Delta_{X}$.
This is theorem 9.13, proven using the quasi-relative product. It says that the only distal weak mixing extension of minimal flows is the trivial one.

Our third theorem and it's generalization are stated in terms of the generalized regionally proximal relation $Q(N)$ defined for any icer $N$.

Theorem 3 Let:
(i) $(X, T)$ be a distal flow,
(ii) $R$ be an icer on $X$, and
(iii) $Q(R)=R$.

Then $X=\{p t\}$.
Theorem 3g Let $R \subset S$ be a distal extension with $Q\left(\pi_{R}(S)\right)=\pi_{R}(S)$. Then $R=S$.

This theorem appears in [McMahon, D., Wu, T.S., Distal homomorphisms of nonmetric minimal flows, (1981)]; the authors use it to deduce the Furstenberg structure theorem for minimal distal extensions.

Finally our fourth version of the theorem is a "group-theoretic" one, stated in terms of the iterated derived group $A^{\infty}$.

Theorem $4 G^{\infty} \subset D$.
This was proven in $\mathbf{1 4 . 1 3 .}$
Theorem 4 g Let $R \subset S$ be a distal extension. Then $G(S)^{\infty} \subset G(R)$.
We now give explicit arguments showing that these four theorems are equivalent. We will concentrate on showing that the generalized versions are equivalent; the arguments in the "absolute" case are essentially the same. We will prove that $\mathbf{1 g} \Longrightarrow \mathbf{2 g} \Longrightarrow \mathbf{3 g} \Longrightarrow 1 \mathrm{~g}$ and $2 \mathrm{~g} \Longrightarrow 4 \mathrm{~g} \Longrightarrow 3 \mathrm{~g}$.
20.1 THM 1g IMPLIES THM 2g: Let $(X, T)$ be minimal, $N_{X}$ a topologically transitive pointwise almost periodic icer on $X$, and assume that Theorem 1 g holds. We will show that $N_{X}=\Delta_{X}$.

PROOF: 1. Let $R$ be an icer on $M$ with $X=M / R$.
2. Let $S=\pi_{R}^{-1}\left(N_{X}\right)$.
3. $S$ is an icer on $M$ and $\pi_{R}(S)=N_{X}$.
4. $R \subset S$ is distal. (by $2,3,18.9, N_{X}$ is pointwise almost periodic)
5. $Q\left(\pi_{R}(S)\right)=\pi_{R}(S) . \quad$ (by 3, 19.4, $N_{X}$ is topologically transitive)
6. Let $N$ be an icer on $M$ with $R \subset N \subset S$ and $N \subset S$ an almost periodic extension.
7. $\Delta_{M / N} \underset{\mathbf{1 9 . 3}}{=} Q\left(\pi_{N}(S)\right) \underset{19.6}{=} \pi_{N}^{R}\left(Q\left(\pi_{R}(S)\right)\right) \underset{\mathbf{5}}{\overline{5}} \pi_{N}^{R}\left(\pi_{R}(S)\right)=\pi_{N}(S)$.
8. $N=S$.
9. $R=S$.
(by 4, 8, and Theorem 1g)
10. $N_{X}=\pi_{R}(S)=\Delta_{X}$.
20.2 THM 2g IMPLIES THM 3g: Let $R \subset S$ be a distal extension with $Q\left(\pi_{R}(S)\right)=\pi_{R}(S)$, and assume that Theorem 2 g holds. We will show that $R=S$.

PROOF: 1. $\pi_{R}\left(g r\left(G(S)^{\prime}\right)\right) \underset{19.9}{\overline{=}} Q\left(\pi_{R}(S)\right)=\pi_{R}(S) \underset{18.9}{=} \pi_{R}(g r(G(S)))$. ( $R \subset S$ is distal)
2. $G(S)^{\prime} G(R)=G(S)$. (by 1)
3. $G(S)^{\infty} G(R)=G(S)$.
by $2,11.18$ )
4. $\pi_{R}\left(\overline{\operatorname{gr}\left(G(S)^{\infty}\right)}\right)=\pi_{R}\left(g r\left(G(S)^{\infty}\right)=\pi_{R}(g r(G(S)))=\pi_{R}(S)\right.$.
(by $3,18.9, R \subset S$ is distal)
5. $\left(\pi_{R}(S), T\right)$ is topologically transitive.
(by 4, 12.5, 4.21)
6. $\left(\pi_{R}(S), T\right)$ is pointwise almost periodic.
(by $18.9, R \subset S$ is distal)
7. $\pi_{R}(S)=\Delta$ and hence $R=S$. (by 5, 6, and Theorem 2g)
20.3 THM 3g IMPLIES THM 1g: Let $R \subset S$ be a distal extension with $R \neq S$, and assume that Theorem 3 g holds. We will show that there exists $R \subset N \subset S$ with $N \neq S$, such that $N \subset S$ is an almost periodic extension.

PROOF: 1. $\pi_{R}\left(g r\left(G(S)^{\prime}\right) \underset{\mathbf{1 9 . 9}}{=} Q\left(\pi_{R}(S)\right) \underset{\text { Thm } \mathbf{3 g}}{\neq} \pi_{R}(S) \underset{\mathbf{1 8 . 9}}{=} \pi_{R}(g r(G(S))\right.$.
2. $G(R) G(S)^{\prime}$ is a proper closed subgroup of $G(S)$. (by $1,11.7$, and 10.10)
3. There exists an icer $N$ on $M$ with $R \subset N \subset S$ and $G(N)=G(R) G(S)^{\prime}$.
(by $2,18.20$ )
4. $N \subset S$ is a distal extension and $N \neq S . \quad$ (by $2,3,18.8, R \subset S$ is distal)
5. $N \subset S$ is an almost periodic extension.
(by 3, 4, 19.11)
20.4 THM 2g IMPLIES THM 4g: Let $R \subset S$ be a distal extension, and assume that theorem 2 g holds. We will show that $G(S)^{\infty} \subset G(R)$.

PROOF: 1. $G(R) G(S)^{\infty}=G(S)^{\infty} G(R)$.
$\left(G(S)^{\infty}\right.$ is normal in $G(S)$ by 11.17)
2. Let $N=R \circ \operatorname{gr}\left(G(S)^{\infty}\right)$.
3. $N$ is an icer on $M$ with $R \subset N \subset S$ and $G(N)=G(R) G(S)^{\infty}$.
(by 2, 18.20)
4. $\pi_{R}(N)=\pi_{R}\left(\overline{G(S)^{\infty}}\right)=\pi_{R}\left(g r\left(G(S)^{\infty}\right)\right.$ is an icer on $M / R$.
(by 2, 3, 6.11)
5. $\left(\pi_{R}(N), T\right)$ is topologically transitive and pointwise almost periodic.
(by 4, 4.21, 12.5, 18.9)
6. $\pi_{R}(N)=\Delta$ and hence $N=R$.
(by 5, and Theorem 2g)
7. $G(S)^{\infty} \subset G(R)$.
(by 3, 6)
20.5 THM 4g IMPLIES THM 3g: Let $R \subset S$ be a distal extension with $Q\left(\pi_{R}(S)\right)=\pi_{R}(S)$, and assume that theorem 4 g holds. We will show that $R=S$.

PROOF: $1 . \pi_{R}\left(g r\left(G(S)^{\prime}\right)\right) \underset{19.9}{\overline{=}} Q\left(\pi_{R}(S)\right)=\pi_{R}(S) \underset{18.9}{=} \pi_{R}(g r(G(S)))$. ( $R \subset S$ is distal)
2. $G(S)^{\prime} G(R)=G(S)$.
(by 1)
3. $G(R)=G(S)^{\infty} G(R)=G(S)$.
(by 2, 11.18, and Theorem 4g)
4. $R=S$.
(by 3, 18.20, $R \subset S$ is distal)
One important and classical consequence of these theorems is the so-called Furstenberg tower for a distal extension of minimal flows. This is analogous to the PI-tower discussed in the notes to section 19. One can give a proof using that tower (see 19.N.3); instead we give a direct proof which takes advantage of the properties of the relative product and the subgroups of $G$ developed in the previous sections.

Theorem 20.6 (the Furstenberg tower) Let $R \subset S$ be a distal extension. Then there exists a family ( $S_{\alpha} \mid \alpha \leq \nu$ ) of icers such that:
(a) $S_{0}=S$ and $S_{v}=R$,
(b) $S_{\alpha+1} \subset S_{\alpha}$ is an almost periodic extension, and
(c) $S_{\beta}=\bigcap_{\alpha<\beta} S_{\alpha}$ for all limit ordinals $\beta \leq \nu$.

PROOF: We proceed by induction.

1. Assume that for every ordinal $\beta<\gamma$, a family ( $S_{\alpha} \mid \alpha \leq \beta$ ) has been constructed such that:
(a) $S_{0}=S$ and $S_{\alpha}=R \circ \operatorname{gr}\left(G(S)^{\alpha}\right)$, for all $\alpha \leq \beta$,
(b) $S_{\alpha+1} \subset S_{\alpha}$ is an almost periodic extension, and
(c) $S_{\rho}=\bigcap_{\alpha<\rho} S_{\alpha}$ for all limit ordinals $\rho \leq \beta$.
2. If $\gamma$ is a limit ordinal, set $S_{\gamma}=\bigcap_{\beta<\gamma} S_{\beta}$,
3. $G\left(S_{\gamma}\right)=G\left(\bigcap_{\beta<\gamma} S_{\beta}\right) \underset{7.19}{=} \bigcap_{\beta<\gamma} G\left(S_{\beta}\right)$

$$
=\bigcap_{\beta<\gamma} G(R) G(S)^{\beta} \underset{\mathbf{1 0 . 1 2}}{=} G(R) \bigcap_{\beta<\gamma} G(S)^{\beta} \underset{\mathbf{1 1 . 1 7}}{=} G(R) G(S)^{\gamma} .
$$

4. $R \subset S_{\gamma} \subset S$ are distal extensions.
(by $1,2,18.8, R \subset S$ is a distal extension)
5. $S_{\gamma}=R \circ \operatorname{gr}\left(G(S)^{\gamma}\right)$.
(by 3, 4, 18.9)
6. If $\gamma=\beta+1$, set $S_{\gamma}=R \circ \operatorname{gr}\left(\left(G(S)^{\beta}\right)^{\prime}\right)=R \circ \operatorname{gr}\left(G(S)^{\gamma}\right)$.
7. $S_{\gamma}$ is an icer.
(by 6, 18.20)
8. $S_{\gamma} \subset S_{\beta}$ is an almost periodic extension.
(by 6, 18.8, and 19.11)
9. By induction there exists $v$ such that $S_{v}=S_{v+1}$.
10. $G(S)^{\nu}=\left(G(S)^{\nu}\right)^{\prime}=G(S)^{\infty}$.
(by 9, 11.17)
11. $S_{v}=R \circ \operatorname{gr}\left(G(S)^{\infty}=R\right.$.
(by 9, 10, Theorem 4g)
It is an interesting exercise to understand how the theorems we have been discussing can be proven in certain special cases, especially since our proof of Theorem 2 g in the most general context (see 9.13) involves a quite technical construction using the quasi-relative product. In the chart below we outline some alternative proofs when certain assumptions are made about either the space $X$ or the group $T$; the approach taken here has been to focus on the icer version (Theorems 2 and $\mathbf{2 g}$ ).

## Comments on the proof of the Theorems 2 and 2 g in various cases:

|  | In order to prove 2 | In order to prove 2 g |
| :---: | :---: | :---: |
| When $X$ is metrizable | All metric flows which are distal and top. tr. are minimal (by 4.19) Thm 2 follows | All metric flows which are p.a.p. and top. tr. are minimal (by 4.19) Thm 2g follows |
| When $T$ is countable | All flows which are distal and top. tr. are minimal (by 4.23) Thm 2 follows | by All flows which are p.a.p. and top. tr. are minimal (by 4.23) Thm 2 g follows |
| The general case | All flows which are distal and top. tr. are minimal (by 4.24) Thm 2 follows | Use the proof given in 9.13 |

Note that in the literature, the most popular approach to proving the Furstenberg structure theorem in the metric case is to use the outline above to deduce Theorem 2 or 2 g , and then deduce Theorems 1 and 1 g . For the general case one approach is to prove Theorem 3 g (see [Auslander, (1988)]) and use it to deduce Theorem 1 g ; here the difficult technicalities appear in the proof of Theorem 3g (for which Auslander refers to [McMahon, D., Wu, S.T., Distal homomorphisms of nonmetric minimal flows, (1981)]). Our approach has been to emphasize Theorem 2 g in the general case, introducing the quasi-relative product as a means of giving a clear proof. In the literature the focus has mainly been on deducing the Furstenberg theorem, so the fact that all of these theorems are equivalent seems not to have been explicitly emphasized. This fact and the metric approach leads us to ask the following question: Theorem 2 g says that any icer $R$, on a minimal flow, with $(R, T)$ pointwise almost periodic and topologically transitive must be minimal and hence trivial; what if $(R, T)$
is any flow? In other words, does 4.23 hold in the uncountable group case? If pointwise almost periodicity is strengthened to distality the answer is yes; in the metric and the countable group case the answer is also yes. In general we do not know the answer to this question.

## EXERCISE FOR CHAPTER 20

## Exercise 20.1 Let:

(i) $R \subset S$ be a RIC extension, and
(ii) the only factor $N \supset R$ such that $N \subset S$ is an almost periodic extension, be $N=S$.

Show that $R \subset S$ is a weak-mixing extension (that is $\left(\pi_{R}(S), T\right)$ is topologically transitive).
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$\operatorname{Hom}(X, Y), 20$
homomorphism of flows, 20, 23 44, 87
hull, 10
h. p. extension, see highly proximal extension.
icer, 83
ideal, 30
idempotent, 27, 30, 31
incontractible flow, 212
$\inf (R, S), 71$
invariant, 28
invariant set, 20
inverse limit, 76, 82, 93
$I(X), 104,193$
Iso( $M / R, M / S$ ), 86
$J, 32,33,85,93,161$
$J^{*}, 162,164,190$
$J_{X}^{*}, 202$
$J_{X}, 105,106,165$
$L_{p}, 5,15,16$
M, 83
$M$, see also universal minimal set, 83
maximally highly proximal extension, 214, 218
maximally highly proximal flow, 214
minimal ideal, 30, 104
minimal idempotent, 33, 158
minimal set, 27,28
m.h.p. extension, see maximally highly proximal extension.
m.h.p., see maximally highly proximal flow.
$\mathcal{N}_{x}, 8,12,16,38$
neighborhood filter, 8
neighborhood filter at $x$, see $\mathcal{N}_{x}$
orbit closure, 38
open extension, 95, 209, 211
P, 155, 161
$P_{0}, 93,167,230$
$P_{0}(X), 176$
PI-tower, 254
$P(M)$, see also $P(X), 93,229,230$
point distal, 207
point transitive, 20, 47
pointwise almost periodic, $38,44,48,52,232$
pointwise equicontinuous, 178
pricipal bundle with group $H, 248$
principal ultrafilter, 8
proximal cell, 41, 161
proximal extension, 45
proximal flow, 41
proximal homomorphism, 45
proximal-isometric flow, see also PI-flow, 253
proximal relation, see $P(X)$
proximal, see also $P(X), 41$
psuedo metric, 49, 195
$P(X), 41,157,160$
$Q, 179,186$
$Q\left(\pi_{R}(S)\right), 243,245,259$
$Q(N), 243,258,259$
$Q(R, S)$, see also $Q(\pi R(S)), 243$
quasi-factors, $54,115,125,149,219$
quasi-relative product, 111, 209, 214
$Q(X), 155,180,186,203$
$R^{*}, 234,235$
$R \circ S$, see relative product.
$R_{f}, 46,79$
$R_{h p}, 218,219$
$R_{S, d}, 196$
$R_{t}, 5,14$
$R$-almost periodic structure relation on $X$, see
$R$-equicontinuous structure relation on $X$
$R$-cell, 67
$R$-distal structure relation on $X$, see $S_{d}(X ; R)$,
$R$-distal structure relation, see $R^{*}$,
$R$-equicontinuous structure relation on $X$, see also $S_{e q}(X: R), 252$
$R$-equicontinuous structure relation, see $S_{e q}(R), 250,252$
$\operatorname{reg}(R)$, see also regularizer, 104
$\operatorname{reg}(X)$, see also regularizer, 104
regionally proximal relation, 179, 180, 203
regionally proximal relation on $X$, see also $Q(X), 179$
regionally proximal relation, see also $Q(X)$, 155
regular, 103
regular extension, 108, 248
regular flow, 103
regular homomorphism, 108
regular minimal flows, 84
regularizer, 89, 104, 159
relative product, $65,67,69$
relatively incontractible extension, 212, 213
return times to $U, 38$
RIC extension, 211, 213
$R(S)$, see also quasi-relative product, 111, 114
$S_{d}, 175$
$S_{d}(R)$, see also $R^{*}, 234,239$
$S_{d}(X ; R), 239$
$S_{e q}, 187$
$S_{e q}(R), 250$
$S_{e q}(X), 181$
$S_{\text {eq }}(X: R), 252$
shift map, 47
Stone-Cech compactification, see $\beta T$.
subflow, 20
symbol space, 47
syndetic, 39
$\mathrm{T}_{1}, 31$
topological group, 169, 182, 183, 200
topologically transitive, 37, 47, 51, 152
topology of pointwise convergence, 21
transfinite induction, 147
transitive, 47
two circle, 227
$<U, V>, 127$
ultrafilter, 8,10
uniformity, 62
universal minimal flow (set), 27, 35, 83
universal point transitive flow, see also $\beta T$, 20
$<V_{1}, \ldots, V_{k}>, 55$
Vietoris topology, 55, 61
$X^{X}, 21$
$X$-group of $N, 106$
X/R, 68
$x R, 68$
weak mixing, 47, 51, 201, 258
weak mixing extension, $47,122,258$

Zorn's lemma, 8, 29

