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Preface

Modern healthcare is now fundamentally dependent on decisions that are based on the best
evidence available. The current era of evidence-based healthcare has led to a revolution in our
understanding of diseases and their treatments. It has also transformed modern medical prac-
tice and the training of all levels of healthcare workers. As a result the enhancement of clini-
cal skills is unavoidably intertwined with a basic knowledge of research and methodology.

Acquiring the best evidence is not always straightforward as there is a wide heterogene-
ity between types of evidence and the variability for each distinct disease, environment and
patient population. Sometimes, the evidence is totally non-existent for a specific com-
plaint, whilst other times a large discrepancy exists between evidence sources. The
increased application of robust statistics to healthcare research led to a tipping point in our
realisation of diseases processes and their management.

The introduction of techniques such as meta-analysis and systematic reviews permitted
the mathematical amalgamation of several quantitative studies to derive a unified overall
result or treatment conclusion from a variety of data sources. The dissemination of these
techniques was gradually appraised by the healthcare community and led to an increased
appreciation of different study types and methodologies.

Integrating the results from multiple healthcare studies can be challenging and arduous
in view of the complexity of data types and research designs. More importantly, however,
the application of older techniques such as meta-analysis is largely dependent on the use
of comparative studies presenting quantitative data, which is not always possible. This
occurs as there is no appropriate data to combine for some particular diseases (for example
the lack of randomised treatment studies in emergency cases which are constrained by
ethical limitations). The point of disruptive innovation has however been achieved through
the overarching medium of evidence synthesis. Here numerous study types (quantitative or
qualitative) can be powerfully amalgamated to derive answers to complex healthcare ques-
tions. The application of such methods into evidence-based practice has been traditionally
limited to a few individuals and centres that until now have had the expertise to carry out
these advanced decision-making approaches.

This book has been designed to offer all healthcare workers the opportunity to under-
stand, carry out and realistically perform a broad range of evidence synthesis techniques.
It uniquely offers the reader both practical hands-on knowledge coupled with the theoreti-
cal comprehension of evidence synthesis techniques to derive answers for healthcare ques-
tions. It covers traditional areas that have been enhanced with cutting-edge advances
including the performance of meta-analyses with standard access software. Importantly
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however, it offers experience and familiarity with several newer evidence synthesis proce-
dures including cost-effectiveness analysis and decision analysis coupled with workable
real-life examples using available software.

We also aim to equip readers with a full scientific grounding in understanding the
process of modern evidence synthesis which in turn provides a comprehensive approach
to identifying and deriving the best evidence for evidence-based medicine as also assess-
ment of relevant uncertainty and inconsistency. The style of this book is to describe the
concepts of these approaches which are then complemented by a step-by-step ‘how to do
it’ methodology. The reader should therefore gain all the skills necessary to study and
research evidence whilst also obtaining quantitative knowledge of these from the myriad
of sources available.

The broader context of evidence synthesis is also described, as this book is not only
intended for clinicians to provide evidence synthesis for the healthcare community, but
rather for providing evidence that will have impact for the whole of society. At the highest
level, evidence synthesis can provide expert knowledge for healthcare workers, but also
the media and policy-makers. Evidence synthesis can guide national and international
governmental decisions which as a result carry a heavy impact on worldwide healthcare.
Providing the tools to achieve robust evidence synthesis at these levels can empower mod-
ern day health staff to offer powerful improvements to healthcare practice.

We hope that readers will benefit from the techniques described in this text to fulfil the
ultimate goal of improved healthcare through the provision of radical innovation and supe-
rior quality. These can be exposed through a universal evidence-based approach that this
text offers. Equipping individuals and institutions with the techniques described herein
provides a direct route to translational medicine where bedside questions can be answered
at a local, national and international level.

Adopting these evidence synthesis techniques can encourage enhanced learning and
understanding of patients, diseases and the overall healthcare process from primary to
quaternary care. A greater understanding of evidence synthesis by a larger proportion of
the healthcare community can offer greater communication and an earlier adoption of suc-
cessful treatments. The universal ability to perform evidence synthesis empowers the
whole healthcare community to contribute to global information and expertise in evidence
such that patient outcomes can be improved and healthcare practices can be strengthened.

The nature of many of the techniques within this book is not static as there are several
synthesis methods to answer each question. The reader will be able to choose the most
appropriate test or tests for each scenario such that they will have flexibility in their
thoughts and decision making. This aspect affords the reader a freedom of thought allied
with autonomy and self-determination such that patients can benefit from global trends in
healthcare in addition to the best personalised healthcare possible.

The powerful ability of evidence synthesis to integrate data from variable sources whilst
decreasing the uncertainty of the result will allow an increased confidence of decision
making for clinicians and policy-makers. This renders evidence synthesis not only a pow-
erful tool, but an obligatory constituent of best medical practice for now and the future.
The reality of evidence synthesis is unquestionably prevailing; this book aims to offer the
opportunity of its use for all healthcare providers with the ultimate aim of better quality of
care for all.
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Evidence Synthesis: Evolving
Methodologies to Optimise Patient Care
and Enhance Policy Decisions

Hutan Ashrafian, Ara Darzi, and Thanos Athanasiou

Abstract Evidence synthesis is a term applied to a group of assessment techniques that
integrate the data from variable evidence sources. These techniques are used to provide
best evidence in healthcare. Evidence synthesis has several advantages when compared to
single studies and traditional data integration through meta-analysis. The complexities of
combining heterogeneous data sources such as the amalgamation of both qualitative and
quantitative data sources can be successfully overcome by applying these techniques.
Evidence synthesis can summarise data by classifying each individual source according to
its quality whilst it can also quantify the degree of uncertainty in synthesis results. In this
chapter, we discuss current evidence synthesis methods and consider their application for
medical practitioners, scientists and policymakers. We identify the future trends and
increased importance of utilising evidence synthesis for evidence-based medicine. The
versatility of evidence synthesis renders it a powerful tool in attaining the ultimate goal of
improved health outcomes, innovation and enhanced quality of patient care.

1.1
The Theoretical Aspects of Evidence and Evidence Synthesis

Knowledge, the knower and the object of knowledge, these are the three incentives to
action.

Bhagavad Gita — Chapter 18, Verse 18

The scientific experimental paradigm is a fundamental principle of modern academic
research. This paradigm is designed to provide us with an ability to answer questions. It
accounts for a system which is based firstly on experiments of observation and secondly
on the theory to acquire true knowledge which is objective, unbiased and just. These
experiments generate ‘raw data’ which require refinement and contextualisation with pre-
vious knowledge to provide us with an independent sample of evidence (Fig. 1.1).
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Fig. 1.1 Scientific experimental paradigm, knowledge and evidence

Evidence is defined by the Oxford English Dictionary as ‘information or signs indicat-

namely:

ing whether a belief or proposition is true or valid’.! It is the language of science where we
communicate true facts that are derived from the component elements of true knowledge,’

Knowledge from research (refined data or evidence)
Knowledge of measurement (statistical methodology)
Knowledge from experience (judgements and decision)
» Knowledge of practice (leadership and management)

The application of statistical methodology is critically important in refining data to provide
the best possible evidence. As a result, two broad techniques have been developed to aug-
ment the process of evidence accrual. Firstly, statistical hypothesis testing (also known as
confirmatory data analysis) provides a technique to statistically accept or deny a hypothe-
sis. Secondly, exploratory data analysis (EDA) evaluates data to provide research hypoth-

esis for analysis.

As the volume of raw data increases from an increased number of experiments, there is
now a concomitant rise in available evidence.** Some consider that we are inundated with

evidence ‘overload’, whilst others would argue that more evidence can only enhance our
understanding of diseases and their treatments. Either way, it is clear that it is necessary to
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Fig. 1.2 The concept of evidence synthesis — deriving ‘best evidence’ through the integration of
data sets

identify areas of agreement and disagreement between studies (Fig. 1.2) and integrate the
results of all the available studies in one field into interpretable results. The word ‘synthesis’
(derived from ancient Greek) represents such an integration and refers to the combining of
two or more entities to form something new.

‘Evidence synthesis’ is the synthesis (or integration) of variable data to produce infor-
mation in the form of best evidence. It provides a set of methodologies to identify areas of
agreement and disagreement in qualitative and quantitative data sets. By integrating data
sets, this methodology may calculate the concordance and magnitude of effects from mul-
tiple studies.

The aim of evidence synthesis is to address questions by providing the best evidence
derived through the integration of data and knowledge to present information of factual
integrity and least uncertainty.

In this chapter, we describe the current approach to evidence synthesis and outline rel-
evant cutting-edge techniques that integrate studies to discern best evidence in healthcare.
We also outline the limitations and strengths of other techniques of evidence extrapolation
and present the advantages and disadvantages of evidence synthesis. We consider the his-
tory, philosophy and ethics of this methodology in order to fully contextualise the applica-
tion of modern evidence synthetic techniques. This chapter presents the role of evidence
synthesis within the scientific experimental paradigm, and discusses its role in patient care,
health policy and evidence-based medicine (EBM).

Although one of the key roles of evidence synthesis includes the determination of
answers to healthcare questions at an individual or group level, there is also a significant
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question T answer

Fig. 1.3 The relationship between research questions, answers and evidence synthesis. k=reaction
equilibrium constant=quality and type of evidence synthesis

aspect of evidence synthesis which provides further research questions (Fig. 1.1). A com-
parable analogy includes the answering of a research question to a chemical reaction,
where evidence synthesis acts as the enzyme to catalyse a reaction. Here, equilibrium is
achieved between a research question and its answer. As each chemical reaction has an
equilibrium constant, each research question has an equilibrium constant of evidence that
is determined by the quality and nature of the evidence synthesis (Fig. 1.3).

Evidence synthesis can determine the strength of an association between a disease and
its supposed causative agent or associations considering prognosis, diagnosis and treat-
ment. A set of inference criteria used to describe these associations was introduced by Sir
Austin Bradford Hill in 1965. These remain in use today and are termed eponymously as
the Bradford Hill criteria®® for causation in healthcare:

. Analogous evidence
. Consistency

. Coherence

. Experiment

. Strength

. Specificity

. Plausibility

. Temporality

. Biological gradient

O 00 3 N W AW N =

Although addressing association strength is a key consideration of studies, the methodol-
ogy of achieving the data is also of paramount importance. Different research methods can
be ranked according to the validity of their findings according to a pre-defined hierarchy of
evidence.

The aim of such a hierarchy is to provide a mean where evidence from a range of meth-
odologically different studies which can be categorised and ranked. These can also provide
a logical outline that can be utilised for designing or setting up a research study so as to
provide the best available evidence for evidence synthesis. A widely acknowledged hier-
archy of evidence is the one developed at the Centre for Evidence-Based Medicine at the
University of Oxford (Fig. 1.4).” This classification categorises non-experimental informa-
tion at the lowest levels of an evidence pyramid and randomised control trials at a much
higher level. The highest level of evidence represents evidence sources where data from
multiple randomised trials are integrated and appraised in the form of meta-analyses and
systematic reviews.
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Fig. 1.4 Hierarchy of evidence pyramid based on the levels advocated by the Oxford Centre for
Evidence-based Medicine (May 2001)

1.2
Limitations of Single Studies

A single study carries an inherent risk of achieving false conclusions. This is because each
individual study is subjected to design and trial completion by an individual group of
researchers within the construct of a local healthcare environment and personal predisposi-
tions. Single studies may be subject to statistical errors that are usually classified in type I
error (also known as o) and type II error (also known as B).

Type 1 errors occur when the null hypothesis of a study is rejected (by a statistically
significant probability p) when it is actually true, and a Type II error occurs when a null
hypothesis is false, but fails to be rejected. One analogy to this is the conviction of a crimi-
nal by a court of law, where the concept of null hypothesis is equivalent to the innocence
of a defendant. Type I error can be likened to a legal error when an innocent person goes
to prison, and type II error when a guilty individual is released as a result of ‘inadequate
evidence’.®

Typically type II errors result from inadequately powered studies with low numbers of
subjects, a common problem in numerous research studies. One study assessing the extent
if type II errors in clinical studies revealed that the probability of missing effects in a true
population series for these studies was greater than 10% for 67 of 71 trials.” In reality,
small differences in treatment effects can be translated to much larger ones at a population
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level. However to prove these small differences, trials with extremely large numbers of
participants'® are required, which is usually unfeasible by one study group running a single
centre trial.

13
Advantages of Evidence Synthesis

Evidence synthesis provides a framework of techniques to appraise and integrate study
results within the context of a broad number of variables including methodology, size and
design. In view of its ability to combine extensive volumes of both qualitative and quanti-
tative data, it can provide evidence with increased accuracy and less uncertainty compared
to other studies (Fig. 1.5). Evidence synthesis can evaluate knowledge from'':

Study design

Effect size

Quantification of research heterogeneity
Time trends

Impact of covariates adjustment
Quality of studies

Research gaps

Variability in study populations

NI R =

The techniques of combing studies in meta-analysis are traditionally based on studies from
the highest levels of the evidence hierarchy (primarily randomised controlled trials). If
these were not available, then researchers would go down sequentially to the next tear of
evidence (Fig. 1.4) ranging from observational studies to anecdotal reports.'> Researchers
adhered to the principle that when using ‘weaker’ evidence, the study reporting would be

Pure qualitative

N Structured
Qualitative qualitative
Weighted Minimizing
qualitative !
uncertainty
Mixed method techniques Evidence synthesis

Assess strength
of associations

Quantitative .
Pure quantitative

Fig. 1.5 Multiple sources in evidence synthesis
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performed with more depth to clarify areas of research agreement and heterogeneity. In
evidence synthesis however, all data and data sources can be assessed. Each study requires
classification and is quantified by a weighting process to allow accurate comparisons. This
enables the synthesis to achieve ‘best evidence’ by utilising all available knowledge within
an appropriate context.

The integration of the described factors is required to fulfil some fundamental out-
comes” of evidence synthesis (the CONE principle):

Causality — The establishment of causality within the null hypothesis (in healthcare this
typically requires the clarification of the association between disease resolution and
treatment).

Outcome predictors — The clarification of dependent and independent predictors of outcome

New hypotheses generation

Effect quantification (of treatment)

To achieve these outcomes, evidence synthesis compares favourably to traditional tech-
niques of systematic review and meta-analysis in providing a rigorous modelling tech-
nique that provides statistical rigour in answering a healthcare question, but also has the
ability to quantify evidence uncertainty (Table 1.1).

1.4
Current Evidence Synthesis Methods

The current techniques of evidence synthesis can be used to derive knowledge from clini-
cal facts, clinical studies and also decision or policy directives. Although traditionally
there has been a strong focus on synthesising data from randomised control trials and
quantitative studies, in current era there is a wealth of synthesis techniques that can also be
used for qualitative studies as well (Fig. 1.5). The choice of evidence synthetic technique
has become progressively more complex as medical choices and policy decisions are not
always suitably supplied by quantitative evidence or randomised control trials. Increasingly
medical decisions are based on qualitative studies and consensus opinions,'* and therefore
techniques of evidence synthesis are required to robustly reflect the information from these
data sources.

Although the concept of integrating multiple, variable data sources to synthesise accu-
rate evidence can be an attractive notion, there are nevertheless arguments that consider
these as controversial and untenably idealistic. According to relativists, research provides
several truths, all of which can coexist at the same time. As a result, they consider that
applying a method to integrate disparate research to achieve one single answer as invalid.
Realists however defend evidence synthesis'” as this provides a pragmatic method of
delivering complex answers with evidence gained from numerous and sometimes dispa-
rate studies which would not have been possible using the individual studies alone.

As a result, the complexities of overcoming disparities between groups of qualitative
and quantitative studies were gradually achieved and recent methodological developments
have provided techniques to overcome the analytical differences between qualitative and
quantitative studies. As a result of current evidence synthesis techniques, research data no
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longer focus on whether the data is qualitative or quantitative, but allow the statistical
capability to measure the strength of findings and the degree of uncertainty.

Whilst the underlying concepts of most synthetic techniques provide attractive pro-
cesses to integrate wide-ranging data sources, the practicality of performing these tech-
niques requires a rigorous adherence to scientifically address each research question whilst
maintaining a powerful analytical pragmatism.

As a result, evidence synthesis can provide a spectrum of results that can answer
questions ranging from those of pure scientific knowledge and clinical trial queries to
those of focussing on management and decision making (Fig. 1.6). This spectrum can
be termed as the knowledge—decision spectrum, which comprises pure knowledge at
one pole and decisions at the other pole. The knowledge spectrum between these poles
comprises varyingly of knowledge supports and decisions supports which are in turn
derived from the research studies included in each synthesis. Varying quantities of these
knowledge supports and decision supports provide different knowledge types and
evidence.

Knowledge support types are defined as three types'® according to Hammersley:

» Aggregative (data collection and accrual)
» Comparative or replicative (comparative studies, A versus B)
» Developmental (hypothesis generating, explanation and mechanism identification)

Decision support types however consist of:

* Guidelines and consensus statements
+ Expert opinions

Decision support

Guidelines &
consensus
statements
Expert
opinion(s)

Knowledge

(pure facts)

Aggregative Developmental

Comparative

| Knowledge support |

Fig. 1.6 Knowledge—decision spectrum derived from evidence synthesis
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Traditionally, there has been a division between knowledge support and decision support
such that scientific studies should be based on knowledge support, whereas decision strate-
gies should be derived from decision support. Although this holds true for some examples
of research, the knowledge spectrum is in reality a continuum where each individual study
will have a balance between knowledge supports and decision supports to answer the ques-
tions for each evidence synthesis review.

The knowledge for each individual study used in an evidence synthesis exercise falls
somewhere along the knowledge spectrum as does the evidence from each individual syn-
thesis. Evidence types can be broadly defined as quantitative or qualitative, but can be
further classified into:

» Pure qualitative or ‘narrative’ studies
» Structured qualitative studies

*  Weighted qualitative studies

» Pure quantitative studies

Evidence synthesis can provide the analytical techniques to provide answers for the whole
spectrum of the knowledge—decision spectrum (Fig. 1.7). Combining and integrating the
evidence from these different study types requires two broad categories of synthesis:

1. Integrative synthesis — Here evidence from individual sources or studies are integrated
or combined to formulate a data summary. A traditional example includes study com-
parison and data pooling to achieve an amalgamated statistic such as those provided by
meta-analysis.'” This type of synthesis has conventionally been considered for quantita-
tive studies. Although this is usually the case, it should not preclude the application of
integrative synthesis to qualitative studies (Fig. 1.8), where data integration may reveal

Pure
qualitative
‘narrative’

Structured
qualitative

Weighted
qualitative

Pure
quantitative

Fig. 1.7 Spectrum of results from evidence synthesis



1 Evidence Synthesis: Evolving Methodologies to Optimise Patient Care and Enhance Policy Decisions 1

Pure qualitative

Structured :
itati Typicall
alitative o > ypically
- I interpretive
Weighted o
qualitative M|n|m|;|ng
/ uncertainty
Mixed method techniques Evidence synthesis
\ Assess strength
of associations
Quantitative ) Typicallly
Pure quantitative———— integrative

Fig. 1.8 The ability of evidence synthesis to interpret and integrate both qualitative and quantitative
studies

useful quantitative values and summaries regarding qualitative data sets.'® For example,
evidence synthesis could correlate the degree of similarity between different national
guidelines designed to address the same disease condition.

2. Interpretative synthesis — Here evidence from individual sources or studies is assessed
and considered according to refined theoretical construct.!” The descriptive accounts
from studies are re-described into a common frame of reference for comparison. This
type of evidence synthesis is regarded as synthesising results from several data sources
not to define fixed concepts of data aggregation, but rather to present a rigorous theory
accurately derived from all data sets.'®

Clearly, not all syntheses can be divided into these polar extremes of integrative and inter-
pretative, but rather many fall along a spectrum between these concepts. However, in order
to describe the wide range of evidence synthetic techniques currently available, we have
therefore plotted them on a matrix categorised by qualitative and quantitative and integra-
tive and interpretative (Fig. 1.9).

1.4.1
Narrative Review

Narrative reviews consist of subjective data collection that are then described and inter-
preted through the personal opinions of the individuals performing the review. This type of
evidence is descriptive and narrative. The results of such a review are therefore reflective
on the subjective opinions of the authors. Historically such reviews were only undertaken
by experts in the field of study, though more recently these can be openly performed by any
researcher.

These reviews communicate the knowledge of their specialist field descriptively by the
selection and presentation of the most relevant facts for a particular subject. By definition,
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Qualitative Quantitative

Content
analysis

Bayesian
Meta-analysis

Meta-
ethnography

Miles &
Huberman

Bayesian
cision-analys

Integrative cross-case

Thematic

analysis @

Realist
synthesis
Grounded
theory

Interpretive Basic

Narrative

; uantitative
synthesis q

survey

Narrative
review

Fig. 1.9 Matrix of evidence synthesis types

therefore, narrative reviews are subjective and are therefore prone to bias and error."”
Specifically, they can be limited by an individual’s academic or personal flaws and may
also be influenced by personal conflicts of interest.

In areas of research controversy, narrative reviews can on occasion reflect the biases of
an individual reviewer rather than deriving the best evidence from a research area. In many
narrative reviews, conclusions are derived from listing and counting studies subjectively.?
The application of a simple counting process is inherently flawed in view of the exclusion
of methodological considerations, sample size and effect size.

As narrative reviews lack a formal structure of data interpretation and communication,
the knowledge they provide only represents a superficial analysis of a particular field.
Specific areas of deficiency include a lack of rigorous examination of:
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* Study design and surgical methodology
» Sample size and power of a study

» Effect size

» Consistency of results

As a result of the subjective selection of data, interpretation and conclusion, narrative
reviews are considered to be akin to extended commentaries and consist of the lowest
levels of the evidence hierarchy. Their application is increasingly limited as data extraction
for narrative reviews is not necessarily systematic. Nevertheless, they can be an important
contribution to complex fields where data may be difficult to integrate. Furthermore, on
occasion the opinion of an expert performing such a review can reveal highly relevant
summaries and insights into a complex field.

1.4.2
Narrative Synthesis and Systematic Reviews

Narrative synthesis is considered to be ‘typical systematic review’, with clearly defined
inclusion criteria and exclusion criteria in selecting and interpreting textual evidence.
Increasingly however, this is combined with more complex methods including realist syn-
thesis and meta-techniques.

It requires the following steps'®:

A. Preliminary synthesis of included studies
B. Identifying research result relationships
C. Evaluating the quality of the synthesis produced

In summary, narrative synthesis identifies the following elements from research studies'®:

* Organisation

» Description

» Exploration

 Interpretation

It attempts to identify explanations for the cumulative results of these research findings

The advantages of narrative synthesis include its transparent ability to identify the hetero-
geneity between studies, although it is not always certain that it can identify areas of com-
monality in data sources.?'

143
Meta-analysis

Meta-analysis integrates the results of a number of research studies that consider related
research hypotheses. It uses meta-regression techniques to detect common effect sizes. It
allows the calculation of overall averages and can control for study characteristics.
Applying this technique, meta-effect sizes can be calculated from directed study averages
which subsequently provide evidence that is more precise than the accrued effect sizes
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Meta-analysis Evidence-synthesis

Evidence wanted

¢ Evidence wanted
(research question)

(research question)

Knowledge from . ) T Knowledge from other Knowledge from Knowledge from other
experiments/irials Trial 1 | | Trial 2| |Trial n Sgurf:es eg., experiments/trials Trial n sources e.g.,
T T qualitative sources o - . qualitative sources

Suitable knowledge
for meta-analysis
aggregation

“Unusable data’ Suitable knowledge
for evidence synthesis

1

Evidence from Lol |t Bvidence from |Bg 0 der knowledge output |-
meta-analysis evidence synthesis

Narrow knowledge output

Fig.1.10 Comparison of meta-analysis and evidence synthesis

from single studies. Until the twenty-first century the term evidence synthesis was used
synonymously with the term meta-analysis."" The ideal example of a meta-analysis is one
that incorporates high-quality, large, randomised controlled trials.

When assessing heterogeneity in meta-analysis, if the studies reveal consistent homo-
geneity between effects, this implies a sampling variation and a fixed-effect model is use-
ful. If there is a large variation of results, then a random effects model should be applied.
This may lead to statistically weak answers, as null hypotheses are rarely answered®
(Fig. 1.10).

When combining evidence sources it is almost an inevitability that a researcher will be
confronted by a degree of heterogeneity in studies. Contrary to common belief, the pres-
ence of heterogeneity does not always imply a weakness of data integration. It is however
necessary to consider the source of heterogeneity. Heterogeneity of the study population,
heterogeneity of methods and heterogeneity of results are three distinct areas that need
distinctive assessments.

In evidence synthesis, heterogeneity requires careful consideration. Factors such as
study design, data measurement and subject demographics all require attention. These are
best addressed well before any analysis has taken place and heterogeneity analysis should
be included in the original study protocol.

When study results demonstrate consistency in the context of large heterogeneity of
study populations, then one can infer a robustness of effect which remains reliable despite
the large variation of study subjects. Whereas in meta-analysis the application of heteroge-
neity may lead to a lack of power in rejecting or accepting null hypotheses, evidence syn-
thesis can provide the means to overcome this statistical power effect, to answer study
questions.

1.4.4
Grounded Theory

Grounded theory (GT) is a systematic evidence synthesis technique used for qualitative
data applying concepts that work inversely to the ‘standard experimental paradigm’ typi-
cally applied in social research. Here, textual data is collected, comprehensively read and
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then categorised by coded variables identified from the assessment of the text. Any inter-
relationships between categories are also noted.”*> A typical use for grounded theory
includes the analysis of interview data.

For example, a text fragment studied might include the following statement: Metabolic
surgery is an effective treatment for patients with a body mass index above 40, or those
with a body mass index above 35 who also suffer from obesity-related co-morbidities such
as diabetes and sleep apnoea. In these patients, it is considered that the quality of life and
mortality benefits of metabolic surgery outweigh that of medical therapy for at least
15 years post-operatively.

From this statement, the following are implied regarding metabolic surgery:

o lts application is based on weight category (body mass index)

» Itis effective when compared to medical therapy in some circumstances
* There may be a duration of effect

e There are other treatment methods to manage these patients (medicine)

Although this is a straightforward example, such an analysis can reveal concepts of appli-
cation, effectiveness, effect duration and an overview of therapies when studying large
volumes of documents. These concepts can then be assigned a certain code and can be used
to summarise a large corpus of texts. As such, the technique is named grounded theory as
it openly analyses text ‘ground up’ using inherently identified points rather than the tradi-
tional technique of above below, where all texts are usually compared to a preset selection
of ideas from set hypothesises.

The codes can represent pure data, first level analysis (open coding or substantive cod-
ing), second level analysis (selective coding) or even those based on theoretical models
(theoretical coding).?

Once all texts are coded, they are then sorted and re-written and placed in the correct
context for defined readers. Accordingly, one of the founders of grounded theory purports
that it offers research freedom and time efficiency due to its elements of ‘No pre-research
literature review, no taping and no talk’.

According to the technique’s originators, the results of grounded theory evidence syn-
thesis are neither wrong nor right, but consist of the elements of (1) fit — how closely a
model resembles real life, (2) relevance of the study, (3) its workability at a practical level
and (4) the modifiability of the underlying theory.***

The advantages of GT include its ability to offer the systematic analysis of large vol-
umes of text; it can convert quantitative data to qualitative data, comparative data. The
disadvantages of GT include its inability to provide inclusion criteria, weighting for stud-
ies, although it is systematic, the interpretation of studies remains subjective.

14.5
Content Analysis

Content analysis is also a systematic evidence synthesis technique used for qualitative data
that relies on accurate data categorisation depending upon an accepted set of categories.
Typically, it is used to record interview transcripts.”’
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It considers data validity and objective transparency (so that multiple team members
can apply the same codes). Every content analysis requires the answering of the following
questions®”:

*  Which data are analysed?

* How are they defined?

*  What is the population from which they are drawn?

»  What is the context relative to which the data are analysed?
*  What are the boundaries of the analysis?

* What is the target of the inferences?

Content analysis has the advantages of being objective and reproducible whilst providing
the ability to transform qualitative to quantitative data. Its disadvantages include its effects
to oversimplify and generalise complex data whilst the application of frequency-counting
may lead to inappropriate weighted results.

1.4.6
Thematic Analysis

Thematic analysis is a systematic evidence synthesis technique used for qualitative data. It
shares some characteristics of both narrative reviews and content analysis. Rather than
focussing on the categorising data by specific content types, it summarises data through the
interpretation of larger themes that can be presented in tabular and graphical form.'®?® It is
typically utilised in interview studies.

This technique can be systematic, transforming qualitative data to quantitative data
from broad fields.” It is also considered that thematic synthesis has a powerful capability
in hypothesis generation when compared to other techniques such as narrative synthesis.”!
Occasionally however, the concept of a theme may be very similar to that of the contents
within content analysis and so there can be some confusion between the use of thematic
analysis and content analysis.

1.4.7
Realist Synthesis

This is a systematic evidence synthesis technique primarily used to for qualitative data but
can also be used for quantitative studies. According to the realist theory approach, it offers
analysis from a broad range of data sources including scientific publications, media and
policy statements.'®*" Realist synthesis is typically used for studying the effects of policy
changes on outcomes (e.g., what is the impact of increasing the number hospital doctors in
the NHS?), and is considered to be an intermediate alternative between meta-analysis and
narrative review.’!

It has the advantages of offering the systematic analysis of both qualitative and quanti-
tative studies from a broad range of data sources, where it can convert qualitative data to
quantitative data. However, it cannot easily weight studies according to importance and
significance.
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1.4.8
Meta-ethnography

Meta-ethnography is an evidence synthesis technique used for assessing qualitative data
between similar studies.'®!'® Following the acquisition of data, there are several levels of
analysis:

1. First order — extraction of concepts and metaphors by themes and contents (basic analysis)

2. Second order — analysis of the first-order results (aimed for scientists and can be
mathematical)

3. Third order — occasionally analysing the second-order results

The techniques used to achieve these analyses include:

» Reciprocal translational analysis (RTA) — identifies common themes, concepts and
metaphors between studies

» Refutational synthesis — identifies incongruities between these, concepts and metaphors
between studies

+ Lines of argument synthesis (LOA) — identifies common arguments and interpretations
between studies

Meta-ethnography is typically used to convey the results of scientific studies to policy-
makers. For example, how do the UK results on prostate cancer surgery outcomes compare
to those in the USA. It offers the systematic and hierarchical analysis of qualitative studies.
Nevertheless, it has the disadvantage that result interpretation remains subjective.

14.9
Critical Interpretive Synthesis

Critical interpretive synthesis is a systematic evidence synthesis technique that has been
designed to provide a rigorous multi-disciplinary and multi-method approach for both
qualitative and quantitative studies. It is derived from a combination of meta-ethnography
and grounded theory.”>*? The uses of critical interpretive synthesis can be broad. One
example would be to clarify the national benefits of recertification on physician/surgeon
practice. This technique is new, but can be used successfully in areas of healthcare where
there are few studies of complex patients published in dissimilar and separate sources.

1.4.10
Meta-study

Meta-study is the process of applying statistical analyses to integrate qualitative data from
research studies.'®?* It systematically breaks down the techniques of data acquisition,
assessment and integration through three techniques. These include the following:

* Meta-data synthesis
* Meta-method synthesis
* Meta-theory synthesis



18 H. Ashrafian et al.

This is a relatively novel evidence synthesis method and should not be confused with the
similar sounding meta-analysis. It is an evidence synthetic technique utilised to integrate
data from quantitative studies. According to the meta-study’s originator, there are no
‘absolute truths’; however, the aim of this technique is to dissect layers of research hierar-
chy. This is because primary research can be considered as one layer of a research con-
struct, and therefore secondary research is a further layer of research construction rendering
ita ‘construct of a construct’.”> A typical example includes the benefits and problems of the
changes in postgraduate medical education from the point of view of practising doctors.
Meta-study was therefore designed to identify the original nature of differences between
studies.

1411
Meta-narrative

Meta-narrative is an evidence synthesis technique specifically designed to provide solu-
tions for complex policy decisions.”** It is based on the concept that knowledge types are
derived from assumptions of legitimacy regarding research questions. As a result, multiple
studies can be broken down through their concepts of research paradigms or traditions.
Each of these consists of>>3*35:

 Historical roots

* Scope

* Theoretical basis

* Research questions posed

* Methods and materials

* Main empirical findings

» History and development of knowledge base
» Strengths and weakness of research paradigm

Studying research manuscripts using these traditions could allow each manuscript to be
scored into a number of ‘meta-narratives’. An example would be to study the benefits of
water fluoridation according to medical and public perceptions. These can be used to
achieve a result of several research themes which can then be included in an evidence
synthesis review.

1.4.12
Miles and Huberman Cross-Case Analysis

Miles and Huberman cross-case analysis* can be applied to both qualitative and quantita-
tive studies. This consists of a highly systematic methodology that orders data into clus-
tered data representations including meta-matrices and time-ordered displays.

The use of these displays can facilitate the comparison of data types to identify areas of
correlation or disagreement. An example of its use includes studying the local and national
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benefits of the 4-h rule in accident and emergency departments. It has the advantage of
using visual data analysis coupled with a strong systematic approach. Its disadvantages
include data selection for studies that are poorly specified and not easily stratified accord-
ing to quality. Highly systematic application of this technique can be work intensive.

1.4.13
Framework Synthesis

Framework synthesis is a technique derived from Miles—Huberman analysis to provide a
condensed summary value to large volumes of qualitative text by applying a systematic
framework of numerical codes and graphical representations. An example of its applica-
tion includes the measurement of patient satisfaction following the introduction of online
healthcare assessed through online feedback questionnaires. Although it is a newer tech-
nique, it has proved highly valuable in studying research fields with large volumes
of textual data in a manageable time frame. As a result, it has powerful applicability for
policymakers.>373

1.4.14
(Case Survey

Case survey is a systematic evidence synthesis technique used to collate data from a large
set of qualitative studies to derive quantitative results.'®* Data from qualitative studies are
extracted from extensive pre-formulated data question sheets. An example of its use
includes the local and national assessment of surgeon’s preference to a new surgical instru-
ment. The technique can be extended to provide results in the form of a meta-analysis. Its
disadvantage however is that it lacks sufficient flexibility to consider the much of the inter-
pretive aspects for qualitative studies.

1.4.15
Qualitative Comparative Analysis

Qualitative comparative analysis (QCA) is one of the most widely used evidence synthesis
techniques and provides a method to derive quantitative data from qualitative studies.>'®*
This is performed through the use of Boolean logic, where study data is categorised into
‘truth tables’ and Boolean algebra is the applied to identify quantitative scores for qualita-
tive variables.

Each variable will be given a binary score of 1=present and 0=not present, this will
then correspond to an outcome which is also scored with a binary number (Table 1.2). As
an example, we can consider an integrative study of surgeons identifying good operative
performance. The literature in this field consists of studies that list the following explana-
tory variables (A—C) associated with good surgical technique (Table 1.2).
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Table 1.2 Example Boolean truth table in qualitative comparative analysis (QCA)

Explanatory variables Dependant
variables
Variable Variable Variable Outcome Number
A=anatomical B=physiological C=technical D=surgical of studies
knowledge knowledge dexterity performance
0 0 0 0 12
1 0 0 1 33
0 1 0 1 25
0 0 1 1 37
1 1 0 1 16
1 0 1 1 42
0 1 1 1 12
1 1 1 1 67

In this hypothetical set of manuscripts, the Boolean equation follows that D (the depen-
dant variable)=A+B+C. Thus, it can be seen that good surgical performance can result
from any or all of: knowledge of anatomy, knowledge of physiology and technical
dexterity.

This technique can be applied to much more complex scenarios, revealing more com-
plex truth tables. However, the Boolean mathematics can derive powerful answers from
studies. Recently also, the application of ‘fuzzy Boolean logic’ has been used to identify
trends across qualitative studies using this technique.

The advantages of QCA include the Boolean approach which offers a simple, low-
intensive method to derive quantitative data from qualitative score. However, the binary
score given to variables can make it difficult to adequately weight each variable and the
technique lacks sufficient flexibility to consider many of the interpretive aspects for quali-
tative studies.

1.4.16
Bayesian Meta-analysis

Bayesian meta-analysis is an evidence synthetic technique that applies Bayesian mathe-
matics to traditional meta-analytical synthesis.'®!®#> The Bayesian concept is based on
the premise that for a given question, there is a prior belief which carries a probability
close to the mean probability of the answer.

It requires the following components:

e Prior distribution — the probability of a parameter based on previous experience and
trial data
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» Likelihood — probability of a parameter based on data from the current research study
or trial

* Posterior distribution — the updated probability of a parameter based on our observation
and treatment of the data

With this methodology, all data can be converted into a quantitative constructs and then
applied to a pre-defined probabilistic model. The Bayesian concepts are robust and practi-
cal, though their underlying mathematics is powerful though complex. The technique can
offer both qualitative and quantitative synthesis and can readily be used in conjunction
with other synthesis techniques.

The Bayesian technique offers evidence synthesis for the following:

* Designing a study

* Interpreting a study
» Reporting a study

* Decision making

Bayesian meta-analysis specifically offers particular strengths in decision making and
judgement analysis. The probabilistic models can feed into simulations which allow the
derivations of optimal decisions and judgements. As such, Bayesian meta-analysis is a
particularly powerful evidence synthesis tool for policymakers and politicians. An exam-
ple of Bayesian meta-analysis includes the comparison of Treatment A versus Treatment B.
Although traditional meta-analysis would consider randomised trials comparing A versus B,
Bayesian meta-analysis allows the inclusion of non-randomised data (such as prospective
and retrospective studies), and has the advantage that it can mathematically score the
strength of each of these study types (according to the hierarchy of evidence) and therefore
weight them accordingly in the analysis. As a result, Bayesian meta-analysis can integrate
the data from a broad range of sources to achieve an answer derived from the quality of the
data sources.

Its advantages include a broad application to quantitative and qualitative data by apply-
ing Bayesian mathematics. It can importantly consider the weighting of different interpre-
tative elements. The disadvantages of the technique include the generation of complex
results that may require extensive training in this technique. Furthermore, complex judge-
ments may need to be assigned relative weighting and this is not always straightforward.

1.4.17
Ecological Triangulation

Ecological Triangulation is an evidence synthetic technique of qualitative studies where
research evidence from various vantage points can achieve best data synthesis through the
‘triangulation” of knowledge sources.”>* A typical example of its use includes the assess-
ment of whether the introduction of Drug A is beneficial to a health authority or country.
To answer this question, data from trial meta-analysis and questionnaires from doctors and
patients can all be ‘triangulated’ to identify themes of concordance between these sources.
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In essence, it aims to reveal the best knowledge, by revealing it from several ‘angles’. This
occurs through the collective analysis of diverse data sources to expose mutually interde-
pendent relationships between:

e Behaviour
e Individuals
¢ Environments

1.4.18
Qualitative Meta-summary

Qualitative meta-summary is a recent evidence synthetic technique®#

of qualitative stud-
ies where results are cumulatively aggregated and measured according to their frequen-
cies. One example of its use includes the identification of perspectives on spirituality at the
end of life.*® In this technique, a higher frequency of a particular finding reflects increased

result validity.

1.4.19
Cost-Effectiveness Analysis

Cost-effectiveness analysis (CEA) is an evidence synthesis technique derived from eco-
nomic analysis that is specifically designed to synthesise cost-benefit effects. As health-
care costs constitute a fundamental element of healthcare management, CEA has an
increasingly pivotal role in healthcare policy and decision making.*’**

Deriving accurate financial knowledge regarding treatment strategies can be highly
complex and typically requires the consideration of several hierarchical interactions. These
include models of how costs are accrued and how these are balanced against short-term
and long-term monetary gains or losses. The data for many of these models are limited by
a lack of direct evidence. In order to overcome these problems of direct costing, Bayesian
techniques are now increasingly used to successfully utilise indirect cost data for evidence

synthesis models of cost-effective analysis.*’**

1.4.20
Meta-interpretation

Meta-interpretation is a recent evidence synthesis technique of qualitative studies that pro-
vides strong potential for use in policy and decision making. It provides the following>:

» Exclusion criteria that are ideographic and not pre-defined.
» There is a clear aim to contextualise synthesis results.

» Assessment of raw data.

« Iterative approach to theoretical sampling.

* A transparent audit trail.
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One example of its use includes the analysis and summary of the results from a nationwide
questionnaire.*® This technique offers the generation of objective summaries from com-
plex literature-based data.

1.5
Selection of Evidence Synthesis Approach

Choosing the best method for evidence synthesis is a critical requirement of attaining best
evidence in response to a question. Each type of question requires a specific type of syn-
thesis methodology. Ideally, each synthesis technique will be tailor-made to the question
that needs answering.

The choice of questions can vary from the need of pure factual knowledge to the attain-
ment of judgement and decision (Fig. 1.11). These two are not polar opposites, but fall at
opposite ends of a question spectrum that broadly includes the following:

» Knowledge of facts
»  Comparison of treatments
* Time considerations

Knowledge of facts
(disease and treatments)

\ Y
Context/ /
significance
of disease Meta-ethnography Thematic
analysis
Comparison
of Meta-stud;
treatments cla-study

Time
considerations

Narrative
synthesis

Basic
quantitative
survey
Cost-effective
I

\  analysis )

Consequences Case survey
of treatment Miles and

Grounded
theory

Realist
synthesis

7
Feasibility

Meta-narrative
consi ions

Bayesian
meta-analysis

Decision and management policy

Fig. 1.11 Selection of evidence synthesis technique
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» Consequences of treatment
* Cost

» Feasibility

* Policy considerations

* Decision information

In order to adequately provide knowledge for the question types, different techniques of
synthesis need to be applied individually to provide the best evidence.'®!*5!? Several tech-
niques have a broad application to a variety of different questions; however, when per-
forming a synthesis it is necessary to objectively appraise each technique and to select the
ideal synthesis model for the underlying study aim and question. At an epistemological
level, two broad types of evidence synthesis are present. (a) Idealist studies are iterative
and consider sources with large heterogeneity resulting in an exploration of questions,
whereas (b) realist evidence synthesis is linear with little heterogeneity between selected
studies and offers answers to questions.”

Knowledge of facts, such as whether a particular disease process is important or not,
can be suitably answered by narrative review which can bring broad conclusions and is
flexible in knowledge accrual. Conversely, decisions and judgements are particularly
suited to Bayesian meta-analysis as this can identify hierarchical logic used in the process
of medical judgements, whilst meta-narrative can offer policymakers a practical summary
of the relevant research literature.

Considerations of a disease course or timing can be done by a standard quantitative
survey, whereas consequences of treatment can be identified through case survey of actual
patient outcomes, even for rare conditions. Contextualising a disease by comparing differ-
ent treatments according to specialist can be performed through meta-study, whereas fea-
sibility of both quantitative and qualitative studies can be performed by QCA, grounded
theory and Miles and Huberman techniques (Fig. 1.11).

On occasion, no one single technique will offer all the required results, and in these
cases a combination approach may identify the best evidence synthesis approach. This
may only be realised after a primary evidence synthesis is performed (Fig. 1.1), and that it
is realised that another ‘evidence synthesis loop’ requires completion. Alternatively, how-
ever two or more techniques can be used at the same time or in quick succession, or rarely
even a new technique introduced to answer a rare synthesis problem.

Recently, there have been a number of techniques introduced to account for uncertainty
in cost-effective models, which can also be increasingly applied to other forms of evidence
synthesis.” Calculating the sensitivity of a decision according to its level of uncertainly
has become a central theme. Sensitivity analysis can be measured through ‘scenario’ anal-
ysis performed using extreme values of expert opinions or probabilistic sensitivity analysis
(PSA). The application of PSA has found increased favour as a result of easily interpreted
analyses using distributions by Monte Carlo simulation.

Therefore, PSA can offer decision solutions based on modelling that would be impos-
sible with scenario modelling. Monte Carlo simulation can be very well suited to Bayesian
posterior distributions, and there is now a number of easily accessible software programmes
(such as WinBUGS) that cater for the highly applicable Markov Chain Monte Carlo
(MCMC) models. These include the following:
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» Evidence structures that induce parameter correlation (mixed treatment comparisons,
Markov models of disease and correlation uncertainty)
* Methods for multi-parameter synthesis

The use of these simulation models in evidence synthesis has revolutionised the use of
synthesis away from the classical non-linear models in cost-effectiveness and random
effects in meta-analysis. The additional consideration of uncertainty in these synthesis
techniques therefore provides an increased level of flexibility and precision when inter-
preting the results of evidence synthesis.

1.6
Quality of Sources

Sources for evidence synthesis can be highly variable, including qualitative and quantita-
tive data sets, but also novel knowledge sets including national guidelines, web pages and
media articles. Defining a scoring for each source according to its quality can have signifi-
cant implications with regard to study interpretation, but also as a key measurement of
uncertainty for presenting the conclusions.

Traditionally, qualitative reviews have focused on measuring quality of sources based
on the concept of construct validity which estimates the validity of evidence from a par-
ticular experimental set-up by relating it to a theoretical or similar experiment whose evi-
dence is valid. Furthermore, in the UK, the NHS Centre for Reviews and Dissemination
based at the University of York outlines the measurement of quality based on validity, bias,
quality assessment instruments and hierarchies.>

For quantitative studies, the Centre for Evidence-Based Medicine at the University of
Oxford identifies a hierarchy of research studies that can be used as a measure for the qual-
ity of sources. There are also internally set criteria for the inclusion of studies that consider
quality which are specified in statements such as CONSORT, TREND and PRISMA.>

Unfortunately however, not all studies comply with these regulations and statements,
and on occasion, a study’s quality can be unclear and would require a lower ranking
according to the evidence presented.

The future guidelines of quality measures in evidence synthesis need to adhere to the estab-
lished quality measures identified, however these need to be interpreted though the relevance
of sources and impact of sources which can in some cases also allude to levels of quality.

1.7
Quantity of Sources

In an ideal scenario, all possible evidence sources will be reviewed for an evidence syn-
thesis question. In reality however, for broader questions, this may not be practical or
feasible. Each evidence synthesis team consists of a finite number of members with a finite
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time within which to perform the synthesis. In reality therefore, people carrying out
evidence synthesis need to be aware of the magnitude of their research. One technique
used in qualitative research that has potential for application in a broader range of studies
includes the concept of theoretical sampling. Here data acquisition continues until there is
a consensus that no new data is being acquired. At this time, a theoretical saturation point
is identified and the data acquisition is stopped for analysis. This form of sampling is how-
ever considered problematic, as it has the possibility of missing out rare, but vital data for
complete evidence synthesis. As a result, in order to address this practical issue of potential
data overload in the search strategy, it is possible to narrow the focus of the research ques-
tion for synthesis. Although this may limit the applicability of the results, the evidence
synthesis will nevertheless provide the best evidence for the questions asked.

1.8
Stages of Evidence Synthesis

There are a number of important steps required to provide a useful evidence synthesis solu-
tion (Fig. 1.12). The first step of evidence synthesis is to gather a group of individuals to
clarify the essentials of the evidence synthesis. Ideally, the group will consist of healthcare
experts, clinicians, managers and policymakers where appropriate. At this point, it is criti-
cal to define the aim of the review and specify a focussed review question.

The context of the review is critical and the outset, and the methodology and type of
review selected should be directly stratified according to the audience that will use the
evidence synthesis. Therefore, a synthesis for policymakers should be performed with the
aim of answering a policy question. Once the selection of synthesis type and method is
chosen, a team of multi-disciplinary individuals has to be selected who will ultimately
perform the synthesis. Ideally, this will include an expert who has expertise in the type of
synthesis in question. It is also vitally important that the people carrying out the evidence
synthesis have a clear idea of the nature of the review and its audience. At least one of the
team members should come from the same background as the synthesis audience; there-
fore, if a policy synthesis is being performed, then at least one policy member should be
on the synthesis team.

The reasoning and methodology of the review needs to be clear and transparent at all
times. Reasons for adopting particular methods or disregarding others should be identified
and communicated with other team members and eventually in the text.

Rules of data inclusion, whether qualitative or quantitative require rigorous adherence.
All data needs systematic categorisation and should be filed in such a way, that external
reviewers can comprehend and access the knowledge of the synthesis. This carries scien-
tific validity and eases the interpretation of methods undertaken. It also allows external
reviews or expert to be introduced to the synthesis with ease and without confusion of
techniques.

Once a comprehensive data acquisition has been made, it needs to have clear quality
assessment and data extracted adequately. It is vital that these two factors are performed as
accurately as possible as both will influence the overall conclusions and their interpretation.
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At this point, the actual evidence synthesis takes place. In actuality, if all the previous
steps have been performed adequately, and all data sources have been appropriately
uploaded, then much of the mathematical aspects of synthesis on computer take only a
brief amount of time.

The results of the synthesis need meticulous consideration and factors of data quality
and quantification of uncertainly and probability in results needs adequate explanation and
analysis. Members of the synthesis team need to assess and discuss the magnitude of syn-
thesis findings and need to place it in the context of the original synthesis question. If the
evidence synthesis offers conclusions regarding decisions and judgements, then the mech-
anisms of these conclusions need clear explanation and identification through summaries
of the original data sets. The results should be transparently communicated in the text, both
logically and coherently. The final evidence synthesis manuscript should be specifically
suited for the target audience, but should nevertheless be accessible by other readers also.

1.9
Policy Considerations

The ultimate aim of evidence synthesis for policy is to provide accurate evidence for a
set question and to have clear succinct knowledge to make decisions. The role of policy-
makers differs significantly from that of scientists and media individuals. Even though
researchers ultimately perform much of the evidence synthesis, it is critical to bear in
mind, who is asking the question and what type of outcomes are necessary.

For policymakers, the evidence and decisions require the following considerations:

» The questions of evidence synthesis need to apply to realistic policy decisions.

» The evidence synthesis results need to be comprehendible by policymakers.

» The evidence synthesis results require formatting in such a way that allows the knowl-
edge to be communicated accurately to the public.

These policy considerations vary from the evidence needs of media and also those of sci-
entists. Although the media require evidence that is easily communicated to the public,
unlike the policymakers, they do not need evidence to necessarily make healthcare
decisions.

The requirements of academics can occasionally fall directly in line with those of poli-
cymakers; however, their evidence on occasion has the requirements to fulfil the need for
pure knowledge independent to transforming this evidence to publicly digestible informa-
tion. It is therefore necessary to clarify the end points of every synthesis before this is
undertaken, as this can have an effect on the results of the synthesis (Fig. 1.13).

1.9.1
Policy Context

The nature of the sources used in evidence synthesis should also be stated when the
evidence is referenced, otherwise a disparity can become apparent when used incorrectly.
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Fig. 1.13 Performance and interpretation of evidence synthesis by various groups

One recent example is that of the UK government’s scientist who chaired the Advisory
Council on the Misuse of Drugs (ACMD) using evidence from the scientific literature to con-
textualise the significance of the drug ecstasy (MDMA-3,4-methylenedioxymetham-
phetamine). He specified that the risks associated with horse riding (1 serious adverse event
every ~350 exposures) were higher than those compared to taking ecstasy (1 serious adverse
event every ~10,000 exposures). Although numerically, this was correct, the nature of the
evidence was not assessed through scientific scrutiny, but rather through public and political
fervour. As a result, the implications of the statement were not interpreted through the intended
framework, which ultimately resulted in a disparity between scientists and policymakers. This
may have been averted, if the origin of the evidence used was inferred for medical analysis,
and a specific synthesis had been applied for policy considerations.’*’

1.9.2
Behavioural Simulation

The King’s Fund, a leading independent healthcare think tank published two reports to
identify the broad needs and challenges of healthcare reform for individuals participating
in the reform process. These two projects named Windmill 2007 and Windmill 2009 util-
ised behavioural simulation techniques to guide their evidence synthesis.”*

The project designers (Loop2) applied behavioural simulation as they felt that tradi-
tional evidence synthesis extrapolation were not fully applicable to ‘real-world’ scenarios
where decisions are made in the context of complex social and economic environments.
They therefore invited individuals who directly contribute to health decisions for their
simulations. These individuals included, senior managers, clinicians, policymakers and
regulators who attended a series of workshops and were finally able to contribute to full-
blown scenarios of healthcare policy changes. These scenarios would inform policymakers
of some of the real-life decisions made by individuals at all levels of the health service in
the event of health reforms.

Windmill 2007% considered the implications of introducing a more market system to
the National Health Service. It had two simulation rounds, one for 2008/2009 and another
for 2010/2011. It concluded that (1) health partnerships open new opportunities regarding
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health delivery, (2) resource constraints were significantly limiting factors in the continu-
ation of providing health reform opportunity and (3) the justification of exclusions in com-
missioning certain services pushed competition within the health market to a new level.

Windmill 2009 considered the implications of the NHS response to the national and
international financial storm. This also had two simulation rounds, one for 2009/2010.

This simulation identified three factors that would enable a change to address the finan-
cial crisis. (1) There is a necessity for collaboration between providers to achieve a solu-
tion. (2) Cross-organisational interaction is required for this collaboration. (3) A new
performance management regime would allow institutional interests to be overcome so
that broader financial needs could be addressed.

The designers describe behavioural simulation through a mirror analogy portrayed in
Michael Schrage in his book Serious Play: How the World’s Best Companies Simulate to
Innovate.® Here a hypothetical mirror can reflect (and therefore predict) the effects of
particular actions. Although novel, these simulations are not universally accepted, and still
require further validation before expanding their use to a variety of different healthcare
scenarios.

1.10
History of Evidence Synthesis

Combining complex mathematical results and probabilities was first used by astronomers®
to coalesce some of their complex observations by applying the seminary work (Fig. 1.14)
of Blaise Pascal (1623—-1662).°> His mathematical techniques were initiated in 1654 when
Pascal corresponded with Pierre de Fermat to collaborate in a theory of probability, largely
inspired by gambling. He worked on the philosophical grounds of work on existentialism
to mathematically address issues of uncertainly when assessing the likelihood of an event.
These were based on the following observations:

* Uncertainty in all

» Uncertainty in man’s purpose
* Uncertainty in reason

e Uncertainty in science

* Uncertainty in religion

» Uncertainty in scepticism

The British Astronomer Royal George Biddell Airy published a textbook in 1861 that
contained chapters written by Johann Carl Friedrich Gauss and Pierre-Simon Laplace.
This contained the first practical mathematical techniques described to summarise the
results from several studies.

The British statistician Karl Pearson was asked to study the association between typhoid
infection, mortality and inoculation in young soldiers. Having studied Airy’s textbook, he
combined small data sets from army audits into larger data groups to achieve an accrued
overall result clarifying the effects of typhoid inoculation by performing the first known
meta-analysis in 1904.%
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Fig. 1.14 Evidence synthesis timeline

Ronald Fisher had also studied Airy’s textbook and performed a meta-analysis of mul-
tiple studies concerning the benefits of fertiliser use in agriculture.> Fisher’s colleague
William Cochran formalised this work to introduce a formal random effects model. In his
1977 book Costs, Risks and Benefits of Surgery, Cochran used this technique to identify
the effects of vagotomy on duodenal ulcers.®

By applying the concepts of British physician Sir Thomas Percival (1740-1804), the
American surgeon Ernest Codman (1869-1940) developed the first tumour registry in the
United States. In 1910, he commenced his standardisation drive through an ‘end result
system’ that was implemented by hospitals throughout the USA. He used this to monitor
patient outcomes and identified the most successful aspects of tumour treatment so that all
units could study the top centres in order to modify their practice to achieve the best pos-
sible results. Codman is considered one of the fathers of evidence-based medicine and
healthcare reform. He is noted for introducing outcomes management in patient care
through an ‘end results system’ that tracks patients and their outcomes; essentially creating
the first patient healthcare database. He also set up the first mortality and morbidity meet-
ings, and contributed to the founding of the American College of Surgeons and its Hospital
Standardization Program.®’

The first use of data integration for healthcare and biomedicine was used by psycholo-
gists in 1940 to identify the effects of extrasensory perception.®® Further use of these tech-
niques to systematically summarise the data from multiple studies was developed and called
quantitative synthesis until 1976, when Gene Glass coined the term ‘meta-analysis’.*
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Amongst the early prominent meta-analytical studies was the study by Peter Elwood
and Archie Cochrane (one of the fathers of evidence-based medicine), who performed a
randomised control trial to assess the effects of aspirin in reducing the recurrence of myo-
cardial infarctions.” Although there was a trend toward the benefits of aspirin, the results
were not statistically significant until Elwood and Cochrane included their results into a
larger meta-analysis conducted by Richard Peto to confirm the beneficial effects of aspi-
rin.”" Peto also proposed the testing and estimation of fixed-weighted averages of treatment
effects.”

Within the social sciences, it was also possible to systematically summarise the data
from several similar studies and this was entitled Systematic Review. Since that time, the
numerous other techniques used to combine and integrate data from multiple studies have
been introduced under the umbrella term evidence synthesis.

As aresult, there is currently three terms in common use for summarising the evidence
from studies. These are systematic review, meta-analysis and evidence synthesis.

According to Last’s Dictionary of Epidemiology™ the following two definitions are
given:

Systematic review: The application of strategies that limit bias in the assembly, critical

appraisal, and synthesis of all relevant studies on a specific topic. Meta-analysis may be,

but is not necessarily, used as part of this process.

Meta-analysis: The statistical synthesis of the data from separate but similar, i.e., compa-
rable studies, leading to a quantitative summary of the pooled results.

Our proposed definition of evidence synthesis includes:

Evidence synthesis is the synthesis (or integration) of variable data to produce information
in the form of best evidence. It provides a set of methodologies to identify areas of agree-
ment and disagreement in qualitative and quantitative data sets. By integrating data sets,
this methodology may calculate the concordance and magnitude of effects from multiple
studies.

The aim of evidence synthesis is to address questions by providing the best evidence
derived through the integration of data and knowledge to present information of factual
integrity and least uncertainty.

1.1
Network Analysis and Graphical Synthesis

Traditional medical evidence has focussed on comparing two individual treatments for one
disease. This is problematic, as these sources of evidence fail to provide a context for the
all the variety of treatments available for a specific disease. These studies are not practical
as they can skew the validity, applicability of the interpretation of the evidence. There has
recently been a powerful development in network mathematics that has been established
information regarding the World Wide Web, industry and even security sectors.” Its use in
academic medicine is being increasingly recognised; and these techniques can also be
powerfully used in evidence synthesis.>”>
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Fig. 1.15 2D Network geometry diagrams of research trials representing (a) the surgical treatment
of aortic valve disease and (b) the management of coronary artery disease. Line thickness repre-
sents the number of studies comparing two treatments. These are simplified examples and larger
3D maps can be generated which can subsequently be modelled by network mathematics to gener-
ate results for evidence synthesis. Each treatment geometry represents one point in time, and the
model structures will change in accordance with changes and updates in treatments and research

The demonstration of these treatments can be in two dimensions (Fig. 1.15) or three
dimensions and can be managed by an increasing range of computing hardware and soft-
ware.”* Displaying the geometric network of a disease or its treatments can:

e Summarise all the treatments of a disease

* Demonstrate relationship between these treatments
» Contextualise the role of a particular treatment in the overall management of a

disease.
 Identify treatments patterns

 Identify novel areas to develop new treatments
* Allow geometric models to be applied for use in establishing new treatments

The increased use of network assessment techniques” can help identify the sources of
evidence used in systematic strategy. It can reveal underlying associations between evi-
dence sources, research collaborations and the research utility (based on citation and access

metrics).
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1.12
The Future of Evidence Synthesis in Evidence-Based Medicine

Although the modern concept of evidence-based medicine (EBM) was introduced by the
Scottish epidemiologist Archie Cochrane in 1972, its application universally in healthcare
has not yet happened at a practical level. Furthermore, although the majority of healthcare
providers believe in theory, the application of these principles for all medical decisions does
not exist. One healthcare specialist states that ‘no one really knows how many people owe
their lives to EBM, just as no one really knows how many have died because of it”.”

Some researchers continue to argue against the superiority of an evidence-based
approach, citing several flaws in the practical issues of adopting EBM but also in the philo-
sophical difficulties in its application. Many of these concepts are based on the limitations
of traditional forms of evidence-provision that are primarily focussed on the availability of
studies such as randomised controlled trials to fuel decisions. Current and newer evidence
synthesis techniques however can generate new echelons of evidence that can address
decisions for a larger variety of clinical questions.

1.121
Personalised Evidence-Based Medicine

The argument that traditional EBM is disparate from personalised medicine may hold true
at some levels, although with modern techniques of synthesis, it is now possible to gener-
ate personal evidence-based decisions (Fig. 1.16).

Many aspects of medicine continue as an art form incorporating aspects of morals and
emotional intelligence including empathy and compassion. Furthermore, not all surgery is
easily definable which on occasion is derived from technical nuances and personal experi-
ence. These aspects can be defined as ‘personalised medicine’®® and were traditionally
ignored in evidence-based decisions. Evidence synthesis however provides the depth and
breadth of mathematical tools to incorporate a personalised aspect to EBM, including its
ability to integrate both quantitative and qualitative studies for decision.

Evidence-based
Medicine (EBM) l

Personalized

Evidence-based
Medicine (pEBM)

Personalized T
Medicine

Fig.1.16 Personalised evidence-based medicine
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From a philosophical standpoint, some EMB antagonists question the following:

» What is the evidence for EBM?

* How can we prove that EBM is better than non-EBM?

+ If we only have EBM techniques to compare EBM versus non-EBM then are the results
for such a comparison meaningless?

Protagonists of EBM however cite the work of Foucault, who defined power as being
derived from knowledge, which in turn reproduces and recreates through knowledge, and
that those who are against EBM have a paranoia that the knowledge of EBM is too regula-
tory or powerful 2

It has been likened to the biblical analogy that if Eve did not know of knowing then why
did she eat an apple?

The argument that by abiding to EBM leads to a decrease in one’s autonomy®! of deci-
sions counteracted by positivist and objectivists®* who state that failing to believe in EBM
is an example of Moore’s paradox and that it is extremely important for doctors of the
future to adopt different types of knowledge. A variety of knowledge-types and styles
certainly does not limit ones decision autonomy® but allows the adoption of the person-
alised evidence-based medicine. The integration of all these knowledge types is therefore
highly relevant, and is best achieved through evidence synthesis.

The concept of evidence synthesis has been questioned by some in terms of feasibility
and acceptability as a result of the variability of methodology in quantitative and qualita-
tive studies. These authors argue that only studies with similar methodologies can be syn-
thesised. As a result, the mixing of methods leads to complexity in objective comparison.
These arguments are hardened for synthesising quantitative evidence from qualitative
data. This is known as the ‘quantisising of qualitative data’. The problems of data quanti-
sising data now been resolved, particularly with the newer techniques of synthesis includ-
ing Qualitative Comparative analysis (QCA) and Bayesian meta-analysis.

Evidence synthesis is a process that undergoes dynamic evolution and in type will
likely incorporate newer knowledge types. It does not represent a static model and carries
the strength of offering flexibility in adopting novel and innovative techniques to answer
evidence questions. This is constant adoption of newer knowledge types therefore also
strengthens the use of evidence synthesis for each generation such that it will continually
evolve to provide improved evidence for current and future EBM.

The contribution of evidence synthesis to evidence-based medicine has become
increasingly apparent®® and is a direct source of providing powerful health reform.*’
This can be achieved through evidence-based medicine’s ability to provide innovation
for institutions, physicians and patients through the goal of quality. Evidence-synthesis
can therefore identify, disseminate and guide innovation which in turn can reform health-
care institutions to provide the highest level of quality for patients. This has been termed
‘Quality at the heart of everything we do’® and consists of a strengthening of clinical
governance:

1. Bring clarity to quality

2. Measure quality

3. Publish quality performance
4. Recognise and reward quality
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5. Raise standards
6. Safeguard quality
7. Stay ahead (new treatments and technology)

1.12.2
Game Theory and Neuroeconomics

Evidence synthesis provides an increasing proportion of the evidence-base used to inform
policy debate and support policy making. On occasion, translating the results of evidence
synthesis into practical healthcare policy can be challenge. Techniques used to improve
qualitative methodologies in the healthcare include both narrative inquiry and discourse
analysis. These techniques can offer both organisational priority and direction for the use
of evidence synthesis techniques in real-life healthcare settings.*® Currently clinical prac-
tice guidelines poorly integrate evidence on patient preferences and focus mainly on treat-
ment effectiveness.® Therefore to offer the best personalised evidence-based medicine, it
is incumbent on clinicians and policymakers to ensure a thorough consideration of both
treatment efficacy and patient preference.

Potential examples of newer knowledge types derived for evidence synthesis include
neuroeconomics and game theory. Neuroeconomics combines elements of experimental
neuroscience and economics to better understand individual and group decision mak-
ing.”” Although it was developed to derive insights into financial decision making, it can
be readily adapted to model healthcare decisions also. Better understanding of the mecha-
nisms of decision making may help the presentation and contextualisation of evidence to
targeted groups such as physicians and policymakers.

Game theory provides another potential technique for evidence synthesis. It is a theory
that studies rational behaviour (game decisions) among interdependent agents (players)
and is based on the mathematical study of how these rational interdependent factors inter-
act, strategise and make decisions.””* Although it has also been traditionally applied to
economics (receiving eight Nobel Prizes to date) and the social sciences, its ability to
model human decisions and interactions offers a powerful tool that can be used in the study
of other areas of decision analysis, including healthcare®-*" and surgical judgements.

The term ‘game theory’ was coined in 1944 by von Neumann and Morgenstern®
although there has been sporadic examples of mathematical analysis of decisions well over
2,000 years ago in the Talmud.”® Each game (or assessment of decisions) consists of the
following:

1. Set of players (or participants)
2. Set of actions for each player
3. Set of preferences (picked by each player based on possible outcomes)

The prerequisites of each game include the following:

» Players have a common interest to score as high possible, however.

» Players have competing interests to increase their proportion of scores.

e A player’s rational decision requires the consideration of other players’ decisions.
e Uncertainty is a fundamental element of these games.
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There are a number of set games that have been designed to increase the comprehension of
decisions. They typically display their results and findings in game matrix. In the simplest
games, there are only two players who each have the same two choices of actions, other-
wise known as 2 x2 coordination games. The ultimate aim of game theory modelling in
healthcare is to identify a dominant solution for a pre-defined game setting. If the dominant
solution does not accommodate best evidence, then the set of actions or participants need
modification to ultimately provide patients with best-evidence treatments. Evidence syn-
thesis can identify novel actions to alter each game in provide the most suitable treatment
strategies.

A participant’s best response is the strategy with the highest score, taking into
account the strategy choice of other players. A Nash equilibrium is said to exist when
there is a strategy profile such where every participant’s choice is a best response when
compared to their other choices. This is essentially when neither participant has any-
thing to gain by changing their choice unilaterally. According to Nash, there is at least
one Nash equilibrium within each game that has a definite beginning and ending (finite
game).

We provide a game theory example for surgery based on the established ‘Stag Hunt
Game’” set by the French philosopher Jean Jacques Rousseau in the eighteenth Century.
This game is a coordination game, requiring the interaction of two players and reveals
concepts of team working and mutual benefit.

The setting: Two healthcare institutions aim to improve their surgical department. The
choices or setting up a robotics programme or replacing current minimally invasive equip-
ment. The only way to set up a robotics programme (the preferred choice) is for the two
healthcare institutions to combine resources and work together.

Replacing current equipment is easier and if one of the institutions decides to go for this
option, it means that neither will get a robot. If both units simply replace their current
equipment, then they each receive half of all new equipment available at that time, whereas
if there is a discrepancy between one unit choosing the robot and the other choosing new
equipment, then all the new equipment goes to that unit (Table 1.3).

The scoring:

0 — No healthcare benefit to patients

1 — Mild healthcare benefit to patients

2 — Moderate healthcare benefit to patients

3 — Maximal healthcare benefit to patients

In summary, if both units cooperate and acquire the surgical robot, then both score highly,
if they both decide to update their equipment, then they both score lowly. However, if there

Table 1.3 Game theory matrix modelling the choices of two hospitals to select a new surgical robot
or renewing their current surgical equipment. The scores for Hospital 1 are in bold whereas the
scores for Hospital 2 are in standard font

Game theory matrix Hospital 1
Surgical robot New equipment
Hospital 2 Surgical robot 3,3 0,2

New equipment 2,0 1,1
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is a discrepancy between their decisions, then one scores moderately whereas the other
does not score at all. The two so-called Nash equilibrium states include both institutions
choosing either robot or new equipment.

Although both healthcare institutions would get more benefit from the robot (a 3-3
score), in practice they may opt for the new equipment (a 1-1 score), as it is deemed as
‘less risky’ although more inefficient. The role of evidence synthesis is to clarify the risk-
benefit ratio of the robot, so as to enable decision makers to successfully choose the ‘better
option’ (robot) according to the best evidence available. In the ‘real world’, not all games
have decisions of equal value and when studying individuals or populations decisions are
not always binary. In more complex scenarios, probability distributions can be calculated
within each matrix (such as using a ‘mixed strategy’ algorithm) to identify decision out-
comes from game theory models.

1.12.3
Decision Making Through Multi-attribute Utility Theory (MAUT)

Multi-attribute utility theory (MAUT) has been recently introduced in the healthcare set-
ting as a technique that can aid healthcare decisions based on evidence synthesis. In this
technique, selected objects or tools will receive an overall score of attractiveness (utility)
based on the weighted score of each of the object’s/tool’s benefits.'”” For example, a new
surgical instrument can be evaluated through a number of instrument criteria that include
safety, ease of use, surgical applicability and patient outcomes.

The overall value for the new instrument can then be compared to an established instru-
ment, where each will receive a relative or weighted score based on the pre-defined instru-
ment criteria using the best evidence available. The scores for each instrument are then
totalled in order to identify the value of the new instrument. Of the several decision mak-
ing tools available, the particular strength of MAUT lies in its ability to robustly calculate
certainty and uncertainly in its valuation methodology.

1.13
Interpretation of Evidence Synthesis

Integrating the data from numerous studies increasingly requires the consideration of both
heterogeneity and bias. The assessment of heterogeneity in particular can in itself provide
a number of evidence insights'’' regarding the nature and effects of a particular surgical
technique. Recently, a set of nine suggestions were proposed by loannidis as important
factors in interpreting a meta-analysis. These points are equally valid for evidence synthe-
sis and encompass the effects of causality and bias for researchers in evidence synthesis
researchers'*":

1. Inferences should not be made based on plain visualisation alone (such as forest or fun-
nel plots).

2. Measures of statistical significance and amount of heterogeneity are important and
should be measured. However, it is important to report the uncertainty of these metrics.
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3. Strong statements should be avoided with limited evidence.

4. Statistical heterogeneity inferences cannot be translated directly into clinical heteroge-
neity inferences.

5. The explanation of heterogeneity is an important opportunity to derive new
knowledge.

6. There are no single statistical tests that can document or exclude bias with certainty.

7. It is important to consider the prior odds of bias before applying complex statistical
tests to detect bias.

8. When any statistical tests are applied, they should be applied using models of that have
at a minimum, sound statistical properties.

9. ‘In all, perfect evidence is eventually much sought, but hardly ever reached utopia.
A meta-analysis is not an effort to generate perfect evidence out of perfect studies. As
a systematic effort, it offers actually a prime opportunity to describe limitations and
caveats systematically in a body of evidence. Statistical tests may complement and
enhance this effort, if used when appropriate and interpreted with due caution’.

1.14
Evidence Consistency and Windows of Evidence

When comparing patient outcomes throughout their whole care pathway for comparison in
evidence synthesis (Fig. 1.17a), it is possible to discern that there are a number of steps that
lead to patient pathology including genetic background environmental factor and disease
process. The subsequent treatment of pathology is also a step that finally results in a mea-
surable outcome.

In a study assessing the complication rates (pathology) of the common sexually trans-
mitted infection (STI) by the bacterium Chlamydia trachomatis, van Valkengoed and col-
leagues'® demonstrated that comparing Dutch infection data in a cost-effectiveness
analysis (CEA) derived from the disease process and pathology (corresponding to data sets
3 and 4 in Fig. 1.17), the estimate for the environmental rate of chlamydial infection (cor-
responding to data set 2 in Fig. 1.17) was grossly exaggerated when compared to real-life
values. This highlighted that there was an inconsistency between the individual data sets
and the final result of the evidence synthesis.

Such inconsistency in data sets noted in the study on Chlamydia is also a problem-
atic issue in a wider number of studies on evidence synthesis in healthcare.'® It arises
from the piecemeal nature of data collection of synthesis, where each data set is taken
from independent registries. As a result, when the data from varying registries are
compared, the results do not represent the patient pathway for individual patients
throughout their treatment process, or even subgroups of patients with similar back-
grounds and treatments. The difficulty in data acquisition has resulted in inconsistent
data sets being artificially ‘jumbled-together’ to achieve evidence synthesis. This leads
to the artificial comparison of variable patient subgroups or ‘inconsistent data sets’
with no accounting of subgroup variability. Inconsistency of data sets can lead to inac-
curate results, as for example the environmental factor and disease process (corre-
sponding to data sets 2 and 3 in Fig. 1.1) can vary according to patient age, location and
socioeconomic status.
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Fig.1.17 Care pathways of theoretical patients undergoing coronary artery bypass grafts. (a) Outcome
analysis based on inconsistent sources. (b) Analysis based on evidence synthesis

In order to address this problem, it is necessary to utilise consistent data for evidence
synthesis, where all data sets correspond to the equivalent subgroups of patients (Fig. 1.17b).
This can minimise inaccuracy as it compares groups ‘like-for-like’ and decreases any
‘apples-and-oranges’ comparison effects. There are a number of methods to integrate and
compare the data sets along the patient care pathway, these include the following:

» Confidence profile method (CPM)'"
* Bayesian Monte Carlo'"”
» Combination techniques

These techniques have similar methodologies to methods used to combine evidence in
industry and the physical sciences, where a variety of estimations are made on calculating
processes based on physical constants. The advantage of working with consistent data
sources is to provide increased result accuracy and decreased uncertainty. Although stan-
dard models of healthcare modelling such as those in Fig. 1.17 are considered to be deter-
ministic, meaning that data from each step is determined by the previous data sets. The
integrative models mentioned however apply a probabilistic technique by utilising proba-
bility-weighted scores for each data set which can therefore accurately compare data sets
to decrease result uncertainty.

Before combining information however, it is necessary to ensure that the data sources
for each parameter are considering the same values before applying the integration tech-
nique for any particular model. It is important to consider that ‘real-life’ data from patients
can be very complex and cross-reactive (Fig. 1.18) necessitating the need for clear data
accrual and consideration before applying to a model.

Once evidence synthesis has been completed, there is a need to clarify the extent of data
consistency when presenting evidence synthesis results. This can be done mathematically
by comparing accrued values from data sets to independent data sets from trial and hospital
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Fig. 1.18 Care pathways of a theoretical patient requiring multiple outcome analysis

registries. High inconsistency in data may result in a biased results and therefore inappro-
priate evidence. Applying all the available evidence by considering data consistency can
provide the best evidence synthesis with the least uncertainty.

1.15
Conclusion

Evidence synthesis has been developed to integrate the knowledge from complex evidence
sources to provide best evidence for healthcare practice. The techniques available have
increased in number and type where each offers a unique application that corresponds with
a specific research question. There is no longer a simple polarity between qualitative and
quantitative, but rather a dynamic spectrum that offers these two and many more.

The applications of evidence synthesis are continually broadening and can accommo-
date academic medical questions, but also those from the media and importantly policy-
makers. The ultimate role of evidence synthesis therefore is not only to provide evidence
for the pure sake of knowledge, but rather to provide evidence that can change practice
locally, nationally and internationally. As such, it offers techniques that empower decision-
modelling and judgement analysis.

Modern evidence synthesis techniques provide high-precision methods to collate a
broad corpus of evidence, and can consider the complexity of healthcare systems in terms
of hierarchy and networks. Future analytical methods will increase the ease of data inter-
pretation, but will also account for the organisational design of healthcare systems through
techniques of hierarchical modelling and network analysis. Importantly, they will increas-
ingly focus on outcomes that directly consider patients rather than simply hospitals and
units. These techniques will therefore provide the ultimate goal of personalised evi-
dence-based medicine that will equip each individual with the best treatment options in
addition to an increased ability of knowledge-based treatment choices. Clinicians and
policymakers will also benefit from these techniques, as they will be in a position to ask
relevant questions and obtain appropriate answers within their respective fields.
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The current and future techniques of evidence synthesis will equip physicians, politi-

cians and policymakers with the ability to provide the highest levels of evidence for an
increasing number of conditions. This evidence will have an ability to be considered
according to individual areas, economic environments, health systems and patients them-
selves. Evidence synthesis has now become a key element in augmenting future clinical
care, providing management guidelines and directing policy at local, national and interna-
tional levels.
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Barriers to Evidence Synthesis

Kamran Ahmed, Nick Sevdalis, Ara Darzi, and Thanos Athanasiou

Abstract In the hierarchy of research designs, randomised controlled trials and meta-
analyses of randomised controlled trials are considered to be the highest level of evidence.
They have been established as essential areas of research since their introduction into clini-
cal sciences. Research in the interventional disciplines such as surgery, rely mostly on
observational studies. Therefore, the quality and quantity of randomised trials with regards
to interventions remain limited. Researchers in these disciplines face various obstacles
during building, assessment or implementation of evidence. This chapter aims to provide
a critical overview of the obstacles to randomised trials and meta-analyses. It also proposes
solution to these problems.

2.1
Introduction

In the hierarchy of research designs, randomised controlled trials (RCTs) are consid-
ered to be the highest level of evidence.! RCTs were introduced into clinical epidemiol-
ogy after evaluation of streptomycin for management of tuberculosis.” Since then,
RCTs have become the gold standard for assessing the effectiveness of therapeutic
agents.

When various randomised studies are available on a same topic, a well-conducted meta-
analysis of these randomised trials is regarded as the best level of evidence within
evidence-based medicine (EBM). Meta-analyses statistically integrate the results of sev-
eral independent studies considered to be combinable, thus allowing evaluation of the
evidence within traditional studies that is at risk of being overlooked, and provide more
precise estimates of treatment effects.>*
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Meta-analyses offer an opportunity to test implicit assumptions about the hierarchy of
research designs. Ideally, if associations between exposure and outcome were studied in
both randomised controlled trials and cohort or case—control studies, and if these studies
were then included in meta-analyses, the results could be compared according to study
design.! However, RCTs may overlook clinically essential benefits because of poorly con-
structed design — for instance, inadequate attention to sample size.’ Therefore, an amalga-
mation of studies using robust statistical methodologies can overcome some of the
deficiencies within the primary studies.

Randomised trials and meta-analyses have been established as essential areas of
research since their introduction into clinical sciences. Certain medical disciplines, such as
surgical specialities primarily, use observational studies for identification of risk factors
and prognostic indicators. In these disciplines, ethical issues related to type and timing of
intervention may prevent clinicians from regularly conducing RCTs. Therefore, the quality
and quantity of randomised trials with regards to interventions in specialties such as sur-
gery remains limited.® Moreover, a number of other factors may limit conduct of good
quality trials or meta-analyses. These factors are related to barriers due to building, assess-
ment or implementation of evidence (Fig. 2.1).

This chapter aims to provide a critical overview of the obstacles to randomised trials
and meta-analyses. It also proposes solution to these problems.
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Industrial/Commercial 2 BARRIERS OF y Education in

Interests - RANDOMISED \ epidemiology
TRIALS

Historical 7 Learning

Perspective ) curve
Quality Definitions of
Blinding Control interventions/

monitoring procedures

Fig.2.1 Key determinants of successful building, assessment and implementation of evidence
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2.2
Barriers to Randomised Trials

The purpose of a randomised trial is to provide the means by which the highest level of
evidence from research can be judiciously and vigilantly applied to the prevention, detec-
tion, treatment and follow-up of health conditions. However, there are several obstacles to
the successful conduct and application of RCTs. This section covers obstacles to the con-
duct of such trials (Fig. 2.2).

2.2.1
Historical Perspective

Validation of interventional procedures is generally not based on randomised trials.
Conventionally, the steps in a procedure evolve with subtle changes over the passage of
time. Once they are in practice, assessment of effectiveness against a placebo becomes
difficult. The treatment benefit becomes so obvious that randomisation can be argued to be
unethical.’

HISTORICAL PERSPECTIVE |
* Extensive reviews of evidence based archives to explore need for new trials
“CLINICAL EQUIPOISE

« Clinician Perspective-Accommodated by including parallel, non-RCT along with RCTs
« Patient perspective-Addressed by decision analysis methods and carefully designed end-points

* INDUSTRIAL AND PERSONAL INFLUENCES |
* Reduced by continuing performance evaluation using CUSUM, CRAM plots

+ LACK OF FUNDING AND INFRASTRUCTURE
* Input from funding organisations with regards to development of infrastructure

+ LACK OF EXPERTISE FOR APPROPRIATE DESIGN, DATA COLLECTION AND ANALYSIS

« Inter-disciplinary cooperation involving training or formation of larger groups

LIFE THREATENING, RARE AND EMERGENCY SITUATIONS |
« Selective,feasible and acceptable inclusion criteria need to be followed

~ EDUCATION IN EPIDEMIOLOGY
» Addressed at graduate/post graduate level training programmes

LEARNING CURVE |

* Recognition and evaluation of learning curve using adequate statistical methods
 Trial methodology should include details about completion of learning curve

» DEFINITIONS OF INTERVENTIONS/PROCEDURES —
* Well defined photo/video evidence to explain the disease process or an intervention
+ QUALITY CONTROL MONITORING _

* Details about pre-trial success rate and complications
* Experience of a clinician and the use of evidence based methods

| * Use of blinded observers during the intervention related trials

Fig.2.2 Factors determining conduct and quality of randomised trials
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Occasionally, developing therapeutic and diagnostic modalities may jeopardise the
conduct of a clinical trial before its conclusion. For instance, an RCT needs to be stopped
if novel surgical or technical developments render the results of the trial outdated before
its completion.®

Moreover, an RCT cannot be conducted if a new technology or intervention is likely to
undergo modifications in the near future or if this technology or technique is complex and
has been developed only recently.

222
Clinical Equipoise: Clinician’s Perspective

Clinical equipoise refers to uncertainty over whether a treatment will be beneficial or not. Shaw
et al. argued that if a clinician has good reasons to believe that a new therapy is better than an
existing therapy, he or she cannot take part in a comparative trial of the new versus old therapy.
Under such circumstances, the clinician is ethically obligated to offer the new (and believed
better) therapy to each new patient with a need for one of these therapies.’ For this reason, clini-
cians who believe that they already practise the best option cannot participate into a trial.

On the other hand, uncertainty with regards to the best treatment option is beneficial for
a patient. In this case, offering patients randomisation to equally preferred treatments is
acceptable and does not violate ethical principles. This ‘uncertainty principle’ has been
successfully used as a main eligibility criterion for large clinical trials.!® Ambiguity on the
part of all participants remains the moral and practical code of conduct that requires ethical
justification of randomised trials.

223
Clinical Equipoise: Patient’s Perspective

Equipoise is also important from the perspective of the patient. This is particularly true in
RCTs of surgical interventions, where both trial and control arms are likely to have associ-
ated risks. Ethical principles dictate that patients should not consent to randomisation
unless there is true uncertainty about the superiority of a treatment option.

Type I trials (comparing surgical and nonsurgical treatments) may pose some difficul-
ties with the equipoise of patients.!! Patients often refuse to take part in such RCTs as they
prefer a firm decision on whether they will receive surgical or nonsurgical treatment, and
not one left to be determined by chance.

224
Industrial and Personal Influences

Commercial and personal interests can interfere with the process of building or evaluating
evidence, if this process is perceived to be potentially damaging to such interests.!" For
commonly available products, randomised studies can be threatening for the commercial
organisations in terms of financial gains. Similarly, for widely practised procedures ran-
domisation can be challenging to the objectivity and the practice of a surgeon.
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Competition in a private sector may influence the clinicians.!' For instance, in the initial
5 years after the introduction of cholecystectomy, only two randomised clinical trials were
published.'>"* This issue came to light after a number of reports were quoted with regards
to increasing incidence of bile duct injuries.* Similarly, robotic-assisted procedures and
single-incision laparoscopic approaches lack randomised studies to support their efficacy
despite increasing clinical use of these approaches.'

In recent years, however, there is a progressing drift towards conduct of RCTs for newly
developed treatment modalities. Different institutions are conducting RCTs worldwide for
a variety of interventions.'®!”

225
Lack of Funding and Infrastructure

Although randomised studies in interventional disciplines such as surgery are commonly
performed across various regions, they are relatively few in number and lack standardised
protocols compared to similar RCTs for non-interventional treatments. This may reflect a
lack of expertise by participating clinicians in trials and shortage of funding for interven-
tional trials."® It may also be due to the fact that funding bodies are reluctant to finance
research in disciplines associated with previously poor research results.!” Due to the lack
of well-developed procedures, it has been shown that only a quarter of surgical trials report
the randomisation process.?

2.2.6
Lack of Expertise for Appropriate Design, Data Collection and Analysis

Kelly et al. reported that many clinicians, especially surgeons, have an overambitious con-
fidence in the ability of randomised trials to determine the practical value of interven-
tions.”! Consequently, energy is expended on data collection which can be fundamentally
flawed due to inadequate power of the study.

Hall et al. explained why lack of focus on appropriate methodology and data analysis
remain barriers to a good randomised trial.”’ It can be argued that there are primarily two
types of clinical studies: explanatory and pragmatic.?> Explanatory studies aim to assess
whether a treatment has any efficacy in comparison with placebo under ideal, experimental
conditions. Pragmatic studies aim to assess the effectiveness of a treatment in everyday
clinical practice. Most trials attempt to address both explanatory and pragmatic types
simultaneously. This practice, however, may result in findings that are not valid and that
ultimately cannot provide a robust answer to either type of question.?*?

2.2.7
Life-Threatening and Emergency Situations

Emergency management occurs both during and out of the normal working hours. It makes
consent and randomisation of the treatment or intervention difficult. Randomised trials, if
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conducted for emergency conditions, may miss clinically important benefits because of
insufficient attention to patient selection and sample size. In order to conduct an RCT focused
on an emergency condition, very selective inclusion criteria need to be followed.

2.2.8
Dramatic Discoveries or Rare Clinical Conditions

In an incurable condition when survival is unlikely with or without treatment, an RCT is
unnecessary if even one patient survives when a new treatment is administered. Similarly, if
a new treatment modality, for instance appendicectomy for appendicitis, produces a rapid
improvement in outcome in uncontrolled or nonrandomised controlled trials an RCT may be
unnecessary or even unethical.* An RCT should be discontinued if a new intervention shows
more than 70% absolute improvement in results compared with an established therapy.®!!

229
Education in Epidemiology

Detailed knowledge of epidemiology principles that are necessary for the competent con-
duct of an RCT remains rather poor in some groups of clinicians (e.g. surgeons).''?
However, there is no objective evidence that clinicians in surgical disciplines lack training
of clinical epidemiology. Rather, surgical specialties tend to lack dedicated clinical teams
with relevant epidemiological expertise who should be responsible for identification,
design and conduct of randomised trials.

2.2.10
Learning Curve

Effective interventional techniques come into practice rapidly. Learning curve that repre-
sents average rate of learning is achieved after repeated practice. Various authors argue
that RCTs should begin from the first report of a new procedure.?® However, this approach
is not ethically acceptable as the clinicians are in still at the beginning of their learning
curves during the introduction phase of a new treatment.’

Surgical procedures are complex, and proficiency is achieved after frequent repetition. At
early stages of the learning curve, errors and adverse events are likely to occur.?*?’ Randomising
between a new and an established operation may introduce bias against the new methods.*
Moreover, patient randomisation to surgeons, although an option, remains untested."

2.2.11
Definitions of Interventions/Procedures

Procedural learning curves cause difficulty in timing and performing randomised trials.
When comparing treatment modalities, clear definition of each treatment step is needed.
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This leads to acceptance of limitations of variations for a certain procedure. Variations on
an operation, however, are not uncommon and may influence outcomes. Moreover, it can
be argued that definitions continue to change during the introductory phase of new inter-
ventions. Because of these issues with surgical treatments, non-standardised procedural
definitions may lead to controversy whether a trial has truly investigated the intended treat-
ment.”” Definitions of treatment are overall more challenging for interventions than for
drug trials, in which a ‘treatment’ is simpler to define.

2.2.12
Quality Control Monitoring

The methodology of a clinical trial and the technical quality of clinical interventions may
have an impact on outcomes. The expertise of the clinicians who are carrying out the inter-
vention is one of the determining factors of the quality of outcomes. Poor results fail to
deliver intended treatment; therefore, effectiveness of the trial remains doubtful. Failure to
maintain consistently high quality of procedures may narrow important technical differ-
ences and may have impact on outcomes.’'-*?

2.2.13
Blinding

Blinding is important to protect internal validity, and significant bias may result from
unsuccessful blinding. Blinding, however, is particularly challenging in trials involving
interventions. Examples where placebos are not possible or unethical include surgical
interventions, as well as treatments where active participation of the patient is necessary
(e.g. physical therapy). In fact, only about a third of published interventional trials have
been reported to adequately address principles of blinding.'"'®

23
Proposed Solutions to Overcome the Barriers of RCTs

To improve the quality of randomised trials, the barriers discussed above need to be addressed
meticulously (Fig. 2.3). RCTs offer the highest level of evidence for assessing efficacy of treat-
ments and direct relevant evidence from high-quality RCTs should be used wherever possible.
Key problems with regard to conduct and quality of trials mainly affect trials in interventional
disciplines, such as surgery and interventional radiology. For craft specialities (i.e. specialities
that are dependent heavily on minor or major interventions), existing frameworks do not effec-
tively address the range of potential problems, either conceptual or methodological.*!

Figure 2.4 summarises a comprehensive framework that addresses a number of issues
identified here through phased introduction of a trial, regular audit of data collection, and
continuous evaluation of the quality of the trial. The framework identifies issues around
learning curves, variations in technique or type of interventions, which need to be addressed
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PHASE 0 (Proof of principle)

Publication of technique of an intervention(Case report/Series)

PHASE 1 (Refinement and definition)
Modifications of technique
Optimization of technique

PHASE 2 (Dissemination)

Adoption by clinicians who report their experience

Conduct of prospective non-randomized trial

PHASE 3 (Comparison with current standard
treatment)

RCT with pre-study documentation of learning
curves/definitions/quality control measures

PHASE 4 (Surveillance and quality control)

Continuous performance monitoring (outcomes from various
clinicians, long-term/rare side effects
Post—marketing research by the industry

Fig.2.3 Barriers related to intervention, researcher and methodology of a meta-analysis

INTERVENTION RESEARCHER METHODOLOGY

Garbage in -
Garbage out effect
Apples and oranges
effect

Sub-group effect
Publication bias

Clinician experience
Learning curve
Clinical outcome

Fig. 2.4 Proposed framework for planning and conduct of RCTs in interventional specialities®”

and documented appropriately to ensure adequate methodological quality. The framework
also proposes an initial phase of non-randomised trials to be incorporated into RCTs in
order to determine suitable end points.'!
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24
Barriers Specific to Meta-Analyses

The conduct of meta-analysis in case of rare conditions and interventions is particularly
difficult and needs timely investigation, standardised definitions, availability of high-quality
data (from RCTs and meticulously done observational studies) and statistical expertise.
This section delineates obstacles to meta-analyses and considers solutions to these
problems (Fig. 2.5). The problems and their solutions fall into three distinct categories
associated with: (1) the intervention, (2) the researcher and (3) the methodology.

2.4.1
Intervention-Related Barriers

The primary differences between meta-analyses in craft disciplines and those in other
fields originate from the reproducibility of treatments and variations in practice that are
difficult to compare. The outcomes of a surgical procedure principally depend on the level
of experience of a clinician. This is not the case in other areas of research such as drug
trials, where interventions tend to be significantly more consistent and drugs act in a uni-
form manner. Early meta-analytic assessment of a new procedure or technique may give a
misleading picture of its efficacy due to lack of competence of the surgeons who are car-
rying out a new procedure. Factors determining whether an interventional procedure will

4 4

e Careful translation of
research findings

e Publication of guidelines

o Clinicians’ experience
e Patient education/ o Quality of randomised

control trials

participation
e Availability of resources
e Adequate quality control
o Well-defined protocols

e Well-conducted Meta- o
analyses e Favourable organisational

policies

Fig.2.5 Proposed solutions to address issues related to the conduct and control of RCTs"
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be carried out competently include the clinician’s experience, available equipment and
time. Performance continues to improve until a plateau phase is reached as manifested by
the ‘learning curve’. The experience of a clinician is a key confounder during comparative
trials involving interventions. Less experienced clinicians have relatively poorer out-
comes,** which are less likely to be reported, thus adding further to publication bias.**
These issues compromise the validity of a meta-analysis. For instance, with the advent of
new interventions such as Natural orifice transluminal endoscopic surgery (NOTES) which
are supported by lower levels of evidence,* caution must be exerted when the first meta-
analysis of this procedure takes place. Small sample size in individual trials, year of pub-
lication and poor definitions need to be anticipated ahead of the analysis otherwise
meta-analysis can be fraught with these issues.?

Meta-analyses may produce conflicting evidence when results are pooled from small
trials with disparate outcomes. If the results are in conflict with large RCTs, the reliability
of the evidence becomes debatable.’”® In a study comparing 19 meta-analyses and 12
large RCTs on the same topic, LeLorier et al. found that the results in 5 out of 40 outcomes
were significantly different between the RCTs and those of the meta-analyses.”” Meta-
analysis cannot be a substitute for large clinical trials.* However, it may be a useful guide
to clinical decision makers until explicit experimental evidence becomes available.

The year of publication of a study is also a strong confounder to the overall results
revealed by a meta-analysis as population characteristics and outcome data may change
over time. Furthermore, new developments in technology and changes in clinicians’ tech-
nical expertise may translate into variable outcomes over time. All these factors need to be
considered especially in surgical disciplines where new technologies and techniques are
continuously developed and the learning curve is progressively overcome.*' Increasing
accumulation of evidence with time improves the robustness of results reported by a meta-
analysis.*

2.4.2
Researcher-Related Barriers

A researcher may face several challenges whilst conducting meta-analysis. One of these is
the Garbage in, garbage out effect: If a meta-analysis includes several low-quality studies,
then basic errors in the primary studies will be translated across to the meta-analysis,
where the errors may be difficult to identify. The quality of meta-analysis is determined by
the quality and type of studies included. Because the nature of procedural interventions
often makes it difficult to perform well-conducted RCTs, inclusion in meta-analyses of
observational studies (cross-sectional, case series, case-control or cohort design) remains
common yet controversial as they are vulnerable to bias by confounding factors.*
Another common problem is the apple and oranges effect, which results from combin-
ing different study designs in an analysis. This may lead to an erroneous result being pro-
duced (relative risk, odds ratio or weighted mean difference).* This apparent difference in
effect across pooled studies is termed as ‘heterogeneity’. In a meta-analysis, three principal
sources of heterogeneity are clinical (e.g. baseline difference between patients from differ-
ent studies), statistical (e.g. effects being estimated by individual studies in a meta-analysis
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are not identical) and methodological (e.g. design-related heterogeneity).* The ultimate
aim of pooling data from different studies is to provide a single best estimate of treatment
effect between two treatment groups. It, therefore, is vitally important to combine ‘apples’
with ‘apples’.*®

243
Methodology-Related Barriers

Several challenging aspects such as the subgroup effect and publication bias can compro-
mise the methodology of a meta-analysis.

A meta-analysis aims to produce an estimate of the average effect seen in trials of a
particular treatment termed as subgroup effect.*’ It is necessary to determine whether the
overall effect applies to all participating individuals, or whether some subgroups have dif-
ferent effect than others.

Publication bias refers to the greater likelihood of studies with positive (i.e. statistically
significant) results being published.?” Exclusion of studies from the meta-analysis because
they are small in size, found negative results or for other reasons can bias the results. This
is termed as a ‘file drawer problem’. It may be intentional or due to the results of a flawed
and incomplete literature search.*® This publication bias may render meta-analysis of pub-
lished literature misleading, thus compromising patient safety.*” Another problem is that of
‘grey literature’ which refers to the studies not published as formal, peer-reviewed journal
articles (e.g. those found in conference abstracts, books, theses, government and company
reports and other unpublished material). These can also potentially include studies that
report negative results and are not published or lie dormant in a researcher’s filing cabinet.

2.5
Proposed Solutions to Overcome the Barriers of Meta-Analysis

2.5.1
Solutions to Intervention-Related Problems

It is imperative to account for and wait for the learning curve to be achieved and differenti-
ate between high-volume and low-volume centres. The individual trials should be con-
ducted once the learning curve has been achieved, thereby having experts performing the
procedures. Moreover, subgroup analyses between high-volume and low-volume centres
should be performed to account for effect of case load, if any, on the results.

Quality control for the included studies should be assessed meticulously. A commonly
used scoring method is that developed by Jadad et al. which assigns points based on the
presence of randomisation, double blinding, and adequate description of withdrawals and
dropouts.>

In case of a lack of adequate evidence, a meta-analysis is not an appropriate method of
clinical appraisal, as the analysis will suffer from insufficient data and heterogeneous
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outcomes being reported. Such a scenario has been reported by Slim et al. in 2008 who
tried to clarify the controversy surrounding the timing of elective surgery of colonic diver-
ticulitis in young patients.*> Out of 15 articles selected for inclusion in this study, only 3
papers reported information regarding the timing of surgery. The authors concluded that
the researchers should no longer attempt to address this question by a meta-analysis.*

2.5.2
Solutions to Researcher-Related Problems

Several tools have been developed to assess the quality of individual meta-analyses.’!
Guidelines exist to assess the quality of both randomised (QUOROM statement) and
observational studies (MOOSE statement).*>%* A recent update to the QUOROM statement
is PRISMA, which focuses on recognition of bias through meticulous quality assessment.>*
These tools can be an invaluable source to understand and quantify sources of variability
across studies and should be encouraged.” Although several quality assessment tools
(checklists) exist, there are discrepancies amongst them. The variability across different
checklists suggests that each individual bias-reducing measure such as randomisation,
concealment of allocation and blinding should be documented across studies.*

Identification of heterogeneity can highlight factors that influence outcomes that are not
observable in individual trials. If performed before a new study, it may help the investiga-
tor improve the design by incorporating an understanding of the factors that contribute to
heterogeneity. There are three ways to assess heterogeneity. First, through assessment of
‘between-studies variance — 1>, This primarily depends on the particular effect size metric
used. Second, ‘Cochrane’s Q test’, which follows a chi-square distribution to make infer-
ences about the null hypothesis of homogeneity. The problem with this test is that it has
poor power to detect true heterogeneity when the number of studies is small. None of the
above-mentioned methods have a standardised scale. Therefore, they are poorly equipped
to make comparisons of the degree of homogeneity across meta-analyses.*® Third method
for quantifying inconsistency is ‘I’=[(Q — df)/Q] x 100%’, where Q is the chi-squared
statistic and df represents degrees of freedom.*” This method is easier to utilise because it
defines variability along a scale-free range as a percentage from 0% to 100%. This describes
the percentage of the variability in effect estimates that is due to heterogeneity rather than
sampling error (chance). Heterogeneity could be considered substantial when this value is
greater than 50%.%" It is worth noting that tests for assessment of heterogeneity lack power
to reject the null hypothesis of homogeneous results and should be used even if substantial
differences between the studies exist as they provide an opportunity for examining why
treatment effects differ in different circumstances.*

Another way to account for heterogeneity is to make use of ‘Random effects model’
and ‘fixed effects model’. If a test for homogeneity shows homogeneous results then the
differences between studies are assumed to be a consequence of sampling variation, and a
fixed effects model is appropriate. If, however, the test shows that significant heterogeneity
exists between study results then a random effects model is advocated. If the heterogeneity
is very high and not compensated by the random effects model, the viability of the meta-
analysis becomes questionable.
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Sensitivity analysis can also contribute to enhance the quality of the results by consider-
ing the extent of reporting of input parameters. It involves: (1) re-analysing the results by
using all studies and then excluding poorer quality studies, (2) using both fixed and ran-
dom effects meta-analyses to assess the robustness of the results to the method used and
(3) repeating the meta-analysis by excluding any study that is an outlier to assess its
influence.

253
Solutions to Methodology-Related Problems

Subgroup analysis delineates heterogeneity. However, if trials are split into too many groups,
the probability of false-positive results increases (Type I error). Splitting a meta-analysis into
subgroups should be subjected to a power analysis. There should also be a strong biological
rationale for performing a subgroup analysis and care should be taken in the interpretation of
any effects, which are likely to be composite.” Sub-group analyses may generate hypotheses
which can assist decision-making between different treatment options.®

The presence of publication biases can be identified through stratifying the analysis by
study size. Smaller effects can be significant in larger studies. If publication bias is present,
larger studies are likely to report smaller effects. However, exclusion of the smallest studies
has little effect on the overall estimate. Thus, sensitivity analysis is useful in that it assess
whether the results from a meta-analysis are valid and not affected by the exclusion of trials
of poorer quality or of studies stopped early. It also takes into account publication bias.**
Because of the potential impact of publication bias, many meta-analyses now include a
“failsafe N’ statistic that calculates the number of studies with null results that would need
to be added to the meta-analysis in order for an effect to no longer be reliable.

Formal tests for publication bias exist, but in practice few meta-analyses have assessed
or adjusted for the presence of this bias. Examination of a ‘funnel plot’ is one of the sim-
plest and most commonly used methods to detect publication bias." However, visual
inspection of funnel plots might be subjective and so statistical tests for detecting plot
asymmetry can also be used. Regression tests and rank correlation tests are some of the
options available. In addition, various methods such as the ‘trim and fill method’ and
‘weight modelling’ could be undertaken to compensate for publication bias.®> Other biases
associated with time lag, English language, citation, duplication and outcome reporting
should also be considered equally important when analyzing data.

2.6
Challenges to Implementation of Evidence from Randomised
Trials and Meta-Analyses

In the previous sections, we detailed a range of potential barriers to evidence synthesis,
either at the level of the randomised trial or at the level of the meta-analysis of such trials,
and we also discussed solutions that could help overcome such barriers. Importantly,
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however, even well-conducted trails and meta-analysis that should, in theory, inform
clinical practice are not taken up as much or as quickly as proponents of evidence-based
medicine would expect.®%® In fact, lack of adequate uptake of the outcomes of such
research work renders the previous discussion irrelevant: why care about the quality of
evidence synthesis if the target audience (i.e. clinicians on the ground) will not implement
the new findings? Reasons why high-level clinical evidence often does not change prac-
tice as much as should be expected are complex, and involve a range of factors. In what
follows, three key categories of factors are discussed (the topic has been explored in great
detail in numerous publications, to which we point the interested reader for further
resources®®’6%),

A first category of reasons why novel evidence-based treatments are not implemented
revolves around the nature of the evidence itself, as well as the processes of collecting and
synthesising it. First of all, the rate of novel publications of RCTs and meta-analyses (as
well as systematic reviews) exceeds the knowledge absorption rate of any clinician — even
those working in academic environments. In 2006, the number of surgery-related RCTs in
the Cochrane library was estimated near 35,000. This ‘evidence flood’ comes through an
ever increasing number of journals, both specialty-specific and general medical journals.®
No single person can possibly cope with this volume of new knowledge. To tackle this
problem, it has been suggested that ‘evidence filters’ should be designed and applied, so that
the relevant evidence does reach the intended audiences.® Information technology has also
been implicated in attempts to make evidence more easily available.%%7°

A second category of reasons underpinning lack of integration of evidence into practice
relate to clinicians themselves. As discussed earlier, many clinicians are not familiar with
the methodologies and techniques used in evidence synthesis and therefore they are not
able to appraise the quality and importance of the work. In addition, searching through
multiple databases using ‘clever’ keywords that are sensitive enough to select relevant
papers but also not too inclusive so that hundreds or thousands of entries are retrieved is a
skill.”" Once a paper has been retrieved, appraising the quality of the reported study is an
additional skill, necessary to be able to evaluate the robustness of the design and strength
of the conclusions.”" Current clinical training does not routinely equip clinicians with such
skills — or at least it does not do so at the level required to routinely browse through data-
bases to find reviews or RCTs that have the potential to change clinical practice. Keeping
in touch with the ever-evolving evidence base and becoming informed of new techniques
and approaches that can potentially benefit patients is part of clinicians’ duty to robust
continuing professional development.””” As such, it ought to be recognised as a compo-
nent of revalidation and recertification and actively encouraged within professional and
regulatory networks (e.g. Royal Colleges).

Lack of knowledge or skills is often compounded by a disapproving attitude towards
the methodology of RCTs, which reflects philosophical/epistemological reasons why evi-
dence is not ‘automatically’ translated into practice. Clinicians often complain that RCTs
report evidence derived from very carefully selected patients, who do not mirror those in
their direct care.” A similar complaint arises in relation to the external validity of the proce-
dure of the RCT, which is perceived to be carried out ‘by ultraspecialists in quaternary care
centres’ — again not reflecting the ‘average’ clinician in an ‘average’ generalist hospital.”’
These questions are valid, and reflect the difficulty of safely extrapolating from a specific



2 Barriers to Evidence Synthesis 61

study population to a more general patient population. To some degree, these issues could
be addressed at the design stages of the RCT. They should also be extensively addressed in
the context of meta-analyses, where patient inclusion criteria should be scrutinised.
Importantly, since patient populations will always differ, it should be remembered that
direct replication of treatment benefits from a published RCT may not occur due to either
random error (inevitable sample variations) or systematic error (which should trigger a
new study), or specific subgroup analyses to establish whether treatment effects are uni-
form across different patient groups.’

Finally, it is important to note that practicalities of the healthcare environment as well as
the prevailing culture in an organisation also affect evidence uptake. No matter how moti-
vated to seek the newest, innovative treatment options for their patients, clinicians will not
be able to do so if they are constantly working under time pressure to deliver service.” High
pressure to increase patient throughput favours tried and tested approaches and also does
not allow room for exploration of the evidence base. A key reason why junior trainees learn
through observation, in addition to this being the traditional apprenticeship model of learn-
ing in medicine, is that this is the fastest way to learn how to treat a patient. Access to the
evidence base that involves multiple trips to the medical library, or constant use of IT facili-
ties is nearly impossible in an environment where consultations can only last a few minutes.
Apart from practicalities, however, evidence-based medicine experts also discuss the issue
of an ‘EBM culture’, which may or not be prevailing within a unit or organisation and
which affects the willingness of clinicians to engage with evidence and make the most of
it.” Taken together with the philosophical/epistemological issues mentioned above, although
practicalities are often very demanding, care should be taken in the design of a clinician’s
job to allow time and ‘mental space’ for evidence review.

2.7
Conclusions

Randomised controlled trials and meta-analyses are valuable tools for effective evidence
synthesis. If used judiciously and conducted with scientific rigor, they can guide clinical
decisions and health policy towards improved patient outcomes. Overcoming barriers to
robustly synthesising evidence and implementing it to everyday clinical practice can
enhance the strength of evidence derived from research studies, and ultimately improve
safety and quality of care. Future research should focus on developing refined protocols for
the undertaking and reporting of randomised trials and meta-analyses, as well as on better
understanding and sustainably overcoming barriers to implementing evidence.
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Abstract Systematic review and meta-analysis provide a means to comprehensively anal-
yse and objectively summarise and synthesize primary research. Prior to commencing, it
is important to frame a specific question in a systematic review. Although such a review is
ideal in many situations, it might not be possible to perform a meta-analysis due to the
heterogeneity of summary statistics or nature of study design. Furthermore, it needs to be
understood that performing a meta-analysis is a time-consuming, ordered process that
needs to be well-planned in order to yield valid results.

The quality of the individual studies incorporated into the meta-analysis must be
assessed. In addition, for clinicians interpreting a meta-analysis, its quality must also be
assessed. The inclusion of negative trials and small studies might involve the inclusion of
studies with suboptimal methodological quality leading to the inclusion of bias inherent in
individual studies into the meta-analysis. As ‘garbage-in’ transliterates to ‘garbage-out’,
this would lead to aberrant results. Publication bias and other forms of bias must be
expected and accounted for via the utilisation of appropriate review methodology and
statistical compensation in order to ensure the inclusion of the whole gamut of positive and
negative trials available in a field of study. Meta-analysis in surgery warrant special atten-
tion as a greater degree of heterogeneity is expected when compared to meta-analysis of
medical treatments. Generally, we note that the meta-analytic technique has limitations
and detail should be paid to these when basing clinical decisions on the results of a meta-
analysis. Nevertheless, well-conducted meta-analyses have the ability to inform and alter
clinical practice.
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3.1
An Introduction to a Systematic Review

3.1.1
Rationale for ‘Systematic Review’

Historically, clinical decisions were based on personal experience, unquestioned use of
methods suggested by senior colleagues and recommendations from clinical authorities. The
progress of absorbing higher forms of evidence into the clinical knowledge base has been
slow. This is more evident in surgical practice where the proportion of systematic reviews
and randomised controlled trials (RCTs) in leading surgical journals stands at 5%.!

The pressures of moral—ethical obligations, legal liability and health economic ration-
ing have heralded the advent of evidence-based healthcare in the last few decades. To
ensure the best possible outcomes for patients, clinicians are increasingly required to
implement best practices and continuous quality improvement processes within the clini-
cal environment. This inextricably involves the application of the best available knowl-
edge, usually in the form of scientific research, to guide clinical decision making. Hence,
the use of clinical research is no longer an option but a necessity. However, problems
remain for a practising clinician as to what constitutes ‘best available knowledge’ and in
particular which type of research should be used (Fig. 3.1).

3.1.2
Information Overload

With increasing pressures of being a practising clinician and the reduction in the number
of working hours,” two problems remain. One is the ability to synthesise and apply the best
evidence to improve patient care, bearing in mind that the average clinician would have to
read 19 original articles each day in order to keep up with advances in his chosen field.’
Furthermore, this problem is compounded by the recent information explosion in the bio-
medical field within the last quarter century as can be evidenced by the dense cornucopia
of articles and journals which are now readily accessible and searchable through a variety
of online web-based bibliographic databases such as PubMed and EMBASE. In addition
to the huge volume of literature, its scattered nature poses further problems. Every time
a new article appears, readers must compare new findings with the existing scope of
evidence to come to a reframed overall clinical conclusion.

313
Conflicting Results

Moreover, the presence of conflicting results among individual research studies does
not improve matters. Not only could inconsistent results and conclusions be attributed
to the statistical play of chance but it might also be due to the presence of systematic
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error from poorly designed study methodology. This would entail the need to critically
analyse each individual trial for study quality, adding an extra dimension of burden to

the clinician.

3.14

Narrative Review and Its Shortcomings

The narrative review partially resolves the problems above by providing a broad,
updated and authoritative summary of research and opinion by key leaders in a field.
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However, this type of review brings with it its own attendant problems where a num-
ber of review authors can provide differing viewpoints and anti-diametric conclusions
from the very same source material used. This might be attributed to several factors
like the use of an assorted mixture of ambiguous review methodologies, the lack of
disclosure and transparency in techniques, the inability to statistically combine results
and the inherent introduction of subjective bias present in the form of ‘expert’
opinion.*

3.15
Limitations of RCTs

Furthermore, although RCTs, when conducted properly, offer one of the more objective
methods in determining the true relationship between treatment and outcome, the use of
this particular type of study design also carries with it a number of limitations.

This includes the need for large numbers of participants in a trial, usually ranging from
thousand to tens of thousands of subjects, in order to ensure sufficient statistical power.
This is especially so if the treatment effects being studied are small in magnitude but are
still deemed clinically useful. It is further compounded by the study of rare diseases of low
incidence and prevalence where a randomised control trial might have to be conducted
over a prolonged period of time in order to gather sufficient number of required subjects
for any statistically significant result to be derived. The presence of a latency period
between exposure, treatment and outcome will also necessitate the need for a longer-term
follow-up. Hence, although this type of study design is objective and free from bias com-
pared to other study designs, in certain situations it can prove to be costly in terms of time,
manpower and money.

As all groups do not have such resources in excess at their disposal, compromises are
reached whereby trials are conducted anyway in smaller discrete populations. These make
the results from such smaller studies liable to be statistically insignificant or at best impre-
cise with larger degrees of uncertainty in result estimates. With that, the overall usefulness
of such RCTs is reduced.

Moreover, the design of a randomised control trial mandates that a standardised popula-
tion demographic be tested in a controlled environment. In comparison with the true mul-
tivariate nature of the ‘real world’ clinical setting, the presence of heterogeneity in ethnicity,
age and geography might make any significant result from RCTs inapplicable.

3.1.6
Insufficient High-Quality Trial Data (in Surgical Research)

A problem more specific to surgical literature lies in the relatively small proportion of
high-quality evidence in most surgical journals. The number of surgical RCTs is indeed
small and case reports and series still are the predominant publication type. Even then,
within surgical studies, there are also heterogeneous differences in study quality, such as
insufficient sample size, unclear methodologies, and the use of non-clinical outcomes of
interest.’
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3.1.7
The Solution

It is evident that firstly there is a need for a more objective method of summarising primary
research and secondly it is required to overcome the pitfalls in RCTs. Both these have
spurred the development of a formalised set of processes and methodologies in the form of
the systematic review and meta-analysis. In the clinical context, systematic reviews have
become an important tool for finding important and valid studies while filtering out the
large number of seriously flawed and irrelevant articles. By condensing the results of many
trials, systematic reviews allow the readers to obtain a valid overview on a topic with sub-
stantially less effort involved.

3.1.8
Systematic Review Defined

A systematic review is defined as the objective, transparent and unbiased location and
critical appraisal of the complete scope of research in a given topic and the eventual impar-
tial synthesis and, if possible, meta-analysis of individual study findings. Therefore, in
order to address a specific research aim, a systematic review collates all evidence that fits
pre-specified eligibility criteria.

The aims of a systematic review are manifold and includes the following:

* Ciritical appraisal of individual studies

* Combination of individual results to create a useful summary statistic

+ Analysis for presence of and reasons behind between-study variances

» Exposure of areas of research which might be methodologically inadequate and require
further refinement

» Exposure of knowledge gaps and areas of potential future research possibilities

Every systematic review is composed of a discrete number of steps:

» Formulation of a specific question to be addressed with a clearly stated set of objectives

+ Definition of eligibility (inclusion and exclusion) criteria for primary studies to be included

» Systematic search which identifies and locates all potentially eligible relevant studies
whether published or unpublished

¢ Critical appraisal of each individual study via the use of explicit appraisal criteria

» Performance of a variety of statistical methods to assess for heterogeneity between studies

+ Impartial unbiased analysis and assessment of the validity of the results

+ Creation of a structured presentation, and synthesis to state and discuss upon findings
and characteristics of collected information

3.1.9
Meta-analysis

In a systematic review, two types of synthesis can be performed: a qualitative synthesis
where primary studies are summarised like in a narrative review and a quantitative synthesis
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Fig.3.2 A Venn diagram depicting a
relationship between a systemic review and
meta-analysis

Systemic review

Meta-
analysis

where primary studies are statistically combined. This quantitative synthetic component is
termed a meta-analysis: the statistical quantitative integration of individual study findings to
get an overall summary result.®

A common misunderstanding is that a meta-analysis is exactly identical to a systematic
review and can be used interchangeably as synonyms. In truth, a meta-analysis is actually
a subset component of a systematic review as illustrated in Fig. 3.2.

A meta-analysis is also not only limited to the summarisation of randomised controlled
trial data. Different study designs, data types and follow-up spans as illustrated in Box 3.1

Box3.1 List of Different Types of Meta-analysis

By types of study

* Meta-analysis of randomised controlled trials

* Meta-analysis of observational and epidemiological studies
* Meta-analysis of survival studies

* Meta-analysis using different study designs (Taleo-analysis)

By types of data

* Meta-analysis using aggregated trial summary data
* Meta-analysis using independent patient data

By follow-up period

* Meta-analysis at one point in time
* Meta-analysis cumulatively over time
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could be also used in a meta-analysis. More details with regard to the usage of each type
of meta-analysis together with its attendant pros and cons would be discussed later. For
now, emphasis will be given to the meta-analysis of RCTs.

A meta-analysis can facilitate the synthesis of results for a number of scenarios where
the findings of individual studies show the following:

* No effect because of a small sample size
* Varying directions of effect
» Effects versus no significant effects

All of these findings can be commonly encountered among surgical topics. A meta-analy-
sis may serve to combine findings from similar studies to help increase the power to detect
statistical differences.’

3.1.9.1
Advantages over Narrative Reviews

From the above, we conclude that the shortcomings of narrative reviews can be readily
improved due to the following:

» Presence of explicit inclusion and exclusion criteria ensures the comprehensiveness
of the review, while in the process minimising the inclusion of bias within individual
studies.

» Presence of a meta-analysis can provide a quantitative summary of the overall effect
estimate.

» Differences between study methodologies which affect results can be explored.

» Adherence to a strict scientific design with transparent methodology in analysis ensures
objectivity and reproducibility of findings.

Narrative reviews by nature also tend to be generically broad and all-encompassing. The
systematic review, in contrast, puts forward specific questions to answer which increases
the applicability of such reviews in the clinical context.

3.1.9.2
Advantages over RCTs

The use of a meta-analysis for the purpose of conducting a systematic review enhances the
statistical power of a group of RCTs since the pooling of data from individual studies
would increase the study population. With an increase in statistical power comes an
increase in the precision of findings and thereby, a reduction in both uncertainty and ambi-
guity. Systematic reviews can also enhance the applicability of a trial since the pooling and
analysis of data from different RCTs with varied patient groups can reveal any heterogene-
ity or homogeneity of findings.

In conclusion, systematic reviews and meta-analyses have great importance in the sum-
marisation and application of scientific surgical research. Their undertaking has become a
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cornerstone in forming clinical decisions and guidelines, and in the process has given us a
better understanding of the areas in need of further research.

3.2
Conducting a Meta-analysis

3.2.1
Importance of Careful Planning

A common misconception exists that a meta-analysis is an easy study to undertake, per-
formed with minimal effort. In reality, little attention is often paid to the details of design
and implementation. A valid meta-analysis still requires the same careful planning as any
other research study.®

Essentially, there are two goals to a meta-analysis. One is to summarise the available
data and the other is to explain the variability between the studies. Ideally, all studies
being meta-analysed should have similar patient characteristics and similar outcomes of
interest. In reality, a certain degree of variability is expected between studies and this is
the impetus for performing a meta-analysis.® Variability is assessed by subgroup analysis,
heterogeneity assessment and sensitivity analysis all of which add ‘flavour’ to the meta-
analysis.

As discussed previously, the steps involved in a detailed research protocol for a meta-
analysis include (Fig. 3.3) the following:

» Definition of study objectives and formulation of problem
» Establishment of inclusion and exclusion criteria

* Collection and analysis of data

* Reporting of results

3.2.2
Defining the Objectives of the Study

The first step is to identify the problem. This includes specifying the disease, condition,
treatment and population of interest, the specific treatments or exposures studied and the
various clinical or biological outcomes investigated.

3.23
Defining the Population of Studies to be Included

In order to solve a distinct problem, a discrete and objective statement of inclusion and
exclusion criteria for studies can be created. This is crucial in a meta-analysis, helping to
eliminate selection bias. These criteria need to be specified in the meta-analysis protocol
in advance. Any inclusion criteria must include the following:
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Is clinical problem:
* unanswered?
« specific enough?

Clear inclusion/Exclusion criteria

Clear definition of:
 Disease condition

« Studied treatment modalities

« Clinical/Biological outcomes

Is study relevant:
* to population with disease?

Formulate a specific question

Define objective eligibility criteria

* Unbiased application of
inclusion/exclusion criteria
* Weighting of studies by
methodology scoring
* Use of >1 independent observer
« Blinding of studies to reviewers
* Required data from unpublished
stories

Location of ALL studies
(using structured search strategy)

Screening and scoring of located studies

Data extraction

Published/Unpublished Statistical calculation of effect

studies:

* Cochrane clinical trials registry
* Electronic databases
+ Peer consultation

Creation of structured report
« Standardization of outcome measures
* Use of odds/Relative risk ratio
* Use of numbers needed to treat

 Inclusion of full study methodology
* Provision of intermediate data for
derivation of summary statistic

 Fixed/Random effect model
* Heterogeneity analysis
* Sensitivity/Subgroup analysis,

Systematic review / Meta-analysis

Fig.3.3 Step-by-step approach for completing a systematic review/meta-analysis

Study type — It must be decided from the onset whether only RCTs or observational
studies will be included, although there is constant debate and research with regards to
this.”!? A hierarchy of evidence has been developed which allows for different types of
studies to be included in the analysis. Naturally, the lower the level of evidence of a
type of study, the lower the validity of the meta-analysis.!! For more advanced types of
meta-analysis, different study designs can also be included. This is termed a ‘taleo-
analysis’ which although deemed a best of both worlds has its own limitations as
detailed below and is out of scope for this work.

Patient characteristics — These include age, gender, and ethnicity, presenting condi-
tion, co-morbidities, duration of illness and method of diagnosis.

Treatment modalities — For the condition in question, the allowable treatment type,
dosage, duration and conversion from one treatment to another should be addressed.

One must also remember to include only a single set of results from a particular study, even
if multiple publications are available. For example, a study carried out in the year 2000
might be published as a 2-year follow-up in the year 2002. More data might be included in
a 5-year follow-up in the year 2005, so for meta-analytical purposes, only the year 2002 or
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2005 paper should be included so as to avoid duplication of the dataset. Thus, it is neces-
sary to have a method for deciding which papers to include. Most often it is reasonable to
specify that this will be the latest paper published, or the paper with the most complete data
on the outcome measures of interest.®

3.24
Defining the Outcome Measures

Most studies have multiple outcome measures. The protocol for the meta-analysis should
specify the outcomes that will be studied.® There are two schools of thought. The researcher
can either focus on one or two primary outcomes or make it a ‘fishing expedition’ and
assess as many outcomes as possible.

3.25
Locating All Relevant Studies

This is by far the most important, frustrating and time-consuming part of the meta-analysis.
A structured search strategy must be used. This usually involves starting with databases
such as NLH Medline, PubMed, EMBASE, CINAHL and even Google scholar. There are
different search strategies for the various databases and effective use must be made of
MeSH headings, synonyms and the ‘related articles’ function in PubMed. It is worth get-
ting a tutorial with a librarian on how to obtain high yield searches that include most of the
required (published) studies.

3.2.5.1
Screening, Evaluation and Data Abstraction

A rapid review of manuscript abstracts will eliminate those that are fit for exclusion because
of inadequate study design, specific population and duration of treatment or study date. If the
published material is just an abstract, there must be sufficient information to evaluate its
quality. There must also be summary statistics to put into the meta-analysis, available either
from the written material or in writing from the investigator. It is essential that when the
available written information is insufficient for the meta-analysis, strenuous efforts be made
to contact the principal investigator to obtain the information required in order to reduce the
effect of publication bias. This becomes even more important for material that has not been
formally published and which can only be obtained from the principal investigator.®

The next step is to collect the full papers. The data will then have to be extracted and added
to a pre-designed data extraction form. It is useful if two independent observers extract the
data, to avoid errors. Extraction of all patient demographics and baseline characteristics from
the included studies and clinical outcomes of interest follows. A table incorporating all the
extracted data can then be created which shows all the variables and their values from all the
studies included in the meta-analysis. Furthermore, it is essential to ascertain how well
matched the studies for various variables are. This is done by scoring them accordingly and
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noting the overall quality of the studies. No consensus on this issue exists in meta-analysis
literature. Quality scores can be used in several ways: as a cut-off, with the meta-analysis
including only studies above a pre-determined minimum score; as a weighing value, with
studies with higher quality scores being given more weight in the analysis; or as a descriptive
characteristic of the study, used in explaining study variability and heterogeneity.'>"* Blinding
observers to the names of the authors and their institutions, the names of the journals, sources
of funding and acknowledgements can lead to more consistent scores."?

3.2.6
Choosing and Standardising the Measure Outcome

Individual results have to be expressed in a standardised format in order to compare the
studies. If the end point is continuous such as the length of hospital stay after bypass sur-
gery, the mean difference (weighted mean difference, WMD) between treatment and con-
trol groups is used.

These data are presented in a Forest plot as shown in Fig. 3.4. If the end point is binary
or dichotomous, such as mortality or no mortality, then the odds ratio (OR) or relative risk
or risk ratio (RR) is calculated.

The OR is the probability that a particular event will occur to the probability that it will
not occur, and can be any number between zero and infinity. In gambling, the odds describe
the ratio of the size of the potential winnings to the gambling stake; in health care, it is the
ratio of the number of people with the event to the number without. Risk is the concept
more familiar to patients and health professionals. Risk describes the probability with
which a health outcome (usually an adverse event) will occur. Measures of relative effect
express the outcome in one group relative to that in the other. Hence, RR is the ratio of the
risk of an event in the two groups, whereas OR is the ratio of the odds of an event.

For treatments that increase the chances of events, OR will be greater than RR, so the
tendency will be to misinterpret the findings in the form of an overestimation of treatment
effect, especially when events are common (e.g., risks of events >20). For treatments that
reduce the chances of events, OR will be smaller than RR, so again misinterpretation can
possibly overestimate the effect of treatment. This error in interpretation is unfortunately
quite common in published reports of individual studies and systematic reviews.'*

Absolute measures, such as the absolute risk reduction or the number of patients needed
to be treated (NNT) to prevent one event are more helpful when applying results in clinical
practice.”® The NNT can be calculated as 1/(absolute) risk difference (RD).

3.27
Statistical Methods for Calculating Overall Effect

The final step consists in calculating the overall effect by combining the data. Simply
averaging the results from all the trials would give misleading results. This is what gives a
meta-analysis ‘impact’ compared to a narrative review. The results from small studies are
more subject to the play of chance and should therefore be given less weight. Methods
used for meta-analysis use a weighted average of the results, in which the larger trials have
more influence than the smaller ones.
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3.2.7.1
Fixed and Random Effects Models

Two models can be used to assess the way in which the variability of results between stud-
ies is treated'® The ‘fixed effects’ model considers that this variability is exclusively due to
random variation. Therefore, if all the studies were infinitely large they would give identi-
cal results. The ‘random effects’ model assumes a different underlying effect for each
study and takes this into consideration as an additional source of variation, which leads to
somewhat wider confidence intervals than the fixed effects model.'” Effects are assumed to
be randomly distributed, and the central point of this distribution is the focus of the com-
bined effect estimate. Both models have their limitations and a substantial difference in the
combined effect calculated by the fixed and random effects models will be seen only if
studies are markedly heterogeneous.'®

Fixed Effect Meta-analysis

Methods of fixed-effect meta-analysis are based on the mathematical assumption that a
single common (or ‘fixed’) effect underlies every study in the meta-analysis. In other
words, if we were doing a meta-analysis of ORs, we would assume that every study is
estimating the same OR. Under this assumption, if every study were infinitely large, every
study would yield an identical result.' In a fixed effects analysis, the methods used to
analyse binary outcomes are as follows:

(a) General inverse variance-based method
(b) Mantel-Haenszel method
(c) Peto’s method

Each of these methods has certain advantages and disadvantages which will be discussed
later.

Each study is assumed to be a random representative conducted on a homogenous popu-
lation of patients. Thus, studies are in essence identical to one another and the study out-
come should fluctuate around one common outcome or effect measure — hence the name
‘fixed effects’. This is the same as assuming that there is no statistical heterogeneity among
the studies. Hence, the summary measure is a simple weighted average and can be easily
interpreted as an estimate of a single population outcome measure. The 95% Confidence
Interval (CI) will reflect only the variability between patients; hence, with this class of
methods, the 95% CI will be very narrow with more power to reject the null hypothesis.
The fixed effects analysis may be justified when the test for heterogeneity is not significant,
i.e., when there is no evidence of major differences among studies whether methodological,
clinical or otherwise.

A very common and simple version of the meta-analysis procedure is commonly referred
to as the ‘inverse variance method’. The inverse variance method is so named because the
weight given to each study is chosen to be the inverse of the variance of the effect estimate
(i.e., one over the square of its standard error). Thus, larger studies that have smaller stan-
dard errors are given more weight than smaller studies that have larger standard errors. This
choice of weight minimises the imprecision (uncertainty) of the pooled effect estimate.
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A fixed effect meta-analysis using the inverse variance method calculates a weighted
average as shown in Formula 3.1 below.

Formula3.1 Generic Inverse Variance Weighted Average

Z(1/s’)

Generic inverse variance weighted average = — ——=

3(157)

Whereby T is the treatment effect estimated in study 7, S, is the standard error of that
estimate and the summation is across all studies. The basic data required for the analysis
are therefore an estimate of the treatment effect and its standard error from each study.

The Mantel-Haenszel method uses a different weighting scheme that depends upon
which effect measure (e.g., RR, OR and risk difference) is being used. It has been shown to
have better statistical properties when there are few events. The Mantel-Haenszel method
is hence normally the default method of fixed effect analysis. >

The pooled estimate T, is calculated by Formula 3.2.

Formula 3.2 Pooled Estimate of OR (Mantel-Haenszel Method)

k
Zi=l aidi

= n
TMH(OR) = :

k
2i=1 bici

n.

i

where a, b, ¢, and d, are the 4 cells of the 2 x 2 table for each study where i = 1...k stud-
ies as shown in Formulas. 3.1 and 3.2 and n, is the total number of people in the ith
study (See Table 3.1).

Table 3.1 Outcome data from a single (a) randomised controlled trial (RCT) and (b) case control
study

RCT Failure (dead) Success (alive)

New treatment A B

Control C D

Case control study Diseased (cases) Non-diseased (controls)
New treatment A B

Control C D

A variance estimate for the summary OR, 7, , is required to calculate a confidence interval
around this point estimate. Formula 3.3 calculates a variance estimate for the log of
as follows:

T MH(OR)
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Formula 3.3 Variance Estimate of Summary OR (Mantel-Haenszel Method)
k k k
YRR Y (BS+OR) ¥ OS
Vi n(or)) = Zar . ; + >
é k
(zix) (H(z) o(zs)

where
P= (a,+d) Qiz—(b"Jrci) , Rf:"i_di and Si=%
n, n n n

i i i i

A 100 (1 — a)% confidence interval for the summary odds ratio 6, is calculated as
follows (Formula 3.4):

Formula3.4 100 (1 - )% Confidence Interval for the Summary Odds Ratio 6

€Xp [ln(TMH(OR)) ~ Zun2 (vMH(OR) )1/2 ]SGS €Xp [1n(TMH(OR)) +Zz, (VMH(OR) )1/2 ]

Peto’s method can only be used to pool ORs.' It uses an inverse variance approach but
utilises an approximate method of estimating the log OR, and applies different weights. An
alternative way of viewing the Peto method is as a sum of ‘O — E” statistics. Here, O is the
observed number of events and E is an expected number of events in the experimental
intervention group of each trial.

The approximation used in the computation of the log OR works well when treatment
effects are small (ORs~1), events are not particularly common and the trials have similar
numbers in both experimental and control groups. In other situations, it has been shown to
give biased answers. As these criteria are not always fulfilled, Peto’s method is not recom-
mended as a default approach for meta-analysis.

For k studies, the pooled estimate of the OR is given by (Formula 3.5):

Formula 3.5 Pooled Estimate of OR (Peto’s Method)

TPETO(OR) = eXp

k
> (©0-E)
k

where
v,=E [(n-n)/n][(n=d)/(n-1)]

Of note, n, is the number of patients in the ith trial and 7, is the number in the new treat-
ment group of the ith trial, &, is equal to the total number of events from both treatment and
control groups and o, is the number of events in the treatment group. £, is the expected
number of events in the treatment group (in the ith trial) and is calculated as

E =(n;/n)d,



82 S.Saso etal.

For each study, two statistics are calculated. The first O-E is the difference between the
observed and the number expected to have done so under the hypothesis that the treatment
is no different from the control, E. The second, v, is the variance of the difference O-E. An
estimate of the approximate variance of the natural log of the estimated pooled OR is given
by (Formula 3.6):

Formula 3.6 Variance of Pooled 0dds Ratio (Peto’s Method)

_ K
Var(lnTPETO(OR)) = (va’]
=

A 100 (1 — o0)% non-symmetric confidence interval is given by (Formula 3.7):

Formula3.7 100 (1 - ct)% Non-symmetric Confidence Interval (Peto’s Method)

> 0-E)tz,, [T

k
vi

i=1

exp

All the methods discussed above have their merits and demerits which determine their use.
Peto’s method may produce biased ORs and standard errors when there is a mismatch in
the numbers of the two groups being compared.’’ If the number of studies to be pooled is
small, but the within-study sample sizes in each study are large, the inverse-weighted
method should be used. Conversely, if the number of studies to be combined is large, but
the within-study sample size in each study is small, the Mantel-Haenszel method is
preferred.”

It is now recommended that a continuity correction be used (adding 0.5 to each cell) for
sparse data except in cases where there is strong evidence suggesting that very little het-
erogeneity exists among component studies.?

Random Effects Meta-analysis

When there is some statistical heterogeneity, as detected by a statistically significant hetero-
geneity test, it will be implausible to assume that the 95% CI or imprecision of the summary
outcome reflects only between-patient variability. Therefore, the fixed effects model will
not fit the observed data well as the 95% CI will be too narrow. In the fixed effects analysis,
each of the studies in the systematic review is assumed fundamentally identical and is sim-
ply an independent random experiment done on an identical population of patients. In the
random effects analysis, it is assumed that all the studies are fundamentally different and
that the outcome of a study will estimate its own unique outcome, which differs from that
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of the other studies. Hence, each study outcome is not assumed to fluctuate around a fixed,
common population outcome but to fluctuate around its own true value. It is assumed, how-
ever, that each of these true values is drawn ‘randomly’ from some underlying probability
distribution; i.e., that of a ‘superpopulation’, commonly assumed to be of Normal
Distribution and, hence, the name ‘random effects’ analysis. That is, under a random effects
assumption, not only is each study performed on a sample drawn from a different popula-
tion of patients but that each of these populations is still taken randomly from a common
‘superpopulation’. A random effects analysis makes the assumption that individual studies
are estimating different treatment effects. Thus, the 95% CI in a random effects analysis,
reflecting the overall variability in the data, will be wider than that of a fixed effects analysis
because of both between-patient variability and between-study variability.'

The DerSimonian and Laird random effects method incorporates an assumption that
different studies are estimating different but yet related treatment effects. This method is
based on the inverse variance approach, making an adjustment to the study weights accord-
ing to the extent of variation, or heterogeneity, among the varying treatment effects. The
DerSimonian and Laird method and the inverse variance method will give identical results
when there is no heterogeneity among the studies (and also give results similar to the
Mantel-Haenszel method in many situations). Where there is heterogeneity, the confi-
dence intervals for the average treatment effect will be wider if the DerSimonian and Laird
method is used rather than a fixed effect method, and corresponding claims of statistical
significance will be more conservative. It is also possible that the central estimate of the
treatment effect will change if there are relationships between observed treatment effects
and sample sizes.

Formula 3.8 expresses this point mathematically, where 7, is an estimate of the effect
size and 6, is the true effect size in the ith study:

Formula 3.8

T.=0 +e,
where e, is the error with which 7, estimates 6, and
var(T) =1, +v,

where 7.* is the random effects variance and v, is the variance due to sampling error in
the ith study.

3.2.7.2
Heterogeneity Between Study Results

Sometimes, the variance between the overall effect sizes in each study might not be due to
random sampling variation but instead could be due to the presence of other factors inher-
ent within individual studies. This effect size variation due to slightly different study
designs is termed heterogeneity. If the results of each study differ greatly from each other
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and are deemed to be largely due to heterogeneity, then it may not be appropriate to con-
duct a meta-analysis in the first place. If a test for homogeneity shows homogeneous results
then the differences between studies are assumed to be a consequence of sampling varia-
tion, and a fixed effects model is appropriate. If, however, the test shows that significant
heterogeneity exists between study results then a random effects model is advocated. If
there is excess heterogeneity, then not even the random effects model could compensate
for this and the viability of the meta-analysis should be questioned. A major limitation
with heterogeneity tests is that these statistical tests will lack power to reject the null
hypothesis of homogeneous results even if substantial differences between studies exist.
This is because of a limited N number of studies available in each meta-analysis.

Although there is no statistical solution to this issue, heterogeneity tests should not be
abandoned as heterogeneity between study results can also provide an opportunity for
examining why treatment effects differ in different circumstances anyway. The causes and
sources to explain for heterogeneity need to be explored in detail after heterogeneity and
the degree of heterogeneity has been detailed.*

Assessing for the Presence of Heterogeneity

There are three ways to assess heterogeneity. First, one can assess the between-studies
variance — 2. However, this depends mainly on the particular effect size metric used. The
second is Cochrane’s Q test, which follows a chi-square distribution to make inferences
about the null hypothesis of homogeneity. The problem with Cochrane’s Q test is that it
has poor power to detect true heterogeneity when the number of studies is small. Because
neither of the above-mentioned methods has a standardised scale, they are poorly equipped
to make comparisons of the degree of homogeneity across meta-analyses.” A third more
useful statistic for quantifying inconsistency is P [= [(Q—df)/Q] x 100%], where Q is the
chi-squared statistic and ‘df’ is its degrees of freedom.?® This statistic is easier to utilise
because it defines variability along a scale-free range as a percentage from 0% to 100%.
This describes the percentage of the variability in effect estimates that is due to heteroge-
neity rather than sampling error (chance). Heterogeneity could be considered substantial
when this value is greater than 50%.

Graphical Display: Forest Plot

Results from each trial, together with their confidence intervals, can be graphically displayed
in a useful manner on a Forest plot (Fig. 3.5). Each study is represented by a black square and
a horizontal line, which corresponds to the point estimate and the 95% confidence intervals
of the outcome measure respectively. The dotted vertical line corresponds to no effect of
treatment (e.g., OR or RR of 1.0). If CI includes 1, then the difference in the effect of experi-
mental and control treatment is not significant at nominally tolerated levels (p>0.05). The
size (or area) of the black squares reflects the weight of the study in the meta-analysis while
the diamond represents the combined OR, calculated using a fixed effects model, at its centre
with the 95% confidence interval being represented by its horizontal line.’
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Fig.3.5 Graphical display of A
heterogeneity (Forest plot)
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Most of the studies, if they are homogenous in design and population will have overlap-
ping CIs. However, if CIs of two studies do not overlap at all, this is most likely because
of existing variation between the two studies, as well as presence of heterogeneity and not
likely due to chance. Other than graphically using a Forest plot, a numerical method could
be achieved via use of the y? (chi-squared test).'®

Most statistical packages will give values for the Chi-square and its corresponding
p-value. This is shown and explained in Fig. 3.4. This will help to assess how heteroge-
neous the results are. Furthermore, the combined outcome measure (OR/RR/WMD) will
have an absolute value, its 95% CI and its corresponding p-value (Z-effect p-value) to see
whether the results are statistically significant.

Sensitivity Analysis

The robustness of the findings of a meta-analysis needs to be assessed by performing a
sensitivity analysis. Based on what was presented previously, both fixed and random
effects modelling should be used. Secondly, the methodological quality of studies needs to
be assessed by scoring the quality of the studies on an arbitrary scoring scale or using the
scales mentioned above. The meta-analysis can be repeated for high-quality and low-quality
studies. Thirdly, significant results are more likely to get published than non-significant
findings and this can distort the findings of meta-analyses.?® The presence of such publica-
tion bias can be identified by stratifying the analysis by study size: smaller effects can be
significant in larger studies. If publication bias is present, it is expected that, of published
studies, the larger ones will report the smallest effects. However, exclusion of smaller stud-
ies has little effect on the overall estimate. The sensitivity analysis thus shows that the
results from a meta-analysis are valid and not affected by the exclusion of trials of poorer
quality or of studies stopped early. It also takes into account publication bias.”’
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Subgroup Analysis

The principal aim of a meta-analysis is to produce an estimate of the average effect seen in
trials of a particular treatment.” The clinician must make a decision as to whether his/her
patient is comparable to the patient group used in the meta-analysis. For example, off-
pump coronary artery bypass (OPCAB) surgery is shown to be more beneficial than on-
pump coronary artery bypass (ONCAB) surgery in high-risk groups or subgroups such as
the elderly and diabetics. Subgroup analysis shows a benefit whereas a meta-analysis com-
paring OPCAB to ONCAB technique in a general population may result in no superiority
being shown by either technique.

However, this method can produce findings which are conflicting. One of the OPCAB
RCTs used in the meta-analysis that primarily recruited females may show that OPCAB
surgery is harmful in the female population, yet the overall message of the meta-analysis
is that OPCAB surgery is superior to ONCAB in females. Stein’s paradox must be invoked
here.** Common sense suggests that gender has no bearing on the outcome so this RCT is
discounted and should female patients come to the clinic, they would still be offered
OPCAB surgery. The assumption is that inconsistent results are purely due to chance. But
even if some real differences exist, the overall estimate may still provide the best estimate
of the effect in that group.

Subgroup analysis could also be used to explain for heterogeneity by determining which
component of the study design might be contributing to treatment effect.

Metaregression

Metaregression is an extension of subgroup analysis. It is the analysis of any significant
effects between different subgroup populations of individual trials. Multiple continuous
and categorical variables could be investigated simultaneously at the same time. Using
metaregression, a better understanding of the causes for heterogeneity between study
groups can be found. However, metaregression has a number of significant limitations.
Firstly, the initial decision to perform a metaregression on a certain variable is entirely
observer dependent and hence is also prone to selection bias. This is the case for a meta-
analysis of RCTs. Furthermore, metaregression uses the aggregate outcome in each
study as its source data and hence might fail to detect genuine relationships between
individual variables or might not be able to ascertain the true effect size. Last but not
least, metaregression requires many studies (>10) and there is a risk of obtaining a spuri-
ous correlation for a variable especially when many characteristics are studied.

3.2.8
Conducting a Meta-analysis in the Surgical Context

The main differences between meta-analysis in surgery and that in other fields originate from
the reproducibility of treatments and variations in practice that are difficult to compare. The
outcomes of a surgical procedure depend on the level of experience of an operating surgeon.
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This is not the case in other areas of research such as drug trials where the intervention is
consistent and the drug acts in a uniform manner. Moreover, standardisation and reproduc-
ibility in surgical techniques employed by the surgeons are not always consistent. Also, poor
outcomes are less likely to be reported which further adds to publication bias.’’ The experi-
ence of a surgeon is one of the key confounders during comparative trials involving interven-
tions. Less-experienced surgeons have been reported to have relatively poorer outcomes.*
These issues have the propensity to add to study heterogeneity thus compromising the valid-
ity of a meta-analysis of clinical trials in surgery.

Similarly, early meta-analytical assessment of a new procedure or technique may give
a misleading picture of its efficacy because issues such as lack of competence of surgeons.
Competence is achieved after performing a set of repeated tasks. Factors determining com-
petence include experience, equipment and time. Procedural performance continues to
improve until a plateau phase is reached. This constitutes a traditional ‘learning curve’.

Meta-analysis of trials comparing an established intervention (A) and a newly developed
modality (B) may lead to a biased result favouring the latter. For instance, when a new
developed intervention (A) is compared against a conventional method (B), the established
modality will always be superior. This is because during the early years, surgeons learn how
to practice A before they achieve competence. Similarly, once A has been adopted widely,
it will be appear superior to B based on inadequate evidence such as lack of long-term out-
comes during the earlier years.** The correlation is that a meta-analysis done too early com-
paring two interventions could be disastrous. Meta-analysis done once the newer technology
has been accepted is also concerning. For example, in the use of beta-blockers versus pla-
cebo in the treatment of patients who had a myocardial infarction, from 1967 to 1980, most
head-to-head trials did not show any significant benefit of beta-blockade. A meta-analysis
done during these earlier years would probably have yielded negative results. A more recent
meta-analysis that included studies from 1967 to 1997, has instead shown that beta-block-
ade reduces premature mortality after a myocardial infarction by 20%.*

The year of publication of a study is a significant determinant of heterogeneity as popu-
lation characteristics and outcome data may change over time. Also the development in
technology and technical expertise may translate into unfavourable outcomes over a
defined period. All these factors need to be considered especially in surgical disciplines
where new technologies and techniques are continuously developed and the learning curve
is overcome progressively. Increasing accumulation of evidence with time improves the
integrity of results reported by a meta-analysis.*

33
Assessing the Quality of a Meta-analysis

Two instruments are commonly used to assess the quality of meta-analysis: Overview
Quality Assessment Questionnaire (OQAQ) scale and the Quality of Reporting of Meta-
analyses (QUOROM) checklist.*

The OQAQ was selected because it has strong face validity, it provided data on several
essential elements of its development, and had an available published assessment of its
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construct validity. The OQAQ scale measures across a continuum using nine questions
(items 1-9) designed to assess various aspects of the methodological quality of systematic
reviews and one overall assessment question (item 10). When the scale is applied to a
systematic review, the first nine items are scored by selecting either ‘yes’, ‘no’ or ‘partial/
cannot tell’. The tenth item requires assessors to assign an overall quality score on a seven-
point scale.”’

The QUOROM statement was chosen for assessing reporting quality. Although, this
checklist has not yet been fully validated, extensive work has been conducted and reported.
The QUOROM statement is comprised of a checklist and flow diagram and was developed
using a consensus process designed to strengthen the reliability of the estimates it yields
when applied by different assessors. It estimates the overall reporting quality of systematic
reviews. The checklist asks whether authors have provided readers with information on 18
items, including searches, selection, validity assessment, data abstraction, study characteris-
tics, quantitative data syntheses and trial flow. It also asks whether authors have included a
flow diagram with information about the number of RCTs identified, included and excluded,
and the reasons for any exclusion. Individual checklist items included in this instrument are
also answered in the same manner as above: ‘yes’, ‘no’ or ‘partial/cannot tell’.**

34
Pitfalls in Conducting a Meta-analysis

Not only is the QUORUM used to assess for reporting quality but it also helps to mark out
potential pitfalls in a meta-analysis. Although the aim of a meta-analysis is to reduce
uncertainty, there are instances in which the opposite can be true. In the hierarchy of evi-
dence, the systematic review is placed rightly at the top. However, similar systematic
reviews with opposite conclusions or those which contradict well-powered high-quality
double-blind RCTs are still possible.*

3.4.1
Conflicting Results Between Meta-analysis Compared to Large-Scale RCTs

Two important questions need to be answered. The first is whether meta-analyses of small
trials agree with the results of large trials. No absolute definition exists of what constitutes
a large trial, so separating small trials from large trials is not easy. Moreover, when consid-
ering the bigger picture, all trials add to the current base of evidence. The extent to which
small trials agree or disagree with larger ones is a multifactorial process. Selection bias
tends to skew the results. Large trials appearing in high-impact journals may have been
selected as they provide new insight into the merits and demerits of a particular treatment.
Furthermore, there may be less consistency for secondary end points than for primary end
points in different trials.

The second important question is whether meta-analyses can in fact validly substitute
large trials. It is known that meta-analyses and large trials tend to disagree 10-23% of the
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time, beyond chance. Clinical trials are likely to be heterogeneous, since they address dif-
ferent populations with different protocols. Patients, disease and treatments are likely to
change over time. Future meta-analyses may find an important role in addressing potential
sources of heterogeneity rather than always trying to fit a common estimate among diverse
studies. With this, meta-analyses and RCTs must be scrutinised in detail for the presence

of bias and diversity. Figure 3.6 summarises the above arguments.
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3.4.2
Why Does Bias Exist in Meta-analysis?

Most of the factors responsible for bias are because of assumptions used when combining
RCTs. The assumptions are as follows:

» Results of trials are true approximations to the actual true value of the outcome of study,
and are different between trials due to the presence of random chance and not due to
bias.

e Trials selected for combination are representative of all trials possible whether pub-
lished or unpublished.

» Studies being combined are sufficiently homogenous in population and methodology
such that they are combinable in the first place.

343
Types of Pitfalls in Conducting a Meta-analysis

With this, a list of problems faced by systematic reviews and meta-analyses becomes
apparent:

» Publication bias and other forms of reporting bias

* Variable quality of included RCT studies

» Bias and skew due to the presence of small study effects
» Selection bias/personal bias in the selection of studies

» Heterogeneity between individual studies

3.5
Pitfalls: Variable Quality of Included Trials

3.5.1
Importance of ‘Quality’

The quality of RCTs has a direct impact on the eventual quality and output produced by the
meta-analysis. If not properly designed, flaws within RCTs can produce aberrant results
which might not be a true reflection of the overall treatment effect. Hence, when incorpo-
rated into a meta-analysis, these flaws can trickle down to directly compromise and invali-
date both meta-analysis results and subsequent findings. This dependency of RCT results
in a meta-analysis is aptly termed: ‘Garbage in — Garbage out’ or GIGO effect.

3.5.2
So What is Quality in a RCT?

Quality is a multifaceted idea, which could relate to the design, conduct and analysis of a
trial, its clinical relevance, or quality of reporting.*’ It is important to assess the validity of
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the included studies because of its huge bearing on the quality of the review. Two types of
validity have been proposed, namely internal and external validity,*' and have been shown
to influence the analysis and conclusions of the review.

3.5.2.1
Internal Validity

Internal validity implies that the differences observed between groups of patients allocated
to different interventions may, apart from random chance, truly be due to the treatments
under investigation. It seeks to answer whether the research question is investigated in a
manner free from bias. Assessments of internal validity are therefore termed ‘assessments
of methodological quality’.

3.5.2.2
Quality of Reporting

The assessment of the methodological quality of a trial and the quality of reporting go hand
in hand. For meta-analysis researchers, it is a joy when a paper provides adequate informa-
tion about the design, conduct and analysis of the study in question.'” However, when
inadequate information is provided, the difficulty lies in whether one should assume that
the quality was inadequate or formally assess it by using different scales of quality.

353
Assessing the Quality of Reporting in RCTs

Many reviewers formally assess the quality of RCTs by using guidance from expert sources
including the Cochrane collaboration. Recently in the last decade, the concepts discussed
above have been ratified into the Consolidated Standards of Reporting Trials statement
(CONSORT). The CONSORT statement is an important research tool that takes an
evidence-based approach to improve the quality of reports in randomised trials. It offers a
standard way for researchers to report trials and is composed of a standardised checklist
and flow diagram for detailing the required conduct and reporting of methodology and
results in individual randomised controlled trial reports.

The inclusion of the CONSORT guidelines into journal publication criteria has improved
the quality of reporting in articles, made the peer review and editorial process more objec-
tive and has enabled systematic reviewers a greater ability in judging methodological qual-
ity for themselves.*

3.5.4
Dealing with ‘Small Studies Effects’

In effect, the CONSORT guidelines would become a natural addition to inclusion and
exclusion criteria and there should be no qualms in rigorously applying these criteria and
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dropping low-quality trials from a meta-analysis. This would help to reduce small studies
effect in a trial. However, this action of rejection should be done in such a way that it can
be assessed itself and it is recommended for a reject log to be kept for peer review if neces-
sary. In some instances, one might need to declare the total exclusion of current research
and express the need for better quality trials in the future in order to perform an adequate
meta-analysis!

3.5.5
External Validity

External validity gives a measure of the applicability of the results of a study to other
‘populations, settings, treatment variables, and measurement variables’.”® It deals with
situations where focus is on whether the results of a study can provide a correct basis for
generalisations to other circumstances. It should be noted that internal validity is a require-
ment for external validity because when the results of a flawed trial become invalid, the
question of its external validity automatically becomes redundant.'3

In recent years, large meta-analyses based on data from individual patients have shown
that important differences in treatment effects may exist between patient groups and set-
tings. For example, antihypertensive treatment reduces total mortality in middle-aged
patients with hypertension, but this may not be the case in an elderly population.* The
baseline characteristics of studies included in the meta-analysis must be similar. It would
only be appropriate to compare apples with apples and not apples with mangoes!

3.5.6
Why is Study Quality Important?

The quality of reporting and the methodological quality of meta-analysis must always be
of high quality.* It is worth remembering that the inclusion of poorly conducted studies in
the meta-analysis will result in poor results.

Full use must be made of quality scales, appreciation of the hierarchical structure of
studies (RCTs or observational studies) and sensitivity analyses.

3.6
Pitfalls: Bias

3.6.1
What is Bias?

Bias primarily affects internal validity and is defined as ‘any process at any stage of infer-
ence tending to produce results that differ systematically from [their] true values’.*' It
refers to ‘systematic error’, the effect of misleading conclusions from multiple replications
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of the same study. Sampling variation, however, leads to different effect estimates follow-
ing above replications despite ‘correct answers’ on average. This is known as ‘random
error’ and is because of imprecision, a term not to be confused with bias/risk of bias.

Therefore, bias can cause a systematic overestimation or underestimation in outcome
which leads to a GIGO effect on meta-analytic results. Hence, in the conduct of a meta-
analysis, a key assumption will be that any variability between individual RCTs is due to
random variation and not from the presence of bias.

The presence of bias and the extent to which it affects a particular study is usually
related to flaws in methodological analysis, conduct and design of clinical trials. It is more
appropriate however to focus on ‘risk of bias’, a more suitable phrase, because results of a
study can occasionally be unbiased despite methodological flaws. In addition, variation in
the results of included studies can be explained more accurately by differences in risk of
bias. These differences will highlight the more rigorous studies with more valid conclu-
sions and will indirectly help us to avoid false-positive/negative conclusions.

Bias is especially of concern within small powered unpublished studies as the method-
ological quality in smaller trials might not be as vigorous as compared to larger ones where
more time, effort and money might have be involved in the trial design. Moreover, as small
studies might not be published, their underlying methodology might not be assessed with
as much close scrutiny as during the editorial peer review process in journal publications.

Bias related to methodology design can be of five different kinds: selection, perfor-
mance, detection, attrition and reporting bias (Fig. 3.7).

Selection bias: Occurs when candidates in a study are preferentially selected into one
group compared to another based on prior knowledge of their pre-existing medical
condition.

Performance bias: Occurs if additional treatment interventions are provided preferen-
tially in one treatment group compared to another.

Detection/Assessment bias: Arises if the knowledge of patient assignment influences
the assessment of outcome. Yet again, blinding of the assessor/observer is the
solution.

Attrition bias: Arises where deviations from protocol and loss to follow-up lead to the
exclusion of patients after they have been allocated to their treatment groups, causing
a skew in aggregate treatment effect.

Reporting bias: Occurs when systematic differences between reported and unreported
variables are found. Several forms of reporting bias exist and will be dealt with in more
detail in subsequent chapters: Publication bias, Time lag bias, English language bias,
Citation bias, Duplication bias and Outcome reporting bias.

3.6.2
Assessing Potential Bias Inherent in RCTs

The use of high-quality trials in a meta-analysis, ideally prospective randomised double
blind controlled trials with an intention to treat policy during results reporting, would
eliminate many forms of bias.
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The solution to selection bias is randomisation which will create groups that are equally
comparable for any known or unknown potential confounding factors. Adequate randomi-
sation in the use of pre-generated allocation sequences and concealment of allocation
would ensure a standardised group of patients in both treatment and control. Ideally, ran-
domisation should be instituted where neither the investigator nor the patient knows the
allocation so that they are unable to guide which type of treatment should be used.

Randomisation, coupled with double blinding, where both patients and investigators
are prevented from knowing which group each patient is allocated to, would prevent detec-
tion and performance bias. The use of objective compared to subjective measurable out-
comes would also further make a trial less prone to assessment bias.*
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To reduce attrition bias, an intention to treat or ‘per protocol’ policy could be used. An
intention to treat policy dictates that all randomised patients should be included in the
analysis and kept in their original groups, regardless of their adherence or non-compliance
to the study protocol or loss to follow-up. Conversely, a ‘per protocol’ policy is where only
patients who fulfil all protocol directives are included in the analysis.

As a ‘per protocol’, analysis tends to ignore patients who have ceased treatment due to
possible adverse outcomes, an intention to treat policy is generally recommended.
However, an intention to treat protocol also depends on the use of assumptions to deter-
mine the eventual outcome of patients’ loss to follow-up. It has been recommended that
the conduct of both forms of analysis and any underlying comparative differences between
them would give the best level of available knowledge.*

Cochrane Handbook for Systematic Reviews of Interventions also describes various
methods for assessing bias. It describes a tool titled a ‘domain-based evaluation’, in which
critical assessments are made separately for different domains. Each type of domain,
described below, assesses a specific type of bias.*

Sequence generation: A well-designed RCT incorporates and specifies a statistically
sound rule for allocating a specific intervention to each patient. This rule has to be
based on a chance (random) process (e.g., computer random number generator, coin
tossing, shuffling envelopes) and must generate an allocation sequence, thereby allow-
ing an assessment of whether it produces comparable groups. Both this and the next
domain could only score positively when assessing RCTs.

Allocation concealment. Method employed to conceal the above allocation sequence
in sufficient detail to determine whether allocations could have been predicted in
advance, or during, enrolment. For example, using telephone or web-based randomisa-
tion or sequentially numbered, sealed envelopes.

Blinding of participants, personnel and outcome assessors: Measures used to remove
prior knowledge of which type of intervention a patient received from the patient
undergoing the surgery and from the surgeon performing the operation.

Incomplete outcome data: Lack of completeness of outcome data during the follow-up
period.

Selective outcome reporting: Study protocol, including the main aims and outcomes of
interest, is either incomplete or written with insufficient clarity. Not all of the pre-
specified outcomes are reported in the pre-specified way.

Other potential threats to validity that can be considered: Of interest is a detailed
description of the surgical methods employed, including whether patients were oper-
ated on by one or more surgeons and in one or more hospitals, and the diagnostic
methods applied to calculate the necessary outcomes (i.e., techniques and personnel).

3.6.3
Publication Bias

So far, only bias related to actual gathering of data have been considered, i.e., methods
involved in setting up the trial. Reporting bias is, on the other hand, related to the results’
publication process. ‘Publication bias’ is the main subgroup, occurring when the publication
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of research is reliant upon the nature and direction of results. If the research that appears in
the published literature is systematically unrepresentative of the population of completed
studies, publication bias occurs. This leads to the preferential publication of certain types
of trials compared to others resulting in a fraction of studies being published in an indexed
journal, leaving a larger body of research in the form of incomplete draft manuscripts,
presentations and abstracts unpublished. With this, a vast amount of research data could be
omitted from indexed bibliographic databases, and thus, becoming difficult to locate. This
data eventually is concealed away from systematic reviewers such that not all possible
clinical trials could have been included within a meta-analysis of a topic. The end result is
a meta-analysis which might not be truly representative of all valid studies undertaken
ending in the development of spuriously precise but inaccurate summary findings.'**
Rather frustratingly, wrong conclusions can then be drawn by readers and reviewers with
dangerous consequences (e.g., use of falsely deemed safe and effective treatment).

3.6.3.1
Why Does Publication Bias Exist?

Even though there is no consistent relationship between the publication of a study with
study design, methodological quality, study size or number of study centres, the publica-
tion of a trial is more likely when it shows either a statistically significant large effect in
the outcome for a new treatment (a positive trial) or when compared to existing treatments
(a non-inferiority trial). The publication of a trial is less likely when there are non-signifi-
cant findings, results with small effect sizes or negative findings (a negative trial).!**’

3.6.3.2
Reasons for Publication Bias in Negative Trials

Non-significant findings or negative findings are less likely to be published due to the
following:

» Editorial censorship of uninteresting findings
» Subjective peer review

» Conflicts of interests

» Self-censorship dealing with publication bias

3.6.3.3
Grey Literature

The validity and reliability of a meta-analysis is dependent on the results of the trials it
includes. To avoid publication bias, it is important to include trials found in the grey litera-
ture, i.e., those trials not published as a formal journal article (e.g., those found in confer-
ence abstracts, books, thesis, government and company reports and other unpublished
material).



3 Systematic Review and Meta-analysis in Clinical Practice 97

The most common type of grey literature is abstracts (55%). Unpublished data is the
second largest type of grey literature (30%). The definition of what is classified as unpub-
lished data is variable. It may include data from trial registers, file-drawer data and data
from individual trialists. Book chapters are the third largest type of grey literature (9%),
with unpublished reports, pharmaceutical company data, in press publications, letters and
theses making up the small remainder.

Furthermore, it has been shown that published trials showed an overall greater treat-
ment effect than grey trials. This may result in a more beneficial or detrimental effect if the
meta-analysis only includes published data. This is particularly important for meta-analyses
that contain only a few trials where the impact of excluding trials found in the grey litera-
ture has the greatest potential to introduce bias.

Nearly half of all abstracts presented at scientific meetings do not get published in full
as journal articles or there is a time lag of about 3 years before they do. Consequently,
when such abstract are identified, information about the trial, its methodological quality
and its results should be obtained by contacting the trialist.*

3.6.3.4
Preventing Publication Bias and Other Forms of Reporting Bias

As put forward by the Quality of Reporting of Meta-analyses guidelines for systematic
reviews in RCTs (QUORUM), a unified and an agreed-upon search strategy should be
implemented which is comprehensive, transparent and repeatable.’® There should be a
reported list of used search keywords and strings in more than one centralised database
which contains translated journal abstracts (e.g., Medline & Embase). This could be fol-
lowed up by searches through non-English-based journals as much as possible.

There are several options for finding unpublished studies. Peer consultation, i.e., net-
working with professional colleagues and contacting specific investigators who are known
to be active in the area can help identify additional studies and other investigators. Since
abstracts are often not included in computer indexes, it is necessary to manually review
special meeting issues of journals from the major professional organisations in the field.
This normally manifests itself in a form of a supplementary issue which might not always
be archived with the main bulk of journal issues in a library.

The National Institute of Health (NIH) and National Library of Medicine (NLM) also
maintain registries of clinical trials for some diseases. Furthermore, public non-profit
organisations can usually supply information about trials and other studies that they are
sponsoring. The Cochrane Collaboration has contributed significantly in the manual
searching and identification of controlled trials in English and non-English journals and
indexes, culminating in the Cochrane Controlled Trials Registry which has become the
quintessential database for trials. This registry contains a bibliography of controlled trials
as well as abstracts of reviews of the effects of healthcare.®

The amnesty offered by journal editors for unpublished trials by authors has also helped
to a degree and there is an increasing support for the publication of well-designed trials
with non-significant results.*

Through the initiatives set about by the International Committee of Medical Journal
Editors and the recently ratified Ottawa statement, a set of internationally recognised
principles for the prospective registration of all clinical research projects has been



98 S.Saso etal.

established.”>' This involves the mandatory registration of trial type and methodology
prior to commencement of the trial and the full disclosed reporting of results thereafter.
The Ottawa statement explicitly states:

at a minimum, results for outcomes and analyses specified in the protocol (as approved by
the institutional review boards/independent ethics committees), as well as data on harms,
should be registered regardless of whether or not they are published.”

This statement is now becoming a prerequisite criterion for acceptance for publication. The
implication for enforcement of study registration is that trials with results sponsored by phar-
maceutical companies would no longer be published unless they are initially registered in a
public database from the start; hence, reporting bias in all its forms could soon be minimised.

Currently, the Cochrane Controlled Trials Registry and the United States National Library
Clinical Trials Registry are well poised to fill the requirement for prospective registration;
newer registries pertaining to specific subjects of interest have also been established.*

It is also important to restrict the inclusion in systematic reviews of studies started
before a certain date to allow for the delay in publication of studies with negative results
in order to compensate for time lag bias.*’” The use of cumulative meta-analysis where re-
analysis is performed whenever new publications surface, would also help in reducing this
type of bias.

3.6.3.5
Assessing for Publication Bias

Even with the measures above, there is still a need to qualitatively and quantitatively assess
the presence of reporting bias through the use of graphical and statistical methods.

Funnel Plots

Funnel plots aid graphically to reveal the presence of publication bias — being a scatter plot
function of study effect size and estimated effect size.>>* The premise that larger studies
will have result estimates more precise while the opposite applies for small studies is true.
In an ideal setting where all possible published and unpublished trials are available, indi-
vidual studies would form a symmetrical inverted funnel with more precise results from
larger trials bunched up at the top and less precise results from smaller trials scattered sym-
metrically below.

An asymmetrical distribution can occur usually represented by a deficiency in a certain
region of the funnel which can be attributed to the skewed distribution of studies created
from publication or reporting bias.*® This is shown in Fig. 3.8a, b.

Statistical Assessment and Correction Tools

The visual inspection of funnel plots might be subjective at times and so statistical tests
for detecting plot asymmetry can also be used. Regression tests and rank correlation
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tests are some of the options available. Apart from this, various methods could be under-
taken to compensate for publication bias including the ‘trim and fill method’, the ‘fail
safe N method’ and ‘weight modelling’.>® Further discussion on how these statistical
methods are performed to achieve these means is unfortunately out of the scope of this
chapter.

However, funnel plot asymmetry might also be due to the presence of small study
effects whereby a skew in results exists because of lower methodology inherent in smaller
trials leading to spuriously larger treatment effects. The presence of heterogeneity whether
clinical or methodological together with a low N number of trials in a systematic review
can also contribute to asymmetry of results. One observational study on the use of funnel
plot tests has shown that in most cases the use of funnel plots to detect bias was inappropri-
ate and not meaningful.*
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Rank Correlation Test

The rank correlation test is used to derive a quantitative association between the effect
estimated and their variances. Smaller studies with larger variances will tend to have larger
effect size estimates. This test is commonly used as an adjunct to the funnel plot.’’

Linear Regression Test

To test the asymmetry of a funnel plot, a linear regression analysis of Galbraith’s radical
plot has been proposed. Further detailed evaluation of this test is required.*®

3.6.3.6
Statistical Methods to Correct and Adjust Publication Bias

Once publication bias is suspected, several methods are available for correcting this. If a
funnel plot looks skewed, it suggests that small negative studies are missing and one
approach is to analyse only the large studies or high-quality studies and eliminate the rest.
The second approach is to use ‘Rosenthal’s file-drawer method’. It aims to assess how
many new studies averaging a null result are required to bring the overall treatment effect
to being non-significant. In other words, it estimates the number of studies filed away by
researchers without being published.

The ‘Trim and Fill’ method is a simple rank-based complementary technique to forma-
lise the use of the funnel plot. Essentially, the number of ‘asymmetric’ studies on the right-
hand side of the funnel plot is estimated — basically these are studies that have no left-hand
counterparts. These studies are eliminated from the meta-analysis using standard meta-
analytic techniques — the ‘trim’ method. The true centre of the funnel is calculated. The
‘trimmed’ studies are then replaced and their missing counterparts ‘filled.” An adjusted
confidence interval is then calculated.”

The methods above that are used to assess bias are depicted in Fig. 3.9.

3.7
Pitfalls: Biased Inclusion Criteria

Similar to selection bias in trials, bias could also occur inherently within a systematic
review whereby systematic reviewers with foreknowledge of individual result studies
can manipulate the inclusion and exclusion criteria in order to preferentially select or
exclude positive or negative studies respectively leading to the shaping of an asym-
metrical skewed sample of data. The introduction of subjectivity is dependent on the
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investigators’ familiarity with the subject, their own pre-existing opinions and experi-
ence and their conflicts of interest.

3.7.1
Dealing with Personal Bias and Inclusion Bias

A number of techniques in systematic review design could aid in the reduction of this form
of bias. These can include the following:

* Prior agreement on selection criteria through consensus

* Pooling of search results between individual systematic reviewers

» Selection of results with use of distinct inclusion criteria by two individuals consisting
of experts and non-experts in the field of study with a third one acting as an arbiter

» Use of a reject log for all excluded articles

+ Blinding of systematic reviewers at the stage of selection criteria and critical appraisal
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3.8
Which Meta-analysis Should be Published?

The investigation of heterogeneity between the different studies is the main task in each
meta-analysis. A major limitation of formal heterogeneity tests is their low statistical power
to detect any heterogeneity, if present. Both informal methods such as comparing results
with different designs within different geographical regions and visual methods such as
funnel and radial plots should be used. Authors must make every attempt to deal with het-
erogeneity. Failure to do so should be looked at unkindly by the editors of journals.

As discussed previously, the issue of publication bias is inherent to meta-analysis.
Studies with non-significant or negative results get published less than those with positive
results. Also ‘replication studies’ conducted in epidemiology tend to get published less in
international journals as they do not add anything new to the literature.

Future research in the field of meta-analysis needs to focus on the deficiencies of vari-
ous meta-analytic methods. The influence of different baseline risks, the different quality
and type of exposure measurements made and the methods for pooling studies that have
measured different confounding variables all need to be taken into account. There is a need
for refined protocols for the undertaking and reporting of meta-analysis. The statistical
methods used in complex meta-analysis also need to be refined. Rigorous standards must
be deployed, as public health regulators will base their decision more and more on the
results of meta-analyses.®

3.9
Systematic Review of Observational Studies

RCT results are the most objective form of evidence on the ladder of evidence available for
a particular intervention. However, there are instances where RCTs are unfeasible and only
observational studies like cross-sectional studies, case control studies and cohort studies are
possible. This is especially so in studies which might involve small disease prevalence and
incidence, moderate effect sizes or long latency periods. In observation studies, the aim is
to confirm the association and quantitative assessment of degree of relation.

3.9.1
Use Cases for Observational Studies

An aetiological hypothesis generally cannot be tested in a randomised controlled setting.
The aetiological risk contributing to a particular disease might be low but still clinically
significant. When compounded with rare diseases of small incidences and prevalence, the
resultant fraction of individuals with the disease in a study directly attributed to the aetiol-
ogy risk might be extremely low. This makes the study of these individuals in a prospective
randomised controlled trial very difficult due to costs in terms of monetary expenditure,
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manpower and time. Moreover, the ramifications of exposing individuals to risk factors
make the randomisation of individuals to exposure and control groups unethical. In these
circumstances, a cohort or case control studies could be a better study design.’!

Even with the use of RCTs, observational studies would have to be undertaken in order
to ensure comprehensive cover in medical effectiveness research. RCTs can only establish
the efficacy of treatment and the more common adverse effects. This is because a ran-
domised controlled trial can only be performed within a finite amount of time and hence
less common adverse effects might not be picked up once the trial ends. Due to the lack of
long-term follow-up, late onset adverse effects which have a long latency before presenta-
tion might not be identified. Once late onset adverse effects are discovered, ethical, politi-
cal and moral obstacles would prevent the approval for a new prospective trial from being
conducted. In these circumstances, either case control studies or post-marketing surveil-
lance scheme analysis could aid in following up patients.*!

The conclusions derived from RCTs might not be so applicable in clinical practice. The
population enrolled into RCTs might differ from the average patient seen in clinical prac-
tice. Furthermore, the environment in which the trial is conducted might differ from clini-
cal practice since most trials are conducted in a tertiary university hospital setting where
more services and specialist advice could be attained. Demographically, a randomised
controlled trial could have excluded women, elderly and minority ethnic groups which
could prove to form a sizable bulk of patients in the real clinical setting. Observational
studies could plug in the gaps left by trials in this case.

3.9.2
Problems in Systematic Reviews of Observational Studies

The meta-analysis of observational studies would aid in combining results allowing for
increased power in the study of very rare exposures and risks. However, apart from the
different forms of bias as described in the previous section (Sect. 3.6), there are further
sources of bias in observational studies due to the nature of observational study designs.
The potential for bias to affect results in the meta-analysis of observational studies is much
greater than the one using RCTs such that even when meta-analysed, meta-analysis results
could be implausible or worse, spuriously plausible.
The major forms of bias in observational studies include the following:

* Confounding bias

* Subject selection bias/recall bias

» Heterogeneity in methodology and study populations
* Misclassification bias

3.9.2.1
Confounding Bias

Confounding bias occurs when a factor which is related to both the exposure and the disease
under study and its influence is not accounted for during analysis. It can be statistically
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removed by careful study design where individual variables thought to affect the exposure
and disease outcome are well documented and measured and with the use of variance analy-
sis methods, its influence can be removed from the findings. However, the correction for
confounding bias is still dependent on the ability to measure with sufficient precision the
magnitude of the confounding variable. If imprecise, residual confounding bias could still
be present. Moreover, unless actively looked out for, the confounding variable might be
overlooked entirely. This problem predominates in prospective and especially retrospective
cohort studies.

3.9.2.2
Selection Bias and Other Forms of Bias

For case control studies, it is bias within the study which is more of a problem. In order
to create the necessary study and control groups, selection criteria would need to be
made. Since the selection process is a non-blinded one, there is a great possibility of
selection bias. Furthermore, recall bias can occur whereby individuals in both study
group and control group might preferentially or subconsciously remember or forget key
factors in their individual recollections of exposure risk. This bias is dependent on
knowledge of group allocation which cannot be blinded from either investigators or
patients.

3.9.23
Heterogeneity in Study Methodology and Populations

Lastly, there is increased ‘between-study’ heterogeneity due to the usage of alternative
methodologies in different observational study designs. This poses a more complex under-
taking in the combination of individual summary results compared to RCTs. Moreover
some types of studies, i.e., ecological studies only have data with regards to populations
already exposed to the risk factor with no data for controls. This problem is in establishing
comparable groups for combination of results between ecological, cohort and case control
studies. The diversity of populations in epidemiology studies also makes useful summaries
for a given population difficult.

393
Solutions to Problems in Observational Studies

In view of this, a number of strategies have been recommended.

Similar to CONSORT guidelines for RCTs, a set of guidelines have been established to
allow for assessment of study quality of observational studies — Meta-analysis of
Observational Studies in Epidemiology (MOOSE). As with other guidelines described
above, it is also being established as criteria for publication in a variety of journals.
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Egger et al. have advocated more detail in individual subject data versus overall study
size. The collection of more detailed data on a smaller number of participants is a better
strategy for obtaining accurate results than from a study that is collecting cruder data from
a larger number of participants. More detail from individual subjects would allow for the
easier identification and measurement of potential confounding factors and its statistical
removal from the association between exposure and disease. If a precise measurement of
the confounding variable is not possible, the use of other studies to derive external esti-
mates of the confounding variable could be used in order to adjust for its influence.’!

Quantitative statistical synthesis’ should not be a prominent component of reviews of
observational studies. To enable for combination of data, comparable groups must exist.
Also consideration to possible sources of heterogeneity between observational study
results must be made. Heterogeneity due to methodological quality like the composition of
population under study, the level of exposure, the definition of disease in study, the pres-
ence of potential bias and confounding should be expected and accounted for. This can be
achieved via the use of sensitivity analysis or by stratification or regression. In sensitivity
analysis, the influence of different aspects of study methodology to meta-analysis results
could be fully realised. However if heterogeneity is in excess, a meta-analysis is not
recommended. Deciding on whether the differences are significant enough to warrant for-
mal combination of results is dependent on both scientific necessity and statistical
significance.’!

The meta-analysis of observational studies via the use of independent patient data could
allow for better focus on rarer conditions due to a larger available pool of subjects.
Moreover, subject selection bias could be removed via the application of stricter inclusion
and exclusion criteria. The standardisation of the removal of confounding factors is pos-
sible and with re-analysis, more valid and precise conclusions with regards to the exposure
disease relationship could be obtained. Even then, this pooling of data allows for optimal
subgroup analysis and sensitivity analysis to be undertaken. The meta-analysis of indi-
vidual patient data in general is detailed in the next section.

3.10
Other Types of Meta-analysis

3.10.1
Meta-analysis of Individual Patient Data

In a typical meta-analysis, the summary data from individual studies are aggregated and
combined together. If the required summary data is not present, it could either be derived
from pre-existing published data or if inadequate, a request can be made directly to the
original authors for this. Meta-analysis of individual patient data or ‘pooled analysis’ do
not utilise summary results. Instead, the datasets of individual trials are directly requested
from researchers, the data is standardised and merged together and overall summary over-
views are calculated from this merged dataset (Fig. 3.10).
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Fig.3.10 Different ‘silhouettes’ of meta-analysis

3.10.1.1
Advantages

The advantages of this form of meta-analysis are legion including the ability to check and
assess the implementation of trial methodology, the adequacy of randomisation, the demo-
graphics of individual test groups, the presence of gaps in data recording, the presence of
loss from follow-up and how intention to treat policies are implemented. Further to this,
the dataset could also be updated with a new round of follow-ups repeated with the aim to
complete any incomplete data records and if not possible a standard intention to treat pol-
icy could be implemented across all study results. The use of stricter inclusion and exclu-
sion criteria could also aid in standardisation. This is followed up by updated methods in
the analysis and derivation of summary results where subgroup analysis, the charting of
survival endpoints and survivorship studies could be performed. For all these features
mentioned above, the meta-analysis of independent patient data is considered a gold stan-
dard to other forms of systematic reviews.
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3.10.1.2
Disadvantages

In view of the need for patient datasets and follow-up of a large population of patients, the
implementation and conduct of Individual Patient Data (IPD) studies could be very costly
monetarily and time consuming. The provision of datasets is entirely dependent on coop-
eration of individual study authors and in some cases not all original data could have been
kept, some could have been destroyed.

3.10.2
Meta-analysis of Survival Data

Survival study poses a unique problem with regards to a meta-analysis. In survivorship
studies, the primary outcome of interest is the time from study initiation to an event occur-
rence (e.g., morbidity or mortality). Usually this data is plotted in a survivorship curve
(Kaplan—Meier curve) and then a summary statistic describing the survival trend is derived
(e.g., hazard ratio/log hazard ratio). A meta-analysis involves the combination of such
summary measure of survivorship data. However, there are a variety of methods and dif-
ferent types of summary measures available. Unfortunately, not all trials report a log haz-
ard ratio and hence this must be derived in order to allow for comparable results for
combination. As most survivorship data is censored, the extraction of accurate data is dif-
ficult which can involve either estimations via mathematical conversions from the pro-
vided summary data or via direct measurement from a survival curve. There might not be
enough summary data of sufficient quality in trial reports to derive out hazard ratios.
Furthermore, the extraction information directly from Kaplan—Meier curves in papers
introduces random measurement error and hence reduces the accuracy of results. In this
case, the use of individual patient data is ideal as individual datasets could be merged fully
to create a mega dataset and the summary statistic derived with far better precision.

3.10.3
Cumulative Meta-analysis

In comparison to a traditional meta-analysis which only covers a topic at a particular snap-
shot in time, cumulative meta-analysis encourages the process of performing a new or
updated meta-analysis prospectively every time a new trial is published. An example of
cumulative meta-analysis would be those present in the Cochrane Register of Systematic
Reviews with each individual systematic review being revised either after new trials have
been published or within a specified period of time (i.e., time to expiry).

The benefits of undertaking a cumulative meta-analysis are twofold. If done prospec-
tively, it allows for the continual updating of overview estimates such that if there are any
changes to estimates, it would be noticed earlier which leads to a faster, timelier response
in changing clinical practice. This can potentially save more lives and resources. If done
retrospectively, it allows for the exploration of effects of change in meta-analytical results
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when trials are added sequentially. When added by chronology, time lag bias and effect of
temporal changes in current practice and population could be observed. If additions are
undertaken by study size, influence of small study effects on the results of a meta-analysis
could be elucidated.

3.104
Mixed-Treatment Comparison (MTC) Meta-analysis

A relatively new concept is that of MTCs or ‘network’ meta-analysis. This method is used
where several treatment regimes e.g. A, B, C, D and E exist for a particular condition and
the surgeon wants to rank the benefits and harms of each treatment modality so that the
most superior one can be picked for patient care. The concept of heterogeneity is expanded
in MTCs. There may be inconsistencies between direct and indirect comparisons of the
same treatment. These may be due to sheer difference or bias.

There are several modelling methods used in MTCmeta-analysis. These methods are
beyond the scope of this book. Use of hierarchical Bayesian meta-analysis and multi-
parameter evidence synthesis methodology for MCTs allows the surgeon to incorporate all
the available evidence as opposed to the best available evidence. Answers obtained from
MCTs can be used to design new studies for which no direct evidence is yet available.'

3.10.5
Bayesian Methods of Meta-analysis

A Bayesian method signifies a unique method of analysis devoid of significance tests and
confidence intervals. The emphasis lies on a continuous evidence update. A Bayesian
analysis looks at uncertainty of quantities of interest and expresses them through a ‘prior
distribution’. ‘Likelihood’ seeks to explain the current data by addressing hypotheses as to
how that data was obtained. These two terms are combined to give us a mathematical sum-
mary of the quantities of interest, termed ‘posterior distribution’, which very much resem-
bles classical point estimates and confidence intervals. When conducting a meta-analysis,
the “prior distribution’ principle and particularly its width reveals uncertainty behind odds
ratio, risk ratio or mean difference calculations, i.e., any effect measure that is analysed as
well as its size. If only little information can be gathered, a ‘non-informative’ prior distri-
bution should be used thus ensuring that all values are equally likely.

Certain problems with Bayesian methods arise however. ‘Prior distribution’ creates a
problem as its modus operandi is based on beliefs about effects and, therefore, subjective
opinion. Automatically, one wonders how wise it is to combine the above with objective
results. When one delves deeper into meta-analytical processes, a conclusion arises where
non-informative prior distributions are required to reflect a position of prior ignorance. A
way of remedying such a problem within meta-analysis is to use external evidence or carry
out sensitivity analyses in order to demonstrate whether the conclusions actually rely on
any such beliefs or assumptions.*
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Despite this, further research into effects of Bayesian analysis is required, especially as
it has demonstrated several advantages over classical methods of meta-analysis. Bayesian
methods allow us to explore the relationship between treatment benefit and underling risk
and how influenced patients’ beliefs are by the study results. It adds a deeper flavour to
meta-analytical work by incorporating the idea of clinical outcome ‘usefulness’ as well as
often-ignored evidence, such as study variation and intervention effects. Finally, it must be
added that Bayesian calculations can only be carried out by WinBUGS software and not
RevMan.*

3.1
What is the Use of a Meta-analysis?

A well-conducted systematic review and/or meta-analysis are invaluable for practitioners.
Many of us feel overwhelmed by the volume of medical literature and, as a result, often
prefer summaries of information to publications of original investigations. Thus, such
types of evidence keep us abreast of the goings-on on a particular clinical topic. High-
quality systematic reviews and meta-analyses can define the boundaries of what is known.
They are extremely useful in health technology assessments and cost-effectiveness
analysis.

Furthermore, they identify gaps in medical research and identify beneficial or harmful
interventions. Investigators need systematic reviews and meta-analyses to summarise
existing data, refine hypotheses, estimate sample sizes and help define future research
agendas. Without these, researchers may miss promising leads or may embark on studies
of questions that have been already answered. Industry is particularly interested in meta-
analyses as it helps to direct resources to viable and beneficial health interventions.

Administrators and purchasers need integrative publications to help generate clinical
policies that optimise clinical outcomes using available resources. For consumers and
health policymakers who are interested in the bottom line of evidence, systematic reviews
and meta-analyses can help harmonise conflicting results of research. They can be used as
the basis for other integrative articles produced by policymakers, such as risk assessments,
practice guidelines, economic analyses and decision analyses.

However, meta-analysis is only one of the pillars of ‘evidence-based health care’ that
can be used to make clinical, professional and policy decisions.

3.12
Challenges of Conducting RCTs in Clinical Practice

Several problems of conducting RCTs in clinical practice especially in surgery have been
reported as discussed previously. One solution of overcoming known biases in surgical
trials is the ‘expertise-based RCT’. In this type of trial, a surgeon with expertise in one of
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the procedures being evaluated is paired with a surgeon with expertise in the other proce-
dure who should ideally be from the same institution. Subjects are randomised to treat-
ments and treated by a surgeon who is an ‘expert’ in the procedure. This study overcomes
some of the challenges associated with traditional orthopaedic RCTs including the caveat
that surgeons who wish to participate in traditional RCTs must be willing to perform both
techniques and that a lack of expertise or belief in one of the interventions under evaluation
may undermine the validity and applicability of the results.®> A recent survey of orthopae-
dic surgeons found that most would consider this type of study design as it may decrease
the likelihood of procedural crossovers and enhance validity because unlike the conven-
tional RCT, there is a low likelihood of differential expertise bias.®® Furthermore, positive
steps are being made with the advent of larger multi-centre trials.*

A significant proportion of the surgical literature is in the form of ‘observational stud-
ies’. It must be remembered that much of the research into the cause of diseases relies on
cohort, case control or cross-sectional studies. Also, observational studies can generate
significant hypotheses and have a role into delineating the harms and benefits of interven-
tions. To ensure the robustness of reporting observational studies, the STROBE statement
was created. It aims to assist authors when writing up analytical observational studies, to
support editors and reviewers when considering such articles for publication, and to help
readers when critically appraising published articles.®® All these steps will add to the qual-
ity of data that is used in future surgical meta-analyses.

3.13
Meta-analysis Software

The number of available packages has nearly doubled over the last decade. A detailed
cross comparison of all the available software to conduct meta-analysis is not within scope
of this book. However, a number of generalisations can be applied with choice of package
being dependent on use requirements. Pre-existing commercial general statistical pro-
gramme suites like SAS, STATA and SPSS have been enhanced by the provision of add-on
third party macro programmes which provide a limited set of basic functions for meta-
analysis. Standalone packages are purpose built for meta-analysis and tend to have a
greater variety of functions available and have greater methods of input, processing and
output modes. Some software is free such as ‘RevMan’ provided by the Cochrane Centre.
Others are commercial.

3.14
Conclusion

Like primary research, meta-analysis involves a stepwise approach to arrive at statistically
justifiable conclusions. It has the potential to provide an accurate, quantitative appraisal of
the literature. It may objectively resolve controversies. The greatest challenge in conducting
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a meta-analysis on a clinical topic is often the lack of available data on the subject, because
there are few high-quality, published studies with an acceptable degree of heterogeneity.

If meta-analyses are to continue to have a role in surgical decision making, clinicians
need to be able to perform, assess, compare and communicate the quality of meta-analyses,
particularly in areas where several meta-analyses are available.
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Diagnostic Tests

Catherine M. Jones, Ara Darzi, and Thanos Athanasiou

Abstract This chapter explains the basic diagnostic statistics used in medicine, and out-
lines the most commonly used statistics for estimating the diagnostic accuracy of diagnos-
tic tests. Principles of robust diagnostic study design are given to enhance both study
design and critical appraisal of the literature. The methods used to collate multiple study
results into a single diagnostic accuracy estimate through meta-analytical techniques are
also given, with explanations and assessment of each method.

4.1
Introduction

The evidence base for diagnostic test accuracy is growing in line with the realisation that
diagnostics are vital for effective treatment and high-quality patient care. The demands for
diagnostic testing are increasing every year, as is the technology of radiological and patho-
logical testing. Summary guidelines to incorporate clinical as well as financial impact are
becoming increasingly available as the amount of diagnostic literature grows. It is appar-
ent that whilst diagnostics has lagged behind the therapeutic specialties in evidence-based
practice, it is rapidly catching up.

This chapter outlines the principles and basic theoretical framework of diagnostic test
meta-analysis. For clinicians and researchers alike, an understanding of how to perform
and interpret diagnostic accuracy tests will be increasingly useful over the foreseeable
future.
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4.2
What Is a Diagnostic Test?

In its broadest context, a medical diagnostic test is any discriminating question which,
once answered, provides information about the status of the patient. Commonly used diag-
nostic tests include history and examination, laboratory investigations, radiological imag-
ing, clinical scores derived from questionnaires, and operative findings. Each situation will
be different, and the individual circumstances will determine which test, if any, is the most
appropriate. Regardless of the situation, a diagnostic test should be performed only if
patient benefit can be realistically expected.

Choosing a diagnostic test requires knowledge of its performance across different
patient populations. There is no benefit in applying a test to a population in whom there is
no evidence of diagnostic accuracy. Clinical experience and medical literature provide
information on reliable interpretation of results. Screening programmes, such as cervical
smears and mammograms, represent diagnostic tests on a grand scale.

43
How Do We Use Estimates of Diagnostic Accuracy?

Most clinicians are familiar with the concepts of sensitivity and specificity. Sensitivity is
the pickup rate of a test amongst people who are positive for the disease. A sensitivity of
80% means that 80% of all patients who truly have the disease will be identified by the test.
This means that on a test with high sensitivity, a negative result will rule out the disease.
In particular, screening tests are targeted towards exclusion of disease, as they are applied
on a grand scale to detect occult disease. If positive, the screening test is often followed by
other investigations with higher overall accuracy. Specificity, on the other hand, measures
the percentage of patients without the disease who are correctly identified as being nega-
tive on the test. A highly specific test, when positive, rules in the disease. Sensitivity and
specificity are calculated by comparing the test results against the results from an accepted
(‘gold’) standard.

Interpreting test results requires a threshold for the test to be positive. Dichotomous
results where the answer is ‘yes/no’ are easy to interpret. Continuous results, like serum
haemoglobin, require a diagnostic threshold for disease. For example, anaemia may be
diagnosed when the haemoglobin is low enough to meet criteria for iron supplementation.
Ordinal tests, with multiple ordered outcomes, require a decision about threshold to con-
vert the result into ‘yes/no’. Ventilation/perfusion scanning for pulmonary embolus is a
good example of this — the result may be low, intermediate or high probability. Categorical
variables with multiple non-ordered outcomes also require a definition of ‘disease’, for
example in genetic testing.

Whether incorporated into the test or not, a diagnostic threshold is required for an effec-
tive test. This may be based on guidelines which are in turn based on results in the medical
literature. Meta-analysis contributes significantly to evidence-based practice.
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44
Estimating Diagnostic Accuracy

True positive (TP), true negative (TN), false positive (FP) and false negative (FN) out-
comes are categorised according to concordance or discrepancy with the results from the
reference standard (Fig. 4.1). ‘True’ outcomes on the index test are those which agree with
the reference result for that subject. ‘False’ outcomes disagree with the reference result and
are considered inaccurate. The reference standard may be flawed but for the purposes of
diagnostic test accuracy is considered to produce accurate results in all patients. The ideal
diagnostic test produces no false outcomes.

Sensitivity, specificity, negative predictive value and positive predictive value are com-
monly encountered in clinical practice. Statistically, sensitivity is TP/(TP+FN) and speci-
ficity is TN/(FP+TN). Sensitivity is also known as True Positive Rate (TPR), whilst
(1 —Specificity) is known as False Positive Rate (FPR). Sensitivity and specificity are use-
ful when deciding whether to perform the test. Depending on the clinical scenario, high
sensitivity or specificity may be more important and the best test can be chosen for the
clinical situation.

Positive and negative predictive values (PPV and NPV) measure the usefulness of a
result once the test has been performed. For example, a PPV of 80% indicates that 80%
patients with a positive test result actually have the disease. A NPV of 40% indicates that
only 40% of patients testing negative are truly healthy. PPV is TP/(TP+FP) and NPV is
TN/(TN+FN). The ratios are calculated horizontally across the 2 x 2 table (Fig. 4.1).

Sensitivity and specificity are measures of the inherent accuracy of a diagnostic test and
rely on the reference standard being correct. As a pair of figures, they represent the accu-
racy of a test and as such are used to compare different test accuracies. PPV and NPV are
measures of clinical accuracy and provide the probability of a given result being correct.
In practice, both types of summary measures are reported in the literature, and the differ-
ence between them should be clearly understood.

Likelihood ratios are different statistics altogether. They give an idea of how a test
result will change the odds (rather than probability) of having a disease. The use of odds

REFERENCE STANDARD
* - TOTAL
¥ Le FP TP + FP
INDEX TEST ) N - -
TOTAL TP +FN TN + FP TP + FTNN+ FP +

Fig. 4.1 Two-by-two table for calculating sensitivity, specificity, PPV and NPV
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Odds
Probability

Probability / (1- Probability)
Odds / (1 + Odds)

Fig.4.2 Formulas for converting odds into probability

Positive Likelihood ratio (LR+) = Sensitivity / (1-Specificity)
Negative Likelihood ratio (LR-) = (1-Sensitivity) / Specificity
Post-Test Odds = Pre-Test Odds x Likelihood Ratio
DOR = LR+ /LR-

= Sensitivity / (1-Specificity)

(1-Sensitivity) / Specificity

= (TP x TN) / (FP x FN)

var {log(DOR)} = 1/TP +1/FP + 1/FN + 1/TN

Fig. 4.3 Formulas for commonly used measures of diagnostic accuracy

may be confusing to clinicians, and so it has not been as widely used as sensitivity and
specificity. However, the conversion of probability into odds and back again is simple
(Fig. 4.2). For example, a pre-test probability of 75% can be converted to odds of
0.75/0.25=3. The odds are 3 to 1. The odds of having the disease after the test result is
known (post-test odds) will depend on both the pre-test odds, and the likelihood ratios.

The positive likelihood ratio (LR+) indicates how the pre-test odds of the disease
change when the test result is positive. A high LR +indicates that a positive result is likely
to be correct. The negative likelihood ratio (LR-) indicates how the odds change with a
negative test result. The pre-test odds must be estimated by the clinician before the post-
test odds can be calculated. An overall measure of diagnostic accuracy is the diagnostic
odds ratio (DOR), which is used to compare different diagnostic tests. The formulas for
likelihood and diagnostic odds ratios are given in Fig. 4.3.

4.5
Traditional Diagnostic Meta-analysis Statistics

Meta-analysis aims to identify a clinical question and use the available data to produce a
comprehensive answer. The collective data provides more reliable and credible conclu-
sions than individual studies, provided that the methodology of the primary studies and
meta-analysis is sound. Diagnostic meta-analysis focuses on the performance of a test
across the range of studies in the literature. SROC analysis is the traditional method for
combining the results from multiple studies.

The variation in results (heterogeneity) across different studies is due to random chance,
errors in analytical methodology, differences in study design, protocol, inclusion and
exclusion criteria, and threshold for calling a result positive. The underlying quality of the
primary studies’ methodology and reporting should be assessed for contribution to the
heterogeneity of results.



4 Diagnostic Tests 119

4.5.1
Quality Analysis of Diagnostic Studies in Meta-analysis

Publication of poorly designed, implemented or reported studies leads to suboptimal appli-
cation and interpretation of diagnostic tests. The importance of accurate and thorough
reporting is now widely accepted, and published guidelines for diagnostic accuracy report-
ing are available. The QUADAS tool' for quality assessment of studies included in diag-
nostic test systematic reviews consists of fourteen items, each of which should be
considered separately as possible contributors to heterogeneity of results. Sources of bias
in diagnostic tests relate to flawed study design, population selection and investigator bias
(Table 4.1).

The QUADAS tool is designed to identify aspects of primary study design that influence
the accuracy results. Summary scores of study quality are inappropriate for assessment of
study quality effect on meta-analysis results, as a summary score may mask an important
source of bias.” Analysing each item in the QUADAS tool separately for effect on overall
accuracy is thus a more robust approach. Westwood et al.’ advocate univariate regression
analysis of each item against logDOR, with subsequent multivariate modelling of influen-
tial items (»<0.10 in the univariate model) to assess their combined influence on accuracy.
The effect of each item in QUADAS (or covariate, for the process is the same) is expressed
as the relative diagnostic odds ratio (RDOR). RDOR is calculated as the DOR when the
covariate is positive, as a ratio to the DOR when the covariate is negative. The identification
of design flaws, population characteristics, test characteristics and other case-specific
parameters which affect the reported accuracy can explain the heterogeneity of results and
sharpen the conclusions of the meta-analysis. A worked example is shown in Chap. 9.

4.5.2
Receiver Operating Characteristic (ROC) Analysis

The principles of diagnostic meta-analysis are based on receiver operating characteristic
(ROC) and summary ROC (SROC) curves, so they shall be discussed first.

Tests which produce a continuous variable result rely on a choice of threshold to decide
whether the overall result is positive or negative. The choice of threshold will necessarily
determine the number of TP, TN, FP and FN when compared to a reference standard test,
and so the sensitivity, specificity, PPV and NPV, likelihood ratios and DOR will all depend
on the choice of diagnostic threshold. The threshold is usually chosen with advice from the
literature or published guidelines.

The optimal threshold for overall accuracy is ascertained from the ROC curve. For each
threshold, a test has a given sensitivity and specificity. In ROC analysis, sensitivity is also
known as true positive rate (TPR), and (1 — specificity) is known as false positive rate
(FPR). Once the TPR and FPR are calculated for a given threshold, another threshold is
chosen, and calculations are performed again. Once all the (TPR, FPR) pairs for the test
are calculated, TPR is plotted on the vertical axis, and FPR is plotted on the horizontal
(Fig. 4.4). The range for TPR and FPR is zero to one, mapping the ROC curve over the unit
square, [0, 0] to [1, 1].
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Table 4.1 QUADAS tool for diagnostic meta-analysis quality assessment'

1 Was the spectrum of patients representative
of the patients who will receive the test in
practice?

2 Were selection criteria clearly described?

3 Is the reference standard likely to correctly

classify the target condition?

4 Is the time period between index test and
reference standard short enough to be reason-
ably sure that the target condition did not
change between the two tests?

5 Did the whole sample, or a random selection
of the sample, receive verification using a
reference standard of diagnosis?

6 Did patients receive the same reference standard
regardless of the index test result?

7 Was the reference standard independent of the
index test (i.e. the index test did not form part of
the reference standard)?

8 Was the execution of the index test described in
sufficient detail to permit replication of the test?

9 Was the execution of the reference standard
described in sufficient detail to permit its
replication?

10 Were the index test results interpreted without
knowledge of the results of the reference
standard?

11 Were the reference standard results interpreted
without knowledge of the results of the index
test?

12 Were the same clinical data available when test
results were interpreted as would be available
when the test is used in practice?

13 Were uninterpretable/intermediate test results
reported?
14 Were withdrawals from the study explained?

The ideal test threshold discriminates diseased from non-diseased subjects every time,
having TPR of 1 and FPR of zero (top left corner of the ROC graph). Intuitively, a test
which gives the incorrect diagnosis every time is simply the reverse of the ideal test, and
whilst is not clinically useful, is actually a highly diagnostic test (once its flaws are known).
The random test produces a TPR which always equals FPR, and the ROC curve is a straight
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Fig.4.4 Schematic ROC curve

diagonal line from [0, 0] to [1, 1] (Fig. 4.4). As the accuracy of the test improves, the curve
moves closer to the top left hand corner of the graph.

The area under the ROC curve (AUC) is a summary measure of test performance which
allows comparison between different tests. TPR and FPR values lie between zero and one
inclusive, making the AUC for a perfect test equal to one. The random test has AUC of 0.5.
An AUC closer to one (or zero) indicates a better test (with an AUC of zero corresponding
to the test which is incorrect every time).

453
SROC Meta-analysis

Whether meta-analysis of pooled data can be conducted depends both on the number and
methodological quality of the primary studies. Averaging the sensitivity and specificities
across the studies is invalid because the test criteria, population and clinical setting have
differed, leading to a relationship between sensitivity and specificity across the studies.
Even weighted averages will not reflect the overall accuracy of the test, as extremes of
threshold criteria can skew the distribution. Unfortunately for the meta-analyst, calculat-
ing sensitivity and specificity separately tends to underestimate test accuracy, as there is
always interaction between them. DOR is a summary statistic which involves both sensi-
tivity and specificity and is the statistic of choice to measure the overall diagnostic
performance.

On axes similar to that of an ROC curve, a [TPR, FPR] pair from each study included
in the meta-analysis can be plotted onto a pair of axes. The scatter-plot of data points



122 (M. Jones et al.

formed from these results forms the basis for the summary ROC (SROC) curve. The curve
is mapped over the data points, having been calculated through regression methods.

The principles of this regression are that logit (TPR) and logit (FPR) have a linear rela-
tionship when there is variety of thresholds in the primary studies, and that this relation-
ship can be exploited with a line of best fit (regression techniques).* The calculations and
regression equations are given in Fig. 4.5. Using linear combinations of the two variables
as the dependent and independent variables in the regression equation solves the dilemma
about the different ‘least squares’ solutions which would result from choosing one or the
other logit.*

D is equivalent to log(DOR), or the diagnostic log odds ratio. S inversely measures the
diagnostic threshold. High S values correspond to low diagnostic thresholds. D is mapped
against S on a linear axis curve, and the least squares line of best fit is fitted to the data. The
value of  reflects the interaction between accuracy and threshold. If 8 is zero, then the two
are independent and o estimates logDOR, the global accuracy measure. If § does not equal
zero, then there is significant interaction between threshold and accuracy, the curve is
asymmetric and a. is the estimated logDOR when sensitivity equals specificity. Once o and
B are calculated from the intercept and slope of the D-S line respectively, the model is
transformed back into the plane of (TPR, FPR), according to the equation given in Fig. 4.6.
The Moses model often incorporates weighting into the analysis, using study size or
inverse variance as the weights.

The SROC curve is plotted over the original (TPR, FPR) data points (Fig. 4.7), as both
o and f are estimated from the line of best fit in the logit plane. Calculation of area under
the curve is performed by integration of the above equation over the range (0, 1). If the
range of raw FPR data points is small, it may be necessary to perform a partial AUC over
the range of data. This is acceptable if the specificity of the test can be assumed to be simi-
lar in the target population which will receive the test in practice. Further information
regarding calculations of the SROC curve can be found in Moses* or Walter.’

A big disadvantage of SROC is that summary estimates of sensitivity and specificity
with their confidence intervals cannot be generated, as they are the independent and

Logit(TPR) = log {TPR/(1-TPR)}
Logit(FPR) = log {FPR/(1-FPR)}

(where log represents the natural logarithm)

D = o + BS
D = logit(TPR) - logit(FPR)

S = logit(TPR) + logit(FPR)

where « is the intercept value, and B represents the dependence of test accuracy on
threshold

Fig.4.5 Logarithmic transformation equations for SROC analysis

TPR= exp(e/(1-B)-[FPR/(1-FPR)](1+P)1-D
1+ exp(0/(1-P))—[FPR/(1-FPR)]1+P(1-

Fig.4.6 SROC curve calculations
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dependent variables in the model. This means that AUC is used as a summary value of
overall accuracy, which is less than ideal as it is not well understood by clinicians. The
clinical scenario may favour a test with high sensitivity or specificity, but not necessarily
both. Additionally, the values of sensitivity and specificity vary with the diagnostic thresh-
old, and so should one want to make inferences concerning average sensitivity and speci-
ficity, the analysis should be restricted to studies which have used the test at the same
threshold. This may reduce the number of available studies to a point where analysis
becomes unfeasible.

4.6
The Bivariate Approach to Diagnostic Meta-analysis

The bivariate approach, like the Moses model, acknowledges that sensitivity and specific-
ity are codependent.® As well as keeping the two-dimensional principles of sensitivity and
specificity intact, a single variable can be examined for effect on either sensitivity, specific-
ity or both. Unlike the Moses SROC analysis, bivariate modelling produces estimates of
sensitivity, specificity and their confidence intervals.

The bivariate model assumes that logit(sensitivity) and logit(specificity) are normally
distributed across the primary studies and are correlated to each other. This creates a bivar-
iate distribution (dependent normally distributed variables). Widely available software can
be used, as the underlying distributions are assumed to be normal, and linear functions are
used in the model. In addition, the use of random-effects makes estimating inter-study
heterogeneity in either sensitivity or specificity straightforward. However, the bivariate
model is more complex than the SROC model, and if further reading is desired, the papers
by Reitsma et al.® and Harbord et al.” are recommended.
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4.7
Hierarchical SROC Analysis

Hierarchical SROC (HSROC) is a multilevel approach to diagnostic meta-analysis that
examines heterogeneity both within and between primary studies by modelling both accu-
racy and threshold as random-effects variables.® At the intra-study level, the number of
positive results is assumed to be binomial. Threshold and accuracy are modelled as ran-
dom effects, and the interaction between them as a fixed effect. If accuracy does not depend
on threshold, this model is identical to the Moses approach. A second level of modelling
generates a HSROC curve using the estimated accuracy and threshold (assuming a normal
distribution). Estimates of sensitivity, specificity, likelihood ratios, DOR and other desir-
able endpoints like AUC can be produced at this stage.

The HSROC technique can also compare different tests from the same or separate stud-
ies. Study covariates (both intra- and inter-study) can be added into the model to investi-
gate sources of heterogeneity.

4.8
Comparing the Bivariate and HSROC Models

The bivariate approach examines the influence of covariates on sensitivity and specificity
(or both), whilst the HSROC model examines their influence on threshold or accuracy (or
both). If there are no study-level covariates, or the covariate(s) are assumed to affect both
variables in either model, the two models are identical. The HSROC method is more flex-
ible in that variables can be omitted from the model, depending on the individual situation.
The bivariate model, however, can be fitted using a variety of available software. Further
information is available in Harbord et al.”.

4.9
Final Remarks on Diagnostic Meta-analysis Techniques

Mastering the statistical techniques described above is an important (and necessary) step
in producing robust conclusions. However, it is equally important to consider the value of
performing the analysis, and carefully choose the clinical question which, once answered,
will most improve patient care. The patient and study characteristics which influence the
test accuracy will be known from experience and extensive reading; careful preparation
and sound statistical methodology will result in useful and welcome conclusions. However,
successful application of these conclusions to clinical practice ultimately relies on the abil-
ity of clinicians and health care managers to critique meta-analyses. Meta-analytical papers
are becoming more stringently reviewed with the increasing acceptance of QUADAS and
published guidelines for performance of diagnostic meta-analysis.
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HSROC is now the standard technique for diagnostic meta-analysis. Although in the
past it has been difficult to execute, Bayesian estimates have been shown to closely approx-
imate the results from SAS,” making it more accessible. A worked example is shown in
Chap. 9.
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An Introduction to Decision Analysis

Christopher Rao, Ara Darzi, and Thanos Athanasiou

Abstract Clinicians learn to balance the intended benefits of alternative treatments against
the risk of complications. Unfortunately, such implicit risk-benefit analysis is highly
vulnerable to bias.

Decision analysis is a powerful tool that can be used to combine the best available
evidence in order to aid clinicians in making rational decisions. It is most useful in com-
plex clinical situations where there is uncertainty about model parameters or where many
different outcomes can occur over different time scales. It can also be used as a tool to
incorporate patient preference for the desirability of different outcomes into the decision-
making process.

In this chapter, we explain the fundamental methodology and techniques used in deci-
sion analysis. We describe the potential applications of decision analysis in healthcare. We
also discuss the more advanced decision analytical techniques that may also be encoun-
tered within the literature.
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5.1
Introduction

Decision making is inherent to clinical practice. Clinicians learn to intuitively balance the
risk of negative outcomes resulting from alternative management strategies against the
intended benefits. Unfortunately, such implicit risk-benefit analysis is highly vulnerable to
bias for a number of reasons' and is problematic when decisions are complex and informa-
tion is uncertain.?

>3 and can be used

“Decision Analysis is a formalization of the decision making process
to overcome many of the weaknesses of intuitive decision making. It uses analytical tools
to combine information from several sources, synthesise data when empirical data is absent
or scarce, and explicitly explore the uncertainty associated with a decision.*

Decision analysis has its theoretical foundations in statistical decision theory,** a deriv-
ative of game theory described by von Neumann in the 1920s’ and shares common theo-
retical origins with expected utility theory.® It also has very close associations with
Bayesian statistical analysis, which is often applied to decision making.’ It has been widely
used in economics since the 1940s?; however, it was not used in healthcare until the late
1960s, when decision analysis was used to evaluate the outcomes of patients undergoing
surgery for oral cancer.'” Whilst decision analysis has not been widely used in healthcare
research in the past,' it is increasing being used to estimate the long-term outcomes of
healthcare interventions'>'?
analysis (Chap. 6).*

In this chapter, we explain the fundamental methodology and techniques used in deci-

and has become an important element of cost-effectiveness

sion analysis. We describe the potential applications of decision analysis in healthcare. We
also discuss the more advanced decision analytical techniques that may be encountered
within the literature.

5.2
The Role of Decision Analysis in Healthcare Evaluation

Healthcare evaluation has two facets.® The first is the process of measurement. The process
of measurement focuses on estimation and hypothesis testing using experimental studies,
focusing on relatively few parameters and the relationships between these parameters.
Often measured parameters are not of direct clinical importance, but are used as proxies
for more clinically relevant outcomes which are more difficult to measure. For example,
the effect of hypertension therapy on blood pressure is often measured rather than the
effect of the therapy on myocardial infarction or mortality as larger studies would be
required to detect statistically significant differences in these outcomes.

The second facet of clinical evaluation, decision analysis, involves using measured
information on current practice from multiple sources to inform future practice. Optimal
decision making requires identification of each possible strategy, knowledge of the likeli-
hood of future events, and an analytical framework for balancing future risk and benefits.
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Decisions are then based on the expected outcomes of each course of action. There should
be an acceptance that there will always be some degree of uncertainty associated with a
decision because of variation between individual patients, uncertainty associated with
measured parameters, and uncertainty associated with analytical assumptions.**

53
The Principles of Decision Analysis

It is often helpful to divide the process of decision analysis into five sequential
components®:

Identifying and bounding the problem

Structuring the problem, often using a decision analytical model

Acquiring necessary information or populating the model

Analysing the problem

Investigating the uncertainty associated with results of the analysis (sensitivity analysis
and alternative analysis)

A e

5.3.1
Identifying and Bounding the Problem

The first step is identifying the problem and breaking it down into manageable sections
(often referred to as bounding the problem). All alternative courses of action, events that
follow the initial courses of action, and relevant outcome measures should be identified.?

5.3.2
Structuring the Problem

In order to structure the problem, a decision analytical model is often constructed. This
frequently takes the form of a Decision Tree. The decision tree is used to link actions with
outcomes. It can then be used to calculate the probability and the value of outcomes. It is
a useful tool as it forces the clinician to consider all possible outcomes, their desirability
and the likelihood that they will happen.

Figure 5.1 illustrates a simple decision tree that was used to combine information on
mortality and complications following deployment of different types of stents for the pal-
liation of oesophageal cancer.' The decision tree is governed by a number of conventions;
it is constructed from left to right, earlier events and choices are depicted on the left, later
ones are depicted on the right. The decision tree consists of nodes and the lines that join
the nodes are called branches. The squares, or decisions nodes, represent clinical decisions
(e.g. whether a patient is treated with a metal or plastic stent). The circles represent chance
occurrences (e.g. whether a patient may suffer complications or require re-intervention
following stent insertion). Each possible chance occurrence has a probability assigned to
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Fig.5.1 A decision tree (Adapted from Siddiqui et al.'¥)

it, called a path probability that represents the likelihood that the particular event will
occur. The triangles or terminal nodes represent final outcomes such as death or a perma-
nent cure. All terminal nodes have “payoffs” associated with them (e.g. improved quality
of life or reduction in mortality). The payoffs and path probabilities are collectively called
model parameters.

533
Acquiring the Model Parameters

Model parameters should be based on the highest quality, most relevant evidence. Strategies
for searching and acquiring information should be explicit and comprehensive as models can
easily be biased by a failure to include important evidence. When evidence has been synthe-
sised, the methodology should be robust (Chap. 3).!" The same rigour should be applied to
ensure primary experimental or observational data is of a good quality. If data is used from
randomised controlled trials, its relevance in a “real-world” setting should be examined. Data
from observational trials should be examined for sources of potential bias.**

Often it is necessary to use expert estimation as there is an absence of information from
other sources. Methods most commonly used to formalise the process of expert estimation
such as the Modified Nominal Group (NG) and Delphi method focus on achieving consen-
sus and do not explore the uncertainty associated with estimates.'® This can limit the value
of estimates obtained using these methods in decision analysis which focuses on exploring
the uncertainty associated with a problem. If expert estimation is used, the reasons for
doing so, the values of the estimations and the uncertainty associated with those values
should be clearly justified.

534
Determine the Value of Each Alternative Strategy

To calculate the expected value for alternative courses of action, the values associated with
each outcome, weighted by the likelihood that each outcome will occur, are added together.
This is often called rolling-back the decision tree.
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Fig. 5.2 “Rolling back the tree” — Stage 1. A hypothetical example comparing coronary artery
bypass grafting (CABG) and percutaneous transluminal coronary angiogioplasty (PTCA) for the
treatment of stable ischaemic heart disease (IHD)
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This is achieved by first calculating the probability that each outcome will occur. As all
chance nodes theoretically represent independent events, this is achieved by multiplying
all probabilities between the decision node and the terminal node (Fig. 5.2). The expected
value of each outcome is the product of the probability that the outcome will occur and the
value or payoff associated with that outcome. The expected value associated with every
outcome that could result from a course of action is then summed to calculate the expected
value of that course of action (Fig. 5.3). Depending on whether a payoff has negative
implications (such as a monetary cost that must be incurred) or positive implications (such
as an improvement in quality of life), either a low or high expected value may be consid-
ered desirable.

53.5
Investigating Uncertainty

The explicit exploration of uncertainty is fundamental to decision analysis as there will
always be some degree of uncertainty associated with the results.>* This occurs for several
reasons. Firstly, there will be uncertainty associated with the true values of parameters
used to calculate input cost and effects (often called parameter or second-order uncer-
tainty).*® This often occurs because of practical problems in obtaining sufficient informa-
tion to compare interventions; in particular, valuing health states and obtaining detailed
costing data for newer interventions or interventions when long-term follow-up costs and
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Fig. 5.3 “Rolling back the tree” — Stage 2. A hypothetical example comparing coronary artery
bypass grafting (CABG) and percutaneous transluminal coronary angiogioplasty (PTCA) for the
treatment of stable ischaemic heart disease (IHD)

outcomes need to be considered.>** Secondly, there will be uncertainty because of indi-
vidual patient variation (often called first-order uncertainty, or heterogeneity when
explained and variability when unexplained). Finally, there will be uncertainty associated
with the study design. For example, in studies based on decision analytical models, there
will also be uncertainty associated with the model structure (see Chap. 6) whilst in experi-
mental studies, there will be uncertainty associated with sources of potential bias.'1*!8

Different methods are commonly used to explore different sources of uncertainty. The
effect of modelling assumptions and heterogeneity can be explored by adopting a refer-
ence case and conducting alternative analysis in which the effect of alternative modelling
assumptions is explored. Parameter uncertainty is explored by conducting sensitivity
analysis.

Sensitivity analysis can take the form of univariate (in which uncertainty associated
with the value of one input parameter is explored), multivariate (in which the combined
uncertainty associated with two or more parameters is explored) or probabilistic sensitiv-
ity analysis (in which the combined uncertainty of all model parameters is explored).®

5.3.5.1
Univariate Sensitivity Analysis

The simplest form of sensitivity analysis is univariate sensitivity analysis. In univariate
sensitivity analysis, a single input parameter is varied from its highest value to its lowest
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value. The expected value of each alternative course of action is recalculated as the value
of the input parameter is varied. If the optimum decision changes as the input parameter
varies, the result is said to be sensitive to the uncertainty associated with this input param-
eter. This process can then be repeated for all the input parameters.

5352
Multivariate Sensitivity Analysis

Often the combined uncertainty associated with two or more variables can cause the opti-
mum decision to change when the uncertainty associated with either of these variables
individually would not.

In order to explore the combined uncertainty associated with two input parameters,
two-way or bivariate sensitivity analysis is performed. Both input parameters are varied
from their highest to lowest value, and the model is recalculated for every combination of
values. Figure 5.4 shows how this can be represented graphically. The different shaded
areas represent the most effective strategy for different combinations of the two input
parameters. Two-way sensitivity analysis is most useful when the result is not sensitive to
either input parameters being investigated individually.

It is possible to perform three or four-way sensitivity analysis; however, it is time-
consuming, difficult to interpret the results and difficult to represent the results graphically.
Unless there are relatively few model parameters with associated uncertainty, then three or
four-way sensitivity analysis is of questionable value.
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5353
Probabilistic Sensitivity Analysis

In probabilistic sensitivity analysis, each parameter is assigned a probability distribution
that reflects the uncertainty associated with that parameter. The expected value of each
course of action is then recalculated several times (often 1,000 or even 10,000 times) with
each of the parameters randomly sampled from the probability distributions every recalcu-
lation."” Many authors argue that this represents the most robust method for exploring and
quantifying the uncertainty associated with a decision.?

The results of probabilistic sensitivity analysis can be presented as probability density
distributions of the expected value of alternative courses of action, or the incremental
expected value of one course of action compared to another. Figure 5.5a shows the distri-
bution of the incremental expected value (measured in Quality Adjusted Life Years) adapted
from a published decision analytical model."* Figure 5.5b shows the corresponding cumu-
lative probability distribution, suggesting that bypass surgery can be said to be the opti-
mum intervention with approximately 80% certainty.
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Fig.5.5 Graphical representations of the results of probabilistic sensitivity analysis. (a) Probability
density function. (b) Cumulative probability density function (Adapted from Rao et al.'?)
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53.5.4
Alternative Analysis

The uncertainty associated with model structure and variables such as population demo-
graphics cannot easily be investigated in sensitivity analysis. Consequently, several alter-
native analyses are performed to investigate the uncertainty associated with these factors.
For example, alternative analysis could be performed for male and female cohorts of dif-
fering ages, with appropriate morbidity and mortality.

5.4
Introducing Time Dependence

Whilst decision trees are powerful tools for analysing clinical decisions, they are cumber-
some when the effects of a clinical decision must be examined over several years.* In an
example from the literature, outcomes following two surgical techniques for replacing the
mitral valve are compared.”” Figure 5.6a shows a simple decision analytical model,
designed to compare outcomes after mitral valve replacement, with and without preserva-
tion of the sub-valvular apparatus over a one-year time horizon. Figure 5.6b, by contrast,
demonstrates that even when a relatively simple clinical problem is addressed over a lon-
ger time horizon, the tree becomes complex and analysis becomes difficult. An easier way
to deal with the problem of modelling the long-term consequences of a health care inter-
vention is to use Markov modelling or simulation.”

5.4.1
Constructing a Markov Model

In a Markov model (Fig. 5.7), a theoretical patient can exist in one of the several mutually
exclusive health states. At the end of a defined period (a year or 6 months for example)
called a cycle, a patient can continue to exist in that state, or can move to another state. The
likelihood that a patient will change states is called a transition probability. There are two
sorts of Markov model: a Markov-Chain Simulation, where the transition probabilities
remain constant in all cycles; and a Markov Process, where the transition probabilities can
vary as the cycles vary. For example, the baseline population mortality may increase with

Survive Operation

a With Preservation of Subvalvular appararus
Perioperative Mortality

Mitral Valve Replacement

Survive Operation

With Preservation of Subvalvular appararus

Perioperative Mortality

Fig. 5.6 Decision tree to investigate outcomes following mitral valve replacement. (a) One-year
time horizon. (b) Ten-year time horizon
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Fig.5.7 A simple Markov
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increasing patient age. To calculate transition probabilities from incidence obtained from
experimental, observational or meta-analytical data, the following formulas are used:

R=-1/Pxin(1—1)

T=1-exp ™

Where [=the incidence of the event of interest in the study population, P=the period over
which the data was collected, R=rate at which the event of interest occurs, T=the transi-
tion probability, C=the cycle length.

Some states, are called absorbing states, as when a patient enters this state, they cannot
leave, for example death. The simulation continues until the patient enters an absorbing
state or other defined criteria are fulfilled. For example, one of the termination conditions
could be that the simulation should terminate after ten cycles. If each cycle were 1 year in
duration, the time horizon would then be said to be 10 years. As a patient passes through
health states, in each cycle they accumulate benefits, or incur costs depending on which
states they pass through. The rewards that the hypothetical patient has accumulated during
the simulation are then added together to calculate the payoff of the intervention or course
of action for that particular patient.***!

5.4.2
Analysing a Markov Model

The Markov simulation is run several thousand times. The rewards that the hypothetical
patients have accumulated during the simulations are averaged to obtain results for a
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hypothetical cohort of patients. This is called microsimulation. It is an important approach
when evaluating interventions for infectious diseases as it can be adapted to model the
interaction between individual patients. A more computationally efficient method is to
sample expected values for all model input parameters and calculate the payoffs for a
whole patient cohort. In both cases, new values of the model input parameters are then
re-sampled and the process is repeated several hundred or several thousand times in order
to perform probabilistic sensitivity analysis, similar to the way a decision tree is
analysed.*

It is also possible to calculate the proportion of patients who where in each of the
Markov states during each cycle. This information can be used to construct survival curves
for patient cohorts following each intervention (Fig. 5.8).

5.5
Limitations of Decision Analysis

The challenges faced by those seeking to use decision analysis can be thought of as either
relating to populating the model or structuring the model.

* Many of the challenges faced by those seeking to undertake decision analysis relate to
the difficulty in acquiring estimates of model parameters. This is a particular problem
for new diagnostic tests, procedures or treatments where long-term data may be limited
and interventions may not have been directly compared. It is important to ensure the
model is generalisable and avoids bias when estimating model input parameters; conse-
quently, a robust search strategy for estimates of model parameters is essential.
Particularly, care must be taken when evidence is synthesised or expert estimation is
used to ensure that the methodology is robust and explicit.!®>-2?

» Decision analysis is a powerful tool that can be used to simplify or structure complex
clinical problems in order to assist decision makers. However, sometimes clinical prob-
lems are so complex that they cannot easily be reduced to a simple list of outcomes. In



5 AnIntroduction to Decision Analysis 139

complicated decision problems, it is also often exceedingly laborious and computation-
ally demanding to analyse the model.” Validating and exploring the uncertainty associ-
ated with model structure present a further problem, especially when there is limited
empirical evidence about the new intervention, or emerging disease that is being
modelled.”

Whilst structuring and populating decision analytical models are challenging, decision
makers have always faced challenges relating to the synthesis and interpretation of clinical
evidence. Arguably, the explicit structuring of clinical problems, synthesis and weighting
of evidence inherent in decision analysis is an improvement on the implicit and opaque
criteria previously used by decision makers previously.'®** In the words of the twentieth
century statistician George Box, ‘all models are wrong, but some are useful’.*

5.6
Conclusion

Decision analysis is a powerful tool that can be used to combine the best available evi-
dence in order to aid clinicians in making rational decisions. It is most useful in complex
clinical situations where there is uncertainty about model parameters or where many dif-
ferent outcomes can occur over different time scales. It can also be used as a tool to incor-
porate patient preference for the desirability of different outcomes into the decision-making
process.!!

Decision analytical modelling has been widely and successfully applied in the corpo-
rate world and defence sector for a number of years and research currently focuses on how
analytical techniques can be expanded to evaluate more complex strategic problems.'
However, it is not applied in many clinical situations in which it could prove most useful,
arguably because many within the medical profession and clinical research are unfamiliar
or even resistant to decision analytical techniques.!” The potential of decision analytical
modelling is being explored by the Medical Research Council, one of the largest funding
bodies in the UK. It is already fundamental to the National Institute for Health and Clinical
Excellence and National Coordinating Centre for Health Technology Assessment pro-
grammes'”*; and given its increasingly frequent appearance in the medical literature,” it is
likely that it will become more widely applied in clinical practice.
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An Introduction to Cost-Effectiveness
Analysis

Christopher Rao, Kathie A. Wong, and Thanos Athanasiou

Abstract Cost-effectiveness analysis is now widely used to evaluate whether the effect of
a healthcare intervention justifies additional expenditure. In this chapter, we outline the
principles of cost-effectiveness analysis and compare different types of cost-effectiveness
analysis. We discuss interpretation of cost-effectiveness analyses, graphical representations
of the results of cost-effectiveness data, the benefits and limitations of cost-effectiveness
analysis.

Abbreviations

CET Cost-effectiveness Threshold

HRQoL  Health-related quality of life

ICER Incremental cost-effectiveness ratio
NHS National Health Service

NICE National Institute of Clinical Excellence
NMB Net monetary benefit

QALY Quality-adjusted life years

WTP Willingness to pay

6.1
Introduction

Cost-effectiveness or Economic Analysis was developed to evaluate whether the effect of a
healthcare intervention justifies additional expenditure. It has been used by insurance com-
panies, governmental organisations and agencies,' manufacturers and clinicians to justify
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investing or withholding resources.>* The term cost-effective is often mistakenly applied
to an intervention which has been demonstrated to be effective without consideration of its
cost, or cost-saving in the absence of information about its effectiveness; however, both
costs and effects must be considered. Frequent misuse of the term undoubtedly contributes
to widespread confusion about its meaning.’

In this chapter, we outline the principles of cost-effectiveness analysis and compare dif-
ferent types of cost-effectiveness analysis. We discuss the interpretation of cost-effectiveness
data and the graphical representations of the results of cost-effectiveness analysis. Finally,
we discuss the strengths, limitations and applications of cost-effectiveness analysis.

6.2
Perspective

When only costs and benefits relevant to a particular organisation or group are considered,
the analysis is said to have been performed from the perspective of that particular organisa-
tion or group. For example, a patient perspective when all the costs incurred by individual
patients are included; a third-party payer perspective (either private such as an insurance
company, or public such as a government health programme) when all the costs incurred
by that organisation are considered; or a societal perspective when all costs and conse-
quences to all stakeholders within the borders of a country are considered.

The perspective adopted for cost-effectiveness analysis significantly affects estimates
of the costs and benefits associated with an intervention. For example, if we consider the
total cost of a hernia repair to a third-party payer, such as the government, we must include
the cost of pre-operative care, the cost of the procedure itself, the cost of outpatient follow-
up, the costs incurred in primary healthcare, and the potential costs of treating recurrence
of the hernia or complications of the procedure. If we consider the cost incurred by the
patient for the same procedure, all of the previous costs would be irrelevant and we would
only need to consider the cost of travel expenses and loss of earnings.

A standard perspective or “reference case” has been advocated by some authors?; how-
ever, there is no consensus on what perspective should be used in cost-effectiveness analy-
sis. Inthe UK, the National Institute for Health and Clinical Excellence (NICE) recommends
a National Health Service (NHS) (third-party payer) perspective'; however others favour a
societal perspective.? Ultimately, whatever perspective is adopted, it is important that it is
explicitly stated, as interpretation of cost-effectiveness data is impossible when the per-
spective is unclear.’

6.3
Measures of Effect

Cost-effectiveness analyses can be classified according to how outcomes (or effects) of the
interventions are measured. In this section, we will discuss the most frequently used
methods.
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6.3.1
Cost-Minimisation Analysis

In cost-minimisation analysis, it is assumed that alternative interventions are equally effec-
tive. Interventions are compared simply on the basis of cost. This method does not facili-
tate examination of uncertainty associated with the relative effectiveness of interventions.
As we can rarely be sure that two interventions are equally effective on every occasion in
all patients, cost-minimisation analysis is not an appropriate study design in most cases,
and is no-longer widely used.®

6.3.2
Cost-Effectiveness Analysis

The term cost-effectiveness analysis is confusingly also commonly applied to a subset of
economic analysis in which the effect can be any non-monetary parameter that relates to
the effect of the interventions, for example “cost per episode free day” for chronic dis-
eases,’ or “cost per case detected” for a diagnostic tests.!® This allows comparison of alter-
native interventions for the same disease within the same field, for example surgical
management and conservative therapy for peripheral vascular disease. It is not, however,
possible to compare the cost-effectiveness of interventions for different diseases.’

6.3.3
Cost-Benefit Analysis

In cost-benefit analysis, both the costs and effects are expressed in monetary units. This
has significant advantages and disadvantages. Unlike other forms of analysis cost-benefit
analysis evaluates the absolute benefit of a programme without reference to other interven-
tions, and if the costs (inputs) are less than the effects (outputs), than the programme can
be considered cost-effective.” The other significant advantage of cost-benefit analysis is
that it facilitates comparison of healthcare interventions with other public spending, for
educational or infrastructure projects.®

The disadvantages of cost-benefit analysis are related to the ethical and practical prob-
lems associated with valuing morbidity and mortality. Many authors object to cost-benefit
analysis, arguing that valuing health in monetary terms implicitly favours health-interven-
tions for diseases of the affluent. Others find valuing human life distasteful. For these
reasons, cost-benefit analysis is rarely used in healthcare.””’

6.3.4
Cost-Utility Analysis

Whereas cost-effectiveness analysis uses natural, programme-specific, measures of effect
such as symptom-free day,’ cost-utility analysis uses quality-adjusted measures of effect,
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for example Quality-Adjusted Life Years (QALY), Health-Adjusted Life Years (HALY) or
Disability-Adjusted Life Years (DALY).® Many authors either make no distinction between
cost-effectiveness and cost-utility analysis® or argue that cost-utility analysis is a subtype
of cost-effectiveness analysis.’

Cost-utility analysis has several advantages: it allows consideration of both mortality
and morbidity from all causes when evaluating the effectiveness of an intervention, it
facilitates comparison of cost-effectiveness between healthcare disciplines, and allows
values to be attached to outcomes which are considered good or bad.*” As QALY are per-
haps the most commonly used measures of effect in cost-effectiveness analysis, we will
discuss them in more detail in the following section.

6.4
The Quality-Adjusted Life Year

The concept of the QALY was first introduced in 1968,'" and the term “QALY”” had become
widely used by the late 1970s."> QALY account for the effect an intervention on either the
length or quality of life by multiplying the change in Health-Related Quality of Life
(HRQoL) (quantified using a utility score) by the change in the length of life, as follows>:

AQALYs = AUtility of Health State X ALength of Life

Utility scoring can be thought of as a method of quantifying the strength of a patient’s prefer-
ence for a particular health sate or outcome. Conventionally, a utility of 1 is deemed to be
equivalent to perfect health and 0 is deemed to be equivalent to death. Most health states are
assigned utility values that are between 1 and 0, with health states considered worse than death
assigned negative values. There are several methods for determining utility values such as
interval scaling, the standard gamble and the time trade-off methods. Unfortunately, these
methods are time consuming and conceptually difficult for the patient. Alternatively, pre-scored
multi-attribute health status classification systems such as the EQ-5D system formulated by the
EuroQol Group (www.euroqol.org), the Quality of Well-Being (QWB) questionnaire, the
Health utilities Index (HUI) and the Short form 6D (SF-6D) can be used. These consist of
questionnaires with scoring systems that have been validated in large population groups.>>’

As all methods for quantifying utility are grounded in economic decision theory, their
validity and consequently the validity of QALY are dependent on important assumptions.
It is assumed that patients will behave rationally to maximise their personal satisfaction or
utility, that they are willing to trade years of life in a given health state for fewer years in a
better health state, and that patients are risk neutral.” Several authors suggest that these
assumptions may not be valid in clinical practice. In particular, studies have suggested that
not only is there considerable variation between participants in their attitude to risk, but the
same participants often have different attitudes to risk in different circumstances or even
in the same circumstance when questioned differently.'

It has also been argued that QALY do not reflect societal preferences. For example,
implicit in cost-effectiveness analysis is the assumption that QALY are equally valuable no
matter at what age and to whom they are assigned. Whilst this may appear egalitarian,
society may prefer to assign QALY to a patient who is very ill rather than to a patient who
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is comparatively well; or to a patient who has been ill most of their life, rather than to a
patient who has been well most of their life.”

It is argued that the QALY represent a close enough approximation of individual and
societal preference to justify their use, despite the weaknesses described,? and in the absence
of functional and robust alternatives, they are widely used in cost-effectiveness analysis.

6.5
Discounting

Most people would rather have $100 now rather than $100 in 10 years time, even when the
$100 is adjusted for inflation. This is called “positive time preference” and occurs for sev-
eral of reasons. Firstly, future financial gains are less valuable than current gains as society
is becoming wealthier. Secondly, individuals are generally risk averse, often preferring
definite returns now to possible returns in the future. Finally, there is no opportunity to use
or invest future financial gains (so-called opportunity cost).”

For these reasons, future costs are devalued, or discounted, in cost-effectiveness analy-
sis using the following formula:

X=C /(+ry

Where X=the discounted future cost, q =the future cost, incurred at year=y and r=the
annual discount rate.

Discounting outcomes is more controversial. The current convention is to discount all
benefits of an intervention even when they are not monetary as most people would prefer to
have a year of perfect health now rather than a year of perfect health at the end of their life.
Critics argue, however, that health benefits are not transferable like monetary benefits.

In the UK, the discount rate is currently set by the treasury at 3.5% for all public service
projects and NICE recommend using the limits of 0-6% in sensitivity analysis.!” The
United States Panel on the Cost-effectiveness of Medicine recommended a discount rate of
3% (0-5% for sensitivity analysis),” whilst the World Health Organisation recommends
3% (0-6% for sensitivity analysis)."* However, many authors continue to use 5% in order
to facilitate comparison with the large body of published data based on a discount rate of
5%. Most cost-effectiveness analyses do not account for inflation as it is assumed that all
costs will inflate at the same rate.’

6.6
Interpreting the Results of Economic Analysis

6.6.1
The Incremental Cost-Effectiveness Ratio

When an intervention is both less costly and more effective than the alternative, it is clearly
more cost-effective and is said to be dominant. However, it is more problematic when the
more effective intervention is also more costly: which intervention should the decision
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maker choose? As this situation commonly accompanies innovation in healthcare, the
results of cost-effectiveness analysis are often expressed using an Incremental Cost-
Effectiveness Ratio (ICER). The ICER represents the ratio of the difference in costs
between interventions, to the difference in effectiveness between interventions. It is calcu-
lated as follows:

CX
ICER=——>
E -E

x ¥

Where C =the cost of intervention X, Cv=the cost of intervention Y, E =the effectiveness
of interventions X and £ =the effectiveness of interventions Y.

There are two ways in which to interpret the ICER. It can be compared to the ICER of
other interventions or it can be compared to a Cost-Effectiveness Threshold (CET).

6.6.2
Ranking Cost-Effectiveness Ratios

There was a trend to rank cost-effectiveness ratios to allow readers to put them into per-
spective (Table 6.1). Cost-effectiveness ratios are now rarely ranked in this way as in order
to interpret “league tables,” there must be methodological homogeneity between studies.’
This seldom occurs.'>!* Ranking cost-effectiveness ratios is also criticised because it does
not account for the uncertainty associated with the ratios.’”

6.6.3
The Cost-Effectiveness Threshold

Inherent to the cost-effectiveness “league table” as a tool to inform decision makers is the
idea that, going down the table, at some point, the interventions will cease to be cost-
effective. The cost-effectiveness ratio at this point could be termed the Cost-Effectiveness
Threshold (CET). If the ICER of an intervention is less than the CET, it can be said to be

Table 6.1 Cost-effectiveness league table

Intervention ICER (£/QALY)

Cholesterol testing and diet therapy only (all adults, aged 40-69) 220
Pacemaker implantation 1,100
Cholesterol testing and treatment 1,480
Kidney transplant 4,710
Neurosurgical intervention for malignant intracranial tumours 107,780

Source: Adapted from Drummond et al.’
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cost-effective. The CET represents the amount that the healthcare provider is prepared to
pay for an improvement of one QALY.’

Anecdotal evidence that different CETs are applied in different areas of healthcare in
the UK'® suggests that decision makers consider socio-economic factors as well as cost-
effectiveness when determining research allocation. Critics of a universal CET argue that
it fails to account for social priorities such as equity or disease burden. It is also argued that
the amount that a healthcare provider is willing to pay for health improvement cannot be
independent of the cost of implementing health improvement programmes.” For example,
a healthcare provider may not be able to afford to implement the most cost-effective and
expensive intervention and might instead be compelled to choose a cheaper and less cost-
effective alternative. Whilst decision analytical tools are being developed to maximise
benefits within the constraints of a finite budget,' their complexity currently makes wide-
spread application in healthcare problematic and the details of these modelling techniques
lie outside the scope of this book.

Other critics of the universal CET argue that it has no place in cost-effectiveness analy-
sis as researchers, who have no expertise in policy making, should not state whether an
intervention is cost-effective and should simply provide decision makers with the facts.®
The desire by researchers to put their results into context is however natural and legiti-
mate.” Furthermore, the distinction between researcher and policy maker is often not
clearly demarcated, and often the adoption of new technology is driven by clinicians and
not policy makers.

Despite these criticisms of the CET, it is a useful tool which is widely used and
accepted in the published literature and by national healthcare intervention assessment
programmes. The CET of US$50,000/QALY is often used in the published literature. A
study of the decisions of the Australian Pharmaceutical Benefit Advisory Committee sug-
gests that they are unlikely to accept interventions with an ICER in excess of AUS
$76,000/QALY and unlikely to reject an intervention with an ICER of less than AUS
$42,000/QALY. In the UK, NICE loosely apply CET of £30,000/QALY in cases where
efficacy is proven and £20,000/QALY in cases where clinical effectiveness is more
controversial.”

When the incremental cost is plotted against the incremental effect, this is called the
cost-effectiveness plane.® The CET and ICER can be plotted on the cost-effectiveness
plane (Fig. 6.1). The quadrants of the cost-effectiveness plane are often numbered from
I to IV, starting in the top right-hand quadrant. If we plot the incremental cost against the
incremental effect for an intervention and it lies in quadrant II, the intervention is cost-
effective and said to be dominant, as it is both cheaper and more effective. If it lies in
quadrant I'V, it is said to be dominated as the alternative intervention is both cheaper and
more effective than the intervention. If it is in quadrant I above the CET, then the inter-
vention, despite being more effective, is said to be too expensive. Conversely, if it is
below the CET, greater effectiveness is thought to justify the extra costs and the inter-
vention is cost-effective.®’ It is more problematic if the plot lies in quadrant III as it has
been suggested that the compensation that patients expect when they forego a more
effective intervention is considerably more than they are prepared to pay for the same
programme. Consequently, the CET would probably look more like the solid grey line in
quadrant II1."7
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6.6.4
The Willingness-to-Pay Threshold

The notion that an intervention is cost-effective if the ICER is less than the CET can be
expressed as follows:

AC/AE<T

Where AC=the incremental cost, AE=the incremental effect and T=the cost-effectiveness
threshold.
This can be rearranged to:

TAE-AC>0

“TAE — AC” is called the Net Monetary Benefit (NMB).

As it represents the amount a healthcare provider is willing to pay for an increase in
effectiveness of AE, minus the associated increase in costs, AC, an intervention can be said
to be cost-effective if:

NMB=TAE-AC>0

As the willingness-to-pay threshold (WTP) (which is analogous to the CET) is generally
unknown, the results of cost-effectiveness analyses can be presented graphically in the
following way (Fig. 6.2). The advantage of presenting the results in the form of a linear
function of the WTP and NMB is that it is easier to manipulate and interpret than a ratio of
incremental costs and effects.”'®

6.7
Handling Uncertainty

The explicit exploration of uncertainty is important in cost-effectiveness analysis as there
will always be some degree of uncertainty associated with parameter and individual patient
variation (see Chap. 5). There will also be uncertainty associated with the study design.
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Fig. 6.2 Threshold analysis
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For example, in studies based on decision analytical models, there will also be uncertainty
associated with the model structure (see Chap. 5) whilst in experimental studies, there will
be uncertainty associated with sources of potential bias.>®"!%

Different methods are commonly used to explore different sources of uncertainty. The
effect of modelling assumptions and different patient populations on the cost-effectiveness
of an intervention can be explored by adopting a reference case and conducting alternative
analysis in which the effect of alternative modelling assumptions is explored. Parameter
uncertainty is explored by conducting sensitivity analysis.

6.7.1
Sensitivity Analysis

Sensitivity analysis can take the form of univariate, bivariate or probabilistic sensitivity
analysis (see Chap. 5).° Probabilistic is recommended in several guidelines for economic
analysis, and consequently now appears more frequently in the literature than univariate
and bivariate sensitivity analysis.'

Probabilistic sensitivity analysis in a cost-effectiveness study is performed using a simi-
lar method to probabilistic sensitivity analysis of decision analytical data. Each parameter
is assigned a probability distribution that reflects the uncertainty associated with that
parameter. The incremental cost and effect is then recalculated several times (often 1,000
or even 10,000 times) with each of the parameters randomly sampled from the probability
distributions every recalculation.'® The ICER can then be calculated from the mean incre-
mental cost and effect.

6.7.2
Interpreting the Results of Probabilistic Sensitivity Analysis

It is conceptually difficult to quantify the uncertainty associated with the ICER using con-
ventional statistical tools, such as the mean and standard deviation, as a negative ICER
could result from the incremental cost being negative and the incremental effect being
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positive (i.e. the intervention is dominant) or the incremental cost being positive and the
incremental effect being negative (i.e. the intervention is dominated).

This problem is often overcome in the literature by plotting the results of each model
recalculation from the probabilistic sensitivity analysis on to the cost-effectiveness plane
(Fig. 6.3). This allows the reader to make rough approximations of the proportion of points
that fall into each quadrant or lie below the cost-effectiveness plane. The number and den-
sity of plots, however, make it impossible for the reader to quantify the results of sensitiv-
ity analysis. This method is also problematic because the CET is rarely known, and as
Fig. 6.4 illustrates, if the position of the CET on the plane changes, the proportion of plots
that lie below the cost-effectiveness plane will also change.”'®

* Microsimulation
@ ICER
a —CET (30,000 £/QALY)
E * L3 -
g
0.4 0.8

Fig. 6.3 The Cost-effectiveness plane showing the results of probabilistic sensitivity analysis
(Adapted from Rao*)

+ Microsimulation
2000 @ ICER
= CET (30,000 E/2ALY)
1600°4. ? 8 —CET (20,000 £/QALY)
R IS .y - . o ——CET (10,000 £/A3ALY}
; 3 — CET (5,000 £/0ALY)
——CET (2,000 CIQALY)
— CET (1,000 YOALY)

Fig. 6.4 The Cost-effectiveness plane showing the effect of different cost-effectiveness thresholds
(Adapted from Rao*)
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The willingness-to-pay or cost-effectiveness acceptability curve (Fig. 6.5) is a useful
alternative to the cost-effectiveness plane for presenting the results of a probabilistic sen-
sitivity analysis. For each WTP, the proportion of the model recalculations that are below
the CET are plotted. The willingness-to-pay curve represents a more intuitive representa-
tion of the uncertainty associated with the cost-effectiveness of an intervention. It is usu-
ally interpreted in a Bayesian fashion; thus, for every WTP, the curve represents the
probability that the intervention is most cost-effective. The willingness-to-pay curve can
be plotted for several competing healthcare interventions in order to illustrate to decision
makers how the cost-effectiveness and associated uncertainty are affected by the amount
they are willing to pay for health improvement (Fig. 6.6).”'® The WTP curve represents a
robust analytical framework to explicitly explore the effect of uncertainty which can be
extended to assess the need and value of further research.'®

1 4
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0.8 A
0.7 A
0.6
0.5 A
0.4 1
0.3 A
0.2 1
0.1

Probability Cost-Effective

T
0 5000 10000 15000 20000 25000 30000 35000 40000
Willingness to Pay (£/QALY)

Fig. 6.5 Willingness-to-pay curve (Adapted from Rao*)
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0.4 - — Medical Therapy
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Probability Cost-Effective

0 10000 20000 30000 40000 50000 60000 70000 80000
Willingness to Pay (£/QALY)

Fig. 6.6 Willingness-to-pay curve illustrating the cost-effectiveness of several interventions
(Adapted from Griffin®)
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6.8
Limitations of Cost-Effectiveness Analysis

The adoption of a new healthcare intervention is not purely an economic decision as social,
political, ethical and moral considerations are also important. For example, a decision maker
who is concerned with alleviating health inequality may feel an intervention is important as
it targets a disease associated with social deprivation, or a risk adverse decision maker may
be more reluctant to adopt new or unproven technology.’” Cost-effectiveness analysis is
criticised as it cannot account for such considerations. Furthermore, it is suggested that cost-
effectiveness analysis does not account for all important economic considerations, such as
the effect of a programme’s size on a decision maker’s threshold for adopting it.”

Even the most ardent advocate of cost-effectiveness analysis would argue, however,
that the results of cost-effectiveness analysis are not intended to be applied in a mechanis-

tic fashion: that it is merely a tool for decision makers and not a replacement.>>’

6.9
Conclusion

Cost-effectiveness analysis in healthcare is a relatively new field of healthcare research.
Many of the concepts may be unfamiliar and poorly understood by clinicians and research-
ers. There may also be some reluctance to accept that clinical practice should be influenced
by external factors like cost. Consequently, cost-effectiveness analysis has not historically
been applied in situations when it would most impact on patient care.>"

In the western world, however, aging populations, increasing expectations of healthcare
and the cost of modern medical practice stretch the finite resources available for healthcare
and exert considerable pressure to rationalise health resources allocation.>?**! Whilst cost-
effectiveness analysis is currently a challenging field for many clinicians and researchers,
as the methods and concepts become more widely understood, the range of clinical situa-
tions where cost-effectiveness analysis is applied will increase. Furthermore, the potential
population health benefits of resource optimisation arguably place an ethical responsibility
on clinicians and researchers to consider these issues.
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Evidence Synthesis Using Bayesian
Belief Networks

Zhifang Ni, Lawrence D. Phillips, and George B. Hanna

Abstract Bayesian belief networks (BBNs) are graphical tools for reasoning with uncer-
tainties. In BBNSs, uncertain events are represented as nodes and their relationships as
links, with missing links indicating conditional independence. BBNs perform belief updat-
ing when new information becomes available; they can handle incomplete information and
capture expert judgments along with data. BBNs provide a normative framework for
synthesizing uncertain evidence.

Abbreviations

BBN  Bayesian belief network
NPV  Negative predictive value
PPV Positive predictive value

7.1
Introduction

Evidence-based medicine (EBM) is the process of systematically reviewing, appraising
and using clinical research findings to aid the delivery of optimum clinical care to patients.'
This approach places emphasis on the strength of evidence. Box 7.1 shows the evidence
grading used by the Scottish Intercollegiate Guidelines Network® for developing medical
guidelines.

As shown, the more rigorous the design, the higher the grading is. Fully randomised
controlled trials (RCTs) are regarded as the highest level of evidence whereas expert opin-
ions the lowest. However, even RCTs, which are commonly regarded as the ‘gold
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Box 7.1 Levels of Evidence

1++ High-quality meta-analyses, systematic reviews of RCTs, or RCTs with a very
low risk of bias

1+  Well-conducted meta-analyses, systematic reviews, or RCTs with a low risk of bias

1-  Meta-analyses, systematic reviews, or RCTs with a high risk of bias

2++ High-quality systematic reviews of case control or cohort or studies
High-quality case control or cohort studies with a very low risk of confounding or
bias and a high probability that the relationship is causal

2+  Well-conducted case control or cohort studies with a low risk of confounding or
bias and a moderate probability that the relationship is causal

2—  Case control or cohort studies with a high risk of confounding or bias and a

significant risk that the relationship is not causal

Non-analytic studies, e.g. case reports, case series

4 Expert opinion

(9%}

standard’ for testing the benefits of a particular intervention, could produce misleading
results. For instance, the GREAT trial * compared the effectiveness of thrombolysis given
by general practitioners in the patients’ own homes with later treatment once the patients
reached their local hospital. At 3 months, patients who received home treatment had 49%
(p=0.04) fewer deaths than those who received hospital treatment (23/148 versus 13/163).
Larger experiments done earlier, however, presented a far more conservative picture —
home therapy led to only about 20% reduction in mortality. How do we make sense of the
seemingly incongruent results? The rational method for answering this type of question is
to apply a probability theorem, namely Bayes’ theorem.*

7.2
Bayes' Theorem

Bayes’ theorem prescribes how one should update his/her beliefs in light of new informa-
tion. To illustrate, imagine a patient of yours has just been inserted a nasogastric feeding
tube. According to your experience, there is a good chance, that is seven out of ten times
(or 70%) that the tube is correctly inserted into the stomach but the tube can also end up in
the intestine (30%). You know from the literature that stomach pH is most likely below 6
(85%) whereas intestine pH is most likely above 6 (80%). To maximize the chance of safe
feeding, you test the pH of tube aspirate, which turns out to be 5. How likely is the tube in
the stomach instead of in the intestine?

Let H, denote one of n mutually exclusive events (hypotheses) and D some diagnostic
datum (evidence). Bayes’ theorem can be written as Fig. 7.1:

bty - PPN

Y. PH)P(OIH)
i=1

Fig.7.1 Bayes’ theorem
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Table 7.1 Belief updating after the observation of a pH equal to 5

Tube site Likelihood Joint probability Posterior
P(D|H) P(H)xP(D|H)  P(H|D)

Stomach 0.70 0.85 0.595 0.91

Intestine 0.30 0.20 0.060 0.09
Sum=P(D)=0.655

In Fig. 7.1, P(H) is the prior probability of H, before knowing D. P(H, | D), read as ‘H,
given D’, is the posterior probability of H, given D; P(D | H) is the conditional probability
(likelihood) of D given H,. The nominator at the right-hand side of the equation, that is the
product of P(H)) and P(D|H), is the joint probability of H, and D occurring at the same
time, or P(H,D). Summing up all joint probabilities across the hypotheses, as in the
denominator at the right-hand side of Fig. 7.1, yields P(D), or the probability of D.

Return to our tube-feeding example. We test the hypothesis that whether the tube is in
the stomach (H,) or in the intestine (H,). We have some idea about it (a priori) but have
also done a pH test to provide further evidence, which can be summarised in the following
conditional probability matrix:

To assess the posterior probability of stomach intubation given a pH of 5, we apply
Bayes’ theorem (Fig. 7.1). As shown in Table 7.1, this probability is 91%, or about nine in
ten chance, which is a substantial increase from the original seven in ten chance that the
tube is in the stomach.

Pocock and Spiegelhalter® performed a Bayesian reanalysis of the results of the GREAT
trial. Results from two previous trials formed the basis of the prior distribution and the
results of the GREAT trial constituted the likelihood function. The updated relative risk of
home therapy, as captured in the posterior distribution, indeed showed a positive shift. The
change was, however, mild and the halving of mortality found in the GREAT trial was
most likely a chance event.

The belief updating process embodied in Bayes’ theorem is inherent in many medical
decisions. However, even our somehow simplistic example allows a glimpse of how cum-
bersome the computation of Bayes’ theorem could become. Computation complexity was
one reason for the slow uptake of Bayesian applications, e.g.® The solution only came
recently, with the development of Bayesian belief networks.

73
Bayesian Belief Networks

Bayesian belief networks (BBNs)”# are the modern form of Bayesian applications. Also
known as Bayesian networks, belief networks and probabilistic causal networks, BBNs are
capable of handling problems with great complexity while maintaining a succinct and explicit
representation. In recent years, BBNs have become increasingly popular in medicine, e.g.” A
two-node BBN representation for the tube-feeding example is shown in Fig. 7.2.

In BBNs, nodes represent uncertain events (hypotheses, risk factors, diseases, symp-
toms, signs, test results, etc.), connected by links that indicate the dependence between the
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Panel B tube_site __ R pH _
stomach  70.0 f— 7| below 6 65.5 p—m—,
intestine  30.0 jmm | | above 6  34.5 mmm '

tube_site

Panel C = omach 908 — »| below 6
intestine  9.16f | | | above 6

Fig.7.2 BBNs for the tube-feeding example. The BBN in Panel A illustrates the structure of the
problem. The BBNs in Panel B and C show respectively one’s beliefs before the pH evidence
becomes available (70% chance of stomach) and after (90.8% chance of stomach)

Table7.2 A conditional probability matrix

Tube site pH below 6 pH above 6
Stomach 0.85 0.15
Intestine 0.20 0.80

parent node (tube site) and the child node (pH level). Conditional probability matrices
(e.g., Table 7.2) describe the strength of such dependence. Once information of one event
enters the network, it is transmitted across the entire network via the links. Uncertainties
are updated even for events without direct observations.

BBNs have many advantages over early Bayesian applications, including a graphical
representation that is intuitive, compact and explicit, as well as enhanced computational
efficiency. A key to this lies in a property of the tool. That is, in BBNs, missing links indi-
cate conditional independence, meaning the states of one event have no influences on the
states of another event given the states of a third event.

14
Conditional Dependence/Independence

The BBN in Fig. 7.3 shows three tests, each capable of providing evidence about the loca-
tion of a feeding tube. The tests are not linked to each other but share the same parent node
‘tube_site’. With the observation of a low pH, not only the chance of stomach intubation
increases, so is the chance of observing non-bile stained aspirates with an appearance
consistent with stomach aspirates. That is, the information of pH is transmitted to the other
two tests via the shared parent. However, once the tube site is known, the three tests



7 Evidence Synthesis Using Bayesian Belief Networks 159

tube_site

Y
colour aspirates
(bile stained) appearance

Fig.7.3 Conditional independence for events sharing the same parent

Fig. 7.4 Conditional independence for events in a chained relationship

(tube_site ) (_medication )

Fig.7.5 Conditional dependence for events sharing the same child

become conditionally independent of each other and whatever information about one test
can no longer affect the results of other tests.

Conditional independence also applies to events in a chained relationship (Fig. 7.4),
such as the location of a feeding tube (‘tube_site’), the pH of tube aspirate (‘pH’) and the
reading from Baxter paper (‘pH_paper’). In this case, knowing the tube in the stomach
increases the chance of a lower aspirate pH, which in turn makes acidity reading from the
Baxter paper more likely. However, once (the real) pH is known, the dependence between
‘tube_site’ and ‘pH_paper’ no longer exists.

A symmetric concept is conditional dependence when events only become related
given the knowledge of a third event. This happens to events that share the same child
node, such as ‘tube_site’ and ‘medication’ in Fig. 7.5.

As shown, aspirate pH depends not only on the location of the tube but also on whether
or not the patient receives acid inhibitor (‘medication’), which potentially increases stom-
ach pH. Knowing nothing about the pH, tube site and medication exert no mutual influ-
ences, that is, the two are conditionally independent. The situation however changes with
the full knowledge of the pH. To see why this happens, imagine a low pH is observed. This
leads to an increase in the probabilities of congruent states, that is stomach intubation and
no acid inhibitor. Now suppose we know for certain that the patient is receiving acid inhib-
itor. This leads to a further increase in the chance of stomach intubation because one of the
two reasons for the acidity has been removed. By contrast, if we know for certain the
patient is not receiving acid inhibitor, the chance of stomach intubation will decrease
because the acidity has been explained away. Note that although explaining away is an
intuitive concept, it is hard to capture in stochastic modelling, with the exception of
Bayesian networks.
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7.4.1
Why Is Conditional Independence Important?

The assumption of conditional independence makes BBNs computationally frugal. We no
longer need the entire set of joint probabilities to specify any probability distributions but
only the subset for the nodes that are directly linked. To illustrate, consider the BBN in
Fig. 7.6.

Without the assumption of conditional independence, we compute the joint probabili-
ties of these four nodes, T (tube_site), M (medication), C (colour), P (pH), by Eq. 7.1:

P(T,M,P,C)= P(T)P(M |T)P(P|T,M)P(C|P,T,M) (7.1)

The assessment of P(C|P,T,M) requires consideration of aspirates of all different colours
being observed when pH, tube site and medication take all possible combinations — there
are at least 8(=2%) such combinations. If the judgment comes from experts, this task is
extremely difficult if not impossible. However, the built-in conditional independence in
BBNs renders this task unnecessary. This is because missing links between ‘medication’
and ‘tube_site’ as well as between ‘medication’ and ‘colour’ imply P(M|T)=P(M) and
P(C|PTM)=P(C|T). Eq. 7.1 therefore becomes Eq. 7.2:

P(T,M,C,P)= P(T)P(M)P(P|T,M)P(C|T) (72)

For a problem containing hundreds or thousands of nodes, conditional independence leads
to enormous savings in computation. It is this capacity of BBNs for incorporating hierar-
chical representation of complex diagnostic problems, using only conditional probability
matrices of linked events that alleviated the combinatorial explosion problem experienced
in earlier Bayesian applications.

1.5
What Type of Data Can BBNs Handle?

In BBNs, uncertainties are expressed as probabilities. Whether these probabilities come
from expert (human) judgments, published literature, clinical databases, etc, BBNs do not
discriminate one type of data or the other. The BBN of the tube-feeding example (Fig. 7.2)
was created using our understanding of the problem, including the relationship between
the events, the direction and the strength of their dependences. In other words, the model
incorporates subjective judgments. Although not shown, a BBN that represents the

Fig.7.6 A Bayesian network with four events
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Bayesian analysis performed by Pocock and Spieglehalter would have a likelihood func-
tion based on an RCT and a prior distribution based on subjective assessment of multiple
RCTs (For handling continuous rather than discrete variables, AgenaRisk (http:/www.
agenarisk.com/) is a powerful alternative to Netica).

Different types of data however have different characteristics. Data in the published
literature are probably the most rigorously collected, which means they are also most reli-
able. But such data suffer from publication biases, including a significance level of 5%.
Published data may also be less applicable to a particular clinical setting, for example data
from US studies for clinical decisions in the UK. By contrast, clinical databases offer a rich
source of information that is often site-specific, highly relevant and highly informative.
One danger is however incomplete and inconsistent data collection. The sheer volume of
information stored in a database can also be a challenge. Fortunately, algorithms have been
developed to automatically extract Bayesian networks from databases.”

Different from the other two, expert judgments are rooted in individual experiences,
and may encompass all sorts of information accumulated over the years, shaped by salient
memory of recent and memorable experiences, vivid anecdotes, literature, etc. The role of
expert judgments is controversial.'' Decades-long behavioural studies show that people
make systematic errors of judgement in assessing uncertainty,'” reflected in discrepancies
between the true value of the uncertain quantity and the average of assessors. The greater
the bias, the less well any method based on aggregating individual judgements performs.
This insight leads to the development of structured group solicitation process, e.g."* One
notable example is decision conferencing,' which is a series of intensive working meet-
ings, called decision conferences, attended by stakeholders concerned about some com-
plex issues. One reason decision conferencing works is the presence of an impartial
facilitator." With skilled facilitation, no one person is allowed to dominate the group, and
an atmosphere is created in which information is treated as a neutral commodity, to be
shared by all. Natural adversarial processes can then emerge, helping to minimise bias, to
correct for the inappropriate use of heuristics, and to provide a breadth of perspective.

Expert judgments play an important role even when models are directly extracted from
databases. Gevaert et al (2006) built a BBN for predicting pregnancy with unknown loca-
tions.'® They elicited expert judgments about parameter values and structural relationship
between variables. To examine the impact of expert priors, they derived BBN models from
the same database but under four different levels of prior information: no priors, parameter
prior, structure prior and both priors. The results showed that the best performance was
achieved using parameter prior or using both parameter and structure priors. In both cases,
the area under the ROC curve (see below) was 0.87 out of the maximum 1.

Gevaert et al argued that expert priors had several advantages. When data were scarce,
structure prior allowed the model to learn the dependence more efficiently. When the data
were abundant, parameter priors improved the fitness of the model. Interestingly, the net-
works had different structures depending on whether they were built from the parameter
prior versus from the parameter and structure prior. This suggested discrepancies between
the knowledge perceived by the experts and the one contained in the database.

Gevaert et al also tested performance of a previously developed logistic regression
model on the same data set. They showed that the BBNs performed slightly better than the
traditional logistic regression analysis and the findings of BBNs were easier to interpret.
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One reason is BBNs’ capacity to handle non-linear relationships. For instance, Fig. 7.7
shows a hypothetical relationship between age and risk of colorectal cancer. As age
increases, the risk of cancer also increases — but only for patients 75 years or younger.
Beyond that the risk starts to fall. Linear regression is commonly used to capture the rela-
tionship between age group and cancer risk. However, predictions from such models
(the dashed line in Fig. 7.7) fail to capture non-linearity, as easily incorporated as condi-
tional probabilities.

When information from different sources are available, the discussion suggests it is best
to use them from different sources in complementary to each other — retrieving conditional
probabilities from published literature or well-maintained databases, soliciting expert
knowledge to inform the structure of the model and to provide quantitative input especially
in the absence of ‘hard evidence’, while testing model predictions against experts’ intu-
itions as well as clinical databases for model applicability, e.g.” It is worth noting that
BBNs can function even with incomplete information, making inferences and predictions
based on whatever information is available, and making assumptions about what is not, for
example a flat prior distribution.

7.6
Interpret Bayesian Belief Networks

A complete Bayesian network model contains a structural part and a parametric part. One
advantage of BBNs, especially when used with a group of experts, lies in the need to
specify these two different types of information, thus rendering the hidden logic and
assumptions available for analysis and communication. For example, Fig. 7.8 shows a
BBN called ‘Asia’, part of a larger network that can actually be used to make diagnoses.?

As can be seen, the network contains eight interlinked events, arranged in a hierarchy,
reflecting the belief that the lower-level events (conditionally) depend on the higher-level
ones. From top to bottom, nodes at each level represent respectively the risk factors (“Visit
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Fig.7.8 Bayesian (Visit to Asia )

network ‘Asia’

Y

Tuberculosis

Tuberculosis
or Cancer

\'\

To Asia’, ‘Smoking’), the diseases (‘Tuberculosis’, ‘Lung Cancer’, ‘Bronchitis’,
‘Tuberculosis or Cancer’), and the evidence (‘Dyspnea’, ‘XRay Result’).

Using ‘Asia’ to make diagnoses, we assume that a new patient presented to the chest
clinic has certain combination of the three diseases, that is tuberculosis, or lung cancer and
bronchitis. The chance that the patient has these diseases depends on the risk factors as
well as on the prevalence of the diseases, which, in a complete BBN, needs to be specified
as the prior probabilities of the diseases in the target population. Beyond the prevalence
and the risk factors, diagnoses are informed by results from an x-ray or the symptom of
dyspnea. The dependences between the linked variables, such as how likely a cancer
patient has abnormal x-ray results or dyspnea, are captured by conditional probabilities,
which are hidden from the user in this case.

One interesting aspect of network ‘Asia’ is event ‘Tuberculosis or Cancer’. It seems
redundant, as its relationships with its two parent nodes are self-evident, that is absent
when both tuberculosis and cancer are absent and present otherwise. However, the pres-
ence of this event reveals an important hidden message. That is, the two diseases, tubercu-
losis and lung cancer, have exactly the same influences on the evidence (x-ray result and
dyspnea). In other words, neither the test nor the symptom is useful in further differentiat-
ing between the two diseases.

In summary, the qualitative and quantitative information contained in a Bayesian net-
work can be used to aid clinical decisions, teaching, learning and training..

7.6.1
A Real-Life Example

One notable example of BBN-powered decision support system is the Computer-aided
diagnosis of Acute Abdominal Pain (AAP, University of Leeds & Media Innovations Ltd,
Leeds, UK) developed by Tim de Dombal and his team in 1972'7 and still in use today.
Adams et al.'® reported a multi-centre study that examined the validity of the system in
over 16,700 patients and including 250 doctors. Initial diagnostic accuracy rose from
45.6% to 65.3%; the negative laparotomy rate fell by almost 50%, as did the perforation
rate among patients with appendicitis (from 23.7% to 11.5%). The management error rate
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fell from 0.9% to 0.2%, and the observed mortality fell by 22%. These improvements can
be translated into reduction of 278 unnecessary laparotomies and 8,516 bed nights. The
system created a positive learning environment — junior doctors were stimulated and moti-
vated to do the work correctly.

1.7
Measuring Performance

Routine measures of test diagnosticity include sensitivity, specificity, positive and negative
predictive values. For instance, suppose the task is to determine whether or not the tube is
in the stomach, using pH of tube aspirate as the test. Sensitivity and specificity examine
diagnosticity from the point of view of the true state of the hypothesis. A sensitive test
captures true stomach intubation with few false negatives and a specific test captures true
non-stomach intubation with few false positives. By contrasts, positive and negative pre-
dictive values examine diagnosticity from the point of view of the fest. A higher positive/
negative predictive value indicates a higher proportion of true stomach/non-stomach intu-
bation among all the observed positive/negative test results. The indices are obtained by
comparing the predictions against the information supplied by the best test available, or the
gold standard. To illustrate, suppose after blind insertion of nasogastric feeding tubes, we
first test and record pH of tube aspirates and then apply x-rays to verify the location for a
total number of 220 patients. The results are shown in Table 7.3. Using this information,
we can compute that the pH test has a sensitivity of 83.6% (= 102/122), a specificity of
81.6% (= 80/98), a PPV of 85% (102/120) and an NPV of 80% (80/100).

The indices, however, only work for tests with binary outcomes, that is, whether or not
the pH is below 6 suggests whether or not the tube is in the stomach. Since BBNs make
predictions in the form of probability distributions, for example 60% chance of stomach
intubation, we set up cut-offs that convert continuous predictions to binary ones. A high
versus low cut-off produces different combinations of sensitivity and specificity. To illus-
trate, compare using 60% versus 30% as the cut-off for stomach intubation, which means
all (predicted) posterior probabilities above/below this threshold are taken as evidence for
stomach/non-stomach intubation. The higher the cut-off, the less sensitive but the more
specific the pH test becomes. To capture the trade-off between sensitivity and specificity,
we construct a Receiver Operating Characteristic (ROC) curve (Fig. 7.9). The overall
diagnosticity of the test determines the Area under the ROC curve, which has a maximum
value of 1, the larger it is, the more diagnostic the test.

Table 7.3 Diagnosticity of a pH test of tube sites

Tube site pH below 6 pH above 6 Sum
Stomach 102 18 120
Intestine 20 80 100

Sum 122 98
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Fig.7.9 A Receiver Operating ~ Sensitivity
Characteristic (ROC) curve

1P
z
y
X AUC < Different cut-offs
¢ The gold-standard point
0 1-Specificity 1

Selecting cut-offs is no easy task — it entails an assessment of the consequences. In the
tube-feeding example, correct feeding decisions follow from correct predictions of stom-
ach or otherwise, whereas missing feeding or feeding into the wrong sites result from
erroneous predictions. If feeding into the lung is believed to be far worse than feeding into
the intestine, then a higher cut-off should be used to increase the specificity of the test in
order to reduce the false positives. Bayesian networks however only deal with uncertain-
ties. To make decisions, we rely on other decision analysis tools, for example influence
diagrams" that include decision nodes (rectangles) and consequence nodes (rectangles
with rounded corners), in addition to probability nodes (circles).

7.8
Influence Diagrams

In Decision Sciences, Bayesian networks are a special form of influence diagrams when
only chance nodes are present. Let us illustrate with an example. Suppose you have to
choose between two weekend activities, a barbecue versus a movie. A sunny weather is
compulsive for barbecues to be a success whereas watching movies is better when it driz-
zles. The only way you can know something about the weather is through the weather
forecast report. An influence diagram that captures this decision is shown in Fig. 7.10.

Weather
report

Barbecue or
movie

—| Satisfaction

Fig.7.10 An influence diagram for the weekend activities. Weather report and Weather are chance
nodes, Barbecue or movie is a decision node and Satisfaction is a consequence node
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Fig.7.11 Decision tree for the weekend
activities. Satisfaction ratings usually
appear at the end of the branches

barbecue

Note that links in influence diagrams take on multiple meanings depending on the con-
text. As in BBNs, the link between uncertain events, for example ‘Weather report’ and
“Weather’, indicates dependence. The link between an uncertain event and a decision, for
example from ‘Weather report’ to ‘Barbecue or movie’, is however informational, indicat-
ing that the decision is made with the knowledge of the weather report.

The difference between influence diagrams and decision trees somehow parallels the
difference between Bayesian networks and probability trees. For example, compare the
subtree in Fig.7.11 that captures the dependence between sunny forecast and sunny weather
versus the sub-network in Fig.7.10 that denotes the same relationship. Decision trees excel
in illustrating the flow of sequential decisions, but become messy quickly as the number of
alternatives/decisions increases. By contrast, influence diagrams offer a compact view of
the same problem, revealing relations between different decision components that are
often obscured in trees. A decision tree representation for the weekend activity decision is
shown in Fig. 7.11.

7.9
Limitations

The utility of BBNs relies heavily on accurate structures and parameters. This means their
predictions are as good as the data they are built upon. The development of generic algorithms
means BBNs can be learned directly from databases. Although the capacity of learning makes
using BBNs easier, comes with it the problem of limited applicability. Therefore when using
BBN:g, it is important to examine their sources and reflect upon the problems at hand. Although
expert judgments provide an effective remedy, using expert judgments is often expensive.
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t t+1 t+2

Network
membership

Network
membership

v v

Perceived
benefits

Perceived
benefits

Probability
of joining

Probability
of joining

Fig.7.12 A feedback loop described by a chain of Bayesian networks

Another challenge lies in computational complexity. Although BBNs significantly reduce
the number of parameters required to specify a joint probability distribution, the number
needed remains one major barrier to their wider penetration. This problem arises for events
that have multiple parents, for which, we need information for all possible combinations of
parents’ states. Valid parametric solutions are only available for certain types of BBN.?

Another limitation of BBNs is that they are unable to handle feedback or feedforward
loops. Unfortunately, many biological, social and economic systems are cyclic. An exam-
ple is the situation that outsiders (non-members) decide whether or not to join a social
network. It only makes sense to join if the perceived benefits are large enough, which
however depend on the number of existing members the network has. That is, the value of
the network membership at time ¢+ / depends on its value at time 7. BBNs make static
predictions valid for a given time. So to represent problems like this, we need a chain of
BBNS, each for a given time (Fig. 7.12). Such representation is cumbersome and compu-
tationally inefficient. To solve this, researchers have developed Dynamic Bayesian
Networks (DBNs) that allow uncertain quantities to have probability distributions depen-
dent upon time.?! The work on DBNSs is ongoing.

7.10
Conclusion

BBNs can combine different types of evidence including expert judgments and ‘hard evi-
dence’. They have the capacity to handle incomplete data and capture human reasoning
such as ‘explaining away’. They are particularly useful when uncertain relationships are
complex and non-linear. Computer software (e.g. Netica) relieves, which relieves users
from the burden of constructing networks and performing belief updating. A graphical
display renders their predictions easy for interpretation and communication.
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A Practical Introduction to Meta-analysis 8

Sukhmeet S. Panesar, Srdjan Saso, and Thanos Athanasiou

Abstract In this chapter, we describe how to perform meta-analysis of continuous and
dichotomous, stratified and non-stratified data. We also demonstrate how to generate some
of the commonly used graphical methods for displaying the results of meta-analysis.
Whilst the Review Manager Software package is an intuitive and easily accessible
method for performing meta-analysis, care must be taken to perform a robust review of the
literature and adequately explore heterogeneity in order to obtain more reliable results.

8.1
Introduction

In this chapter, we aim to demonstrate, using a practical example from the literature, how
to undertake the following aspects of meta-analysis:

* Meta-analysis of dichotomous variables

* Meta-analysis of a continuous variable

* Data stratification

» Use of Funnel plots to assess data heterogeneity

The following example will be completed using the Review Manager Version 5 (Cochrane
Collaboration, Oxford, United Kingdom) software package which can be freely downloaded
from the Cochrane Collaboration Website (www.cc-ims.net/RevMan/download.htm).!

S.S. Panesar (D<)
National Patient Safety Agency, London, UK
e-mail: sukhmeet.panesar@npsa.nhs.uk

T. Athanasiou and A. Darzi (eds.), Evidence Synthesis in Healthcare, 169
DOI: 10.1007/978-0-85729-206-3_8, © Springer-Verlag London Limited 2011
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8.2
Background Information and Practical Example

Because of increased life expectancy in Western countries and a higher incidence of coro-
nary artery disease (CAD) in the developing world, surgical revascularization in the elderly
is increasing. Advanced age is known to be an independent predictor of stroke, mortality,
renal failure, and atrial fibrillation following coronary artery bypass grafting (CABG).
More recently, off-pump coronary artery bypass (OPCAB) techniques have been devel-
oped due to significant improvements in epicardial and apical suction stabilisation devices
allowing surgeons to perform multi-vessel coronary revascularization in a routine fashion
by avoiding the invasiveness of cardiopulmonary bypass (CPB). It is thought that the
OPCAB technique has better outcomes than CPB. Similarly, the incidence of stroke and
atrial fibrillation (AF) following OPCAB surgery is lower than that seen in CPB patients.
So what about mortality and the time patients spend in the hospital after the procedure?
Does one of the procedures offer better outcomes than the other?

We want to assess whether the OPCAB procedure is associated with a reduced inci-
dence of mortality and length of hospital stay (days) compared to conventional CABG. Is
OPCAB surgery the way forward in treating the elderly population?

After a careful literature search and review of the studies, 14 manuscripts satisfy our
inclusion criteria.” We begin to extract the data onto a pre-piloted table generated in
Microsoft Word, as shown in Table 8.1. This table contains all the values we need for the
subsequent meta-analysis that we are going to carry out. Of the two variables that we are
interested in — mortality and length of hospital stay (days), not all of the 14 studies will
include data on both, hence the appearance of blank fields (labelled as ‘ND’) in the table.

83
Getting Started

The data in the table above has to be transferred to the Review Manager programme manu-
ally. Double-click the Review Manager icon on your desktop. The following screen should
appear as shown in Fig. 8.1.

Select Create a new review, then click OK. This will reveal the following window
(Fig. 8.2).

Select the Next > button. The following window will appear (Fig. 8.3). In this window,
select the Intervention review, then click the Next>button. This will reveal Fig. 8.4.

Enter the groups into the above window (Fig. 8.4) as shown, then press the Next > but-
ton. The following window will appear (Fig. 8.5). Selecting Finish will generate the review
(Fig. 8.6).

Now begin adding the references for the included studies. In the window below
(Fig. 8.7), click on the References to studies heading in the navigation tab (A), and then in
the main window, click the Add Study button under the ‘included studies’ heading (B).
This will reveal Fig. 8.8.
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Eile Edit Format View Jools Table Window Help
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' Check out a review from the central server (Archie)
_/ Open a review from a file

) Create a new review
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) View the tutorial
® Nothing

| Do not show this screen again

G o ] Lo

Fig.8.1 Welcome to review manager 5

(3 New Review Wizard

New Review Wizard
Welcome

Welcome to the New Review Wizard

Thig wizard helps you create a new review for other purposes than publication in The Cochrane Library.
Ifyou wantto create a Cochrane review for publication, please contact the appropriate Review Group.

To continue, click Next.
[ . s |
Cancel | <Back | Next > Finish

Fig.8.2 New review wizard
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.B New Review Wizard A E
New Review Wizard EE
Which type of review do you wantto create? &=
Type of Review:
® Intervention review

_) Diagnostic test accuracy review
_) Methodology review

_) Overview of reviews

Cancel <Back | | MNext> | Finish

Fig.8.3 Type of review

Enter the name and date of the study to identify the study as shown in Fig. 8.9.

After you have entered the study identification, click on the Next>button in Fig. 8.9
which will reveal the following window (Fig. 8.10). Click on the Next> in the following
three windows after verifying that the year and data source is correct for the study
(Figs. 8.10-8.12).

This will reveal the following window (Fig. 8.13). Select Add another study in the same
selection and click the Finish button. Continue adding studies until all 14 studies are
included. After adding all 14 studies, select the Nothing option. Review Manager will then
return you to the main review window as shown in Fig. 8.14.
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Title:
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Fig. 8.4 Title of the review

8 New Review Wizard

New Review Wizard

Which stage should the review startin?

Stage:
O Title only

() Protocol

Cancel <Back Next> Finish

Fig.8.5 Which stage should the review start in?
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Fig.8.6 OPCAB versus CPB for surgical revascularization
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Fig.8.10 Study data source
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Fig.8.11 Study year
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Fig.8.12 Other study identifiers

(53 New Study Wizard

New Study Wizard
Wizard completed

What do you want to do after the wizard is closed?
() Nothing
() Add a reference for the new study

® Add another study in the same section

Cancel <Back Next > Finish
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Fig.8.14 Data and analyses

8.4
Stratification and Meta-analysis of Dichotomous Data

With the right-hand mouse button, select the Data and Analyses heading in the navigation
tab (Fig. 8.14) (A). In the pop-up menu that is revealed, click on the Add Comparison
option. The following window will then be shown (Fig. 8.15). Add the title of the compari-
son into the Name box, and then click the Next>option. This will reveal the window
shown in Fig. 8.16.

In the above window (Fig. 8.16), select Add an outcome under the new comparison.
This will reveal the following window (Fig. 8.17). Select the type of data, in this case
Dichotomous, then click Next>. This will reveal Fig. 8.18.

Enter the name of the outcomes and groups in the following window as shown, and
then, click on the Next> button. This will reveal the window shown in Fig. 8.19.

Select the correct statistical method in the Statistical Method box, analysis method in
the Analysis Method box and the summary method in the Effects Measure box as shown.
Then, click on the Next>bow which will reveal Fig. 8.20. As we wish to stratify our data
according to age, we need to select the Add a subgroup for the new outcome option. This
will reveal the window shown in Fig. 8.21.
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¢]* New Comparison Wizard

New Comparison Wizard
What name should the comparison have?

Name: |Age Stratified Mortality in OPCAB versus CPB groups|

Cancel < Back Next >

Finish

Fig.8.15 Name of comparison

New Comparison Wizard
Wizard completed

What do you want to do after the wizard is closed?
() Nothing
® Add an outcome under the new comparison

() Add another comparison

l Cancel <Back Next >

Finish

Fig.8.16 New comparison wizard
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<3 New Outcome Wizard

I New Outcome Wizard |

What type of outcorne do you want to create?

Data Type: Description:
1 @® Dichotomous Enter number of participants with events and total number of
participants in experimental and control groups.
() Continuous
) O-E and Variance
() Generic Inverse Variance
 Other Data

[ et i o

Fig.8.17 Type of outcome

<3 New Outcome Wizard

New Outcome Wizard

What name should the outcome have?

Name: \Age-stratified mortalty ~

Group Label 1: ‘OPCAEI \

Group Label 2: ‘ CPB| l

ot lulirtz fuls

Fig.8.18 Name of outcome
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New Outcome Wizard
Which analysis method do you want to use?
~Statistical Method | Analysis Model
) Peto () Fixed effect
(@) Mantel-Haenszel (® Random effects
) Inverse Variance
) Exp[(0-E) / Var]
- Effect Measure
() Peto Odds Ratio () Mean Difference
® Odds Ratio (O Std. Mean Difference
() Risk Ratio () Name of Effect Measure:
() Risk Difference D
| <Back | | Net> |

Fig.8.19 Analysis method

<3 New Outcome Wizard

New Outcome Wizard
Wizard completed

To edit other properties for the outcome, open Properties for the outcome after clicking Finish.

What do you want to do after the wizard is closed?
© Nothing

) Edit the new outcome

® Add a subgroup for the new outcome

) Add study data for the new outcome

) Add another outcome for the same comparison

<ok | [ o> |

Fig.8.20 Subgroups
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¥ New Subgroup Wizard -

New Subgroup Wizard =
2/
What name should the subgroup have? T

Name: ’>?d

=

<Back Next > Finish |

Fig.8.21 Name of subgroup

Enter the name of the first subgroup (>70) as shown in Fig. 8.21. Afterwards continue
to add subgroups (Fig. 8.22) until both the >75 and >80 subgroups have been added.

When all of the subgroups have been included, studies can then be added by selecting
the Add study data for the new subgroup option (Fig. 8.23) and choosing them from the list
revealed in Fig. 8.24.

Alternatively, by clicking on the subgroup in the navigation tab (Fig. 8.25) (A), and then
selecting the Add study data option, the list shown in Fig. 8.24 will be revealed. Once all the
studies have been added to the appropriate subgroups, clicking on any of the subgroups will
bring up the table shown in Fig. 8.26. We are now ready to start entering the data.

As the data is entered into the table, Review Manger will generate a Forest plot
(Fig. 8.27). The scale of the Forest plot can be changed using the slider at the bottom of the
plot (A). The statistical methods used to generate the plot can be changed by clicking on
the settings button (B). We will discuss data analysis in more detail in Sect. 8.6.
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% New Subgroup Wizard =~

New Subgroup Wizard

Wizard completed

What do you want to do after the wizard is closed?
() Nothing

() Edit the new subgroup
() Add study data for the new subgroup

® Add another subgroup for the same outcome

Cancel <Back Next > Finish

Fig.8.22 Addition of subgroup to same outcome

% New Subgroup Wizard -

New Subgroup Wizard

Wizard completed

What do you want to do after the wizard is closed?
( Nothing

() Edit the new subgroup
® Add study data for the new subgroup

() Add another subgroup for the same outcome

Cancel | < Back H Next > l Finish

Fig.8.23 Subgroup study data
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2\ New Study Data Wizard

New Study Data Wizard
Which studies do you wantto add data for?

Included Studies:
Beauford 2003
44 Boyd 1999
goemria 2002 L
24 Deuse 2003
D’ Alfonso 2004
Hirose 2001
Hoff 2002
Koutlas 2000
Lin 2003
Meharwal 2002
49 Ricci 2001
A Shimokawa 2003

| »

4]

Tip: hold down Ctrl/Command or Shiftto select multiple items

Cancel

‘ <Back l Next > ‘

Finish

Fig.8.24 Study selection
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8.5
Analysis of Continuous Variables

The next variable that we will compare is the Length of hospital stay (days), which is a
continuous variable. Right click on the Data and Analyses heading in the navigation tab,
and select Add Comparison (Fig. 8.28). This will start the New Comparison Wizard
(Fig. 8.29).

Follow the steps in the New Comparison Wizard as shown previously in Figs. 8.15-8.24.
However, as this is a continuous variable, we need to select the Continuous option in
Fig. 8.30 and select the Mean Difference as the summary statistic (Fig. 8.31). Furthermore,
as there are not sufficient studies to stratify the data, we do not need to add any subgroup
analyses.

The New Comparison Wizard will generate the following table (Fig. 8.32). Review
Manager will generate a Forest plot for length of hospital stay as we add data (Fig. 8.33),
which can be edited as described previously (Fig. 8.27).
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Fig.8.28 Addition of new comparison
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[* New Comparison Wizard

New Comparison Wizard El
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Fig.8.29 Name of new comparison
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Fig.8.30 Type of outcome for new comparison
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Fig. 8.33 Forest/Funnel plot

8.6
Analysing the Results

Clicking on the Forest Plot (A) in Fig. 8.33 will generate a Forest plot that is suitable for
printing/copying to other programmes (Fig. 8.35). Likewise clicking on the Funnel plot
button (B) in Fig. 8.33 will generate a Funnel plot (Fig. 8.37). These can be permanently
added to the review after editing by clicking the Add as Figure button in the bottom right-
hand corner of the window (Figs. 8.34-8.37). In a similar way, these figures (Figs. 8.34 and
8.36) can be generated for mortality from the window shown in Fig. 8.27.

Overall mortality was significantly lower in the OPCAB group (OR 0.48 [95% CI 0.28—
0.84]) with no significant heterogeneity between the studies. One study in group 03
(Beauford 2003) showed a statistically significant difference in mortality between the
OPCAB and CPB groups. Both groups were homogeneous (y*-square 20.36, p=0.09).
Furthermore, we performed a subgroup analysis of the octogenarians in group 03 includ-
ing 349/1,533 (22.8%) patients in the OPCAB group and 332/3,388 (9.8%) patients in the
CPB group. Mortality was significantly lower in the octogenarian OPCAB group (OR 0.26
[95% C1 0.12-0.57], x*-square 1.81, p=0.87). The results of the analysis are explained in
more depth in Fig. 8.34.
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Figure 8.35 shows a tendency toward shorter hospital stay in the OPCAB group (OR
2.09 [95% CI 3.55 to —0.63], y*-square 62.95, p<0.001). However, the two groups were
heterogeneous.

The funnel plots which represent graphical explorations of heterogeneity and publica-
tion bias are shown in Fig. 8.36 (Mortality) and Fig. 8.37 (Length of Stay). The interpreta-
tion of these figures is discussed in more depth in Chap. 3.

There is a relatively new concept which can be used to assess risk. As such, a risk of
bias for each study can be interrogated and corresponding tables created. Select 7ables and
scroll down to the section on Risk of Bias table (Fig. 8.38).

Click the icon next to Risk of Bias table, followed by Add for including other crite-
ria if you wish to add to the bias in the studies. Once this is done, click OK
(Fig. 8.39).

Go back to Fig. 8.38 and select Yes, unclear or No for each of the categories that could
add to the bias (Fig. 8.40).

Go to Figures, and select Add Figure (Fig. 8.41). Select Add Risk of bias graph
(Fig. 8.42). Click Next>and the following screen should appear (Fig. 8.43). Click on
Finish. Copy the next figure that appears to Figures (Fig. 8.44). Go back to Fig. 8.42, and
now select Risk of bias summary (Fig. 8.45). Click on Next> (Fig. 8.46). Click on Finish,
and the following figure appears (Fig. 8.47).
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A Practical Approach to Diagnostic
Meta-analysis

Catherine M. Jones, Ara Darzi, and Thanos Athanasiou

Abstract This chapter gives a demonstration of the practical aspects of diagnostic meta-
analysis, with emphasis on data entry and manipulation, allocation of variables and code
formation, and ensuring the appropriate outcome measures are produced at the end of the
analysis. SAS is used to show the manipulation of data in this process. Graphical represen-
tation of data and results is shown using Review Manager.

9.1
Objectives

* To be able to assess the quality of diagnostic studies using standard tools and software

* To perform basic hierarchical SROC analysis using SAS

* To understand the process of including covariates into the HSROC model

» To examine the effect of covariates on heterogeneity

* To understand and perform summary receiver operating characteristic analysis (SROC)
using Review Manager

» To generate a HSROC curve in Review Manager

9.2
Example

Multidetector computed tomography (MDCT) has evolved over the past decade to the
point where coronary artery bypass grafts (CABG) are now being imaged with MDCT as
an alternative to invasive coronary angiography (ICA). As angiography is invasive and has
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considerable workforce and financial demands, the possibility of performing MDCT in
patients after CABG surgery is enticing.

The literature contains many articles comparing MDCT to ICA. We are interested in
finding out whether MDCT is as accurate as ICA in diagnosing CABG stenosis and occlu-
sion. We are also interested in whether other factors, such as the symptomatic status of the
patient, whether the patients were in the early or late postoperative period, and whether
beta blockers were given before the MDCT, influence the results.

For simplicity and clarity in defining our outcomes of interest, we will only include
studies that provide data on the accuracy of MDCT with at least eight detectors, with the
outcome of interest defined as diagnosing graft occlusion following CABG. Stenosed but
not occluded grafts will be considered negative results. The reference standard will be ICA
in all the included studies.

9.3
Getting Started

The key steps in a diagnostic meta-analysis will be described below. There are multiple
options for how to do the analysis — the most commonly used will be shown in the form of
a worked example. Different software can also be used. When it was possible, freely avail-
able software has been used.

9.3.1
Data Extraction

After a thorough literature search, 14 studies were appropriate for inclusion in the meta-
analysis. (Please note that many more recent articles have since been published — these
data are taken from a meta-analysis published in 2007') The relevant data are extracted
into a Microsoft Excel Spreadsheet (Table 9.1). Items where the information is not avail-
able have been filled in with ND (not defined). Before extracting the data, it is vital to
know what information will be used in the analysis. Covariates (characteristics of the
study) which may influence the test accuracy should be extracted at this time.

9.4
Quality Analysis Using QUADAS

The first analysis will be quality assessment of the primary studies, performed using the
QUADAS tool.? Each of the 14 items is allocated as ‘yes’, ‘no’ or ‘unclear’ for each study.
To simplify the example, ‘yes’ will be scored as 1, and ‘no’ or ‘unclear’ will be scored as
zero. Table 9.2 shows the QUADAS results for the 14 studies in the analysis.
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Univariate analysis of each item against logDOR will be performed to identify any
aspect of study design (item scores) which influences the diagnostic accuracy (logDOR).
Once items with a significant effect on logDOR are identified (defined in this example by
p<0.10), multivariate backward elimination analysis against logDOR reduces the model
to those items with significance at the 5% level.” SPSS 14.0* has been used in this example,
although any similar software performing univariate regression will suffice.

Export the Excel spreadsheet into SPSS using the °File’ button, then choose
‘Open’ — ‘Data’. Select file type as Excel (.xIs), and select your spreadsheet. Make sure
that the correct sheet within your Excel file is chosen. If you have used row 1 of the spread-
sheet to label the variables, tick the box allowing this to be incorporated into the SPSS data
file. The data for our example is shown in Fig. 9.1.

Next, select ‘Analyze’ — General Linear Model — Univariate. The univariate options
are shown in Fig. 9.2. As all the possible options for Q1 are known (i.e., zero or one),
choose Fixed Factor for each of the QUADAS items, starting with Q1. Click on the Options

i quadas data for practical chapter [DataSet1] - SPSS Data Editar

Author_|yose] n |TP|FM[FP[TH| Sens Spec | 1ogDOR | B8 | Sympt| Late| 01] 02| 03] 02| 05| 06| o7 | o8| ca] arofar @i12] oi3|oiq &
Anders | 2006 W 8| 0| 1 64 eorses 9| 3389343 1 1 A A A ] 1 1 1 1 11 0 1[0
[Bartnes 2006 "7 1 3 21 TEEEEET  OTSHENS 2126156 o 1| 0] o] %) 1| 1| 1| 1| O] 1 1 1 1 1 0
Bautista | 2005 .| 17 Oljl 8 R e8\Tr3| 3.1 o 1 1] 9 % Of 1 1] 1] 3 ¢ 10 o i 1
4| Burgstahler 2006 4116 0 0 25 970SBE2 9807602 3206084 1 1 1 ¥ % Of 1 1| 1| ¥ 1 1, 1 (1] 1 0
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Fig. 9.3 Options box for
univariate analysis

Univariate: Options

E stimated Marginal Means
Factor(s) and Factor Interactions: Display Means for:

| (OVERALL)
O

Display
[] Descriptive statistics [ Homogeneity tests
[] Estimates of effect size [[]Spread vs. level plot
[] Observed power [[] Residual plot
s [JLack of fit
[] General estimable function
Significance level |05 | Confidence intervals are 35%
[ Continue | | Cancel | [ Help |

box, and choose to display ‘Parameter Estimates’ (Fig. 9.3). The parameter estimates,
along with the usual output, will be given in the output as in Fig. 9.4. If all the studies score
the same value for a particular item, then the univariate analysis cannot be performed (and
the item is a redundant variable).

It is the parameter estimate for Q1 (i.e., —1.278) and its standard error (0.581) which
are important. The parameter estimate for a given QUADAS item is the estimated value
of the log relative diagnostic odds ratio (IlogRDOR), which is the log of the ratio of DOR
values when the item is scored as zero and as one. A new spreadsheet can be created to
calculate RDOR values and their confidence intervals (Fig. 9.5). The logRDOR,
se(logRDOR) and p value values are transcribed from the SPSS parameter estimates for
each item.

The upper and lower limits of the 95% confidence intervals for logRDOR (Lower
limit=Estimate — 1.96*SE; Upper limit=Estimate+ 1.96*SE) are also easily calculated in
the spreadsheet columns. These can then be transformed to RDOR estimates and confi-
dence intervals by using the EXP function (to reverse the logarithmic transformation).

Once the p values are known from the univariate analyses, the items which are signifi-
cant are entered into a stepwise multivariate regression. A p value less than 0.10 is usually
chosen, to incorporate items which may prove significant in the multivariate model. In the
example dataset, QUADAS items 1, 2 and 14 are included in the multivariate model. The
SPSS output for the multivariate model is shown in Fig. 9.6. In this example, only item 14
influenced the accuracy of the test. This partially explains the heterogeneity of accuracy
results across the studies.

Similarly, other covariates can be assessed for influence over accuracy. In our example,
beta blocker administration can be analysed for effect. The output shows that the adminis-
tration of beta blockers has a mildly significant effect on accuracy (p=0.085) and inclusion
in a multivariate analysis would be justified (Fig. 9.7).
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& SPSS quadas univariate output - SPSS Viewer
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LD E »O0=0H @ & &
« % += R[] =28

Univariate Analysis of Variance

Between-Subjects Factors

o N
[*]] 0 2
1 12
Tests of Between-Subjects Effects
Dependent Variable: logDOR
Type lll Sum
Source of Squares df Mean Square F Sig.
Corrected Model 2.8022 1 2.802 4.849 048
Intercept 53.390 1 53.390 92.393 000
o 2.802 1 2.802 4.849 048
Error 6.934 12 578
Total 157.334 14
Corrected Total 9.736 13
a. R Squared = .288 (Adjusted R Squared = .228)
Parameter Estimates
Dependent Variable: logDOR
95% Confidence Interval
Parameter B Std. Error 1 Sig. Lower Bound | Upper Bound
Intercept 3.430 219 15629 000 2.951 3.908
[@1=0) -1.278 58 -2.202 048 -2.543 =013
[@1=1) [iL]

4. Thizs parameter is setto zero because it is redundant.

SPSS Processor is ready

Fig.9.4 SPSS output document for univariate analysis of QUADAS items against logDOR

B Micresaft Excel - quadas rdor calculations

D8]k B Yew et Fgmat Dok Qata Winde beb

& x

Ready

HENE N FEWEIIE RN SR T W AL A N X 10 (NF T 0 L 2 -8B 2y EEE .
Ei oo i |y ) ) T el e Eodeven )
- % 1.278
T — i — [ — - S — R ) W T D— | T — [ — [N |
IogRDOR _ se(logRDOR)  Lowes imit 95%C110gRDOR. Upper kit 95%C1 logROOR. pvaloe | RDOR | Lowes bl 95% CI RDOR _ Upper kit 95% CI RDOR
[ :?E 1 o 013924 241676 0.048 3583454 1149399923 11.20948169
0517 05432 197232 0.089 | 2609085 0.947126977 7AGTINTT
rodundant
000347 0Es8 135196 1.34500 0956 09965% 0258735236 383224923
redundant
redundant
redundant
1.208 0867 491312 290732 0189 3346784 0611818261 18 30765321
0% 0935 -1.753 19082 0938 | 1076376 0172216996 6727475757
[iiE 0935 1759 1.9062 0938 1076376 0172216935 6727475757
00242 0688 -1.30428 137268 0972 | 1024495 0265004405 3945011581
0197 0478 07388 113388 0687 121774 0477ITINT3 3.107690979
0154 0585 0995 1.3006 0797 | 1.185491 0370511885 3671498906
0569 0394 021676 1.76124 0021 | 2688545 1242045875 5819649267
i v )\ occusion { Sheet2 [ heetd [ I«

Fig.9.5 Excel spreadsheet for computing RDOR values and confidence intervals



208

(M. Jones et al.

ANOVAP
Sum of
Model Squares df Mean Square F Sig.
1 Regression 3.352 1 3.352 6.299 .0272
Residual 6.385 12 532
Total 9.736 13
a. Predictors: (Constant), Q14
b. Dependent Variable: LOGDOR
Coefficients?
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 2.682 .298 9.006 .000
Q14 989 394 587 2.510 027
a. Dependent Variable: LOGDOR
Excluded Variables®
Collinearity
Partial Statistics
Model Beta In t Sig. Correlation Tolerance
1 Q1 3342 1.296 222 .364 778
Q2 .185% 616 .550 .183 636

a. Predictors in the Model: (Constant), Q14
b. Dependent Variable: LOGDOR

Fig. 9.6 SPSS output for multivariate analysis of QUADAS items against logDOR

9.5
Hierarchical Summary Receiver Operating Characteristic (HSROC) Analysis

Traditional summary receiver operating characteristic (SROC) analysis is simple to
perform, particularly in software such as Review Manager 5.0.° This will be touched
upon briefly later in the chapter. Hierarchical SROC is becoming accepted as the stan-
dard method for diagnostic meta-analysis, and so this example will be worked with
HSROC.

The NLMIXED procedure in SAS® is the most accessible software for most people
wanting to perform HSROC analysis. However, it requires acquisition of the SAS soft-
ware, and a reasonably good understanding of both the SAS syntax and the statistics
underlying the HSROC method, as individualised code is required for each analysis. The
graphing of the HSROC curve is more straightforward, as it can be performed in Review
Manager 5, with the parameter values obtained in SAS entered into the HSROC panel in
Review Manager.
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ui Output? - SPSS Viewer

Fle Edt View Data Transform Insert Format Analyze Graphs (Riities Window Help
CEHRE DD o D=k @ & &

«» 4+ = &I =O0Re

Univariate Analysis of Variance

Tests of Between-Subjects Effects
Dependent Variable: logDOR

Type Il Sum Partial Eta
Source of Squares df Mean Square F Sig. Squared
Corrected Model 212 1 212 3.527 085 227
Intercept 139521 1 139511 222,502 000 949
BB 2212 1 212 3527 085 227
Error 7.525 12 827
Total 157.334 14
Corrected Total 9.736 13

aRr d=.227 (Adjusted R Squared = .163)

Parameter Estimates
Dependent Variable: logDOR
95% Confidence Interval Partial Eta
= | | Parameter B Std. Emor 1 Sig. Lower Bound | Upper Bound | Squared
Intercept 350 280 12827 000 2931 4201 832
[BB=0] -803 428 -1.878 085 -1.735 129 227
[BB=1] 02 3 5 . 2
a. This parameter is setto zero because it is redundant
< >
SPS5 Processor is ready

Fig. 9.7 Univariate analysis of covariate (beta blocker) against logDOR

9.5.1
Data Entry and Importing

The data must be assembled differently to how it was in the univariate analysis — the focus
is now on the number of positive results, and the true disease status of the patients.

Each dataset in the meta-analysis is allocated a study number and two adjacent rows in
the spreadsheet. If a single paper reports different tests or study groups, each dataset is
allocated a different study number. In this way, there may be more than one study number
per article. In our example this does not occur. Other literature on HSROC contains exam-
ples of multiple tests being compared in the same studies.’

A separate column (called ‘dis’ in this chapter) denotes true disease status. The value of
dis is 0.5 for patients who are positive for the disease, and —0.5 for those who are negative
(according to the gold standard). The number of patients in each ‘dis’ group in each study
is marked in the ‘n’ column (Fig. 9.8). The number of patients who tested positive on the
index test is put in the ‘pos’ column. In the terminology of a 2x2 table, when dis=0.5,
pos=TP and n=(TP+FN). When dis=-0.5, pos=FP and n=(TN+FP).
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Fig.9.8 SAS data entry into

B3 Microsoft Excel - sasexample I._”EW)_(
Excel spreadsheet (e T

i8] gl Ed Wew [wet Fomat Iods Data Widow bep - & X
R I N Y-SR R 0 0 Y
e B 07 12 B S TSR SYPE z
H21 - ~
A 1 S | W | O ] G

| 1 |Author study pos n dis 1

2 |Anders 1 p.:] p.:] 05 1

3 |Anders 1 B5 05 1
| 4 |Barines 2 1 14 05 0

5 |Bartnes 2 2 103 05 0

B |Bautista 3 17 17 05 0

7 |Bautista 3 1 81 05 0

8 |Burgstahler 4 16 16 05 1

9 |Burgstahler 4 0 p-] 05 1

10 |Chiurlia 5 54 54 05 1

11 [Chiurlia 5 0 n 05 1

12 |Leta 6 4 4 05 i

13 |Leta 6 0 5 05 0

14 |Malhotra 7 9 1 05 0

15 Malhotra 7 0 198 05 0

16 |Martuscelli 8 54 54 05 1

17 |Martuscelli 8 0 197 05 1

18 |Pache 9 42 42 05 1

19 |Pache 9 0 51 05 1
20 Salm 10 25 25 05 0
21 |Salm 10 0 79 05 0
| 22 | Schlosser 1 21 21 05 1
| 23 | Schlosser 1" 0 110 05 1
24 |Songh 12 4 5 05 1
| 25 |SongM 12 0 165 05 1
| 26 |SongW 13 34 £ 05 0
27 |SongW 13 8 116 05 0
| 28 |Yamamoto 14 5 5 05 1
| 29 |Yamamoto 14 10 153 05 1 @
W 4 » w)\Sheet1 /Sheet2 [ Sheet3 / < >
Ready

Obviously, when dis is 0.5, the closer ‘pos’ is to ‘n’, the fewer the false negative results
and the more sensitive the test. Conversely, when ‘dis’ is —0.5, the smaller the value of
‘pos’, the fewer false positives are reported. It is also possible to enter covariate data. The
‘t1” variable in this case represents administration of beta blockers, where a value of 1
indicates that they were given, and zero indicates they were not.

Now that the data is in the right format, it can be imported into SAS. The location of the
Excel spreadsheet must match the address given in the DATAFILE line. The file name for
the example in this chapter is sasexample.xls (Fig. 9.9).

9.5.2
Basic HSROC Modelling

The difficult part of HSROC analysis in SAS is to understand the multiple levels of analy-
sis. The first level models the number of positives in each study, which is assumed to fol-
low a binomial distribution. However, the model is nonlinear, which limits the available
software choices. Both logarithmic and exponential forms are used in the base model, as
seen in the SAS code (Fig. 9.10).
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Ble Gt Yew ook Rwn Soktions Window Hep
v | I DFE &R B D 2 X0&

Y basic HSROC code NO COVARIATES

=PROC IMPORT OUT= WORK.example
DATAFILE= "C:\sasexample.xls"

DBMS=EXCEL REPLACE:
GETNAMES=YES:

[ output - (untitied) | (5] Log- (untitied) || basic HSROC cod... [#] basic HSROC cod... | < GRAPHI WORK..

Fig.9.9 Importing an Excel spreadsheet into SAS

Ele Edt Yew Jooks Run Joltions Window [l
v | Dl &0
Fil basic HSROC code NO COVARIATES

=PROC IMPORT OUT= WORK.example
DATAFILE= “C:\sasexample.xls”
DBMS=EXCEL REPLACE:
GETHAMES=YES:

RUN:
=proc nlmixed data=example:

parms theta=0 alpha=2 beta=0 sZut=l sZua=l:

logitp= {thetatut+(alpha+ua) *dis) *exp (- (beta) *dis) ;

peexp (logitp) / (1+exp (logitp) ) :

model pos-binomial(n,p):

random ut uwa~normal ([0,0], [22ua,0,22ua)] subject=author:

estimate ‘Sensitivity' 1/((1l+exp(-(theta+0.57 (alpha)) *exp(-0.5% (beca))))):

estimate 'Specificity' 1-(1/ (l+exp(-(checa-0.5% (alpha)) *exp(0.5% (becal))}):

estimate ‘LR positive' (l+exp(-(theca-0.5%alpha) *exp(0.5%beca)))/({1+exp(-(checa+Dd.5*alpha) *exp(-0.5%eta
estimate ‘LR negative' (1-1/((l+exp(-(theca+0.5%alpha) *exp(-0.5%beca)))}}/ (1-(1/ (1+exp(-(checa-0.5%alpha)
predict ua out=u;

run;

title 'Histogram of Alpha Residuals';
= proc univariate data=u noprint;

histogram pred/normal :

run;

< ¥

[3) output - (Untitled) | [£] Log - (untitied) |iE‘!I basic HSROC code ... (& basic HSROC code s...[ 4} GRAPH1 WORK.GS...

Fig.9.10 Basic HSROC code for a model with no covariates and a single test

Theta is the random-effects variable for threshold effect (and ‘ut’ is its random variation
variable). Similarly, alpha is the random-effects accuracy variable (and ‘ua’ is its varia-
tion). Beta is the fixed-effects variable which models the shape of the HSROC curve — if
there is a significant dependence of accuracy on threshold, the curve will be asymmetric
(and beta will be significantly different to zero). A beta variation (‘bc’) variable can be
input into the model to see whether it is asymmetric but, in practice, this can be omitted if
there is no evidence of the curve being asymmetric.

The four ‘estimate’ code lines are the codes used to produce clinically relevant esti-
mates. In this case, estimates of sensitivity, specificity and the positive and negative likeli-
hood ratios have been produced. Other estimates, such as DOR, positive predictive value
and negative predictive value, can also be produced. The process is run, and an output
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produced (Fig. 9.11). The model may fail to converge within the set limit of iterations. In
these circumstances, it may be possible to remove covariates from the model (including
‘be’ if this has been included). If this is not feasible, changing the optimisation technique
may be required (see SAS help notes for more information).

Estimates for theta, alpha and beta are obtained from the SAS output code. Note should
also be made of the —2 log likelihood value, as this will be important if further analysis
using covariates will be done. The estimates for sensitivity and the other three outcomes
are given in the output as well (Fig. 9.12).

The final part of the basic code is production of a histogram of the residual values of
alpha across the model. These should follow a normal distribution for the underlying
assumptions to be valid. In this case, there is nothing in the histogram to suggest that this

Ele Edt Yew Jook Johtions Window Hep

“".

B Output - (Untitled)

NOTE: GCONY convergence criterion satisfied.

Fit Statistics

=2 Log Likel ihood 76.5
AIC (snaller is better) 86.5
AICC (smaller is better) 89.3
BIC (snaller is better) 89.7

Parameter Estimates

Standard
Parameter Estimate Ervor DF t Value Pr > |t] Alpha Lower Upper Gradient
theta -0.7283 1.3308 12 =-0.55 0.5942 0.05 -3.6278 2.1713  -7.03E-6
alpha 10.4266 1.5508 12 B.72 <.0001 0,05 7.0477  13.8054 -2.02E-6
beta =0.1304 0.6508 12 =0.20 0.8446 0.05 ~1.5483 1.2875 ~1.07E-6
s2ut 1.0000 0 12 Infty <.0001 0.05 =Infty Infty o
s2ua 4.1739 2.9543 12 1.41 o.1831 0.05 -2.2628 10.6107 =-2.9%E-6
Covar iance Matrix of Parameter Estimates
Row Paraneter thata alpha beta s2ut =2ua
1 theta 1.7710 ~-0.8479 0.7556 . =0.8071
2 alpha =0.8479 2.4049 =0.4917 . 3.4460
3 beta 0.7556 =0.4917 0.4235 : ~0.4633 ™

[@ Output - Untitled)  [5] Log - (Untitied) I [ basic HSROC code NI [ basic HSROC code n...[ f) GRAPH1 WORK.GS... |

Fig.9.11 Parameter estimates and —2 loglikelihood results for the basic HSROC model

Be Edt yew Joos Sohtons Wndow beb
v | JDh=H &R

W
B Output - (Untitled)

fdditional Estimates

Standard
Label Estinate Error DF t Value Pr > |t} filpha Lower Upper
Senzitivity 0.9917 0.01024 12 96.89 <.0001 0.05 0.9694 1.0140
Specificity 0.9962 0.003568 12 2ra.20 <.0001 0.05 0.9884 1.0040
LA positive 260.39 243.42 12 1.07 0.3058 0.05 =-269.97 790.74
LR negative 0.008300 o0.01027 12 o.81 0.4347 0.05 =0.01407 0.03067

) GRAPHI WORK.GS... |

[ Output - Untitled) ] Log - (Untitied) ] [# basic HSROC code N] [# basic HSROC code B...

Fig.9.12 Estimated sensitivity, specificity and likelihood ratios for the basic HSROC model
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Fle Edt Wew Took Sohtions Window Heb
v | =

BE &R ' B@-

B GRAPH1 WORK.GSEG.UNIVAR

Histogram of Alpha Residuals

s280%78 70

/.—“'_'_—‘_“'\
20 )

o T T T T T T
-4.2 =3 -1.8 =0.6 0.6 1.8

Predicted Value

[ output - (untitied) | ElLog- (untitled) | [ basic HSROC code N...| () basic HSROC eode 8. || i GRAPH1 WORK.G...

Fig.9.13 Histogram of alpha residuals to test for underlying normality

assumption is invalid (Fig. 9.13). Once the estimates of theta, alpha and beta are obtained
from the output (for example, in this case, theta is estimated to be —0.7283), they can be
inputted into Review Manager 5 (see Sect. 9.6).

9.5.3
Covariates in the HSROC Model

The HSROC model is far more flexible than the traditional SROC in assessing the impact
of covariates on heterogeneity. In this example, the administration of beta blockers has
been included during the data extraction step (Fig. 9.1). Including this covariate into the
SAS code is straightforward, as long as the underlying model is understood.

Three new variables are incorporated into the model for the addition of one covariate
(Fig. 9.14). ‘tc’ refers to the variation of threshold parameter due to the effect of beta blockers.
‘ac’ refers to the variation of the accuracy variable, and ‘bc’ refers to the effect on the HSROC
curve shape. In order for these variables to denote the influence of beta blocker administra-
tion, a variable called ‘t1” has been introduced which is zero if beta blockers are not given,
and ‘one’ when they are. In this way, ‘tc’, “ac’ and ‘bc’ only come into effect when beta block-
ers are administered, making their magnitude solely related to that event. Their start values
are assumed to be zero. Sensitivity and the other clinical estimates can be produced for studies
using beta blockers, using the altered code accounting for beta blocker administration as a
covariate. The output of this model can now be examined (Figs. 9.15 and 9.16).

In the simple model with no covariates, the value for —2LL was 76.5. The model with
the covariate has a —2LL value of 67.5. The difference in —2LL values (in this case, 9.0)
follows a chi squared distribution with 2 degrees of freedom. The one-tailed probability of
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Be Gt Wow Loos Qun Soheons Wodow b
2l 0@ SRR DD LXOS

Qutput - (Untitled)
Fi basic HSROC code BB COVARIATE
=PROC IMPORT OUT= WORK.example2
DATAFILE= “C:\sasexample.xls"
DEMS=EXCEL REPLACE;
GETNAMES=YES;

RUN;
=proc nlmixed data=example2:
parms theca=0 tc=0 alpha=2 ac=0 beca=0 bc=0 s2ut=1 s2ua=1;
logitp= (theta+ut+tec®el+ [alphatuat+acttl) *dis) *exp (- (betatbortl) *dis) 2
peexp{logitp)/ (1+exp (logitp)):
model pos~binomialin,p):
random ut ua~normal({[0,0], [sZua,0,s2ua)} subject=study:
estimate ‘Sensitivity BB' 1/((1+exp(-(theta+tc+0.5" (alphatac)) Yexp(-0.5" (bera+be))))):
estimate ‘Specificity BB' 1-(1/(l+exp(-(theta+te-0.5" (alpha+ac)) "exp(0.5% (betatbe)))));
estimate 'LR positive BB' (l+exp(-(theta+tc-0.3" (alphatac)) Yexp(0.5% (beva+bc))))/ ((14ex
escimate 'LR negative BB' (1-1/((1+exp(-(thetattc+0.5" (alphatac)) "exp(-0.5" (bevasbe)l))
predict ua out=u;
ran;
title 'Histogram of Alpha Residuals':
=proc univariate data=u noprint:
histogram pred/normal :
run;

[ output - (untitied) | ElLog- juntited) | @ basic Hsroc code N...|| ) basic HSROC code ... 5} GRAPH1 WORK.GS...

Fig. 9.14 HSROC code for a model with one covariate and a single test

Bl Gk Yow foos Soktons MWindow bep
< SDrE &Q BT DB 208

B Output - (Untitled)

NOTE: GCONV convergence criterion satisfied.

Fit Statistics

P =2 Log Likel ihood 67.5
h AIC (smaller is better) 83.5

AICC (=naller iz better) 1.1
i BIC (=maller iz better) 88.6

Parameter Estinates

Error DF t Value Pr > lt! Alpha Lower Upper Gradient

1.8439 12 0.07  0.9457  0.05 -3.8893  4.1453  0.00002
6.7868 12 0.77  0.4568  0.05 =-9.5686 20.0055 0.000011

12 8.11  ¢.0001 ©0.05 5.1861  8.9967 =5.72E-6

10.6363 12 0.87 0.4025 0.05 =13.9443 32.4049 -5.35E-6

1.1368 12 0.53 06066 0.05 -1.8758 3.0778 -0.00003

, 1.7536 12 0.68  0.5109 0.05 =-2.6324  5.0090 =0.00001
0 12 Infty  <.0001  0.05 =Infty  Infty ]

! 1.1338 12 0.76  0.4635  ©0.05 ~-1.6119  3.3289 1.934E-6

@ Output - (Untitled) ] Log - (Untitied)

| @ basic Hsroc code n...| (@ basic HsRoC code 6...| = GRapH1 woRK.Gs... |

Fig.9.15 Parameter estimates and —2 loglikelihood results for the HSROC model with one covariate
and a single test

randomly having a value of 9.0 or more in a chi squared distribution with 2 degrees of
freedom is 0.011. This value (the p value) indicates that the administration of beta blockers
significantly contributes to the heterogeneity of results of the primary studies.
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Ele Edt Vew Jooks Joltions Window Help
v sl DB &R

e

B Output - (Untitled)

hdditional Estinates

Standard
Label Estinate Error DF t Value Pr > jt} Alpha Lower Upper
Sensitivity BB 0.9960  0.004164 12 239.19 <. 0001 0.05 0.9869 1.0051
Specificity BB 0.9990 0.002006 12 49807 <.0001 0.05 0.9946 1.0033
LR positive BB 974.30 1911.03 12 0.51 0.6194 0.05 =2189.47 5138.07
LR negative BB 0.003989 0.004167 12 0.96 0.3573 0.05 =0.00509 0.01307

[A Output - Untitled) ] Log - (Untitied) | [# basic HSROC code N.. ] [ basic HSROC code n...| <) GRAPH1 WORK.GS... |

Fig. 9.16 Estimated sensitivity, specificity and likelihood ratios for the HSROC model with one
covariate

If the effect of beta blocker administration on curve shape alone is to be investigated,
removal of the relevant variable (‘bc”) from the full model with the beta blocker covariates
can be done. The subsequent difference in —2LL values will then generate a p value (chi
squared distribution with 2 degrees of freedom). Similarly, the effect of beta blockers on
test accuracy (‘ac’) or dependence of test accuracy on threshold (‘tc”) could also be exam-
ined individually.

9.5.4
Convergence

Problems may arise during HSROC analysis with SAS with convergence of the model,
especially as the number of variables in the model increases. If convergence does become
a problem, the model can be run with and without a shape variable (beta) before covariates
are included. If the p value is less than 0.10 (calculated by the above method using the —2
Loglikelihood values), then there is evidence that the HSROC is asymmetric, and rather
than removing the beta variables from the model, alternative ways to ensure convergence
should be sought. These include changing the underlying optimisation technique or
increasing the number of allowed iterations.

9.6
Drawing the HSROC Curve

Review Manager 5 (RevMan)) is very useful for creating systematic reviews of diagnostic
tests. It allows the SROC curve to be drawn with or without the hierarchical parameters from
the SAS analysis entered into the curve equation; thus, a traditional SROC curve requires noth-
ing but data entry into RevMan 5 and subsequent analysis. If the bivariate SROC approach is
being performed, those parameters may alternatively be entered into the model for the curve.
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Fig.9.17 Data entry into RevMan 5 with Forest plot
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Fig.9.18 Forest plot screen in RevMan 5
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Basic knowledge of RevMan is assumed here. If you have not used RevMan before, do not
worry — it comes with user manuals, and is itself user-friendly. Once the review has been created
in RevMan, register the studies (14 in our example) and for each study, allocate values for TP,
FN, FP and TN (note that the SAS data entry approach will not be valid here). Make sure that the
values correspond to those in the original data extraction — FN and FP may be reversed from the
spreadsheet (as in this example) (Fig. 9.17). From this, create an Analysis (the name does not
matter, it is your choice) and perform a Forest plot to gain an overall view of the data (Fig. 9.18).
The plot can then be saved as pdf, eps or other file types. Alternatively, it can be copied and
pasted into a Paint programme, and then saved as a jpeg, bitmap or other image type.

The next step in RevMan is to create the HSROC curve, using the parameters for theta,
beta and alpha (referred to as lambda) obtained from the SAS output (Figs. 9.19 and 9.20). In
this example, the accuracy is very close to perfect and the curve is nearly the perfect square.
The diagonal is drawn onto the curve by default, and represents the accuracy of a random test.
If beta blocker administration is a covariate, its contribution to heterogeneity of study results
can be graphically demonstrated in RevMan 5 through covariate curves (Fig. 9.21).

Ed Review Manager 5
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@ [Cardiac CT versus for CABG ion in [particip iption}rm5] Cardiac CT versus Angiogra.. o o [
o} Textof Review | (] Figure 1 (Analysis 1) | (%] 1Pooled | _
=1 | anaysis: 1 Pookea B scl2]e |

[ {| Externally Calculated Parameters
& HSROC model parameters

|Studies

|

|| Display summary curve

v Display summary point

[C] pisplay 95% confidence region

- e
= L_| Display 95% prediction region

LE=RRes _Parameter_ Eslimate el e |
Lambda 10.4266]~ |
Theta -0.7283[ |
beta -0.1304]=]
|Var(accuracy) 41739 |
[Var(threshold) L] b
" Bivariate model parameters

[ Parameter Estimate [
B
|

!
Confidence and prediction regions

= _Parameter _Estimate

|SE(E(logitSe))

|SE(E(logitSp))

|CoviEs)

Fig.9.19 Submitting the HSROC parameters into RevMan 5
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Fig.9.20 The HSROC curve
for the example (no covariates)

Fig.9.21 The HSROC curve
for the example, using beta
blocker administration as a
covariate
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9.7
Conclusion

Diagnostic test meta-analysis is complex, with multiple steps required to fully analyse
the data. Mastering the SAS code, RevMan 5 application and QUADAS tool is required
for an accurate meta-analysis using these methods. However, if the clinical question is
relevant, and the literature search, data extraction, quality assessment, HSROC and curve
generation are sound, the results of the analysis produce meaningful and useful
information.
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Practical Examples of the Application 1 o
of Decision Analysis in Healthcare

Christopher Rao, Ara Darzi, and Thanos Athanasiou

Abstract In this chapter, we use examples adapted from the published literature to illus-
trate the practical application of decision analytical methods. For both examples, we use the
TreeAge Pro Suite software package (TreeAge Software inc., Williamstown, Massachusetts,
USA). By using these methods, we hope that the reader will be able to construct more
complex decision analytical models to address clinical problems in their own practice.

10.1
Introduction

In this chapter, we use examples adapted from the published literature to illustrate practical
application of the decision analytical methods discussed in Chap. 5. In the first example,
we adapt a complex decision analytical model from the literature' to compare percutane-
ous coronary artery stenting with surgical revascularisation. In this example, we demon-
strate the basic principles of model construction and analysis. In the second example, we
use an adapted example from the literature* comparing different methods of mitral valve
replacement to demonstrate more advanced decision analytical methods. An overview of
the aims of this chapter is shown in Box 10.1.

For both examples, we use the TreeAge Pro Suite software package (TreeAge Software
inc., Williamstown, Massachusetts, USA) for two reasons; firstly, it is more accessible to
the ‘novice’ analyst with its intuitive visual interfaces requiring little prior specialist com-
puting or statistical knowledge. Secondly, the practical application of decision analytical
methods using other programmes such as Excel (Microsoft Corporation, Redmond,
Washington, USA) has already been discussed in other texts®. A free trial version of the
TreeAge Pro Suite software package that will allow the reader to work through these
examples and gain a basic understanding of practical decision analysis is available for
download from the TreeAge website (www.TreeAge.com).
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Box10.1 Chapter Aims and Objectives

Example 1: Coronary Revascularisation (Sect. 10.2.)
Constructing a Decision Tree (Sect. 10.2.2.)
Analysing a Decision Tree (Sect. 10.2.3.)
Univariate and Multivariate Sensitivity Analysis (Sect. 10.2.4.)
Probabilistic Sensitivity Analysis (Sect. 10.2.5.)

Example 2: Mitral Valve Replacement (Sect. 10.3.)
Constructing a Markov Model (Sect. 10.3.2.)
Cycle-Dependant Model Parameters (Sect. 10.3.2.1)
Discounting (Sect. 10.3.2.2)
Analysing a Markov Model (Sect. 10.3.3.)

10.2
Example 1: Coronary Revascularisation

10.2.1
Background Information

Ischaemic heart disease is a major cause of morbidity and mortality worldwide. As the symp-
toms of ischaemic heart disease are caused by blockage or narrowing of the heart’s blood
vessels, the symptoms can be treated by improving the blood flow to the muscle of the heart.
In this simplified adaption of a published economic analysis,! we compare the quality-
adjusted life year (QALY) payoff in the first year following two different interventions. The
first is coronary artery bypass grafting (CABG) where an operation is performed to bypass
the diseased segments of the heart arteries with veins or arteries from the patient’s legs, arms
or chest wall. The second is percutaneous transluminal coronary angioplasty with stenting
(PTCA) where the arteries of the heart are first unblocked using a specially adapted wire, and
then held open with a metal tube or stent. Whilst fewer patients have recurrence of symptoms
following CABG, procedural mortality is lower following PTCA. What is the best course of
action? In this example, we use a simplified version of a published economic analysis' to
illustrate the principles of constructing and analysing a decision analytical model. To fully
assess which strategy is the most effective, a complicated model is required that considers a
number of outcomes over a period of several years. Consequently, this example is designed
to illustrate the principles of decision analysis and not to inform practice, for which we refer
readers to the published analysis on which our example is based'. The model parameters used
in this model are given in Table 10.1. An overview of the structure of the model 1 is shown
in Fig. 10.1. Box 10.2 explains how to correct mistakes made during the examples.

Box10.2 Correcting Mistakes in TreeAge

During the course of these examples, any mistakes can be corrected by clicking on the
Edit menu and Undo; alternatively, hold down the Ctrl + Z keys.
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To delete parts of the tree, they must be selected by clicking on the Options menu
and then Select Subtree; alternatively, hold down the Ctrl/+ B keys. They can then be
deleted by cutting the selected portions of the tree. This can be done by clicking on the
Edit menu and then Cut; alternatively, hold down the Ctr/+ X keys.

Table 10.1 Model parameters used in Example 1

Vaue — Range Distibution

Utility parameters
Asymptomatic utility 0.860 0.774-0.946 Triangular
Symptomatic utility 0.858 0.772-0.944 Triangular

Path probabilities

PTCA symptom recurrence rate 0.0677 0.0284-0.1535 Triangular
CABG symptom recurrence rate 0.0247 0.0098-0.0573 Triangular
PTCA procedural mortality 0.0075 0.0026-0.0281 Triangular
CABG procedural mortality 0.0224 0.0059-0.0610 Triangular

Payoff
Recurrence of
Symptoms
0.858
Survives P=0.0247
Asymptomatic
0.860
Procedural
Mortality
------------------- 0.000
P=0.0224
Ischaemic
Heart Disease Recurrence of
Symptoms
0.858
Survives P=0.0677
Asymptomatic
0.860
Procedural
Mortality
------------------- 0.000
P=0.0075

Fig.10.1 The structure of the model used in Example 1
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10.2.2
Constructing a Decision Tree

Start by opening TreeAge.

In the Main tree window, a single unnamed decision node will be visible

To name the decision node, left click on the area above the node; the name can be
changed in the future by left clicking on area above the node again (Fig. 10.2).

Choices can be added to the decision node by left clicking on the node. Left clicking on
the node once adds two choices. Every subsequent left click on the node adds one further
choice (Fig. 10.3).

In the same way that we named the decision node, we can name the chance nodes
(Fig. 10.4).

Possible outcomes can be added to the chance nodes in the same way that we added all the
possible choices to the decision node. Left clicking on the node once adds two chance out-
comes. Every subsequent left click on the node adds one further chance outcome (Fig. 10.5).

When the tree is complete (Fig. 10.5), most of the final nodes will be converted into
terminal nodes, with payoffs attached to them. This can be done by right clicking on the
node. This reveals a menu of options. Select the Change Node Type... option; alternatively,
select the chance node by left clicking on it and select the change node type button (1),
click on the Options menu and then Change Node Type... from the pull-down menu or hold
down Ctrl+ T keys. This will bring up the following menu (Fig. 10.6).

Select Terminal, and then click on OK. The following box will appear (Fig. 10.7).

Whilst it is possible to enter numerical payoffs, by naming the payoffs, we will be able
to use the same payoffs for different outcomes. We will also be able to change the numerical
value of payoffs more easily and perform sensitivity analysis. In our example, we have

Fle Eda Displey Vahss Anabus Optices Window Help
o =3 = e e 2 1 O e e |
Jod Uneinied Tree 1

=
E. |0 ]

Fig. 10.2
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o

Fig.10.3
CABG
Ischaemic Heart Disease O
PTCA
Fig. 10.4

called the utility associated with the symptom free health state u_asymp and the utility
associated with the symptomatic health state u_symp. Enter u_symp into the box Payoff'I..

Entering a variable name that has not been previously defined will automatically reveal
the following window (Fig. 10.8).

Select the Define numerically (at roof) tick box. Enter the default value in the Value box
and high and low values for sensitivity analysis in the Low value and High value box. Then
click OK.

When this process is completed for all the terminal nodes (Fig. 10.9), we can begin to
enter the path probabilities.
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Fig. 10.7
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Fig. 10.9

Whilst it is possible to give the path probabilities numerical values, it is easier to name
the path probabilities for the same reasons that it is easier to name the payoffs associated
with terminal nodes. The path probabilities at each chance node must add up to 1. The easi-
est way to ensure that they add up to exactly 1 is to assign 1 of the outcomes of each chance
node the path probability ‘#’. The path probability ‘#’ represents 1 minus the sum of all the
other path probabilities at that chance node.

Path probabilities are added by simply left clicking underneath each branch that follows
a chance node (Fig. 10.10), and then typing the name of the variable. For example, in our
model, we have named the preoperative death rate following CABG, p_periop _cabg.

In the same way, entering an unknown variable into the payoff window (Fig. 10.7)
automatically brings up the new variable window (Fig. 10.8). Entering an unknown vari-
able as a probability will bring up the new variable window (Fig. 10.8). It can then be
defined in the same way that the payoffs can be defined.
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Fig. 10.10

We can edit the values of the variables after we have defined them by clicking on the
Values menu and then clicking on Variables and Tables. Alternatively, press Ctrl+ D. This
will reveal the following menu (Fig. 10.11).

Click on the Variables List in the top left hand corner to reveal the list of variables defined
in the tree. Double clicking on any of the variables will reveal the variable window shown in
Fig. 10.12. This window can also be reached by clicking on the Edit Properties... button.

If the TreeAge Excel Expansion module and Microsoft Excel is available, then the
variables can be more easily edited by selecting all the variables in the variables and tables
window (Fig. 10.11). This can be done by either by pressing and holding the shift button
and left clicking the top and then bottom variable, or by pressing and holding the ctr/ but-
ton and selecting each variable individually. Once all of the variables have been selected,
press the Edit in Excel button. This will automatically start Microsoft Excel, and the vari-
ables can be entered into a spreadsheet in the following way (Fig. 10.13).

The variables can then readily be edited. New variables can easily be added by entering
the name and the values associated with the new variable underneath the existing variables
in the same format.

When all new variables have been added and editing has been completed, highlight all
of the variables as shown (Fig. 10.13). Click on the Add-Ins menu tab, and then click on
the TreeAge drop down menu, then on the Add or Update Variables option. If this action
has been successful, the following window will appear (Fig. 10.14).

Finally, before we are ready to analyse our decision analytical model, we must change
the numerical format of the results. This can be done by right clicking anywhere in the main
tree window and selecting Preferences... from the menu that is revealed. Alternatively,
click on the preference button (=) in the tool bar, press the F'/1 key or click on the Edit menu
and then Preferences... All of these paths will bring up the preference menu (Fig. 10.15).
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Click on the Calculation Method option. Choose the Simple (single payoff) option from
the Method pull-down menu. Ensure that / is selected in the Use payoff pull-down menu.
Then select the Numeric Format. This will open the window shown below (Fig. 10.16).
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Check the tree for accuracy.

Fig. 10.14

Select the number of decimal places required for the results. From the Units pull-down
model, select None. The results of analysis are utility values and consequently have no
units. When this is completed, press OK. This will return us to the preferences menu. Press
OK to return us to the tree.

We are now ready to start analysing our decision analytical model.
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10.2.3

Analysing a Decision Tree

The expected value at any node in the decision tree can be calculated by selecting the node
by left clicking on it, selecting the Analysis menu and then Expected Value. Alternatively,
hold down the Ctrl + E keys.
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If we calculate the expected value at the Asymptomatic node of the CABG subtree, the
following results (Fig. 10.17) are obtained

In a similar way, we can calculate the path probability at any node by clicking on it and
then selecting on the Analysis menu and then Path Probability. If we do this at the same
node, the Symptom Free node of the CABG subtree, the following results (Fig. 10.18) are
obtained.

We can roll back the whole tree by clicking on the roll back button () in the tool bar;
alternatively, click on the Analysis menu and then Roll Back, or hold down the Ctrl+R.

The following results (Fig. 10.19) are obtained.

5 | TreeAge Pro. ]

The expected value of node
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Fig. 10.17
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Fig.10.18
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Fig.10.20
Rank | Strategy Value Incremental Value || [ 0K ]
1 PTCA 08534
2 CABG 08407 0.0127 ToClpboxd | ||
ToEncel |
Format

Finally, for information on the difference between the expected value of each strat-
egy (Fig. 10.20), they can be ranked by clicking on the Analysis Menu and Rankings.
This information can be exported to either the clipboard or Microsoft Excel by clicking
on the appropriate button.

10.2.4
Univariate and Multivariate Sensitivity Analysis

We are able to perform univariate and two-way sensitivity analysis to investigate the
uncertainty associated with our model parameters.

In order to perform univariate sensitivity analysis, click on the univariate sensitivity
analysis button (a). Alternatively, click on the Analysis, then Sensitivity Analysis, then One
Way ... or simply press F'5. This will bring up the sensitivity analysis window (Fig. 10.21).
Choose the variable on which you wish to perform univariate sensitivity analysis. The
High value and Low value will automatically be set to the high and low values that we
defined earlier. Choose the Number of Intervals and press then OK.

The results will be displayed as shown bellow (Fig. 10.22).

Variable: p_periop_ptca v | 0K I
Cancel I
Number of Intervals:

Help

Low value: |0,0028 ]

View Definitions |
High value: |u.0231 |

¥ Check coherence

Fig. 10.21



234 C.Raoetal.

"B vt oo e

- Convert To "“Op:ion:” Excel Chart | Actions 'IE!
Sensitivity Analysis on
p_periop_ptca
0.8600 # — A
j =]
+ PTCA
o 0.8550
% Threshold Values:
> 0.8500  « P_periop_ptca = 0.02230
b4 EV = 0.8407
& 0.8450
(=%
>
W 0.8400 .
)
1 . [
0.00260 0.01025 0.01790 0.02555
p_periop_ptca .
Fig.10.22

Treedige Fro Line Giaph [D—Ki

Sensitvity Analysiz on p_penop_pica
Expott *

p_petiop_plca CABG PTCA

0.0026 08407 0.8576

000515 08407 0.8554

0.0077 08407 08532

001025 0.8407 0.8511

omzs 08407 0.8483

001535 0.8407 08467

007s 0.8407 0.8445

0.02045 08407 08423

0023 08407 084

002555 08407 08373

a0z 08407 08357

Motes:

Theeshold Values: a

Lines [PTCA, CABG] p_peniop_ptca = 0.02230/EV = 0.8407

The following dupcate output may offer better import into olher software. E
|p_penop_plca 00026 0.00515 0.0077 001025 ooz am - J

v
Fig. 10.23

By pressing the Actions button and then the Text Report option, the information dis-
played graphically in Fig. 10.22 can be displayed in written form (Fig. 10.23). This can be
exported to the clipboard or Excel by pressing the Export button.
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It is possible to export the graph to Excel in order to edit it further (Fig. 10.24), by press-
ing the Excel Chart button in Fig. 10.22.

Two-way sensitivity analysis can be performed by pressing the two-way sensitivity but-
ton (=). Alternatively, click on the Analysis menu, then on Sensitivity Analysis, then on Two
Way... Alternatively, press Shift+F5. This will reveal the two-way sensitivity menu
(Fig. 10.25).

Choose the required variables from the Variable pull-down menus, and change the
Number of Intervals to 10. The Low value and High value will automatically be set to the
values specified earlier. By pressing OK, the following diagram will be produced
(Fig. 10.26). A test report for this graph can be produced in a similar way to the other
graphical reports by pressing the Text Report buttons.
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Fig. 10.26

10.2.5
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When the tree has been constructed, we need to define distributions for each of the vari-
ables. To define a variable in TreeAge, click on Values, then on Distributions..., alterna-
tively, press Ctrl +Shift + D. This will reveal the following window (Fig. 10.27).

Click on the New... button. The following window will be revealed (Fig. 10.28).

Fig. 10.27
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Fig.10.28

A distribution type can be selected by clicking on it. Most distributions frequently used
in decision analysis are available in TreeAge. In this model, we will use triangular distribu-
tions. Click on the triangular distribution button (z). The following window will be
revealed (Fig. 10.29).

We will start by defining the preoperative mortality rate following CABG. Enter
‘0.0059’ into the Min: box, ‘0.0224” into the Likeliest: box, and ‘0.0610° into the Max:
box. When this has been completed, press the OK box. The following window will appear
(Fig. 10.30). Enter a name and description for the distribution, and then press OK.

The distribution will then appear in the list of distributions (Fig. 10.31.). Distributions
can be assigned to the other variables in the same way; however, in a similar way to how
we defined the variables, it is easier to define the distributions in Excel.

This can be done selecting the distributions in Fig. 10.31 that have already been defined
and then clicking on the Edit in Excel button. The following window will appear, and the
distributions should be entered manually as shown (Fig. 10.32).

When all new variables have been added and editing has been completed, highlight all
of the variables as we did previously for the variables (Fig. 10.13). Click on the Add-Ins
menu tab, then click on the TreeAge drop down menu on the Add or Update Distributions
option. If this action has been successful, the following window will appear (Fig. 10.33).
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Fig. 10.33

Updated 6 distributions:

Check the tree for accuracy.

When all of the distributions have been defined (Fig. 10.34), we can start to connect
them to the variables. It is easiest way to do this in Excel as described before.

When the variables have been entered into Excel as shown in Fig. 10.35, update the
variables in TreeAge. We can now perform a probabilistic sensitivity analysis.

In this example, we are able to perform a second-order Monte Carlo simulation as we
have defined distributions from which the variables will be sampled. Click on the deci-
sion node and press the Markov simulation button from the tool bar (); alternatively,
press F7 or select the Analysis menu and then select Monte Carlo Simulation, then Two-
Dimensional (Sampling + Trials).... The following window will be revealed (Fig. 10.36).

TreeAge can perform Monte Carlo simulation either for a theoretical cohort of patients
using expected values of the distributions or for individual patients using microsimulation.
In most cases, it is appropriate to perform Monte Carlo simulation for a theoretical cohort
of patients as it is computationally more efficient. Enter 1,000 into the Number of samples
(and model recalculations) box. When this has been completed, select Begin. The follow-
ing results are generated (Fig. 10.37).

Clicking the Sats Report... button reveals the following window (Fig. 10.38). Note that
according to the results of this model, the largest payoff is gained by the PTCA option.

Graphs of the payoffs and incremental outcomes (Fig. 10.39) can be produced by pressing
the Graph button in Fig. 10.37. These results can also be exported to Excel (Fig. 10.40).
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10.3
Example 2: Mitral Valve Replacement

10.3.1
Background Information

The commonest cause of death after mitral valve replacement is heart failure. It has been
hypothesised that this is because the mitral valve apparatus is commonly excised during
operations to replace the mitral valve, and that these structures play a vital role in main-
taining the structure and function of the heart. It has been suggested that preservation of
the mitral valve apparatus would reduce the incidence of heart failure and consequently
improve the survival of patients after mitral valve replacement’.

In the following example based on an example from the literature’ we evaluate what
effect mitral valve apparatus preservation has on the quality and length of life in the first
10 years after mitral valve replacement. In order to answer this question, we will construct
the following simple simulation (Fig. 10.41). Patients start in the ‘ALIVE’ state. Each

\ /

Fig. 10.41 A basic Markov model



10  Practical Examples of the Application of Decision Analysis in Healthcare

245

Table 10.2 Model parameters used in Example 2

Value

Transition probabilities

Cardiac-related mortality without preservation

Year 1
Year 2
Year 3
Year 4
Year 5
Year 6
Year 7
Year 8
Year 9
Year 10

0.1090
0.0233
0.0263
0.0144
0.0205
0.0205
0.0205
0.0205
0.0205
0.0205

Cardiac-related mortality preservation

Year 1
Year 2
Year 3
Year 4
Year 5
Year 6
Year 7
Year 8
Year 9
Year 10

Baseline population mortality

Year 1
Year 2
Year 3
Year 4
Year 5
Year 6
Year 7
Year 8
Year 9
Year 10

0.0575
0.0117
0.0127
0.0067
0.0093
0.0093
0.0093
0.0093
0.0093
0.0093

0.0130
0.0147
0.0162
0.0180
0.0202
0.0226
0.0252
0.0289
0.0334
0.0384

Range/SD

0.0214-0.1500
0.0046-0.0288
0.0054-0.0291
0.0031-0.0143
0.0047-0.0187
0.0047-0.0187
0.0047-0.0187
0.0047-0.0187
0.0047-0.0187
0.0047-0.0187

Distribution

Triangular
Triangular
Triangular
Triangular
Triangular
Triangular
Triangular
Triangular
Triangular
Triangular

cycle they can then remain in the ‘ALIVE’ state or move to the ‘DEAD’ state either by
dying of a causes related to their cardiac pathology, or by dying of causes of death unre-
lated to their cardiac pathology. The following tables show the parameters that will be used

in this example (Tables 10.2 and 10.3)
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Table 10.3 Model parameters used in Example 2
Parameter Value Range/SD Distribution
Utility parameters
Postoperative utility without preservation
Year 1 0.7111 0.1503 Normal
Year 2 0.6794 0.1436 Normal
Year 3 0.6794 0.1436 Normal
Year 4 0.6794 0.1436 Normal
Year 5 0.6794 0.1436 Normal
Year 6 0.6794 0.1436 Normal
Year 7 0.6794 0.1436 Normal
Year 8 0.6794 0.1436 Normal
Year 9 0.6794 0.1436 Normal
Year 10 0.6794 0.1436 Normal
Postoperative utility with preservation
Year 1 0.7833 0.0703 Normal
Year 2 0.7483 0.0672 Normal
Year 3 0.7483 0.0672 Normal
Year 4 0.7483 0.0672 Normal
Year 5 0.7483 0.0672 Normal
Year 6 0.7483 0.0672 Normal
Year 7 0.7483 0.0672 Normal
Year 8 0.7483 0.0672 Normal
Year 9 0.7483 0.0672 Normal
Year 10 0.7483 0.0672 Normal

10.3.2

Constructing a Markov Model

In the main tree window, construct the following tree (Fig. 10.42).

Now change the chance nodes at the end of the tree into Markov nodes. This can be done

by right clicking on the node and selecting Change Node Type... from the menu that is

revealed; alternatively, select the chance node by left clicking on it and select the change
node type button (1), click on the Options menu and then Change Node Type... from the pull-
down menu or hold down Ctrl+ T keys. This will bring up the following menu (Fig. 10.43).

Select Markov, and then click on OK. Complete this process for both of the chance

nodes (Fig. 10.44).

We now have to add Markov states to each of the Markov simulations. This is done by

left clicking on the Markov node once to add two Markov states and clicking on it again to

add further states in a similar way to how options are added to a decision node or chance
occurrences are added to a chance node (Fig. 10.45).
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After this is done, we need to designate Markov states that are absorbing states, in this
case death. This can be done by changing the node associated with that state from a chance
node to a terminal node in the same way as described in the first example (Fig. 10.46).



248 (.Raoetal.

File Edit Display Malues Analysis  Options Window Help

o ) = e < o Y ) e i

224 Untitled Tree 2 [r=nrEn <)
el X -
= O MiialVabve Replacement Alve
= & Preservabon B
O Ak ot R @
O Desd Prasonvation ey Rt 0
E & NonPreservalion T I:_W et
o e T s
Ozl Dead
~Mator |
it R 3
IMitral Vaive Replacement. :::-::a
sl
Bropaman L]
Hame Vale Alrve -
Mams Miitral rT—
# Table Files it Mot &
+ Documnent Properties :;wﬁ;:::
inal
Dead
= Manow
bt Bow: O
oy Rwd: O
(Winal Mwd 3
‘ i " B
Nodes Saved 7 of 7 | [ Payofl 1
Fig. 10.45

Eible Edit Display Vales Analysiz Qptions Window Help
o e e < o 5 ) e S S
QWTMZ = =D
Eupicar x A
=0 MisalVaive Reglacement Alive "
= & Presevation T
O Ave it Rewezt: 9
b Doed Presenvation s Rt 0
&8 Final Rnet. 0
Dead 1
— Manay
1ot v 0
IMitral Vaive Replacement ;_1:::3
Evsparsas 'l -
Name Valae Alve ce
[ Wetral T
+ Table Files it W 3
+ Docurnent Properties bner Rt 0
[T r— P -1
Teem
Dead
= Manov
it Bewed: O
by Reed: O
| Finpl Rwcd O
< n B =
Payofl 1
Fig. 10.46

We now need to model the state transition that can take place from the ‘alive’ state. Our
Markov simulation is very simple, and there are only two possible outcomes that can take
place. A patient can either die, or they can continue to live. Practically, we model this by
adding chance outcomes to the chance node associated with the alive node. This is done
simply by left clicking on the chance node in same way that we have done previously
(Fig. 10.47).
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Fig. 10.47

Once we have completed this process for all the Markov transitions, we need to define
where the patient in the simulation will start the next Markov cycle. This can be done by
changing the chance node associated with the Markov transition into a terminal node in the
same way described previously.

When this has been done, the ‘Jump To’ menu automatically appears (Fig. 10.48).
Select the Markov transition state that we wish the patient to start the next cycle in from
the menu and then press OK. In the case of the Survive transition from the Alive state, we
want our patient to start the next cycle in the A/ive state. In the case of the Die transition
from the Alive state, we want our patient to start the next cycle in the Death state.

After this has been successfully completed, the Markov state that the patient will jump
to from the Alive state after making the transition Live will be displayed after the terminal
node (Fig. 10.49).

When this process has been completed for all of the Markov transitions (Fig. 10.50), the
structure of the decision analytical model is complete and we are ready to start defining our
model parameters.

We will start by defining the termination conditions. In this simulation, we want the
time horizon to be 10 years; consequently, we want our simulation to finish when ten
cycles have been performed. The tenth cycle is called ‘Stage 9° using the nomenclature
used in TreeAge as the programme calls the first cycle ‘Stage 0°. To do this, double left
click on the Markov Termination box hanging underneath the Markov node; alternatively,
click on Values and then click on Markov Termination... after selecting the Markov simu-
lation by left clicking on it. The following window will appear (Fig. 10.51).

Delete the default termination condition, and enter _stage = 10. This will terminate the
Markov simulation after ten cycles (0-9) have occurred. When this has been done, click on
OK. Complete this for both Markov Simulations.
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We must now define the rewards associated with each of the Markov states. This can be
done by double left clicking on the Markov State info box hanging under each of the Markov
states; alternatively, click on Values and then click on Markov State Information... after select-
ing the Markov state by left clicking on it. The following window will appear (Fig. 10.51).

The Initial (stage 0): box is the reward that will be applied to all the patients who start
the simulation in that state. The Incremental: box is the reward that will be applied to
patients who enter or return to the state each cycle. The Final (after term): box is the
reward that will be applied to each patient who finishes the simulation in that state. Enter 0
into all three boxes for the Dead state in all the simulations. Enter u_p into the first two
boxes for the Alive state in the Preservation simulation and u_np into the first two boxes
for the Alive state in the Non-Preservation simulation. When this has been completed,
click on OK (Fig. 10.52).
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Fig. 10.52
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As we have entered an undefined variable into our decision analytical model, the New
Variable window will appear (Fig. 10.8). Click on the Define numerically (at root) check
box, then click on OK. We can now define the variable at a later stage as described in the
previous example using Excel. As there is no payoff associated with the Dead state, we
do not need to enter payoffs; however, we do need to enter transition probabilities. Enter
the transition probability p representing baseline population mortality, and the transition
probabilities ¢_p and ¢_np representing cardiac mortality in the Preservation and Non-
Preservation cohorts, respectively, as shown in Fig. 10.53. When the New Variable win-
dow appears (Fig. 10.8), click on the Define numerically (at root) check box and then

click on OK.
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10.3.2.1
Cycle-Dependant Model Parameters

The cardiac mortality is highest in the first year after the operation and declines with time;
however, the baseline mortality increases as the cohort of patients gets older. Likewise, the
health-related quality of life declines as the patient gets older and patient co-morbidities
increase. Whilst it would be possible to define the variable that we have already entered
into our model with static numerical variables or distributions, this would not reflect what
actually happens to patients who undergo mitral valve replacement. Consequently, in this
section, we will explain how to define model parameters, or the distributions that define
model parameters using tables. This will allow the model parameters or distributions to
change with time.

First of all we must create distributions to reflect the uncertainty associated with the
cardiac mortality in the preservation group and utility in both groups. For the purpose of
this example, we will assume that there is no uncertainty associated with either the
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population baseline mortality or the cardiac mortality in the non-preservation group.
Create two normal distributions called d u_np and d u_p with the TreeAge default values
for the mean (0) and standard deviation (1) to define the utility of the non-preservation and
preservation state, respectively. Create a triangular distribution called d ¢ _p with the
TreeAge default definitions for the minimum (0), likeliest (0.5) and maximum (1) to rep-
resent the cardiac mortality in the preservation group. The TreeAge default definitions can
be changed at a later stage.

We must now create tables to define the baseline population mortality (¢ p), the cardiac
mortality in the non-preservation group (¢ _c_np), the standard deviation and mean of the
utility in the preservation (t_sd u _p, t x u_p) and non-preservation group (¢ sd_u_np,
t x_u_np), and the minimum, likeliest and maximum cardiac mortality in the preservation
group (¢ min_c_p, t lik ¢ p, t max_c_p).

To create a table in TreeAge, click on the Values menu and then Variables and Tables....,
alternatively press Ctrl+ D. This will open the following window (Fig. 10.54).

Click on the Tables List button at the top of the window; the following window will
appear (Fig. 10.55).
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If you have not used the programme before, the main list will be empty. Table files are saved
separately from the individual decision analytical model and can be reused in all models.

Click on the New Table button. The following window (Fig. 10.56) will appear. Enter
the name of the new table (¢ p) into the Name: and the File: box and the press OK.

The new table will now appear in the list of tables (Fig. 10.57).

To enter values into the table, click on the Open Table button, then select Edit Table
from the pull-down menu. The following window will appear (Fig. 10.58).

Enter the first value from Table 10.2, and then click on OK. The first value will appear
in the table window (Fig. 10.59).

A quicker way to edit the table is to select the table in the main Variables and Tables
window (Fig. 10.57) and then click the Edit in Excel button. The following spreadsheet is
generated (Fig. 10.60).

Enter the data from Tables 10.2 and 10.3 and then highlight it as shown (Fig. 10.61)
before clicking on the TreeAge menu, then Add or Update Table.

When this operation has been successfully completed, the following window will
appear (Fig. 10.62).

Click on OK. If we have already defined some of the variables in the table, the follow-
ing window will appear (Fig. 10.63). Click on Yes.

To use our table to define a variable, open the Variables and Tables window (Fig. 10.64)
as described above and select the variable p. Then click on the Define Variable... button and
select Default for Tree from the pull-down menu. The following window will be revealed.
Enter ¢ p/ stage] into the box p. Then press OK. This means that during every cycle,
TreeAge will look up the index value of the value of the table ¢ p that corresponds to the

|2 | Properties: New Table

Name: Il_D
usage: vai = NewT ablefrow]

|LD
[leave blank to use table name]

Database. . |

For Missing Row [or Column) Indexes
" Truncate (use closest lower index)
& Use near jnterpolation
" Entot (require index-specific)

™ Abways enor if index is "off edge"
[is > highest or < lowest index)

Fig. 10.56
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® | Variables and Tables

Variables List

Tables List

Table Name

_m_np_y_kk (]
Lm_np_y_max []
t_m_np_y_min []
_m_p_b_lik []
t_m_p_b_max []
L_e_p_b_min []
tm_p_e ik []
t_m_p_e_max []
tm_p_e_min ]
t_m_p_f ik []
L _p_f max []
e p_f_min []
Len_p_y_lik []
tm_p_y_max (]
m_p_y_min []

L stent soabic min 11

Location
t_m_np_y_lk.tbl
tm_np_y_max.tbl
t_m_np_y_min.tbl
t_m_p_b_lik.thl
t_m_p_b_max thl
t_m_p_b_min.thl
t_m_p_e_§k.thl
t_m_p_e_max.tbl
t_m_p_e_mir.tbl
t_m_p_f_lik.tbl
t_m_p_f_masxtbl
t_m_p_f_min.tbl
tm_p_y_fk.tbl
t_m_p_y_max thl
t_m_p_y_min.thl

t_u_bmi_agb.tbl
t_u_bmi_bpd.tbl
t_u_beni_mm.thi
t_u_bmi_rygb.tbl
t_u_stent_eqSd_L..
tu_stent_eqSd_...
t_u_stent_eqSd_...
t_u_stent_erotic_...
t_u_stent_erotic_...
b shent _etnbic

| Ignored by Tree

I Hide Trackers

Description:

[T Hide Othet

Fig. 10.57

Fig. 10.58
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Fig. 10.59 (

aSave || Close | Actions "'”_’1
Index Value

0 0.013

Cq)

Home | Insert Page Layout  Formulas Data Review  View Add-ins ® -5 x
aj A can o A e S| cener - i Condbiona formating s 68 Rant sl X8 %T 3
Pie =~ |NE 3 W5 (8- % 0| gEFomatasTable - e
e g (B U B oA e ) 155 ceniStyes - B Fomat~ || 2+ Fitere serect~
Clipboard '+ Font %/ alignment | Humber = Styles Cells Editing
Al - fx | Table Name i
] 0. | c. | .o [ e [ F [ 6 [ n [ | f'.lf'sZ.L.ﬁM'ﬂ
Hromy
2 File Namet_p Note: table defined in global directory C:\PROGRA™1\TreeAge\TREEAG™1\Tables\
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6 |Default Ce 1 |
7 4
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1
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01

index  Value
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Define Table
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=

Fig. 10.63
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Fig. 10.64 ¥z Untitled Tree 2: Define Variable "p" E=REcR/=

Alnode:  Mitral Valve Replacement 0K [

Operators vI Functions Vl Keywords 'l

Tables v| Varisbies v |

- __ b |

t_p[_stage] * Insent Distribution....
Delete Definition [
.~  Vaiable Properlies...[
Definition -
info: Actions b
Comment:

cycle number and use the associated value from the table as the value for p. We must now
define all of the other tables, summarised below using the same method (Table 10.4).

Now, using Excel defines the distributions and parameters used in this model as dem-
onstrated (Figs. 10.65 and 10.66).

Finally, before we are ready to analyse our decision analytical model, we must change
the numerical format of the results. This can be done by right clicking anywhere in the main
tree window and selecting Preferences... from the menu that is revealed. Alternatively,
click on the preference button (z)in the tool bar, press the F'/1 key or click on the £dit menu
and then Preferences... All of these paths will bring up the preference menu (Fig. 10.67).

Click on the Calculation Method option. Choose the Simple (single payoff) option from
the Method pull-down menu. Ensure that / is selected in the Use payoff pull-down menu.
Then select the Numeric Format. This will open the window shown below (Fig. 10.68).

Select the number of decimal places required for the results. From the Units pull-down
model, select Custom suffix. Enter QALYs into the Suffix: box. When this is completed,
press the OK. This will return us to the preferences menu. Press OK so as to return us to
the tree. We are now ready to start analysing our decision analytical model.

10.3.2.2
Discounting

In this decision analytical model, we will discount the results of the Markov simulation. To
do this, instead of simply entering u_p as the payoff in the Markov State info box of the
preservation state, enter discount(u_p, d_rate; stage). The variable d_rate represents the
discount rate. Define the discount rate using the triangular distribution d_d_rate, with
minimum value 0, likeliest value 3.5, and maximum value 6.
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Fig. 10.68

l:ltm ' rmatting Preferences
For Payolf 1
Payolfs & Expected Values
Decimal places: [
[V Use thousands separators
Show numbers: [Exactly :]
LUnits: [Cuslom suffix ;]
s
Sample: 123,456,789.1235 QALY
Probabil
Decimal places: [3 | More Options >> |
10.3.3
Analysing a Markov Model

We are now ready to start analysing the tree. The tree can be rolled back (Fig. 10.69), and
the outcomes can be ranked in the same way as in Example 1.

It is also possible to perform univariate in the same way as in Example 1; however, as
we used a Markov simulation, we are able to extract information from the decision analyti-
cal model in Example 2 that we were unable to extract in Example 1. Click on the decision
node and press the Markov simulation button from the tool bar (i&); alternatively, press F7
or select the Analysis menu and then select Monte Carlo Simulation, then Tivo-Dimensional
(Sampling + Trials) ... The following window will be revealed (Fig. 10.70).

Choose Calculate expected values in the Inner Loop (model recalculation) box. Then,
press the Begin button to start the Markov simulation.

The results of the Markov simulation will then be displayed (Fig. 10.71). This can take
some time depending on the speed of the computer, the complexity of the model, the num-
ber of trials and whether the inner loop consists of calculation of the expected values or
microsimulation. As it can take some time to perform a Markov simulation, it is prudent to
save simulations so that analysis can be performed again or further graphs and figures
extracted at a later date.

By pressing the Stats shown for: button the results can be seen for both the Preservation
and Non-Preservation cohort.

Clicking the Stats Report... button displays a summary of the results of the Markov
simulation (Fig. 10.72). This information can be exported to Excel or a text file by clicking
the Export button.

Graphs showing the distribution of the payoffs and incremental payoffs can be constructed
in both TreeAge and Excel in the same way that they were produced in Example 1.
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Fig. 10.71

Further information can be gained by selecting one of the Markov nodes, for example,
the Preservation node. A Markov cohort analysis can then be performed.

This can be done by clicking on the Analysis menu and then on Markov Cohort (Full
Detail); alternatively press Shift + F6. This will reveal the following window (Fig. 10.73).

By selecting the Graph button, graphs can be generated showing for the selected cohort
the probability a patient is in each of the states for each cycle, the rewards earned by
patients in each of the states for each cycle, the average reward per patient earned by the
whole cohort for each cycle, the average cumulative reward per patient for each cycle, and
the survival curve for the selected cohort (Fig. 10.74).

A text report can be generated by selecting the Text Report button in the graph. In the
same way as all previous figures, Excel charts can also be generated for all of these graphs.
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Finally, exporting graphs to Excel is a powerful aid to analysis as the user can manipu-
late these graphs in order to display on the same graph information about all of the Markov
cohorts simultaneously (Fig. 10.75).

10.4
Summary

In this chapter, we have demonstrated how to construct a basic decision analytical model,
how to conduct sensitivity analysis and how to perform Markov simulation using practical
examples. By using these methods, we hope that the reader will be able to construct more
complex decision analytical models to address clinical problems in their own practice.
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A Practical Example of Cost-Effectiveness 1 1
Analysis

Christopher Rao, Sejal Jiwan, and Thanos Athanasiou

Abstract In this chapter, we describe the practical application of cost-effectiveness analy-
sis using an example adapted from the published literature. Analysis was performed using
the decision analytical software package TreeAge Pro Suite (TreeAge Software inc.,
Williamstown, Massachusetts, USA). By using these methods, and the methods described
in Chap. 10, we hope that the reader will be able to construct more complex models to
assess the cost-effectiveness of medical technology and practice.

1.1
Introduction

Cost-effectiveness analysis has been widely applied in healthcare research to evaluate
whether the effectiveness of an intervention justifies additional expenditure. In this chap-
ter, we describe the practical application of important aspects of cost-effectiveness analy-
sis using an example adapted from the published literature.! We will demonstrate how to
construct and analyse cost-effectiveness models. We will also describe how to produce the
common graphical methods used in the literature to present the results of cost-effectiveness
analysis.

Analysis was performed using the decision analytical software package TreeAge Pro
Suite (TreeAge Software inc., Williamstown, Massachusetts, USA). It is suggested
that Examples 1 and 2 in Chap. 10 should be completed first before the reader attempts the
example in this chapter as we rely on the familiarity with TreeAge acquired completing
the examples in chapter 10 during the following example.
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11.2
Background Information

The large veins of the leg are commonly used to bypass the diseased segments of arteries
in the heart during coronary artery bypass operations. Removing these veins for use in
coronary artery bypass procedures often requires a long incision to be made from the ankle
to the groin. Over the past decade, minimally invasive alternatives have been developed
where the vein is harvested through either one or two small transverse incisions above and
or below the knee, depending on the length of conduit required.

The reduced surgical trauma resulting from the smaller incisions made during mini-
mally invasive harvesting has been shown to significantly reduce many of the common
complications of great saphenous vein harvesting. Patient satisfaction following minimally
invasive harvesting is also significantly greater than following conventional harvesting. In
this example, based on a published study, we investigate whether the greater clinical effec-
tiveness justifies the increased cost of minimally invasive vein harvesting.! The model
used in this example is summarised in Fig. 11.1, and the parameters used in this model are
shown in Table 11.1.

Cost: Cost: Cost:
Bed stay Operative Disposable
time endoscopic

kit

IV

A Hospital A Operative
stay time

—~z

Incremental
effectiveness (QALY)

Incremental
cost (%)

U U

Incremental cost-effectiveness ratio ($/QALY)

Fig. 11.1
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1.3
Constructing a Cost-Effectiveness Analysis

Constructing a decision analytical model in order to perform a cost-effectiveness analysis
is very similar to constructing any other decision analytical model. The primary difference
between a decision analytical for cost-effectiveness analysis and any other decision ana-
lytical model is that every outcome has two payoffs associated with it, one for cost and one
for effect. In order to perform a cost-effectiveness analysis, we must first change the tree
preferences in the same way that we have done in previous examples.

In the Preferences window (Fig. 11.2), select Calculation Method from the menu on the
left. Change the calculation method to a Cost-effectiveness analysis by selecting Cost-
Effectiveness from the Method: menu (Fig. 11.3). We now need to define a willingness to
pay or cost-effectiveness threshold. Click on the CE Decision Rules/Parameters... button.
The following window will be revealed (Fig. 11.4). Type the willingness to pay/cost-
effectiveness threshold into the Willingness to pay: box and then press OK.

We now need to change the numerical format of our output parameters. Click on the
Numeric Format... button in the preferences button.

Select the Cost button in the Numeric Formatting window (Fig. 11.5). The following
window is revealed. Change the preferences as shown (Fig. 11.6). Then press OK.

In a similar way, change the Effectiveness and Cost-effectiveness parameters to the
ones shown in Figs. 11.7 and 11.8 by pressing the Effectiveness and Cost/Eff... buttons in
the Numeric Formatting window (Fig. 11.5).

When this has been completed, select the Close button in the Numeric Formatting win-
dow (Fig. 11.5). We are now ready to start building our decision analytical model.
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Backup and Autosave
Import Settings

Fig. 11.2 Model Structure
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Using the techniques demonstrated in Chap. 10, construct the following decision model
(Fig. 11.10). Variables (Fig. 11.11) and Distributions (Fig. 11.1) should also be entered as
shown. A summary of variable and distribution names is shown in Table 11.1. When enter-
ing the payoffs associated with each terminal node, enter the cost parameters into the first
(Cost:) box and the effects parameters into the second (Effects:) box as shown below
(Fig. 11.9).
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Fig. 11.5
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11.4
Analysing a Cost-Effectiveness Analysis

Now that we have finished constructing our decision analytical model, we are ready to start
the analysis.

Select the decision node and start a Monte Carlo simulation as described in the previous
chapter. The following window will appear (Fig. 11.13).

Select Calculate expected values, in the Inner Loop (model recalculation) box, and then
press the Begin button. The following Monte Carlo simulation is generated (Fig. 11.14).
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Fig.11.8

Information on the Conventional Open Method can be obtained by selecting this option
from the menu button at the bottom of the window. A fuller text report, which can be
exported to other applications as described in previous examples can be obtained by select-
ing the Stats Report... button. The following window will appear (Fig. 11.15).

Selecting Net monetary benefits and then pressing OK reveal the results shown in
Fig. 11.16. Selecting Cost-effectiveness reveals the results shown in Fig. 11.17.
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11.5
Graphical Exploration of the Results of a Cost-Effectiveness Analysis

Clicking on the Graph button in the Monte Carlo Simulation window (Fig. 11.14) reveals
a menu of options for displaying the results of the cost-effectiveness analysis graphically.
The majority of these graphs can be exported to Excel as described in previous examples.

Graphs of the distribution of costs, effects (Fig. 11.18) and cost-effectiveness ratios
(Fig. 11.19) can be generated by clicking on the Distribution of Costs, Distribution of



278 C.Raoetal.

| Node: VenHavesting o
| pane | Suog
| 0140 seconds elspred
Stats Format._ | Stats Regon. |
Semdstion Cogment o | Guagh  w| Emeitnat =]
Boot. | TetBeot |
- Cost - L
MesnVae  $EE7849 MeanVar  0BESOALY
SMDev $401.305 SidDev. 00BI0ALY
M Vaor  $53901753 Mirium Vel 07908 QALY
25¢ $5.95162 5% Q87 QALY
0% $6.151.000 0% 08357 QALY
Medan $EEB AT Ve 08821 QALY
ax $7.01275%5 W 0204 QALY
u5¢ $ 7470031 w75% 095420ALY
Mupanm Vel §7.721 8734 Mapamum Valor 05745 QALY

Stats shown bor Mraady v yorve Mathod -l

Fig. 11.14

Fig. 11.15




11 APractical Example of Cost-Effectiveness Analysis 279

Treefige Pro Monte Cado Simulation

Statistics for 1000 outputs.

WTP=50000 (for NMB stats)
Statistic C{Minimally I... | E(Minimallyl.. | NMB[Mmimal.. C{Conventio.. = E{Conventio.. = NMB[Conve.. | Distl)
Mean $6,687.6249 (B8O2504LY $374385007 $62334111 08591 QALY $36721.9848 623341
Std Dev $401.3935 0036304ALY $1.8599879  §258.0007 003530ALY $1.788.7886  250.000¢
Minimum $53981759 079280ALY $325187932 $56368485 (78020ALY $324436513 5636.84¢
25% $59151362 08171 04ALY  $340563900 $57423958 07H420ALY $334655689 S7423%
10% $6.151.0337 083570ALY $349889027 $58863481 08127 QALY $34393939%6 580634
Median $6686.4174 08821 0ALY $373942235 $62228327 08584 0ALY $ 367059165 62228%
a0 $7.2127565 09334 QALY $399458245 $65886068 09094 QALY $39.2015292 6508608
a7.5% $74744433  0954204LY $410552677 $67023359 09266 QALY  $40191.4630 670293
Maarmum $7.721.8734 097460ALY $427435989 $6807.5434 0942308LY $409109399 680754
4 m L]

Notes:

]T}lst{'l] d_c_cabg A
Dist(2] - d_c_mirve

!Dnt{3] -d_c_op =
Dist{d) - d_c_stay

Dist(5) - d_t_op

|Dist(6) - d_t_stay ¥

A
Fig. 11.16

Treetge Pro Monte Caro Simulation
Statistics for 1000 outputs.

Statistic CiMirimally|. | E(Miramally | | C/E(Minimall | ClConventio_. | E(Conventio.. | C/E{Convent..| Dist(1)
Mean $6687.68249 (0892500LY 75908559.. $62334111 08591 QALY 7.2681037.. 623341
StdDev $4013935  0330ALY 55299954/ $2580007  O003S30ALY 427.0113%/.. 256.000¢
Minitmum $53981750 079280ALY 59640421.. $56368485 078020ALY 61231122.. 5636.84¢
25% $59151362  081710ALY 65107411, $57423%58 073420ALY 64904380 574239
10% $6151.0337 083570ALY 68304766. $58853481 O081270ALY 67220859.. 588634
Median $6695.4174 08321 0ALY 75748062.. $62228927 08SB40ALY 7.2425139.. 622289
0% $72127565 093340ALY 93068458.. $65886068 090940ALY 7839099 . 6583.60¢
97.5% $74744433  095420AY 97344582.. $67029359 09%60ALY 8131.0510.. 670293
Masmum $7.7218794 097460ALY 91295588.. $68075434 0942304l B85699623.. 680754
‘ " J »

m

Fig. 1117

Effectiveness Values or Distribution of C/E Ratios, from the graph menu revealed by press-
ing the Graph button in the Monte Carlo Simulation window (Fig. 11.14) and then select-
ing the outcome for which we want to generate the distribution.

Graphs of the distribution of incremental costs, effects and cost-effectiveness ratios
(Fig. 11.21) can be generated by clicking on the Distribution of Incremental, then
Incremental Costs..., Incremental Effectiveness..., or Incremental CE Ratios..., from the
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graph menu revealed by pressing the Graph button in the Monte Carlo Simulation window
(Fig. 11.14). On selecting the required incremental distribution, the following window
(Fig. 11.20) will appear. Choose which strategy is the control from the Baseline: menu and
the intervention from the Comparator: menu and then press OK.

A Scatter plot for the cost and effects of the interventions (Fig. 11.22) can be generated
by clicking on the CE Scatterplot from the graph menu revealed by pressing the Graph
button in the Monte Carlo Simulation window (Fig. 11.14).
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A Scatter plot for the incremental cost and effects of the interventions (Fig. 11.24) can
be generated by clicking on the ICE Scatterplot + Isos... from the graph menu revealed by
pressing the Graph button in the Monte Carlo Simulation window (Fig. 11.14).

On selecting this option, the following window (Fig. 11.23) will appear.

Choose which strategy is the Control from the Baseline: menu and the intervention
from the Comparator: menu, enter the willingness to pay/cost-effectiveness threshold in
the Willingness to pay: box and then press OK. This will generate the graph (Fig. 11.24)

Acceptability curves (Fig. 11.27) can be generated by clicking on Acceptability Curve...,
from the graph menu revealed by pressing the Graph button in the Monte Carlo Simulation
window (Fig. 11.14). This will reveal the following window (Fig. 11.25). Click Yes.

This will reveal the following window (Fig. 11.26).

Set the range of values for the cost-effectiveness/willingness to pay threshold into the
Low: and High: boxes. Enter the number of intervals into the Interval: box. Select both
comparators. Clicking OK will generate the distribution (Fig. 11.27).
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Graphs of the net monetary benefit and willingness to pay (Fig. 11.29) can be generated
by clicking on the Net Benefits then vs. WTP..., from the graph menu revealed by pressing
the Graph button in the Monte Carlo Simulation window (Fig. 11.14). This will reveal the
following window.

Enter the settings shown into the Net Benefit Curve Parameters window (Fig. 11.28).
Pressing OK will generate the following curve.

Graphs of the incremental net monetary benefit and willingness to pay (Fig. 11.30) can
be generated by clicking on the Net Benefits then vs. WTP..., from the graph menu revealed
by pressing the Graph button in the Monte Carlo Simulation window (Fig. 11.14). In the
Net Benefit Curve Parameters window (Fig. 11.28), select Graph comparative (incremen-
tal) NB:. Choose the control strategy from the Baseline: menu and then the intervention
from the list above. Pressing OK will generate the following graph.

Comparative graphs of the net monetary benefit (Fig. 11.32) can be generated by click-
ing on the Net Benefits, then Distribution of Average NBs the Comparative..., from the
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graph menu revealed by pressing the Graph button in the Monte Carlo Simulation window
(Fig. 11.14). This will reveal the following window.

Enter the settings shown above in the Comparative Net Health Benefits window
(Fig. 11.31). On pressing OK, the following graph will be generated (Fig. 11.32).

The Distribution of the incremental net monetary benefit (Fig. 11.34) can be generated
by clicking on the Net Benefits then Distribution of Incremental NBs..., from the graph
menu revealed by pressing the Graph button in the Monte Carlo Simulation window
(Fig. 11.14). This will reveal the following window (Fig. 11.33).

Enter the settings shown above into the Incremental Net Health Benefits window
(Fig. 11.33). On pressing OK, the following graph will be generated (Fig. 11.34).

Analysis using a minimum significant difference threshold (Fig. 11.35) can be gener-
ated by clicking on the Minimum Significant Difference..., from the graph menu revealed
by pressing the Graph button in the Monte Carlo Simulation window (Fig. 11.14). The
following window will be revealed (Fig. 11.36).
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Entering the willingness to pay threshold/cost-effectiveness threshold into the WTP:
box, the minimum significant incremental cost into the Minimum significant incremental
cost (MSC): box, the minimum significant incremental effectiveness into the Minimum sig-
nificant incremental effectiveness (MSE): box and the clicking OK will generate the analysis
(Fig. 11.36). The input parameters can be changed by clicking the Change button.

11.6
Summary

In this chapter, we have demonstrated how to perform cost-effectiveness analysis and how
to produce the common graphical methods used to present the results of cost-effectiveness
analysis. By using these methods, and the methods described in Chap. 10, we hope that the
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reader will be able to construct more complex models to assess the cost-effectiveness of
medical technology and practice.
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Abstract Bayesian belief networks (BBNs) are graphical tools for reasoning with uncer-
tainties (see Chap. 7). They can be used to combine expert knowledge with hard data and
making sense of uncertain evidence. The computation of Bayesian inference is complex.
In this chapter, we provide a step-to-step guide of how to construct and use Bayesian net-
works by using Netica software.
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* How to perform belief updating

* How to perform sensitivity analyses

We used Netica 4.08 for MS Windows (95/98/NT4/2000/XP/Vista, copyright 1992-2008
by Norsys Software Corp). A free trial version can be found at: http://www.norsys.com/
download.html.
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12.2
Background

Nasogastric feeding is in widespread use in the National Health Service (NHS) of United
Kingdom. The correct location of a feeding tube is in the stomach. In fact, blindly inserted
tubes can end up in oesophagus, lung or intestine, among other places. The current gold
standard for checking tube location is chest x-ray but a pH test of tube aspirates is most com-
monly used. Nevertheless, pH test lacks precision and accuracy — using the test can lead to
feeding errors, including non-stomach feeding and missing feeding when the tube is cor-
rectly placed in the stomach. Aspirate pH also depends on whether or not a patient receives
feeding or acid inhibitor medication that could increase gastric pH.

Given these intertwined uncertainties, what can we do to improve the accuracy of aspi-
rate pH? In what follows, we show how Bayesian belief networks (BBN) can be employed
to provide insights into safe feeding using nasogastric tubes '.

12.3
Getting Started

Construction of BBNs requires (1) a list of uncertain variables, (2) the possible values
(states) of discrete variables and/or the possible ranges of value of continuous variables,
(3) the dependent relationship between these variables and (4) conditional probabilities
that quantify the dependences. For the current problem, we have four uncertain variables
i.e. the location of the tube (or node ‘tube site’ in the BBN model, see below), the value of
the pH test (‘pH”), the feeding and medication status (‘feeding’ and ‘medication’) of the
patient. Among these, ‘pH’ is a continuous variable that takes any value between 0 and 14
(The range could be different (smaller) depending on the type of pH paper/strip being
used). We are however most interested in two threshold values, i.e., whether or not pH
exceeds 4 and/or 6. This leads to three ranges: below 4 (between 0 and 4), between 4 and
6, and above 6 (between 6 and 14). Table 12.1 summarises this information.

We also assume that the acidity of tube aspirates depends on the actual tube site (i.c.,
whether the tube is in the stomach or intestine), as well as on the medication and feeding
status of a patient. With this understanding, we model ‘pH’ as a child (or descendant) of
‘tube site’, ‘medication’ and ‘feeding’. We also assume, for simplicity, that the three parent

Table 12.1 Summary of Bayesian belief network ‘pH’

Uncertain variable Type State (Range)

pH Continuous below 4/between 4 and 6/above 6
tube site Discrete Stomach/intestine
feeding Discrete Fed/unfed

medication Discrete Present/absent
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nodes are independent of each other. This discussion implies a 2-level BBN that looks like
Fig. 12.1, with the three parent nodes on top and the child node at the bottom.

Although BBNs as in Fig. 12.1 convey explicitly the structure of the problem, it would
be more useful if we can quantify the relationships (the strength of the dependences)
between the variables. That is, what is the level(s) of pH when the three parent nodes have
different states or values. Once this information becomes available, we can perform back-
ward reasoning and infer from the pH the probability distribution of tube sites.

Assume we can get such information from a well-maintained database in Excel named
‘pHdata.xls’. Each row corresponds to a record of pH from pH meter (pH meter is gold
standard for testing pH values), tube location from a chest x-ray, as well as feeding and
medication statues (Fig. 12.2).

Fig.12.1 Screenshot of BBN
‘pH’ with complete structure

l,’ﬁﬁ HY- M- 3 pHdats [Compatibility Mode] - Microsoft Excel -8Xx
- Home | Insert Pagelayout Formulas Data Review View Adddns  QIMacros 2009 GetStarted & - = X
<0 % | Ansl 10 - % ol TF (Genenal - A S=imet- | E - #T ‘?&
2 QA B I U-AA EEREH Y9-% o 3% Delete - || 3]~ s‘n& =5
2 B AT R A Y Diromte | 2- e seeas
Clipboard ™ Font i Ahgnment Ts| MNumber s Cellsy Editing
[ E1 - (a fx | feeding
LA B C D E F
1] tube_site pH  medication
2 stomach  1.87 present fed
3 stomach  1.63 present fed
4 stomach 4.7 present fed
5 stomach 271 absent unfed
6 stomach  4.29 present unfed
7 stomach 511 absent unfed
8 stomach 125 present unfed
9 stomach 1.35 absent unfed
10 stomach 1.86 present unfed
1 stomach 454 absent unfed
12 stomach 21 absent unfed
13 intestine  6.13 absent fed
14 intestine  7.23 absent fed
15 intestine  6.47 absent fed
16 intestine  7.08 present unfed
17 intestine  5.03 present unfed
18 intestine  7.35 present unfed
19 intestine 8.02 present unfed
20 intestine  7.62 absent unfed
21 intestine 7.79 absent unfed
22 intestine 756 unfed
H 4> W | Sheetl -~ Sheet2  Sheet3 < ©J (e
s M

Fig.12.2 The first 20 cases of the data file pHdata.xls
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For simplicity, we consider only two possible tube sites, i.c., stomach and intestine.
This database allows us to compute the frequencies (When a pH happens to be a threshold
value, i.e., 4 or 6, we assume it falls into the lower inclusive range, i.e., pH=4 counted as
an occurrence within 0—4 and pH=6 as one within 4-6) of pH under different combina-
tions of values of medication, feeding and tube site. A snapshot is shown in Table 12.2:

This information also allows us to examine the assumed conditional independence
between tube site, medication and feeding. The correlation statistics are shown in
Table 12.3. Based on the conventional standard, the correlations are non-significant.

In what follows, we show how to build Bayesian networks using Netica software, based
on data contained in ‘pHdata.xIs’ (Table 12.2).

124
Building a BBN Using Netica

A trial version of Netica for Windows can be downloaded from http://www.norsys.com/
download.html.

Install by following instructions. After successful installation, launch Netica ? by double-
clicking the desktop short-cut icon 1 BN dialog window pops up asking for activation
code. Click (Unless otherwise specified, a ‘click’ refers to a left-click) on Limited mode
button on the right. A blank screen is presented to the user (Fig. 12.3):

Table 12.2 The frequency table of pH computed from ‘pHdata.xls’

Tube site Medication Feeding PpH between pH between pH between
0 and 4 4 and 6 6 and 14

Stomach Present Fed 44% 42% 14%
Stomach Present Unfed 49% 25% 26%
Stomach Absent Fed 53% 40% 7%
Stomach Absent Unfed 73% 14% 13%
Intestine Present Fed 8% 12% 80%
Intestine Present Unfed 2% 5% 94%
Intestine Absent Fed 12% 7% 81%
Intestine Absent Unfed 3% 9% 88%

Table 12.3 Checking dependence between tube site, medication and feeding
Correlation Medication Feeding Medication

between and feeding and tube sites and tube sites
Spearman’s rho 0.011 0.120 0.050

p value 0.671 0.095 0.064
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Fig. 12.3 Launching Netica
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Fig.12.4 A BBN named ‘pH’ is ready to be specified

Establish a new model by either clicking once on the tool button @ or selecting Filel
New Network from the menu bar. A new network appears on the screen, which is automati-
cally named ‘Untitled-1". Select FilelSave to rename it as ‘pH.neta’ (Fig. 12.4)

Click on Bl to expand the main window (i.e., the working space) to its full-size.
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12.4.1
Specifying Uncertain Variables

Click once on 2’ in the tool bar and then click once anywhere on the main window to create an
uncertain node. Repeat the same operation for four times. Alternatively, double-click ‘O 1o
multi-select the function and click for four times at four different places on the main window; then
click once ‘@’ to unselect the function. Four nodes appear in the main window, each representing
one uncertain event. Netica automatically names them, ‘A’, ‘B’, ‘C’ and ‘D’ (Fig. 12.5).

Double-click ‘A’ to define the node (including its name and states). Alternatively, click
once on the node, then right-click and select Properties... from the drop-down menu. This
activates the so-called ‘node dialog box’ (Fig. 12.6).

12.4.2
Specifying Discrete Variables

Rename ‘A’ as ‘tube_site’ by using the Name field. Netica uses this field to identify the
nodes. The names are case-sensitive. Based on the way it is created, ‘A’ is a Nature node
(i.e., an uncertain event) and has Discrete states. To specify what these states are, input
‘stomach’ in the State field; click on New to save and continue; input the next state ‘intes-
tine’. All states can be viewed any time by clicking “=|" next to State. Select and Delete
unwanted states (Fig. 12.7).

Click Okay to exit.
= =10l ]
[ Fle Edt Layor Modfy Table Network Cases Report Style Window Heb =181 x|
DRI ~-|ocO0@ N |[Z.1 IBAR §+ BRi| P
Al
| A | [ B
|_stated || |_stated e
[ state0 100 [RERSSEN]
4 ! 21l

Fig.12.5 Four uncertain variables (or nodes) are added to BBN pH



12 Exploring Bayesian Belief Networks Using Netica® 299
B Netica - [pH *] =loi x|
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X D
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Style »
Add Links »
£ I i
Fig.12.6 Specifying node properties
= Netica - [pH *] = M
BFie E® Layok Modly Table Network Cases Repot Syle Wodow Hep =18 x|
DedRF v~ cON | 1.108%0¢F»BLi| P
= |
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Hame: [hube_ste Tite:
CmEREeE o - o o]
— E—
el [l oy
| C ] Description vI
stated | M = a—“l
Table I
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o | e

Fig.12.7 Specifying node states
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The node ‘tube_site’ appears on the main window with ‘stomach’ and ‘intestine”’ as its
possible states (Fig. 12.8).

Repeat the same process for ‘B’ and change it to ‘medication’ which is either ‘present’
or ‘absent’. Repeat the same process again for ‘C’ and change it to ‘feeding’ which is
either ‘fed’ or ‘unfed’ (Fig. 12.9):

=101

B petica - [pH *] e
_gmzawmu&w.camwmmw =181x|
VBRI o= |00@ N X o1 JBGRAD F»EHEL Q|
S
tube_site
stomach SU_Ol‘I]
intestine 500] ' |
[ c | [ 0 |
[stated | | | stateD | i |

« | ;f'

Fig. 12.8 Node pH is specified

W netica - [pH *] 3 =101
B Fie Ed Layout Modfy Toble Network Cases Report Style Window Heb 18] x]
DRI v~ |c0@ N\ [ XA 1ULAR FEH]|R

tube_site medication
= ol (=

feeding ! | |
G L0 e

4 | o

Fig. 12.9 BBN pH with all discrete variables specified
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1243
Specifying Continuous Variables

Different from the rest, pH is continuous rather than discrete in the sense that it can take
any value within a given range. To specify such variables, first discretize it by defining
thresholds and value ranges. As discussed, the three ranges of interests are between 0 and
4, between 4 and 6 or between 6 and 14. Discretization can be done manually or learned
directly from data. We discuss manual input in this section and model learning (including
states and parameters) in Sect. 12.5

Double-click ‘D’ to activate the node dialog box. Rename it as ‘pH’. Click on Discrete
to change it to Continuous (Fig. 12.10).

Use Delete to delete the default state (State 0) (Fig. 12.11).

Input ‘0’4’ in the Range field. Click New to store this range, and define the other two
ranges (Fig. 12.12).

After all ranges have been defined, click Okay to return to the window (Fig. 12.13).

12.4.4
Specifying Dependences

Double-click . With the cursor changed to take the same shape, click once on node
‘tube_site’ and then once on node ‘pH’. This links the two nodes together with the first
node (‘tube_site’) as the parent and the second (‘pH’) as the child. Repeat the same process
for ‘medication’ and ‘pH’ and then for ‘feeding’ and ‘pH’.

Click once on * % button to unselect the function and arrange the nodes so that they
display a two-level structure (Fig. 12.14).

" Netka-(pH] =10/x
Flo Edt Layout Modfy Table MNetwork Casss Report Style Window Help =18 x|

DS EUF |0 [O0ON (¥ 1AURB|F>HEL|?

|»

X
Hame: [PH Tite:

Natwe  w v Discrete

= S

\.rm [ Delete | % I
Description v | -

e Reset |

e |

Tabe |

o Heo |

|

|

Fig.12.10 Specifying the continuous variable pH
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Fig. 12.11 Updating the states (ranges) of ‘pH’

Fig.12.12 Discretizing a continuous variable
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feeding
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Fig. 12.13 BBN pH with all variables specified

B Netica - [pH *] =10) x|
B Fe Edt Loyor Modfy Table Network Cases Report iyl Window Help =181
DeEdPF| o= (o0 Y | ZHol AR F» HHE| P
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4

tube_site dicati feeding
stomach 43 2 [lnin present 2900 | fed 45.3 |
intestine | iJI_ absent i | : | I unfed  © | : I l
r
pH
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4t06 333 1
6tol4d 333|
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Fig. 12.14 BBN ‘pH’ with all variables specified and linked
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12.4.5
Specifying Parameters

Double-click ‘pH’ to activate the node dialog box. Click Table. A new window appears for
inputting conditional probabilities (Fig. 12.15).

The default mode of probabilities is %Probability. This means every number is taken
as a percentage and the sum of each row must be exactly 100. Specify the probabilities
according to the frequency Table 12.2 (Fig. 12.16).

Click Apply to store the input. Netica automatically checks whether the probability
percentages in each role add up to 100. If not, an error dialog box appears demanding the
problem to be solved.

Click Okay to return to the main window.

Click on  # " in the tool bar to compile the model. Alternatively, choose Network!
Compile from the menu. Once compiled, the colour of the belief bars changes from grey to
black (Fig. 12.17).

Netica can represent uncertain events in different ways. The one shown so far is the
default ‘Belief Bars’ representation. To try out other styles, select from the Style menu. For
instance, Fig. 12.18 shows a BBN using both ‘Belief Bars’ and a ‘Labelled Box’ (pH).

The model is now ready for making inferences, which we discuss in more detail in
Sect. 12.6

® Netica - [pH Table (in net pH) ] LS =10| x|
FANTES RO TSN R WidoW e T O = _=l8ix
AeENF | v ome ) | X1l IMRE| T MHE|P

Node: pH v| Applyl Ohyl

Chance v | % Probabiiy | Reset| Close |

tube_site medication feeding Otod 4106 61014 I
]

stomach  present fed

stomach  present unfed

stomach  absent fed

sisech “dbiwd ___oslod (XTI x|
intésting  present fed

intestine  present unfed Hame: [oH Tie

intestine  absent fed

intestine  absent unfed Hature 'l Continous "l

|

Description v |

=

Pl

54

Fig.12.15 Entering conditional probabilities of pH
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¥ Netica - [pH Table (in net pH) *]

A Flo Ed Table Window Hep ' ?...Jﬂ.lzl

PedNd o~ |eme ) [ Xo1dMARE| TR P

Node: pH vI Apply 0hy|
Chance "l * Probability v| Reset | Close |
tbe_site medication feeding Dtod 4106 61014 |
stomach  present fed 44.000 42,000 14.000 4|
stomach  present unfed 43,000 25,000 26,000
stomach  absent fed 53,000  40.000 7.000
stomach  absent unfed 73.000 14.000 13.000
intesting  present fed 8.000 12,000  80.000
intestine  present unfed 1.500 4.500  94.000
intestine  absent fed 12.000 7.000 81.000
intesting  absent unfed 3.000 9.000 88,000

v
“ B =l J

Fig.12.16 The conditional probability table (CPT) captures the dependence of pH on tube_site,
medication and feeding
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Fig. 12.17 BBN pH is compiled and ready for making predictions
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Fig. 12.18 Changing node appearances

12.5
Model Learning

Netica allows users to derive, or learn, a model directly from data. In what follows, we
demonstrate learning of continuous variables and conditional probabilities from Excel. To
perform the following task, create an Excel file named ‘pHdata.xls’ that is similar to
Fig. 12.2. Make sure the names and/or the states of the uncertain variables as stored in the
Name and States field in Netica are exactly the same to the ones stored in the database.

12.5.1
Learning States

Return to network shown in Fig. 12.19.

Double-click ‘pH’ to activate the node dialog window. Make sure the only state remain-
ing for pH is its range, i.e., between 0 and 14. Delete any other states (Fig. 12.20).

Click Okay to exit the window.

Click once on ‘pH’ to select the node. Select Modify\Discretize Nodes from the menu
bar (Fig. 12.21).

Browse the computer to locate the data file ‘pHdata.xls’ (Fig. 12.22).

Click Open.
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Fig.12.22 Opening a database for learning the states (ranges)



12 Exploring Bayesian Belief Networks Using Netica® 309

=lolx|
=181 %

B Netica - [pH *]

pﬁnmlmmr&kmummzmmm
RAeE@RF | > |000 N | X1 dLGRD|F» HR{| T

Enter desired number of states:

g
) ==T

tube_site medication feeding
stomach 500 present 500
intestine  50.0 absent 500 jum

Dto 14

<
Fig.12.23 Specifying the number of ranges (states)
=10l
[ Fe Edt Layoe Modfy Table Network Casor Report Sty Window Heb =181 x|

AFEBI | ~~ o0 N | X1l dLABR® §F» BHi| P

R e S S

t degree of g for

Enter p
[0-100)
20}

Revert | Cancel

medication

feeding

tube_site

stomach 500 sl |
intestine_ 50.0 ZZI i

pH
Oto 14 100 [

- of

K|
Fig. 12.24 Entering the degree of rounding thresholds

A dialog box appears. Determine the degree of discretization by changing the number

of states (ranges) from ‘5’ to ‘3°. Click Okay (Fig. 12.23).
A second dialog box appears. Use 20% as the “percentage degree of rounding the

thresholds”.
Click Okay (Fig. 12.24).
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With successful learning, Netica automatically selects two thresholds for defining the
three ranges. For our data, the two thresholds are 4 and 7.2 such that pH has roughly the
same chances (33.3%+20%) of being observed as falling into 0—4, 4-7.2 and 7.2—14. Note
that the upper-bound of pH has been changed to 9.3 instead of the original 14, to reflect the
true upper limit of pH stored in ‘pHdata.xls’ (Fig. 12.25).

To change the thresholds, double-click ‘pH’ to activate the node dialog box. Click on
“=!" button next to States. Select the range we want to modify from the drop-down menu.
Change the upper-bound back to 14.

Click Okay to return to the main window (Fig. 12.26).

12.5.2
Learning Parameters

Go to Cases\Incorp Case File (Fig. 12.27).

Open ‘pHdata.xls’ (as in Fig. 12.22). A dialog window appears asking for degree of
learning. The default value is 1, meaning that all information in this database will be
learned once (Fig. 12.28).

Click Okay.

Netica search through the file to find information corresponding to the existing nodes
and states and update the conditional probability tables accordingly.

" Netica - [pH *] = =10 %

LTI PR LT T IS P A

tube_site medication feeding
stomach 500 present 500 fed 500
50.0 absent 500 unfed 50.0
1 /
pH

D4 33
41072 333
72109 333

523227

Ki| I _'!:]

Fig.12.25 BBN pH with node pH learned from data
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Fig.12.28 Enter degree of learning conditional probabilities

Successful learning can lead to updating of all parameters, including prior and condi-
tional probabilities. Prior probabilities refer to the distribution of root nodes (i.e., nodes
without p‘redfacessors, including ‘tube_site’, ‘feeding’ and ‘medication’ in this example).

Click ¥ button to compile the learned network (Fig. 12.29):

Note that the learned conditional probabilities differ from the frequencies. This is due
to the learning algorithm employed by Netica. Users can reduce the discrepancy by

tube_site medication feeding
stomach 52.0 present  62.0 jmm fed 20.7
intestine  48.0 absent  38.0 unfed 79.3

pH
Oto4 30.7
4to6 16.3
6to 14 53.0 mm
6.73t 4

Fig.12.29 Screenshot of BBN ‘pH’ learned from ‘pHdata.xls’
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increasing the degree of learning, say to 500 (every row/case is learned 500 times as 500
identical cases).

12.6
Using Bayesian Belief Networks

One advantage of Bayesian networks is that model parameters can be adjusted to capture
characteristics of individual cases, in the form of prior distributions and findings.

To illustrate, imagine for Patient A, we observe a pH reading of 5.5 but have no insights
of her feeding and medication history. Which of the two hypothesized tube sites is more
likely, stomach or intestine?

In this case, a flat (even) distribution is used to capture lack of knowledge. Double-click
‘tube_site’ and click Table. Input 50 and 50 in the table, indicating the belief that the tube
is equally likely to be in the two tube sites (Fig. 12.30).

Click Okay. Repeat this for ‘medication’ and ‘feeding’.

Alternatively, click ‘tube_site’. Right-click and select Enter Finding\Likelihood from
the drop-down menu (Fig. 12.31).

® Netica - [tube_site Table (in net pH) *] o Ig]ﬂ
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Fig. 12.30 Updating prior probabilities by direct data entry
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Fig.12.31 Updating prior probabilities by entering findings

A dialog window appears asking users to specify the probability of the first state
(Fig. 12.32).

Type in ‘0.5 as the probability of ‘tube_site=stomach’. Click Okay.

Type in ‘0.5 as the probability of ‘tube_site=intestine’. Click Okay.

Repeat this for ‘medication’ and ‘feeding’.

To inform Netica that the pH reading for Patient A is 5.5, which lies within the range of
‘4 to 6, we simply click once on this state of ‘pH’ (Fig. 12.33).

Alternatively, right-click on node ‘pH’ and select Enter Finding\4 to 6 in the drop-down
menu. We observe that as a result, the probability of stomach intubation increases from the
original 50-78.8%.

To remove a finding, we click on the corresponding state to unselect it, or enter a differ-
ent finding. To remove all the entered findings, right-click and select Remove Findings
from the drop-down menu. Note that in the case of prior probabilities, only entered find-
ings can be removed this way but not findings directly typed into the probability table
(Fig. 12.34).

What if all we know is that pH cannot take certain values? Netica calls such findings
negative findings. To enter a n,egative finding, first remove all existing findings of pH, then
hold down the Shift key % while clicking one by one on all the state(s) we want to
exclude (e.g., ‘4 —6’) (Fig. 12.35).

We can see that knowing a pH to be either low (less than 4) or high (more than 6) is not
very informative as the probability of stomach intubation only changes slightly to 43.2%
from the initial 50%.
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12.7
Sensitivity Analyses

Sensitivity analyses are crucial to examine the impact of uncertainties. Suppose we want
to examine how sensitive ‘tube_site’ is to pH, feeding and medication states.

Click once to select node ‘tube_site’, which becomes the target node for sensitivity
analyses. Select Network\Sensitivity to Findings from the menu bar (Fig. 12.36).

A report is generated and displayed in the Message window (Fig. 12.37).
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For each node in the model (including the target node), Netica reports the range of prob-
abilities the target node takes (specified by ‘Min’ and ‘Max’ values) given a// possible
values taken by this node. For instance, Fig. 12.37 shows that the chance that the tube is in
the stomach ranges from 15.31% (Min=0.1531) to 89.69% (Max=0.8969), compared to
the current 50% (Current=0.5), in response to all possible values of pH.

A single number that summarises sensitivity to findings is stored under Mutual
Information at the end of the analysis report. The larger the number, the more sensitive the
target variable (‘tube_site’) is to a given variable. Not surprisingly, mutual information is
one for ‘tube site’ which is the target node. Among the rest, tube sites are most sensitive
to pH (mutual information=0.39994) but not to medication or feeding (mutual
information=0).
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