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4 PREFACE

Dear Student,

You may wonder why it is a good idea to take a general-education science

course. Throughout your education, you have been exposed to different ways

of thinking—different approaches to solving problems, different definitions of

understanding, and different meanings of the verb to know. Astronomy offers

one example of the scientific viewpoint. Scientists, including astronomers, have

a specific approach to problem solving (sometimes called the scientific method,

although the common understanding of this term only skims the surface of the

process). Astronomers “understand” when they can make correct predictions

about what will happen next. Astronomers “know” when an idea has been tested

dozens or even hundreds of times and that the idea has stood the test of time.
Your instructor likely has two basic goals in mind for you as you take this

course. The first is to understand some basic physical concepts and be familiar

with the night sky. The second is to think like a scientist

and learn to use the scientific method not only to answer

questions in this course but also to make decisions in your

life. We have written the Second Edition of Understanding

Our Universe with these two goals in mind.

Throughout this book, we emphasize not only the content ot 11| INME .f' DIsk

of astronomy (the masses of the planets, the compositions of
stellar atmospheres) but also how we know what we know.
We believe the scientific method is a valuable tool that you
can carry with you, and use, for the rest of your life.

Astronomy is one of the purest expressions of one of the
more distinctive impulses of humanity—curiosity. Astron-
omy does not capture the public interest because it is profit-
able, will cure cancer, or build better bridges. People choose
to learn about astronomy because they are curious about
the universe.

The most effective way to learn something is to “do” it.
Whether playing an instrument or a sport or becoming a
good cook, reading “how” can only take you so far. The same
is true of learning astronomy. This book helps you “do” as
you learn. We start with the illustrations at the beginning
of each chapter. These chapter-opening figures demonstrate
different ways you might interact with the material. They
are presented from the viewpoint of a student who is won-
dering about the universe, asking questions, and keeping a
journal of experiments that investigate the answers. Your
instructor may ask you to keep such a journal. Or you may
choose to keep one on your own, as a useful way of investi-
gating the world around you.

5TAR
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Vocabulary Alert

pressure In common language, we often use pressure
interchangeably with the word force. Astronomers specifically
use pressure to mean the force per unit area that atoms or
molecules exert as they speed around and collide with

each other and their surroundings.

dense In common language, we use this word in many ways,
some of which are metaphorical and unkind, as in “You can’t
understand this? You are so dense!” Astronomers specifically

use density to mean “the amount of mass packed into a volume”;
denser material contains more mass in the same amount of space.
In practical terms, you are familiar with density by how heavy an
object feels for its size: a pool ball and a tennis ball are roughly the
same size, but the pool ball has greater mass and therefore feels
heavier because it is denser.

Back in Section 7.2 . . .

...you learned that objects reach thermal equi-
librium when they exchange energy and come to
the same temperature.

<

As you learn any new subject, one of the stumbling blocks is often the lan-
guage of the subject itself. This can be jargon—the specialized words unique
to that subject—for example, supernova or Cepheid variable. But it can also be
ordinary words that are used in a special way. As an example, the common word
inflation usually applies to balloons or tires in everyday life, but economists use
it very differently, and astronomers use it differently still. Throughout the book,
we have included Vocabulary Alerts that point out the astronomical uses of
common words to help you recognize how those terms are used by astronomers.

In learning science, there is another potential language issue. The language
of science is mathematics, and it can be as challenging to learn as any other lan-
guage. The choice to use mathematics as the language of science is not arbitrary;
nature “speaks” math. To learn about nature, you will also need to speak its lan-
guage. We don’t want the language of math to obscure the concepts, so we have
placed this book’s mathematics in Working It Out boxes to make it clear when
we are beginning and ending a mathematical argument, so that you can spend
time with the concepts in the chapter text and then revisit the mathematics to
study the formal language of the argument. Read through a Working It Out box
once, then cover the worked example with a piece of paper, and work through the
example until you can do it on your own. When you can do this, you will have
learned a bit of the language of science. You will learn to work with data and
identify when someone else’s data isn’t quite right. We want you to be comfort-
able reading, hearing, and speaking the language of science, and we will provide
you with tools to make it easier.

Working It Out 5.2 | Making Use of the Doppler Shift

We noted in Section 4.2 that atoms and molecules emit and
absorb light only at certain wavelengths. The spectrum of an
atom or molecule has absorption or emission lines that look
something like a bar code instead of a rainbow, and each type
of atom or molecule has a unique set of lines. These lines are
called spectral lines. A prominent spectral line of hydrogen
atoms has a rest wavelength, X\, of 656.3 nanometers (nm).
Suppose that using a telescope, you measure the wavelength
of this line in the spectrum of a distant object and find that
instead of seeing the line at 656.3 nm, you see it at an observed
wavelength, Xy, of 659.0 nm. The mathematical form of the
Doppler effect shows that the object is moving at a radial veloc-
ity (v) of
— Naba e
’ X
659.0nm —656.3 nm
VT T 6563 nm

xXc
rest

% (3 x10%m/s)
v,= 1.2x10°m/s
The object is moving away from you (because the wavelength
became longer and redder) with a speed of 1.2 x 10° m/s, or
1,200 kilometers per second (km/s).

Now consider our stellar neighbor, Alpha Centauri, which is
moving toward us with a radial velocity of -21.6 km/s (-2.16 x

10* m/s). (Negative velocity means the object is moving toward
us.) What is the observed wavelength, \,,;, of a magnesium line
in Alpha Centauri’s spectrum having a rest wavelength, X, of
517.27 nm? First, we need to manipulate the Doppler equation to
get X all by itself. Then we can plug in all the numbers.

D VY W
-
Nees

Solve this equation for X\, to get

Nobs = Mo+ - N
Both terms on the right contain X.. Factor it out to make the
equation a little more convenient:

Mo = (14 22 N

We are ready to plug in some numbers to solve for the observed
wavelength:

—2.16 x 10*m/s
Nobs = (1 *W) x517.27nm
Nobs = 517.23nm

Although the observed Doppler blueshift (517.23 - 517.27) is only
0.04 nm, it is easily measurable with modern instrumentation.

There are a few physical concepts that are applicable in many astronomical
situations. Rather than placing them all at the front of the text and asking you to
remember them later, we have integrated them into the astronomy content, plac-
ing them where you first need them to understand the science. In later chapters,
we have provided you with Concept Connection icons to remind you where you
first saw the concept, so you can go back and review it as needed.

Many of these physical concepts, among others, are further explained in a
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series of short Astronomy in Action videos available on the
student website. Those videos feature one of the authors
(and several students) demonstrating physical concepts at
work. Your instructor might assign these videos to you or
you might choose to watch them on your own to create a
better picture of each concept in your mind.

As a citizen of the world, you make judgments about
science, distinguishing between good science and pseudo-
science. You use these judgments to make decisions in the
grocery store, pharmacy, car dealership, and voting booth.
You base these decisions on the presentation of information
you receive through the media, which is very different from
the presentation in class. Recognizing what is credible and
questioning what is not is an important skill. To help you
hone this skill, we have provided Reading Astronomy News
sections at the end of every chapter. These boxes include a
news article with questions to help you make sense of how
science is presented to you. It is important that you learn to
be critical of the information you receive, and these boxes will help you do that.

At the end of each chapter, we have provided several types of questions, prob-
lems, and activities for you to practice your skills. The Summary Self-Test may be

-
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Kepler’s Continuing Mission

By RACHEL COURTLAND, IEEE Spectrum

In early August, the moment that Bill Borucki
had been dreading finally arrived. As the
principal investigator of NASA’s Kepler
space telescope, Borucki had been work-
ing with his colleagues to restore the space-
craft’s ability precisely to point itself. The
planet-hunting telescope has four reaction
wheels—essentially, electrically driven
flywheels—and at least three must be func-
tional to maintain positioning. But in the
past year, two of those wheels had been on
the fritz. One went off line in July 2012 after
showing elevated levels of friction, and a
second followed suit in May 2013, effec-
tively ending science operations. After a few
months of recovery efforts, the telescope team
was finally forced to call it quits, 6 months
after the mission was originally scheduled to
finish but years before they hoped it would.

The failures mark the end of an era for
Kepler. With only two reaction wheels, the
telescope can't steady itself well enough
to ensure that light from each star hits the
same fraction of a pixel on its charge-coupled
devices for months on end without deviation.
That’s what Kepler needs in order to detect,
with high precision, the transit of a planet:
the slight dip in the brightness of a star that
occurs when an orbiting planet crosses in
front of it.

But the Kepler spacecraft might still have
its uses, and the data it has already gath-
ered almost certainly will. The telescope’s
managers are currently evaluating proposals
for what might be done with a two-wheeled
spacecraft. And the telescope’s analysis team
is gearing up for the rest of the science mis-

sion: a 2- to 3-year effort to crawl systemati-
cally through the 4 years of data that Kepler
has collected since its launch in 2009.

That analysis effort, which will incorpo-
rate new machine-learning techniques and a
bit of human experimentation, could yield a
bounty of new potential planets on top of the
3,500 that Kepler has found so far. “We expect
somewhere between several hundred more
planets to maybe as many as a thousand,”
Borucki says. If all goes well, the revised hunt
might even uncover the first handful of terres-
trial twins—or at the very least, near cousins:
roughly Earth-size planets on nearly yearlong
orbits around Sun-like stars.

Uncovering those Earth analogues won't
be easy. The orbits are slow and the planets
themselves are small. “You're looking for a
percent of a percent” dip in the brightness of a
star, says Jon Jenkins, the telescope’s analysis
lead. “That’s a very demanding and challeng-
ing measurement to make.”

The task will be made even more difficult
by an unexpected complication: Stars vary
in brightness due to sunspots and flares, and
Kepler’s observations reveal that these varia-
tions are greater than scientists had previ-
ously estimated. Those fluctuations can hide
the presence of a planet, reducing the tele-
scope’s sensitivity to terrestrial transits by
50 percent.

In April 2012, NASA granted Kepler a
4-year extension that would have compen-
sated for the extra noise. But with the fail-
ure of the reaction wheels, Jenkins and his
colleagues now must find a different way to
uncover planetary signals.

Earlier this year, they moved the data
processing from a set of computer clusters

containing 700 microprocessors to the Ple-
iades supercomputer at the NASA Ames
Research Center in Moffett Field, Califor-
nia, where they have the use of up to 15,000
of the machine’s more than 160,000 cores.
The team is also working on implementing
a machine-learning process using an algo-
rithm called the random forest, which will
be trained with data already categorized by
Kepler scientists. Once it’s up and running,
the software should be able to speedily differ-
entiate false positives and data artifacts from
promising candidates. Eventually, Jenkins
says, the analysis team will insert fake data
into the pipeline to test the performance of
both the humans that ordinarily do the pro-
cessing and the automated algorithms. “We
need to know for every planet we detect how
many we missed,” Jenkins says.

No one can predict exactly how many plan-
ets Kepler will find. The telescope’s main goal
was to determine how common planets are in
and around the habitable zones of stars—the
areas around stars with the right temperature
range for liquid water to be present. Such
statistics could help astrophysicists decide
how practical it would be to build a space
telescope capable of directly detecting light
from Earth-like planets, which is necessary
to determine whether they have atmospheres
that could support life.

For Earth-size planets in settings similar
to our own, developing a good statistical esti-
mate will be difficult. With small numbers,
the uncertainty in the size of the overall popu-
lation will be large. “The best-case scenario is
that Kepler could still have, with very large
error bars, a number for us at the end of the
day,” says Sara Seager, a professor of planetary
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Velocity Simulator

used to check your understanding. If you can answer these questions correctly,
you have a basic grasp of the information in the chapter. Next, a separate group
of true/false and multiple-choice questions focuses on more detailed facts and
concepts from the chapter. Conceptual questions ask you to synthesize informa-
tion and explain the “how” or “why” of a situation. Problems give you a chance
to practice the quantitative skills you learned in the chapter and to work through
a situation mathematically.

Each chapter has an Exploration activity that shows you how to use the con-
cepts and skills you learned in an interactive way. About half of the book’s Explo-
rations ask you to use animations and simulations on the student website, while
the others are hands-on, paper-and-pencil activities that use everyday objects
such as ice cubes or balloons.

If you think of human knowledge as an island, each scientific experiment
makes the island a little bigger by adding a pebble or a grain of sand to the
shoreline. But each of those pebbles also increases our exposure to the ocean of
the unknown: The bigger the island of knowledge, the longer the shoreline of
ignorance. Throughout this book, we have tried to show clearly which pebbles

Exploration: Exploring Extrasolar Planets 125

Exploration | Exploring Extrasolar Planets

wwnpag.es/uou2

o

Visit the Student Site (wwnpag.es/uou2) and open the Exoplanet . What has changed about the orbit of the planet as shown
Radial Velocity Simulator Nebraska Simulation in Chapter 5. This in the views in the upper left panel?

applet has a number of different panels that allow you to experi-
ment with the variables that are important for measurement of
radial velocities. First, in the window labeled “Visualization Con-
trols,” check the box to show multiple views. Compare the views
shown in panels 1-3 with the colored arrows in the last panel to
see where an observer would stand to see the view shown. Start
the animation (in the “Animation Controls” panel), and allow it
to run while you watch the planet orbit its star from each of the . When is the star moving fastest: when the planet is close
views shown. Stop the animation, and in the “Presets” panel, to it or when it is far away?

select “Option A” and then click “set.”

N

When is the planet moving fastest: when it is close to the
star or when it is far from the star?

©

1. Is Earth’s view of this system most nearly like the “side
view” or most nearly like the “orbit view”?

©

. Explain how an astronomer would determine, from a
radial velocity graph of the star’s motion, whether the
orbit of the planet was in a circular or elongated orbit.

N

. Is the orbit of this planet circular or elongated?

10. Study the Earth view panel at the top of the window.
Would this planet be a good candidate for a transit obser-
vation? Why or why not?

w

. Study the radial velocity graph in the upper right panel.
The blue curve shows the radial velocity of the star over
a full period. What is the maximum radial velocity of the

?
star? In the “System Orientation” panel, change the inclination to 0.0.
11. Now is Earth’s view of this system most nearly like the
“side view” or most nearly like the “orbit view”?

»

The horizontal axis of the graph shows the “phase,” or
fraction of the period. A phase of 0.5 is halfway through
a period. The vertical red line indicates the phase shown
in views in the upper left panel. Start the animation to 12. How does the radial velocity of the star change as the
see how the red line sweeps across the graph as the planet planet orbits?

orbits the star. The period of this planet is 365 days. How

many days pass between the minimum radial velocity and

; . o
the maximum radial velocity? 13. Click the box that says “show simulated measurements,”

and change the “noise” to 1.0 m/s. The gray dots are simu-
lated data, and the blue line is the theoretical curve. Use

5. When the planet moves away from Earth, the star moves the slider bar to change the inclination. What happens to
toward Earth. The sign of the radial velocity tells the the radial velocity as the inclination increases? (Hint: Pay
direction of the motion (toward or away). Is the radial attention to the vertical axis as you move the slider, not
velocity of the star positive or negative at this time in the just the blue line.)

orbit? If you could graph the radial velocity of the planet
at this point in the orbit, would it be positive or negative?

14. What is the smallest inclination for which you would find
the data convincing? That is, what is the smallest inclina-
tion for which the theoretical curve is in good agreement
with the data?

In the “Presets” window, select “Option B” and then click “set.”
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of knowledge are on the shore, which we are just catching a glimpse of under
the water, and which are only thought to be there because of the way the water
smoothes out as it passes over them. Sometimes the most speculative ideas are
the most interesting because they show how astronomers approach unsolved
problems and explore the unknown. As astronomers, we authors know that one
of the greatest feelings in the world is to forge a pebble yourself and place it on
the shoreline.

Astronomy gives you a sense of perspective that no other field of study offers.
The universe is vast, fascinating, and beautiful, filled with a wealth of objects
that, surprisingly, can be understood using only a handful of principles. By the
end of this book, you will have gained a sense of your place in the universe—
both how incredibly small and insignificant you are and how incredibly unique
and important you are.

Dear Instructor,

We wrote this book with a few overarching goals: to inspire students, to make
the material interactive, and to create a useful and flexible tool that can support
multiple learning styles.

As scientists and as teachers, we are passionate about the work we do. We
hope to share that passion with students and inspire them to engage in science
on their own. As authors, one way we do this is through the “student notebook”—
style sketches at the beginning of each chapter. These figures model student
engagement, and the Learning Goals on the facing page challenge them to try
something similar on their own. Elsewhere in a chapter, we remind students of
this chapter-opening figure to encourage them to interact with the content and
make it their own.

Through our own experience, familiarity with education research, and surveys
of instructors, we have come to know a great deal about how students learn and
what goals teachers have for their students. We have explicitly addressed many
of these goals and learning styles in this book, sometimes in large, immediately
visible ways such as the inclusion of feature boxes but also through less obvi-
ous efforts such as questions and problems that relate astronomical concepts to
everyday situations or take fresh approaches to organizing material.

For example, many teachers state that they would like their students to become
“educated scientific consumers” and “critical thinkers” or that their students
should “be able to read a news story about science and understand its signifi-
cance.” We have specifically addressed these goals in our Reading Astronomy
News feature, which presents a news article and a series of questions that guide a
student’s critical thinking about the article, the data presented, and the sources.

Many teachers want students to develop better spatial reasoning and visual-
ization skills. We address this explicitly by teaching students to make and use
spatial models. One example is in Chapter 2, where we ask students to use an
orange and a lamp to understand the celestial sphere and the phases of the Moon.
In nearly every chapter, we have Visual Analogy figures that compare astronomy
concepts to everyday events or objects. Through these analogies, we strive to
make the material more interesting, relevant, and memorable.

Education research shows that the most effective way to learn is by doing.
Exploration activities at the end of each chapter are hands-on, asking students
to take the concepts they’ve learned in the chapter and apply them as they inter-
act with animations and simulations on the student website or work through
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pencil-and-paper activities. Many of these Explorations incorporate everyday
objects and can be used either in your classroom or as activities at home.

To learn astronomy, students must also learn the language of science—not
just the jargon, but the everyday words we scientists use in special ways. Theory
is a famous example of a word that students think they understand, but their
definition is very different from ours. The first time we use an ordinary word in
a special way, a Vocabulary Alert in the margin calls attention to it, helping to
reduce student confusion. This is in addition to the back-of-the-book Glossary,
which includes all the text’s boldface words in addition to other terms students
may be unfamiliar with.

We also believe students should be fairly fluent in the more formal language
of science—mathematics. We have placed the math in Working It Out boxes, so it
does not interrupt the flow of the text or get in the way of students’ understanding
of conceptual material. But we’ve gone further by beginning with fundamental
ideas in early math boxes and slowly building complexity in math boxes that
appear later in the book. We’ve also worked to remove some of the stumbling
blocks that crush student confidence by providing calculator hints, references
to earlier boxes, and detailed, fully worked examples.

In our overall organization, we have made several efforts to encourage stu-
dents to engage with the material and build confidence in their scientific skills
as they proceed through the book. We organize the physical principles with a
“just-in-time” approach; for example, we cover the Stefan-Boltzmann law in
Chapter 6, when it is used for the first time in an astronomical context. For both
stars and galaxies, we have organized the material to cover the general case first
and then delve into more details with specific examples. Thus, you will find
“stars” before the Sun, and “galaxies” before the Milky Way. This allows us to
avoid frustrating students by making assumptions about what they know about
stars or galaxies or forward-referencing to basic definitions and overarching con-
cepts. This organization also implicitly helps students to understand their place
in the universe: our galaxy and our star are each one of many. They are specific
examples of a physical universe in which the same laws apply everywhere. Plan-
ets have been organized comparatively, to emphasize that science is a process
of studying individual examples that lead to collective conclusions. All of these
organizational choices were made with the student perspective in mind and a
clear sense of the logical hierarchy of the material.

Even our layout has been designed to maximize student engagement—one
wide text column is interrupted as seldom as possible.

Norton SmartWork, an online tutorial and homework system, puts student
assessment at your fingertips. Norton Smartwork contains more than 1,300 ques-
tions and problems that are tied directly to this text, including the Summary
Self-Test questions and versions of the Reading Astronomy News and Exploration
questions. Any of these could be used as a reading quiz to be completed before
class or as homework. Every question in Smartwork has hints and answer-specific
feedback so that students are coached to work toward the correct answer. Instruc-
tors can easily modify any of the provided questions, answers, and feedback or
can create their own questions.

We approached this text by asking: What do teachers want students to learn,
and how can we best help students learn those things? Where possible, we con-
sulted the education research to help guide us, and that guidance has led us down
some previously unexplored paths. That research has continued to be useful
in this second edition, but we have had another excellent resource to draw on.



In this edition, we have responded to commentary from you, our colleagues.
You were concerned that students would not be able to find the “just-in-time”
material, so we have added a Concept Connection icon in the margin, which
points students back to the original explanation of these topics. They will be bet-
ter able to find the material on Wien’s law and the Stefan-Boltzmann law, which
we moved to Chapter 5, where these concepts are first needed. There is no oppor-
tunity for students to forget the material before they actually need to use it in an
astronomical context, and yet the Concept Connection icon allows them to find
the material again and again. This icon reinforces the important fact that the
universe is governed by a small number of physical concepts that appear again
and again in very different contexts.

We revised each chapter, updating the science, to reflect the fast pace of astro-
nomical research today. This is especially noticeable in the material on extra-
solar planets and on the very latest results in cosmology; however, each chapter
has been revised to reflect the progress in the field.

We better balanced the cognitive load between chapters, for example by mov-
ing material between Chapters 3 and 4 so that students are not grappling with
both complex three-dimensional visualization skills and fundamental physics at
the same time. We reorganized Chapter 6, moving the impact coverage forward
for similar reasons. This also allowed us to streamline some of the text, reduc-
ing the need to remind students of earlier material.

We added further skill-building text with a new section on reading graphs in
Chapter 1 and new Working It Out boxes that continue to build students’ math-
ematical fluency throughout the text. We also developed new end-of-chapter
problems that address student understanding at multiple skill levels. Even more
skill-building content is available in the accompanying workbook, Learning
Astronomy by Doing Astronomy:.

We made descriptions of complex relationships even more accessible. For
example, we have new visual analogies, such as the one of the solar wind shap-
ing magnetospheres. We have revised figures to be more straightforward, such
as the one showing the structure of the Sun. The Hertzsprung-Russell (H-R)
diagram showing the evolution of low-mass stars has been split into multiple
figures to match the narrative of the text better—each part of the evolution is
shown separately, and then the entire sequence is shown in a culminating fig-
ure. This requires more space but is worth the effort, as it allows students to
focus on each step individually and then put the whole picture together once
each part is understood.

We reorganized Part IV: Galaxies, the Universe, and Cosmology to improve the
logical flow of the cosmology concepts, balance cognitive load, and emphasize
the process of science that has led to understanding that the universe began in
the Big Bang. We begin in Chapter 14 by introducing galaxies as a whole and our
measurements of them, including recession velocities. Then we address the Milky
Way in Chapter 15—a specific example of a galaxy that we can discuss in detail.
This follows the repeating motif of moving from the general to the specific that
exists throughout the text and gives students a basic grounding in the concepts
of spiral galaxies, supermassive black holes, and dark matter before they need to
apply those concepts to the specific example of our own galaxy. In Chapter 16,
we return to the implications of extragalactic recession velocities, showing how
the Big Bang was derived from observational evidence, then was used to make
predictions which have been later verified. In Chapter 17, we address issues of
large-scale structure and the evolution of the universe over time.
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PREFACE

Many professors find themselves under pressure from accrediting bodies or
internal assessment offices to assess their courses in terms of learning goals and
to update their teaching methods. To help you with this, we’ve revised each
chapter’s Learning Goals and organized the end-of-chapter Summary by Learn-
ing Goal. In Norton Smartwork, questions and problems are tagged and can be
sorted by Learning Goal.

We’ve also created a series of 23 videos explaining and demonstrating concepts
from the text, accompanied by questions integrated into Norton Smartwork. You
might assign these videos prior to lecture—either as part of a flipped modality or
as a “reading quiz.” In either case, you can use Norton Smartwork’s diagnostic
feedback from the questions to tailor your in-class discussions. Or you might
show the videos in class to stimulate discussion. Or you might simply use them
as a jumping-off point—to get ideas for activities to do with your own students.

We continue to look for better ways to engage students, so please let us know
how these features work for your students.

Sincerely,

Stacy Palen

Laura Kay

Brad Smith

George Blumenthal

Ancillaries for Students

Norton Smartwork
Steven Desch, Guilford Technical Community College; Violet Mager, Susquehanna
University; Todd Young, Wayne State College

More than 1,700 questions support Understanding Our Universe, Second
Edition—all with answer-specific feedback, hints, and ebook links. Questions
include Summary Self-Tests and versions of the Explorations (based on Astro-
Tours and the University of Nebraska simulations) and Reading Astronomy News
questions. Image-labeling questions based on NASA images allow students to
apply course knowledge to images that are not contained in the text. Astronomy
in Action video questions focus on overcoming common misconceptions, while
Process of Science questions take students through the steps of a discovery and
ask them to participate in the decision-making process that leads to that discovery.

Student Website wwnpag.es/uou2
W. W. Norton’s free and open student website features the following:

e Twenty-eight AstroTour animations. These animations, some of which are
interactive, use art from the text to help students visualize important physi-
cal and astronomical concepts.

e Nebraska Simulations (sometimes called applets; or NAAPs, for Nebraska
Astronomy Applet Program). These simulations allow students to manipulate
variables and see how physical systems work.

e Astronomy in Action videos demonstrate the most important concepts in a
visual, easy to understand, and memorable way.



Learning Astronomy by Doing Astronomy: Collaborative Lecture
Activities
Stacy Palen, Weber State University, and Ana Larson, University of Washington
Many students learn best by doing. Devising, writing, testing, and revising
suitable in-class activities that use real astronomical data, illuminate astronomi-
cal concepts, and ask probing questions requiring students to confront miscon-
ceptions can be challenging and time consuming. In this workbook, the authors
draw on their experience teaching thousands of students in many different types
of courses (large in-class, small in-class, hybrid, online, flipped, and so forth) to
provide 30 field-tested activities that can be used in any classroom today. The
activities have been designed to require no special software, materials, or equip-
ment and to take no more than 50 minutes each to do.

Starry Night Planetarium Software (College Version 7) and
Workbook
Steven Desch, Guilford Technical Community College

Starry Night is a realistic, user-friendly planetarium simulation program
designed to allow students in urban areas to perform observational activities on
a computer screen. Norton’s unique accompanying workbook offers observation
assignments that guide students’ virtual explorations and help them apply what
they’ve learned from the text reading assignments. The workbook is fully inte-
grated with Understanding Our Universe, Second Edition.

For Instructors

Instructor’s Manual
Ben Sugerman, Goucher College

This resource includes brief chapter overviews, suggested classroom discus-
sions/activities, notes on the AstroTour animations and Nebraska Simulations
contained on the Instructor’s Resource Disk, teaching suggestions for how to use
the Reading Astronomy News and the Exploration activity elements found in the
textbook, and worked solutions to all end-of-chapter questions and problems.

Test Bank
Ray O’Neal, Florida A&M University; Todd Vaccaro, St. Cloud State University;
Lisa M. Will, San Diego City College

The Test Bank has been revised using Bloom’s Taxonomy and provides a qual-
ity bank of more than 900 items. Each chapter of the Test Bank consists of six
question levels classified according to Bloom’s Taxonomy:

Remembering
Understanding
Applying
Analyzing
Evaluating
Creating

Questions are further classified by section and difficulty, making it easy to
construct tests and quizzes that are meaningful and diagnostic. The question
types include short answer and multiple choice.
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Norton Instructor’s Resource Website
This Web resource contains the following resources to download:

e Test Bank, available in ExamView, Word RTF, and PDF formats.

¢ Instructor’s Manual in PDF format.

¢ Lecture PowerPoint slides with lecture notes.

¢ All art and tables in JPEG and PPT formats.

e Starry Night College, W. W. Norton Edition, Instructor’s Manual.

¢ AstroTour animations, some of which are interactive, use art from the text to
help students visualize important physical and astronomical concepts.

e University of Nebraska simulations (sometimes called applets; or NAAPs, for
Nebraska Astronomy Applet Program). Well known by introductory astronomy
instructors, the simulations allow students to manipulate variables and see
how physical systems work.

e Coursepacks, available in BlackBoard, Angel, Desire2Learn, and Moodle
formats.

Coursepacks

Norton’s Coursepacks, available for use in various Learning Management Systems
(LMSs), feature all Quiz+ and Test Bank questions, links to the AstroTours and
Applets, plus discussion questions from the Reading Astronomy News features,
Astronomy in Action video quizzes, Explorations worksheets and pre- and post-
tests from the Learning Astronomy by Doing Astronomy Workbook. Coursepacks
are available in BlackBoard, Angel, Desire2Learn, and Moodle formats.

Instructor’s Resource Folder

This two-disk set contains the Instructor’s Resource DVD—which contains the
same files as the Instructor’s Resource Website—and the Test Bank on CD-ROM
in ExamView format.
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the methods of science.

Thinking Like an
Astronomer

The illustration on the opposite page shows a pattern in the sky. Over the course of 6 months,
a studentin North America took photographs of the location where the Sun set along a ridgeline
near his house and then compared them with a map of the area. He sees that the Sun gradu-
ally moves north as the year progresses from winter to summer. Understanding this pattern s
part of what astronomy is all about. Loosely translated, the word astronemy means “finding
patterns among the stars.” However, modern astronomy is about far more than looking at the
sky and cataloging the visible stars. What are the Sun and Moon made of? How far away are
they? How do stars shine? How did the universe begin? How will it end? Astronomy is a living,
dynamic science that seeks the answers to these and many other compelling questions. In
this chapter, we will begin the study of astronomy by exploring our place in the universe and

{> LEARNING GOALS

Scientists seek knowledge using a very specific set of pro-
cesses, sometimes collectively called the scientific method. Part
of this procedure stems from recognizing patterns in nature.
Part of it stems from putting those patterns together to under-
stand how they apply in different places and at different times.
In the illustration on the opposite page, the student has noticed
a pattern in his observations of the setting Sun. By the end of
this chapter, you should understand how patterns of observa-
tions like these fit into the development of a scientific law and
a scientific theory. You should also be able to:

LG 1

LG 2

LG 3
LG 4
LG5

Relate our place in the universe to the rest of the
universe.

Explain how the patterns of our daily lives are con-
nected to the larger universe.

Describe our astronomical origins.
Describe the scientific method.

Extract meaning from a graph.
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Solar System

Virgo Supercluster
#

Figure 1.1 Our place in the universe is given by our cos-
mic address: Earth, Solar System, Milky Way Galaxy,

Local Group, Virgo Supercluster. We live on Earth, a planet
orbiting the Sun in our Solar System, which is a star in the
Milky Way Galaxy. The Milky Way is a large galaxy within
the Local Group of galaxies, which in turn is located in the
Virgo Supercluster.

Astronomy Gives Us a Universal Context

Astronomers think of our place in the universe as both a location and a time.
Locating Earth in the larger universe is the first step in learning the science of
astronomy.

Our Place in the Universe

Most people have an address where they receive mail—street number, street,
city, state, country. But we can expand our view to include the enormously vast
universe we live in. What is our “cosmic address”? It might include: planet, star,
galaxy, galaxy group, galaxy cluster.

We reside on a planet called Earth, which is orbiting under the influence of
gravity around a star called the Sun. The Sun is an ordinary, middle-aged star,
more massive and luminous than some stars but less massive and luminous than
others. The Sun is extraordinary only because of its importance to us within our
own Solar System. Our Solar System consists of eight planets—Mercury, Venus,
Earth, Mars, Jupiter, Saturn, Uranus, and Neptune. It also contains many smaller
bodies, which we will discuss in coming chapters, including dwarf planets (for
example, Pluto, Ceres, or Eris), asteroids (for example, Ida or Eros), and comets
(for example, Halley).

The Sun is located about halfway out from the center of the Milky Way Galaxy,
a flattened collection of stars, gas, and dust. Our Sun is just one among several
hundred billion stars scattered throughout our galaxy. Astronomers are discov-
ering that many of these stars also have planets around them, which suggests
that planetary systems are common.

The Milky Way, in turn, is part of a small collection of a few dozen galaxies
called the Local Group. The Milky Way Galaxy and the Andromeda Galaxy are
true giants within the Local Group. Most others are dwarf galaxies. The Local
Group itself is part of a vastly larger collection of thousands of galaxies—a
supercluster—called the Virgo Supercluster.

We can now define our cosmic address, illustrated in Figure 1.1: Earth, Solar
System, Milky Way Galaxy, Local Group, Virgo Supercluster. Yet even this address
is not complete because the vast structure we just described is only the local uni-
verse. The part of the universe that we can see extends much farther—a distance
that light takes 13.8 billion years to travel. Within this volume, we estimate that
there are several hundred billion galaxies—roughly as many galaxies as there
are stars in the Milky Way.

The Scale of the Universe

One of the first challenges we face as we begin to think about the universe is its
sheer size. A hill is big, and a mountain is really big. If a mountain is really big,
then Earth is enormous. But where do we go from there? As the scale of the uni-
verse comes to dwarf our human experience, we run out of words. To develop a
sense of scale, we can change from talking about distance to talking about time.
Figure 1.2 begins with Earth and progresses outward to the observable universe
and illustrates that even relatively small distances in astronomy are so vast that
they are measured in units of light-years (ly): the distance light travels in 1 year.

To understand how astronomers use time as a measure of distance, think
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Moving outward through the
universe at the speed of light,
going around Earth is like a
snap of your fingers.

Earth’s circumference
1/7 second

1.25 seconds

Times shown are
light-travel times.

Moon The Moon is a little more

than a second away.

8.3 minutes

' - G The Sun’s distance
Because of the vast distances, these . ] ¥ is like a quick meal.

objects are not shown to scale—they’d
be too small to see!

Neptune
®

The diameter of Neptune’s
orbit is a night’s sleep.

‘ ‘

8.3 hours

Leaving the Solar System,
the distance to the nearest
star is like the time you
spend in high school.

4.2 years Proxima Centauri,

the closest star
to the Sun

The Sun

A } J Milky Way Galaxy il Py The diameter of the

galaxy is like the age
of our species.

4

100,000 years

. The distance between
Milky Way 2.5 million years - galaxies_ is like the time since
- our earliest human ancestors

[CETENY
walked on Earth.

The size of the observable universe
is like three times the age of Earth.

Radius of the observable universe

Figure 1.2 Thinking about the time it takes for light to travel between objects helps us to compre- /o\ VISUAL ANALOGY
hend the vast distances in the observable universe.
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Vocabulary Alert

massive In common language, massive can mean either “very
large” or “very heavy.” Astronomers specifically mean that more
massive objects have more “stuff” in them.

satellite In common language, satellite typically refers to a
human-made object. Astronomers use this word to describe any
object, human-made or natural, that orbits another object.

Figure 1.3 You and everything around you contain atoms
that were forged in the interiors of stars that lived and died
before the Sun and Earth were formed. The supermassive
star Eta Carinae is currently ejecting a cloud of enriched
material. This star is located about 7,500 light-years from
Earth and emits 5 million times more light than the Sun.

Figure 1.4 Apollo 15(1971) was the fourth U.S. mission to
land on the moon. Here astronaut James B. Irwin stands by

the lunar rover during an excursion to explore and collect
samples from the Moon.

about traveling in a car at 60 kilometers per hour (km/h). At 60 km/h, you travel
1 kilometer in 1 minute, or 60 kilometers in 1 hour. In 10 hours, you would travel
600 kilometers. To get a feel for the difference between 1 kilometer and 600 kilo-
meters, you can think about the difference between 1 minute and 10 hours. In
astronomy, the speed of a car on the highway is far too slow to be a useful mea-
sure of time. Instead, we use the fastest speed in the universe—the speed of light.
Light travels at 300,000 kilometers per second (km/s). Light can circle Earth (a
distance of 40,000 km) in just under one-seventh of a second—about the time it
takes you to snap your fingers.

The Origin and Evolution of the Universe

As we will discuss in detail in Chapter 16, both theory and observation tell us
that the universe began 13.8 billion years ago in an event known as the Big Bang.
The only chemical elements in the early universe were hydrogen and helium, plus
tiny amounts of lithium, beryllium, and boron. Yet we live on a planet with a core
of iron and nickel, surrounded by an outer layer made up of rocks that contain
large amounts of silicon and various other elements. The human body contains
carbon, nitrogen, oxygen, sodium, phosphorus, and a host of other chemical ele-
ments. If these elements were not present in the early universe, where did they
come from?

The answer to this question begins deep within stars. In the core of a star, less
massive atoms, like hydrogen, combine to form more massive atoms, eventually
leading to atoms such as carbon. (Terms in red signify a “Vocabulary Alert” in
the margin of the text.) When a star nears the end of its life, it loses much of its
material back into space—including some of these more massive atoms. This mate-
rial combines with material lost from other stars, some of which produced even
more massive atoms as they exploded, to form large clouds of dust and gas. Those
clouds go on to make new stars and planets, like our Sun and Solar System. Prior
“generations” of stars supplied the building blocks for the chemical processes,
such as life, that go on around us (Figure 1.3). Look around you. Everything you
see is made of atoms that were formed in stars long ago.

An Astronomer’s Toolkit

In 1957, the Soviet Union launched Sputnik, the first human-made satellite. Since
that time, we have lived in an age of space exploration that has given us a new
perspective on the universe. The atmosphere that shields us from harmful solar
radiation also blocks much of the light that travels through space. Space astron-
omy shows views hidden from ground-based telescopes by our atmosphere. Sat-
ellite observatories have brought us discovery after surprising discovery. Each
has forever altered our perception of the universe.

In addition to putting satellites into space around Earth, humans have walked
on the Moon (Figure 1.4), and unmanned probes have visited all eight planets.
Spacecraft have flown past asteroids, comets, and even the Sun. Spacecraft have
also landed on Mars, Venus, Titan (Saturn’s largest moon), and an asteroid and
have plunged into both the atmosphere of Jupiter and the heart of a comet. Most
of what we know of the Solar System has resulted from these past six decades of
exploration since the space age began.

Astronomers collect information from many varieties of light, from
highest-energy gamma rays (G) and X-rays (X), through ultraviolet (U), visible



(V), and infrared (I) radiation, down to the lowest-energy radio waves (R). Figure
1.5 combines a visible-light image of the Parkes radio telescope and an image of
the Milky Way in the radio part of the spectrum, illustrating the new perspec-
tives we have gained from improved technology. The “R” beneath the photograph
stands for radio waves (see the abbreviations defined earlier in this paragraph);
in this text, the type of light used to obtain an image is indicated by the letter
that is highlighted in the wave graphic appearing below the image.

Another tool of astronomy—telescopes—often comes to mind when we
think of studying space. However, the 21st-century astronomer spends far
more time staring at a computer screen than peering through the eyepiece of
a telescope. Modern astronomers use computers to collect and analyze data
from telescopes, calculate physical models of astronomical objects, and pre-
pare reports on the results of their work. You may also be surprised to learn
that much astronomy is now carried out in large physics facilities like the
one shown in Figure 1.6. Astronomers work with scientists in related fields,
such as physics, chemistry, geology, and planetary science, to develop a
deeper understanding of physical laws and to make sense of their observa-
tions of the distant universe.

Science Is a Way of Viewing the World

As we view the universe through the eyes of astronomers, we will also learn
how science works. Science is a way of exploring the physical world through
the scientific method.

The Scientific Method

The scientific method is a systematic way of testing new ideas or explanations.
Often, the method begins with a fact—an observation or a measurement. For
example, you might observe that the weather changes in a predictable way each
year and wonder why that happens. You then create a hypothesis, a testable
explanation of the observation: “I think that it is cold in the winter and warm
in the summer because Earth is closer to the Sun in the summer.” You and your
colleagues come up with a test: if it is cold in the winter and warm in the sum-
mer because Earth is closer to the Sun in the summer, then it will be cold in
the winter everywhere on the planet—Australia should have winter at the same
time of year as the United States. This test can be used to falsify your hypoth-
esis. You travel to the opposite hemisphere in the winter and find that it is sum-
mer there. Your hypothesis has just been falsified, which means that it has been
proved incorrect. This is good! It means you know something you didn’t know
before. Now you must revise or completely change your hypothesis to be consis-
tent with the new data.

Any idea that is not testable—that is not falsifiable—must be accepted or
rejected based on intuition alone, so it is not scientific. A falsifiable hypothesis
or idea does not have to be testable using current technology, but we must be
able to imagine an experiment or observation that could prove the idea wrong if
we could carry it out. As continuing tests support a hypothesis by failing to dis-
prove it, scientists come to accept the hypothesis as a theory. A classic example
is Einstein’s theory of relativity, which has withstood more than a century of
scientific efforts to disprove its predictions.
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Figure 1.5 In the 20th century, advances in telescope tech-
nology opened new windows on the universe. This is the
Milky Way as we would see it if our eyes were sensitive

to radio waves, shown as a backdrop to the Parkes radio
telescope in Australia. The bright blue object is an artist’s
impression of a fast radio burst.

Figure 1.6 The high-energy particle collider at the European
Organization for Nuclear Research (CERN), shown here as a
circle drawn above the tunnels of the facility, has provided
clues about the physical environment during the birth of the
universe. Laboratory astrophysics, in which astronomers
model important physical processes under controlled con-
ditions, has become an important part of astronomy. The
dashed line represents the boundary between France and
Switzerland.

Vocabulary Alert

falsified/falsifiable: \n common language, we are likely

to think of “falsified” evidence as having been manipulatedto
misrepresent the truth. Astronomers (and scientists in general)
use falsifiable in the sense of “being able to prove a hypothesis
false,” as we will throughout this book.
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Test falsifies
hypothesis; revise
hypothesis or
choose a new one.

Start with an

observation or idea.

Suggest a
hypothesis.

1 ELCE:]
prediction.

Perform a test,
experiment, or
additional
observation.

Test supports
hypothesis; make
additional predictions
and test them.

Figure 1.7 The scientific method is the path by which an
idea or observation leads to a falsifiable hypothesis. The

hypothesis is either accepted as a tested theory or rejected

on the basis of observational or experimental tests of its

predictions. The green loop goes on indefinitely as scien-

tists continue to test the hypothesis.

Vocabulary Alert

theory In common language, a theory is weak—just an idea or a
guess. Scientists use this word to label the most well-known, well-
tested, and well-supported principles in science.

The path to scientific knowledge is solidly based on the scientific method.
Figure 1.7 illustrates the pathway of the scientific method. It begins with an
observation or idea, followed by a hypothesis, a prediction, further observation
or experiments to test the prediction, and perhaps ending as a tested theory. Look
back at the chapter-opening illustration. Where does the activity represented in
that figure fit onto this simplified flowchart?

Still, science can no more be said to be the scientific method than music can
be said to be the rules for writing down a musical score. The scientific method
provides the rules for testing whether an idea is false, but it offers no insight into
where the idea came from in the first place or how an experiment was designed.
Scientists discussing their work use words such as insight, intuition, and creativ-
ity. Scientists speak of a beautiful theory in the same way that an artist speaks
of a beautiful painting or a musician speaks of a beautiful performance. Science
has an aesthetic that is as human and as profound as any found in the arts.

The Language of Science

We have already seen that scientists often use everyday words in special ways.
For example, in everyday language, theory may mean something that is little more
than a guess: “Do you have a theory about who might have done it?” “My theory
is that a third party could win the next election.” In everyday language, a theory
isn’t something we take too seriously. “After all,” we say, “it is only a theory.”

In stark contrast, scientists use the word theory to mean a carefully con-
structed proposition that takes into account every piece of data as well as our
entire understanding of how the world works. A theory has been used to make
testable predictions, and all of those predictions have come true. Every attempt
to prove it false has failed. A theory such as the theory of general relativity is
not a mere speculation but is instead a crowning achievement of science. Even
so, scientific theories are accepted only as long as their predictions are correct.
A theory that fails only a single test is proved false. In this sense, all scientific
knowledge is subject to challenge.

Theories are at the top of the loosely defined hierarchy of scientific knowledge.
At the bottom is an idea—a notion about how something might be. Moving up the
hierarchy we come to a fact, which is an observation or measurement. The radius
of Earth is a fact, for example. A hypothesis is an idea that leads to testable predic-
tions. A hypothesis may be the forerunner of a scientific theory, or it may be based
on an existing theory, or both. At the top we reach a theory: an idea that has been
examined carefully, is consistent with all existing theoretical and experimental
knowledge, and makes testable predictions. Ultimately, the success of the predic-
tions is the deciding factor between competing theories. A law is a series of observa-
tions that lead to an ability to make predictions but has no underlying explanation
of why the phenomenon occurs. So we might have a “law of daytime” that says the
Sun rises and sets once each day. And we could have a “theory of daytime” that
says the Sun rises and sets once each day because Earth spins on its axis. Scien-
tists themselves are sometimes sloppy about the way they use these words, and
you will sometimes see them used differently than in these formal definitions.

Underlying this hierarchy of knowledge are scientific principles. A scientific
principle is a general idea about how the universe is that guides our construc-
tion of new theories. For example, at the heart of modern astronomy is the cos-
mological principle. The cosmological principle is the testable assumption that
the same physical laws that apply here and now also apply everywhere and at



all times. This implies that there are no special locations or directions in the
universe. The physical laws that act in laboratories also act in the centers of stars
orin the hearts of distant galaxies. Each new theory that succeeds in explaining
patterns and relationships among objects in the sky adds to our confidence in
this cornerstone of our worldview.

This principle provides an example of Occam’s razor, another guiding principle
in science. Occam’s razor states that when we are faced with two hypotheses that
explain all the observations equally well, we should use the one that requires
the fewest assumptions, until we have evidence to the contrary. For example, we
might hypothesize that atoms are constructed differently in the Andromeda Gal-
axy than in the Milky Way Galaxy. This would be a violation of the cosmological
principle. But that hypothesis would require a large number of assumptions about
how the atoms are constructed and yet still appear to behave identically to atoms
in the Milky Way. For example, we might assume that the center of the atom is
negatively charged in Andromeda, opposite to the Milky Way, where the center
of the atom is positively charged. Then we would need to make an assumption
about where the boundary is between Andromeda-like matter and Milky Way—
like matter. And then we would need to make an assumption about why atoms
on the boundary between the two regions did not destroy each other. And we
would need an assumption about why atoms in the two regions are constructed
so differently; and so on. If reasonable experimental evidence is ever found that
the cosmological principle is not true, scientists will construct a new descrip-
tion of the universe that takes the new data into account. Until then, it is the
hypothesis that has the fewest assumptions, satisfying Occam’s razor. To date,
the cosmological principle has been repeatedly tested and remains unfalsified.

Scientific Revolutions

Limiting our definition of science to the existing theories fails to convey the
dynamic nature of scientific inquiry. Scientists do not have all the answers and
must constantly refine their ideas in response to new data and new insights. The
vulnerability of knowledge may seem like a weakness. “Gee, you really don’t
know anything,” the cynical person might say. But this vulnerability is actu-
ally science’s great strength, because it means that science self-corrects. Wrong
ideas are eventually overturned by new information. In science, even our most
cherished ideas about the nature of the physical world remain fair game, sub-
ject to challenge by new evidence. Many of history’s best scientists earned their
status by falsifying a universally accepted idea. This is a powerful motivation
for scientists to challenge old ideas constantly, inventing new explanations for
our observations.

For example, the classical physics developed by Sir Isaac Newton in the 17th
century withstood the scrutiny of scientists for more than 200 years. It seemed
that little remained but cleanup work—filling in the details. Yet during the
late 19th and early 20th centuries, a series of scientific revolutions completely
changed our understanding of the nature of reality. Albert Einstein (Figure 1.8)
is representative of these scientific revolutions. Einstein’s special and general
theories of relativity replaced Newton’s mechanics. Einstein did not prove New-
ton wrong, but instead showed that Newton’s theories were a special case of a
far more general and powerful set of physical laws. Einstein’s new ideas unified
the concepts of mass and energy and destroyed the conventional notion of space
and time as separate entities.
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Figure 1.8 Albert Einstein is perhaps the most famous sci-

entist of the 20th century. Einstein helped usher in two dif-
ferent scientific revolutions, one of which he was never able
to accept.
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Throughout this text, you will encounter many other discoveries and suc-
cessful ideas that forced scientists to abandon accepted theories. Einstein him-
self never embraced the view of the world offered by quantum mechanics—a
second revolution he helped start. Yet quantum mechanics, a statistical descrip-
tion of the behavior of particles smaller than atoms, has held up to challenges
for more than 100 years. In science, all authorities are subject to challenge, even
Einstein.

Astronomers Use Mathematics
to Find Patterns

One of the primary advantages of scientific thinking is that it allows us to make
predictions. Once a pattern, such as the rising and setting of the Sun, has been
observed, scientists can predict what will happen next.

Figure 1.9 Since ancient times, our ancestors have rec-
ognized that patterns in the sky change with the seasons.
These and other patterns shape our lives. These star maps
show the sky in the Northern Hemisphere during each
season.
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Finding Patterns

Imagine that the patterns in your life became disrupted, so that things became
entirely unpredictable. For example, what would life be like if sometimes when
you let go of an object, it fell up instead of down? Or what if one day the Sun rose
at noon and set at 1:00 p.M., the next day it rose at 6:00 a.M. and set at 10:00 p.M.,
and the day after that the Sun did not rise at all? In fact, objects do fall toward
the ground. The Sun rises, sets, and then rises again at predictable times, and in
predictable locations, as shown in the chapter-opening illustration. Spring turns
into summer, summer turns into autumn, autumn turns into winter, and winter
turns into spring. The rhythms of nature produce patterns in our lives, and these
patterns give us clues about the nature of the physical world.

Astronomers identify and characterize these patterns and use them to under-
stand the world around us. Some of the most easily identified patterns in nature
are those we see in the sky. What in the sky will look different or the same a
week from now? A month from now? A year from now? As you can see in Figure
1.9, patterns in the sky mark the changing of the seasons, which determines the
planting and harvesting of crops. It is no surprise that astronomy, which studies
these patterns that are so important to agriculture, is the oldest of all sciences.

Reading Graphs

Astronomers use mathematics to analyze patterns. There are many branches of
mathematics, most of them dealing with more than just numbers. But all branches
of mathematics share one thing: they deal with patterns.

Mathematical patterns are often shown in graphical form. Reading graphsisa
skill that is important not only in astronomy but also in life. Economists, social
and political scientists, mortgage brokers, financial analysts, retirement planners,
doctors, and scientists all use graphs to evaluate and communicate important
information. Figure 1.10 shows the relationship between distance and time in
a car trip. As with all graphs, there are three key pieces: the independent vari-
able, the dependent variable, and the plotted data. The independent variable is
typically the one the experimenter has control over. In this case, this is time:
the experimenter chooses the times at which she will make a measurement. The
independent variable is always shown on the horizontal (x) axis. The dependent
variable depends on the independent variable. Here, the dependent variable is
distance: the experimenter measures the distance at various times. The vertical
(y) axis reflects the dependent variable.

When you see a graph, you should first look at the axes to find out what the
variables are; that is, what information is plotted on the graph, and in what units.
Here, we have distance in miles plotted against time in minutes.

The third key piece of information is the data plotted. Trends in these data
show the behavior of the system. Study the graph. You can see that the first data
point (a) is plotted at 10 minutes on the horizontal axis and 5 miles on the verti-
cal axis. During those first 10 minutes, the distance becomes steadily larger, as
the car travels 5 miles from its starting place. The upward rise means the dis-
tance is increasing with time.

The slope of the line gives the speed of the car and is calculated by dividing
the “rise” (the change in the vertical axis) by the “run” (the change on the hori-
zontal axis). To get a feel for what’s happening, you need to understand the slope.
A horizontal slope means that the distance is not changing: the car is parked.
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Figure 1.10 This graph of the relationship between distance
and time in a car trip shows changes in speed.
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Figure 1.11 Ancient petroglyphs in the Painted Desert of the
American Southwest often include depictions of the Sun,
Moon, and stars.

A rising slope means the distance is increasing: the car is moving away. A fall-
ing slope means the distance is getting smaller: the car is approaching. A steeper
slope means the car is moving faster.

During the second 10 minutes, between times (a) and (b), the car travels 7 miles.
Notice that the line rises more sharply—the slope is steeper. The steeper slope
tells you that the car is going faster, even if you don’t calculate the speed exactly.

After 20 minutes, the car begins to slow down. The distance is still increas-
ing, as the plotted data are still rising. But the slope becomes shallower, until
the curve flattens out at 25 minutes (c), and the driver arrives at the destination
and parks the car.

Many other patterns can be seen in graphs, and you will encounter graphs
often in your life. Always remember to study four things when you see a new
graph: What is plotted on the horizontal axis? What is plotted on the vertical
axis? What is the trend of the data (up, down, or flat), and how fast is it changing?

If patterns are the heart of science, and mathematics is the language of pat-
terns, it should come as no surprise that mathematics is the language of science.
Trying to study science while avoiding mathematics is the practical equivalent
of trying to study Shakespeare while avoiding the written or spoken word. It can-
not be done meaningfully. Distaste for mathematics is one of the most common
obstacles standing between a nonscientist and an appreciation of the world as
seen through the eyes of a scientist.

Part of the responsibility for moving beyond this obstacle lies with us, the
authors. It is our job to take on the role of translators, using words to express
concepts as much as possible, even when these concepts are more concisely and
accurately expressed mathematically. When we do use mathematics, we will
explain in everyday language what the equations mean and show you how equa-
tions express concepts that you can connect to the world. We will also limit the
mathematics to a few tools that we would like you to know. These mathemati-
cal tools, a few of which are described in Working It Out 1.1, enable scientists to
convey complex information compactly and accurately.

Your responsibility is to accept the challenge and make an honest effort to
think through the mathematical concepts that we use. The mathematics in this
book are on a par with what it takes to balance a checkbook, build a bookshelf
that stands up straight, check your gas mileage, estimate how long it will take to
drive to another city, or buy enough food to feed an extra guest or two at dinner.

Almost everyone harbors a spark of interest in astronomy. Because you are
reading this book, you probably share this spark as well. The prominence of
the Sun, Moon, and stars in cave paintings and rock drawings, such as the one
in Figure 1.11, which dates back a thousand years or more, tells us that these
objects have long occupied the human imagination. Your initial interest may
have grown over the years as you saw or read news reports about spectacular
discoveries made in your lifetime—some so amazing that they seemed to blur
the line between science fact and science fiction. If you are like many people,
your understanding of astronomy may not yet have gone much beyond learning
about the constellations and the names of the stars in them. We hope this book
will take you to places you never imagined going and lead you to new insights
and understandings.



Working It Out 1.1

Mathematics is the language of patterns, and the universe
“speaks” math. If you want to ask questions about the uni-

verse and understand the answers, you have to speak math

too. Throughout the text, we present the math as needed, with
worked examples to help you understand how to work it out

on your own. We begin with two essential pieces: units, which
relate numbers to the physical quantities they represent, and
scientific notation, which makes it possible to express compactly
the extremely large numbers that are common in astronomy.

Units

Scientists use the metric system of units because most units
are related to each other by multiplying or dividing by 10 and
so simply involve moving the decimal place to the right or left.
Metric measurements also have prefixes that show the relation-
ship of the units. There are 100 centimeters (cm) in a meter,
1,000 meters in a kilometer (km), and 1,000 grams in a kilogram
(kg). To convert from meters to centimeters, multiply by 100 by
moving the decimal place two spaces to the right. For example,
25 meters is 25 x 100 = 2,500 cm. But to convert from yards to
inches, you must first multiply by 3 to convert from yards to feet
and multiply that result by 12 to convert feet to inches.

Though many of the units we use will be unfamiliar, you can
start to develop an intuition about them. For example:

1 meter is about 3 feet (ft).
1 cm is a bit less than half an inch.

1 km is approximately two-thirds of a mile.

e Approximately how many feet are in 2.5 meters? Because 1
meter is about 3 ft, 2.5 meters is about 3 x 2.5 = 7.5 ft. This is
about the diameter of the Hubble Space Telescope’s primary
mirror.

¢ Approximately how many centimeters are in a foot? We can
estimate this value in two ways. We know that 1 ft is 12 inches,
and 1 inch is about 2.5 cm. Therefore, 1 ft = 12 inches x 2.5
cm / inch = 30 cm. Here is another way to calculate an ap-
proximate conversion. Because 1 meter is approximately 3 ft, 1
ft is approximately 3 meter. We know that 1 meter is 100 cm,
so there are roughly 33 cm in a foot. If we measure precisely,
we find that 1 ft is 30.48 cm, which falls between our two esti-
mates. The telescope used to discover Pluto was just over a foot
in diameter.

Astronomers Use Mathematics to Find Patterns

Units and Scientific Notation

e How can you check your own work? One way to check your
own work is to think about whether the answer should be
larger or smaller than the original number. The number
of centimeters, for example, should always be larger than
the number of meters, because there is more than 1 cm in a
meter. Often, a quick estimate can also help. For example,

1 ft is about an “order of magnitude” (a power of 10) larger
than a centimeter; in other words, there are a few tens—not
hundreds—of centimeters in a foot. So if you have converted
1.2 ft to centimeters and calculated an answer of 3,200 cm,
you should try again.

Scientific Notation

Scientists deal with numbers of vastly different sizes using sci-
entific notation. Writing out 7,540,000,000,000,000,000,000 in
standard notation is very inefficient. Scientific notation uses
the first few digits (the “significant” ones) and counts the num-
ber of decimal places to create the condensed form 7.54 x 10%.
Similarly, rather than writing out 0.000000000005, we write 5 x
1072, The exponent on the 10 tells you where to move the deci-
mal place. If it is positive, move the decimal place that many
places to the right. If it’s negative, move the decimal place that
many places to the left. For example, the average distance to the
Sun is 149,598,000 km, but astronomers usually express it as
1.49598 x 108 km.

¢ Write the number 13.8 x 10° in standard notation. Because
the exponent of the 10 is 9, and it is positive, we must move
the decimal point nine places to the right: 13,800,000,000.
This number is the age of the universe in years. Usually, we
would say “thirteen point eight billion years,” where the
word billion stands in for “times 10 to the 9.”

¢ Write the number 2 x 10710 in standard notation. The expo-
nent of the 10 is —10. It is negative, so we must move the deci-
mal point 10 places to the left: 0.0000000002. This is about
the size of an atom in meters.

e Write the number 50,000 in scientific notation. To put this
number in scientific notation, we must move the decimal
place four places to the left: 5 x 10%. This is about the radius
of the Milky Way Galaxy in light-years (ly). To convert back
to standard notation, we would move the decimal place to
the right, so the exponent is positive.

13
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CONTINUED

e Write the number 0.000000570 in scientific notation. To put
this in scientific notation, we must move the decimal place
seven places to the right: 5.70 x 10~7. We could also write this
as 570 x 107° Why would we do that? Because we have spe-
cial names for units every three decimal places. The special
name for 10~ meters is nanometer (nm). So 570 x 10~° meters
is 570 nm. This is the wavelength of yellow light. The nano

part of this special name is called a prefix. Other useful pre-

fixes can be found inside the front cover of this book.

A7 READING ASTRONOMY News

Calculator hint: How do you put numbers in scientific notation
into your calculator? Most scientific calculators have a button
that says EXP or EE. These mean “times 10 to the.” So for 4 x
102, you would type [4][EXPI[1][2] or [4][EE][1][2] into your cal-
culator. Usually, this number shows up in the window on your
calculator either just as you see it written in this book or as a 4
with a smaller 12 all the way over on the right of the window.

Pluto Is Demoted to “Dwart Planet”

By DENNIS OVERBYE, New York Times

Pluto got its walking papers today.

Throw away the placemats. Grab a magic
marker for the classroom charts. Take a pair
of scissors to the solar system mobile.

After years of wrangling and a week
of bitter debate, astronomers voted on a
sweeping reclassification of the solar sys-
tem. In what many of them described as a
triumph of science over sentiment, Pluto
was demoted to the status of a “dwarf
planet.”

In the new solar system, there are eight
planets, at least three dwarf planets, and tens
of thousands of so-called “smaller solar sys-
tem bodies,” like comets and asteroids.

For now, the dwarf planets include, besides
Pluto, Ceres, the largest asteroid, and an object
known as UB 313, nicknamed “Xena,” that is

larger than Pluto and, like it, orbits out beyond
Neptune in a zone of icy debris known as the
Kuiper Belt. But there are dozens more poten-
tial dwarf planets known in that zone, plan-
etary scientists say, and the number in that
category could quickly swell.

In a nod to Pluto’s fans, the astronomers
declared Pluto to be the prototype for a new
category of such “trans-Neptunian” objects
but failed in a close vote to approve the name
Plutonians for them.

“The new definition makes perfect
sense in terms of the science we know,”
said Alan Boss, a planetary theorist at the
Carnegie Institution of Washington, add-
ing that it doesn’t go too far in cultural
terms. “We have a duty to satisfy the whole
world.”

The vote completed a stunning turnaround
from only a week ago when the assembled

astronomers had been presented with a pro-
posal that would include 12 planets, includ-
ing Pluto, Ceres, Xena, and even Pluto’s moon
Charon. Dr. Boss said today’s decision spoke
to the integrity of the planet-defining process.
“The officers were willing to change their res-
olution and find something that would stand
up under the highest scientific scrutiny and
be approved,” he said.

Jay Pasachoff, a Williams College astrono-
mer who favored somehow keeping Pluto a
planet, said, “The spirit of the meeting was of
future discovery and activity in science rather
than any respect for the past.”

Mike Brown of the California Institute of
Technology, who as the discoverer of Xena
had the most to lose personally from Pluto’s
and Xena’s downgrading, said he was relieved.
“Through this whole crazy circus-like proce-
dure, somehow the right answer was stumbled

SEE PLUTO
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on,” he said. “It’s been a long time coming. Sci-
ence is self-correcting eventually, even when
strong emotions are involved.”

It has long been clear that Pluto, discovered
in 1930, stood apart from the previously dis-
covered planets. Not only was it much smaller
than them, only about 1,600 miles in diameter,
smaller than the Moon, but its elongated orbit
is tilted with respect to the other planets and
it goes inside the orbit of Neptune part of its
248-year journey around the Sun.

Pluto makes a better match with the other
ice balls that have since been discovered in
the dark realms beyond Neptune, they have
argued. In 2000, when the new Rose Center
for Earth and Space opened at the Ameri-
can Museum of Natural History, Pluto was
denoted in a display as a Kuiper Belt Object
and not a planet.

Two years ago, the International Astro-
nomical Union appointed a working group
of astronomers to come up with a definition
that would resolve this tension. The group,
led by Iwan Williams of Queen Mary Uni-
versity in London, deadlocked. This year
a new group with broader roots, led by
Owen Gingerich of Harvard, took up the
problem.

According to the new rules, a planet [must]
meet three criteria: it must orbit the Sun, it
must be big enough for gravity to squash it into
a round ball, and it must have cleared other
things out of the way in its orbital neighbor-
hood. The latter measure knocks out Pluto
and Xena, which orbit among the icy wrecks
of the Kuiper Belt, and Ceres, which is in the
asteroid belt.

Dwarf planets only have to be round.

“I think this is something we can all get
used to as we find more Pluto-like objects in
outer solar system,” Dr. Pasachoff said.

The final voting came from about 400 to
500 of the 2,400 astronomers who were reg-
istered at the meeting of the International
Astronomical [Union] in Prague. Many of the
astronomers, Dr. Pasachoff explained, had
already left, thinking there would be nothing
but dry resolutions to decide in the union’s
final assembly.

It was hardly the first time that astrono-
mers have rethought a planet. The asteroid
Ceres was hailed as the eighth planet when
it was first discovered in 1801 by Giovanni
Piazzi floating in the space between Mars and
Jupiter. It remained a “planet” for about half a
century until the discovery of more and more
things like it in the same part of space led
astronomers to dub them asteroids.

In the aftermath, some astronomers pointed
out that the new definition only applies to our
own solar system and that there was so far no
such thing as an extra-solar planet.

The decision was bound to have both a cul-
tural and economic impact on the industry of
astronomical artifacts and toys, publishing
and education. The World Book Encyclopedia,
for example, had been holding the presses for
its new 2007 edition until Pluto’s status could
be clarified.

Neil deGrasse Tyson, director of the Hayden
Planetarium in New York, said children are
flexible when asked about the cultural impact
of today’s redefinition. He said that he had not
bothered to watch the International Astro-
nomical Union’s vote in the Internet, as many
astronomers did. “Counting planets is not

an interesting exercise to me,” he said. “I'm
happy however they choose to define it. It
doesn’t really make any difference to me.”

Dr. Tyson said the continuing preoccupa-
tion with what the public and schoolchildren
would think about this was a concern and a
troubling precedent. “I don’t know any other
science that says about its frontier, ‘I wonder
what the public thinks,” ” he said. “The fron-
tier should move in whatever way it needs
to move.”

Evaluating the News

1. Why was Pluto reclassified? Is Pluto any
different now than it was before?

2. Mike Brown makes the statement in this
article that “Science is self-correcting
eventually, even when strong emotions are
involved.” What does he mean by this? How
does it relate to what you learned about the
nature of science in Section 1.27?

3. Is the reclassification of Pluto a unique
event? Have similar “self-corrections”
happened before? Are these self-
corrections a weakness or a strength of sci-
ence? (Consider Section 1.2.)

4. One way to evaluate scientific claims is to
consider a what-if question. What if Pluto
had not been reclassified? How would
we classify Ceres, Charon, and the many
other Pluto-like objects? How many planets
would there be in the Solar System if we
included all the ones that are Pluto-like?

5. How does this article fit into the scheme
of the scientific method that you learned
about in Section 1.27 Explain how the
reclassification of Pluto is an example of
the scientific method at work.

15
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Astronomy is the study of patterns in the sky. This branch of science
seeks answers to many compelling questions about the universe. It
uses all available tools to follow the scientific method. Science is based
on objective reality, physical evidence, and testable hypotheses. The
great strength of science lies in its ability to improve continuously its
description of objective reality, as new information becomes available.

1 Earth is a small planet orbiting a more or less average star,
halfway out in the disk of a spiral galaxy that is one among
billions.

2 The physical laws that apply to everyday life on Earth are the
same physical laws that apply everywhere else in the universe.

1. Rank the following in order of increasing size: Sun, Virgo
Supercluster, Earth, Solar System, Local Group, Milky Way Gal-
axy, universe.

2. If we compare our place in the universe with a very distant
place,
the laws of physics are different in each place.
some laws of physics are different in each place.
all of the laws of physics are the same in each place.
. some laws of physics are the same in each place, but we don’t
know about others.

po e

3. The poetic statement “We are stardust” means that
a. Earth exists because of the collision of two stars.
b. the atoms in our bodies have passed through (and in many
cases formed in) stars.
c. Earth is primarily formed of material that used to be in the
Sun.
d. Earth and the other planets will eventually form a star.

4. The scientific method is a way of trying to , not
prove, ideas; thus all scientific knowledge is provisional.

5. In a graph of distance versus time (like the one in Figure 1.10), a
line that went from upper left to lower right slope would mean
that
a. the car is approaching.

b. the car is slowing down.
c. the car is moving away but is behind you.
d. the car is speeding up but is behind you.

6.

10.

3 The atoms that make up Earth—and, indeed, you, yourself—
come from particles that have been around since the Big Bang,
processed through stars, and collected into the Sun and the
Solar System.

4 The scientific method is an approach to learning about the
physical world. It includes observation, forming hypotheses,
making predictions to enable the testing and refining of those
hypotheses, and repeated testing of theories.

5 Scientists often represent information graphically. Reading a
graph means looking carefully at the axes and the trends in
the data, which can be found from the slope.

Rank the following in order of size: a light-minute, a light-year,
a light-hour, the radius of Earth, the distance from Earth to the
Sun, the radius of the Solar System.

Our Solar System is to the universe as is to three
times the age of Earth.

. The following astronomical events led to the formation of you.

Place them in order of their occurrence over astronomical time.

a. Stars die and distribute heavy elements into the space be-
tween the stars.

b. Hydrogen and helium are made in the Big Bang.

c. Enriched dust and gas gather into clouds in interstellar
space.

d. Stars are born and process light elements into heavier ones.

e. The Sun and planets form from a cloud of interstellar dust
and gas.

Write 1.60934 x 10° (the number of meters in a mile) and 9.154
x 107 (Earth’s diameter compared to the Sun’s) in standard
notation.

Write 86,400 (the number of seconds in a day) and 0.0123 (the
Moon’s mass compared to Earth’s) in scientific notation.



QUESTIONS AND PROBLEMS

Multiple Choice and True/False

11.

12.
13.
14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

T/F: A scientific theory can be tested by observations and
proved to be true.

T/F: A pattern in nature can reveal an underlying physical law.

T/F: A theory, in science, is a guess about what might be true.

T/F: Once a theory is proved in science, scientists stop
testing it.

T/F: Astronomers use instruments from many branches of sci-
ence to investigate the universe.

The Solar System contains

a. planets, dwarf planets, asteroids, and galaxies.

b. planets, dwarf planets, comets, and billions of stars.

c. planets, dwarf planets, asteroids, comets, and one star.
d. planets, dwarf planets, one star, and many galaxies.

The Sun is part of

a. the Solar System.

b. the Milky Way Galaxy.
c. the universe.

d. all of the above

A light-year is a measure of
a. distance. c. speed.
b. time. d. mass.

Which of the following was not made in the Big Bang?
a. hydrogen c. beryllium
b. lithium d. carbon

The fact that scientific revolutions take place means that

a. all the science we know is wrong.

b. the science we know now is more correct than it was in the
past.

c. all knowledge about the universe is relative.

d. the laws of physics that govern the universe keep changing.

Occam’s razor states that

a. the universe is expanding in all directions.

b. the laws of nature are the same everywhere in the universe.

c. if two hypotheses fit the facts equally well, choose the sim-
pler one.

d. patterns in nature are really manifestations of random
occurrences.

The cosmological principle states

a. on a large scale, the universe is the same everywhere at a
given time.

b. the universe is the same at all times.

c. our location is special.

d. all of the above

There are nanometers (10 °) in 1 micrometer (10 ©).
a. 10 c. 1,000
b. 100 d. 1,000,000

24.

25.

Student Exercises 17

In Figure 1.10 during the time period from 20 to 25 minutes, the
car

a. is traveling away from the starting point and speeding up.

b. is traveling away from the starting point and slowing down.
c. is traveling toward the starting point and speeding up.

d. is traveling toward the starting point and slowing down.

Suppose that you see a graph representing the relationship
between the value of a stock you hold and the time you hold it.
In this case, would be plotted on the horizontal
axis, and would be plotted on the vertical axis.
a. time; stock value

b. stock value; time

c. dollars; stock value

d. time; dollars

Conceptual Questions

26.

27.

28.

29.

30.

31.

32.

33.

34.
35.

36.

Suppose you lived on the planet named “Tau Ceti e” that orbits
Tau Ceti, a nearby star in our galaxy. How would you write your
cosmic address?

Draw a diagram representing your cosmic address. How can you
best show the difference in size scales represented in the pieces
of this address? How do these differences in scale compare to
the differences in scale in your postal address?

Figure 1.2 gives examples of timescales that are analogous to the
distance scales in the universe. Pick one of the distances in the
figure, and think of a different analogy. That is, think of a differ-
ent activity that takes the same amount of time.

Examine Figure 1.2. When an event occurs on the Sun, how long
does it take us to know about it?

When a star explodes in the Andromeda Galaxy, how long does
it take for us to see it on Earth? (Hint: Study Figure 1.2.)

Scientists say that we are “made of stardust.” Explain what they
mean.

What does the word falsifiable mean? Give an example of an idea
that is not falsifiable. Give an example of an idea that is falsifi-
able.

Explain how the word theory is used differently by a scientist
than in common everyday language.

What is the difference between hypothesis and theory?

Astronomers commonly work with scientists in other fields. Use
what you have learned about the scientific method to predict
what would happen if a discrepancy were found between fields.

Suppose the tabloid newspaper at your local supermarket claims
that children born under a full Moon become better students
than children born at other times.

a. Is this theory falsifiable?

b. If so, how could it be tested?
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37.

38.

39.

40.

CHAPTER 1 Thinking Like an Astronomer

A textbook published in 1945 stated that it takes 800,000 years
for light to reach us from the Andromeda Galaxy. In this book,
we say that it takes 2,500,000 years. What does this tell you
about a scientific fact and how our knowledge changes with
time?

Astrology makes testable predictions. For example, it predicts
that the horoscope for your star sign on any day should fit you
better than horoscopes for other star signs. Without indicating
which sign is which, read the daily horoscopes to a friend, and
ask how many of them might describe your friend’s experiences
on the previous day. Repeat the experiment every day for a week
and keep records. Did one particular horoscope sign consis-
tently describe your friend’s experiences?

Imagine yourself living on a planet orbiting a star in a very dis-
tant galaxy. What does the cosmological principle tell you about
the way you would perceive the universe from this distant loca-
tion?

Make a concept map (a diagram that shows all the links between
different ideas) from the information presented in Section 1.2.
Use this map to test your understanding of the scientific use of
the word theory.

Problems

41.
42.

43.

44.

45.

Estimate your height in meters.

Astronomers often express distances in terms of the amount of
time it takes light to travel that distance. We call such distances
light-minutes, light-hours, or light-years. Express the distance
to a nearby town in terms of both the distance in miles and the
time it takes to get there by car traveling at 60 miles per hour
(car-hours). Express the distance to a nearby friend’s house in
terms of distance and in terms of time. Invent your own units
for the travel-time measurement to your friend’s house.

New York is 2,444 miles from Los Angeles. What is that distance
in car-hours? In car-days? (Assume a reasonable number for the
speed limit.) What is that distance in walking-hours? That is,
how far is New York from Los Angeles in foot-days, foot-months,
or foot-years?

(a) It takes about 8 minutes for light to travel from the Sun to
Earth. Pluto is 40 times as far from us as the Sun when Pluto is
closest to Earth. How long does it take light to reach Earth from
Pluto? (b) Radio waves travel at the speed of light. What prob-
lems would you have if you tried to conduct a two-way conver-
sation between Earth and a spacecraft orbiting Pluto?

Figure 1.2 gives the time it takes light to travel across the diam-
eter of the Milky Way Galaxy, from the Milky Way Galaxy to the
Andromeda Galaxy, and halfway across the universe. Express

46.

47.

48.

49.

50.

each of these travel times of light in standard notation and sci-
entific notation.

Find the diameter of the Milky Way Galaxy in miles. You will
need to reference Figure 1.2 to find the travel time of light across
the galaxy. Do you have a “feel” for this number?

One way to get a feel for very large numbers is to “scale them”
to everyday objects, much like making a map of a large area on
a small piece of paper. Imagine the Sun is the size of a grain of
sand and Earth a speck of dust 0.083 meters (83 millimeters)
away. (Each light-minute of distance is represented by 10 mil-
limeters.) On this scale, how many millimeters (mm) represent
a light-second? How many represent a light-hour? On this scale,
what is the distance from Earth to the Moon? From the Sun to
Neptune?

The average distance from Earth to the Moon is 384,000 km.
How many hours would it take, traveling at 800 kilometers per
hour (km/h)—the typical speed of jet aircraft—to reach the
Moon? How many days is this? How many months?

The average distance from Earth to the Moon is 384,000 km. In
the late 1960s, astronauts reached the Moon in about 3 days.
How fast (on average) must they have been traveling (in km/h)
to cover this distance in this time? Compare this speed to the
speed of a jet aircraft (800 km/h).

Estimate the number of stars in the Local Group. (Assume that
the number of stars in all the dwarf galaxies in our Local Group
is negligible compared to the number of stars in our Milky Way.
Assume also that the Andromeda Galaxy and the Milky Way are
similar.)

NORTON@SMARTWORK

Versions of these questions, as well as additional
questions and problems, are available in Norton
Smartwork, the online tutorial and homework system
that accompanies this text. Every question has hints
and answer-specific feedback so you can check your
understanding and receive the help you need when you
need it. If your instructor is using Norton Smartwork,
please log in at wwnorton.com/NSW.
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Logical Fallacies

Logic is fundamental to the study of science and to scientific
thinking. A logical fallacy is an error in reasoning, which good
scientific thinking avoids. For example, “because Einstein said
so” is not an adequate argument. No matter how famous the scien-
tist is (even if he is Einstein), he must still supply a logical argu-
ment and evidence to support his claim. When someone claims
that something must be true because Einstein said it, they have
committed the logical fallacy known as an appeal to authority.
There are many types of logical fallacies, but a few of them crop
up often enough in discussions about science that you should be
aware of them.

Ad hominem. In an ad hominem fallacy, you attack the person
who is making the argument instead of the argument itself. Here
is an extreme example of an ad hominem argument: “A famous
politician says Earth is warming. But I think this politician is an
idiot. So Earth can’t be warming.”

Appeal to belief. This fallacy has the general pattern “Most people
believe X is true, therefore X is true.” So, for example, “Most peo-
ple believe Earth orbits the Sun. Therefore Earth orbits the Sun.”
Note that even if the conclusion is correct, you may still have
committed a logical fallacy in your argument.

Begging the question. In this fallacy, also known as circular rea-
soning, you assume the claim is true and then use this assump-
tion as your evidence to prove the claim is true. For example, “I
am trustworthy, therefore I must be telling the truth.” No real evi-
dence is presented for the conclusion.

Biased sample. If a sample drawn from a larger pool has a bias,
then conclusions about the sample cannot be applied to the larger
pool. For example, imagine you poll students at your college and
find that 30 percent of them visit the library one or more times
per week. Then you conclude that 30 percent of Americans visit

a library one or more times per week. You have committed the
biased sample fallacy, because university students are not a repre-
sentative sample of the American public.

Post hoc ergo propter hoc. Post hoc ergo propter hoc is Latin for
“After this, therefore because of this.” Just because one thing follows
another doesn’t mean that one caused the other. For example, “There
was an eclipse and then the king died. Therefore, the eclipse killed
the king.” This fallacy is often connected to the inverse reasoning: “If
we can prevent an eclipse, the king won't die.”

Slippery slope. In this fallacy, you claim that a chain reaction of
events will take place, inevitably leading to a conclusion that no
one could want. For example, “If I fail astronomy, I will not ever
be able to get a college degree, and then I won’t ever be able to get
a good job, and then I will be living in a van down by the river
until I'm old and toothless and starve to death.” None of these
steps actually follows inevitably from the one before.

Following are some examples of logical fallacies. Identify the
type of fallacy represented. Each of the fallacies is represented
once.

1. You get a chain email threatening terrible consequences if
you break the chain. You move it to your spam box. On the
way home, you get in a car accident. The following morn-
ing, you retrieve the chain email and send it along.

2. If I get question number 1 on the assignment wrong, then
I'll get question number 2 wrong as well, and before you
know it, I will fail the assignment.

3. All my friends love the band Degenerate Electrons. There-
fore, all people my age love this band.

4. Eighty percent of Americans believe in the Tooth Fairy.
Therefore, the Tooth Fairy exists.

5. My professor says that the universe is expanding. But my
professor is a nerd, and I don’t like nerds. So the universe
can’t be expanding.

6. When applying for a job, you use a friend as a reference.
Your prospective employer asks you how she can be sure
your friend is trustworthy, and you say, “I can vouch for
her.”

NORTON@SMARTWORK o wwnorton.com/NSW



Patterns in the Sky—
Motions of Earth
and the Moon

Through careful observation, our distant ancestors learned thatthey could use patternsinthe
sky to predict the changing length of day, the change of seasons, and the rise and fall of tides.
These patterns still draw our attention on dark, cloudless nights. But now we see these pat-
terns with the perspective of centuries of modern science, and we can explain changes as a
consequence of the motions of Earth and the Moon. Discovering the cause of these patterns
has shown us the way outward into the universe. In the illustration on the opposite page, a
student has matched photographs of the Moon to a sketch that relates the appearance of the
Moon to the positions of Earth, the Moon, and the Sun. In the sketch, the viewpoint is from far
above Earth’s North Pole.

{> LEARNING GOALS ~
In this chapter, we look at patterns in the sky and on Earth, LG 1 Understand how Earth’s rotation and revolution affect

and you learn about the underlying motions that cause these our perception of celestial motions as seen from dif-
patterns. For example, in the illustration on the opposite page, ferent places on Earth.

a student is finding a pattern in the relationship between the LG 2 Visualize how Earth’s motion around the Sun and
appearance of the Moon and its location relative to Earth and the tilt of Earth’s axis relative to the plane of its orbit

the Sun. By the end of this chapter, you should be able to pro- determine which stars are visible at night and which
duce such an illustration or identify from an image of the Moon seasons are experienced in different locations through
where the Moon must be relative to the Sun and Earth. You the year.

should also be able to: LG 3 Connect the motion of the Moon in its orbit around

Earth to the phases we observe and to the spectacle
of eclipses.
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»> Nebraska Simulation: Rotating Sky Explorer

P-lI| AstroTour: The Earth Spins and Revolves

»>» | Nebraska Simulation: Sun Motions
Demonstrator

When viewed from Earth’s North Pole,
planetary orbits—as well as the rotation
of most planets and the orbits of most
moons—are counterclockwise.

Rotation
of Moon

Rotation
of Earth

North Pole

Earth’s orbit Moon’s orbit

Figure 2.1 Nearly all of the large objects in the Solar
System rotate and revolve in the same direction. (Not
drawn to scale.)

®

Earth Spins on Its Axis

Long before Christopher Columbus journeyed to the New World, Aristotle and
other Greek philosophers knew that Earth is a sphere. However, because Earth
seems stationary, it was difficult for them to accept that the daily and annual
patterns in the sky are caused by Earth’s motions. As we will see in this section,
Earth’s rotation on its axis sets the very thythm of life on Earth—the rising and
setting of the Sun, Moon, and stars.

The Celestial Sphere

As Earth rotates, its surface is moving quite fast—about 1,670 kilometers per hour
(km/h) at the equator. We do not “feel” that motion any more than we would
feel the motion of a car with a perfectly smooth ride cruising down a straight
highway. Nor do we feel the direction of Earth’s spin, although the motion of the
Sun, Moon, and stars across the sky reveals this direction. Earth’s North Pole is
at the north end of Earth’s rotation axis. Imagine you are transported to a point
in space far above the North Pole. From this vantage point, you would see Earth
rotate counterclockwise, once each 24-hour period, as shown in Figure 2.1. As the
rotating Earth carries us from west to east, objects in the sky appear to move in
the other direction, from east to west. As seen from Earth’s surface, the path each
celestial body makes across the sky each day is called its apparent daily motion.

To help visualize the apparent daily motions of the Sun and stars, it is useful to
think of the sky as a huge sphere with the stars painted on its surface and Earth
at its center. Astronomers refer to this imaginary sphere, shown in Figure 2.2,

North celestial pole

Stars all appear to lie
on the celestial sphere,
but really they lie at

different distances.

The celestial poles
are directly above
Earth’s poles.

South celestial pole

The celestial equator
is a projection of Earth’s
equator into space.

Figure 2.2 The celestial sphere is a useful fiction for thinking about the appearance and
apparent motion of the stars in the sky. This imaginary sphere is centered on Earth and
allows us to ignore, temporarily, the complication that stars are not all located at the same
distance from Earth. The ecliptic will be discussed in Section 2.2.



Projection of —
North Pole
to ceiling

Projection
of equator
on walls

North Pole

Equator

Projection
of South Pole
to floor

South Pole
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as the celestial sphere. The celestial sphere is useful because it is easy to draw
and visualize, but don’t forget that it is imaginary. Each point on the celestial
sphere indicates a direction in space. Directly above Earth’s North Pole is the
north celestial pole (NCP). Directly above Earth’s South Pole, which is at the
south end of Earth’s rotation axis, is the south celestial pole (SCP). The ecliptic
is the path of the Sun in the sky throughout the year. (We’ll return to the eclip-
tic in Section 2.2.) Directly above Earth’s equator is the celestial equator. The
celestial equator divides the sky into a northern half and a southern half. If you
point one arm toward the celestial equator and one arm toward the north celes-
tial pole, your arms will always form a right angle, so the north celestial pole
is 90° away from the celestial equator. The angle between the celestial equator
and the south celestial pole is also 90°. You might want to draw an equator and
north and south poles on an orange and visualize those markings projected onto
the walls of your room, as shown in Figure 2.3. (We will use this orange again
throughout this chapter, so don’t eat it!)

The zenith is the point in the sky directly above you wherever you are. You
can find the horizon by standing up and pointing your right hand at the zenith
and your left hand straight out from your side. Turn in a complete circle. Your
left hand has traced out the entire horizon. You can divide the sky into an east
half and a west half with a line that runs from the horizon at due north through
the zenith to the horizon at due south. This imaginary north—south line is called
the meridian, shown as a dashed line in Figure 2.4.

Take a moment to visualize all these locations in space. You may want to draw
a little person on your orange and visualize that person’s meridian and horizon
on the walls of your room. Where is the zenith for that person? How is the merid-
ian oriented relative to the celestial equator? How is the meridian oriented rela-
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Figure 2.3 You can draw poles and an equator on an orange
and imagine these points projected onto the walls of your
room. Similarly, we imagine the poles and equator of Earth
projected onto the celestial sphere. (Not drawn to scale.)

Vocabulary Alert

horizon In common language, the horizon is the place where

the sky appears to meet the ground. For astronomers, however, it

means the circle that is 9o° from the zenith, ignoring obstructions.
(This is the line you would see if you held your eyes perfectly level

and turned all the way around.) A line to the horizon always makes
aright angle with a line to the zenith.

Zenith

’n She is pointing to a point
on the eastern horizon
with her left hand.If she
turned in a circle, her left
hand would trace out the
entire horizon.

—Meridian
This student is |
pointing up at

the zenith, with
her right hand.
She is facing

The meridian is an
imaginary line from North
to South through the zenith.

Figure 2.4 The meridian is a line on the celestial sphere that
runs from north to south, dividing the sky into an east half
and a west half.
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Vocabulary Alert

altitude In common language, altitude is the height of an object,
such as an airplane, above the ground. Astronomers use the word
to refer to the angle formed between an imaginary line from an
observer to an object and a second line from the observer to the
point on the horizon directly below the object.

Figure 2.5 An observer (a) standing at the North Pole sees
(b) stars moving throughout the night on counterclockwise,
circular paths about the zenith. (c) The same half of the sky
is always visible from the North Pole.

()

North celestial pole (NCP)

This disk represents the horizon,
the boundary between the part of
the sky you can see and the part
that is blocked from view by Earth.

Equator

South Pole /

From the North Pole looking directly overhead,
the north celestial pole (NCP) is at the zenith.

 North celestial
pole at the zenith

—

v

Never visible; blocked by Earth

tive to the horizon? When you can answer these questions for the person on your
orange, and then visualize them from your own perspective, you have oriented
yourself to the sky.

To see how to use the celestial sphere, consider the Sun at noon and at mid-
night. Local noon occurs when the Sun crosses the meridian at your location. This
is the highest point above the horizon that the Sun will reach on any given day.
The highest point is almost never the zenith. You have to be in a specific place
on a specific day for the Sun to be directly over your head at noon; for example,
at latitude 23.5° north on June 21. Local midnight occurs when the Sun is pre-
cisely opposite from its position at local noon. From our perspective on Earth, the
celestial sphere appears to rotate, carrying the Sun across the sky to its highest
point at noon and over toward the west to set in the evening. In reality, the Sun
remains in the same place in space, and Earth rotates so that any given location
on Earth faces a different direction at every moment. When it is noon where
you live, Earth has rotated so that you face most directly toward the Sun. Half a
day later, at midnight, your location on Earth has rotated so that you face most
directly away from the Sun.

The View from the Poles

The apparent daily motions of the stars and the Sun depend on where you live.
The apparent daily motions of celestial objects in northern Canada, for example,
are quite different from the apparent daily motions seen from an island in the
Tropics. To understand why your location matters, let’s examine the special case
of the North Pole. This is known as a limiting case, meaning we’ve gone as far as
we can go in some way. One way scientists test theories is by considering such
limiting cases. In this example, we have gone as far north as possible. Here, the
north celestial pole is directly overhead at the zenith.

Imagine that you are standing on the North Pole watching the sky, as in Fig-
ure 2.5a. (Ignore the Sun for the moment and pretend that you can always see
stars in the sky.) You are standing where Earth’s axis of rotation intersects its
surface, which is like standing at the center of a rotating wheel. As Earth rotates,
the spot directly above you remains fixed over your head while everything else
in the sky appears to revolve in a counterclockwise
direction around this spot. Figure 2.5b depicts this
overhead view. If you have trouble visualizing this,
spin your orange and imagine looking at the objects
in your room from its “north pole.”

Everywhere on Earth, all the time, half of the sky
is “below the horizon,” as shown in Figure 2.5¢c; the
view is blocked by Earth itself. Everywhere except at
the poles, this visible half of the sky changes as Earth
rotates, because the zenith points at different locations
in the sky as Earth carries you around. In contrast, if
you are standing at the North Pole, the zenith is always
in the same location in space, so the objects visible from
the North Pole follow circular paths that always have
the same altitude, or angle above the horizon. Objects

a counterclockwise direction around the NCP.

As Earth rotates, the stars appear to move in ’

From the North Pole, you always see the same
half of the sky.

close to the zenith appear to follow small circles, while
objects near the horizon follow the largest circles. The




view from the North Pole is special because nothing rises or sets each day as
Earth turns; from there we always see the same half of the celestial sphere.

The view from Earth’s South Pole is much the same, but with two major differ-
ences. First, the South Pole is on the opposite side of Earth from the North Pole,
so the visible half of the sky at the South Pole is precisely the half that is hidden
from view at the North Pole. The second difference is that instead of appearing to
move counterclockwise around the sky, stars appear to move clockwise around
the south celestial pole. Try to visualize this movement. It might help to stand
up and rotate around from right to left. As you look at the ceiling, things appear
to move in a counterclockwise direction; but as you look at the floor, they appear
to be moving clockwise.

The View Away from the Poles

Now imagine leaving the North Pole to travel south to lower latitudes. Latitude
measures how far north or south of the equator you are on the surface of Earth.
Imagine a line from the center of Earth to your location on the surface of the
planet, as in Figure 2.6. Now imagine a second line from the center of Earth to
the point on the equator closest to you. The angle between these two lines is your
latitude. At the North Pole, these two imaginary lines form a 90° angle. At the
equator, they form a 0° angle. So the latitude of the North Pole is 90° north, and
the latitude of the equator is 0°. The South Pole is at latitude 90° south.

Your latitude determines the part of the sky that you can see throughout the
year. As you move south, the zenith moves away from the north celestial pole,
and so the horizon moves as well. At the North Pole, the horizon makes a 90°
angle with the north celestial pole, which is at the zenith. At a latitude of 60°
north, the horizon is tilted 60° from the north celestial pole. The angle between
your horizon and the north celestial pole is equal to your latitude no matter
where you are on Earth.
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Latitude 60°N

NCP
The angle between the horizon

and the NCP is the same as
the observer’s north latitude.

Celestial
equator

Figure 2.6 Our perspective on the sky depends on our loca-
tion on Earth. The locations of the celestial poles and celes-
tial equator in an observer’s sky depend on the observer’s
latitude. In this case, an observer at latitude 60° north sees
the north celestial pole at an altitude of 60° above the north-
ern horizon and the celestial equator 30° above the south-
ern horizon.

Probably the best way to solidify your understanding of the

From a location in the Canadian At lower latitudes, such
view of the sky at different latitudes is to draw pictures like  |woods, the north celestial pole as in southern Utah, the
the one in Figure 2.6. If you can draw a picture like this for any ~ [2PPears high in the sky and north celestial pole appears

most stars are circumpolar. closer to the horizon and few

latitude—filling in the values for each angle in the drawing and
imagining what the sky looks like from that location—then you
will be well on your way to developing a working knowledge
of the appearance of the sky. That knowledge will prove use-
ful later when we discuss a variety of phenomena, such as the
changing of the seasons.

The apparent motion of the stars about the celestial poles also
differs from latitude to latitude. Figure 2.7 shows two time-lapse
views of the sky from different latitudes. The visible part of the
sky constantly changes, as stars rise and set with Earth’s rotation.
From this perspective, the horizon appears fixed, and the stars
appear to move. If we focus our attention on the north celestial
pole, we see much the same thing we saw from Earth’s North
Pole. The north celestial pole remains fixed in the sky, and all of
the stars appear to move throughout the night in counterclock-

stars are circumpolar.

wise, circular paths around that point. Figure 2.7 Time exposures of the sky show the apparent motions of stars
From the vantage point of an observer in the Northern Hemi- through the night. Note the difference in the circumpolar portion of the sky

sphere, stars located close enough to the north celestial pole as seen from the two different latitudes.
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>l AstroTour: The View from the Poles

»-ll| AstroTour: The Celestial Sphere
and the Ecliptic

never dip below the horizon. How close is close enough? Recall from Figure 2.6
that the latitude is equal to the altitude of the north celestial pole. Stars closer
to the north celestial pole than this angle never dip below the horizon as they
complete their apparent paths around the pole. These stars are called circum-
polar (“around the pole”) stars, meaning that they can always be seen above
the horizon by this observer. Another group of stars, close to the south celestial
pole, never rise above the horizon and can never be seen by this observer. Stars
between those that never rise and those in the circumpolar region can be seen
for only part of each day. These stars appear to rise and set as Earth turns. The
only place on Earth where you can see the entire sky over the course of 24 hours
is the equator. From the equator, the north and south celestial poles sit on the
northern and southern horizons, respectively, and the whole of the heavens passes
through the sky each day. (Even though the Sun lights the sky for roughly half
of this time, the stars are still there.)

Figure 2.8 shows the orientation of the sky as seen by observers at four differ-
ent latitudes. For an observer at the North Pole (Figure 2.8a), the celestial equa-
tor lies exactly along the horizon. The north celestial pole is at the zenith, and
the southern half of the sky is never visible. Stars neither rise nor set; their paths
form circles parallel to the horizon.

At other latitudes, the celestial equator intersects the horizon due east and due
west. Therefore, a star on the celestial equator rises due east and sets due west.
Stars located north of the celestial equator rise north of east and set north of west.
Stars located south of the celestial equator rise south of east and set south of west.

Regardless of where you are on Earth (with the exception of the poles), half of
the celestial equator is always visible above the horizon. Therefore, any object
located on the celestial equator is visible half of the time—above the horizon
for 12 hours each day. Objects that are not on the celestial equator are above the
horizon for differing amounts of time. Figure 2.8b and 2.8d show that stars in
the observer’s hemisphere are visible for more than half the day because more
than half of each star’s path in the sky is above the horizon. In contrast, stars in
the opposite hemisphere are visible for less than half the day because less than
half of each star’s path in the sky is above the horizon.

For example, as seen from the Northern Hemisphere, stars north of the celes-
tial equator remain above the horizon for more than 12 hours each day. The far-
ther north the star is, the longer it stays up. Circumpolar stars are the extreme
example of this phenomenon; they are always above the horizon. In contrast,
stars south of the celestial equator are above the horizon for less than 12 hours
a day. The farther south a star is, the less time it stays up. For an observer in the
Northern Hemisphere, stars located close to the south celestial pole never rise
above the horizon.

Since ancient times, travelers have used the stars for navigation. They would
find the north or south celestial poles by recognizing the stars that surround them.
In the Northern Hemisphere, a moderately bright star happens to be located close
to the north celestial pole. This star is called Polaris, the “North Star.” The alti-
tude of Polaris is nearly equal to the latitude of the observer. If you are in Phoe-
nix, Arizona, for example (latitude 33.5° north), the north celestial pole has an
altitude of 33.5°. A navigator who has located the North Star can identify north
and therefore also south, east, and west, as well as her latitude. This enables the
navigator to determine which direction to travel. Figuring out your longitude
(east—west location) is much more complicated because of Earth’s rotation. Lon-
gitude cannot be determined from astronomical observation alone.
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Revolution Around the Sun Leads to
Changes during the Year

Vocabulary Alert Earth revolves around (or orbits) the Sun in a nearly circular path in the same

revolve In common language, the words revolveand rotate direction that Earth spins about its axis—counterclockwise as viewed from above
are sometimes used synonymously to describe something that g pt}s North Pole. Because of this motion, the stars in the night sky change
spins. Astronomers distinguish between the two terms, using K
rotate to mean that an object spins about an axis through its throughout the year, and Earth experiences seasons.

center and revolve to mean that one object orbits another.
Earth rotates about its axis (causing our day) and

revolves around the Sun (causing our year). Eal’th Orblts the Sun

Earth’s average distance from the Sun is 1.50 x 102 km—this distance is called
an astronomical unit (AU). The astronomical unit is handy for measuring dis-
tances in the Solar System. Earth orbits the Sun once in one year, by definition.
Because Earth moves a distance over a period of time, it has a speed (Working It
Out 2.1), which is necessary for motion. This motion is responsible for many of
the patterns we see in the sky and on Earth, such as the night-to-night changes
in the stars we see overhead. As shown in Figure 2.9, as Earth orbits the Sun,
our view of the night sky changes. Six months from now, Earth will be on the
other side of the Sun. The stars that are overhead at midnight 6 months from
now are those that are overhead at noon today. Take a moment to visualize this
motion. You can again use your orange as Earth and a table lamp with the shade

Pisces

December

January [ _ Earth’s
orbit
February

> March

&
&
®<\
%?“
By December 1 Earth has
traveled far enough in its

orbit that the Sun is seen
LIBRA in the direction of Scorpius.

On September 1 the Sun
is seen in the direction of
Leo as viewed from Earth.

The apparent path that the Sun
follows against the background
of the stars is called the ecliptic.

Figure 2.9 As Earth orbits the Sun, different stars appear in the night sky. Also, the Sun’s apparent position against the background of stars changes. The
imaginary circle traced by the annual path of the Sun is called the ecliptic. Constellations along the ecliptic form the zodiac.
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So far, we have discussed scientific notation and units. Now
we want to relate quantities to each other, such as distance and
time. In Section 2.1, we mentioned the speed of the surface of
Earth as it rotates. How do we know that speed?

How are distance, time, and speed related? If you travel a
distance of 100 kilometers, and it takes you a time of 1 hour, you
have traveled at a speed of 100 kilometers per hour. That’s how
we say it in English. How do we translate this sentence into
math? We write the equation:

Distance

Speed = Time

But that takes up a lot of space, so we abbreviate it by using the

letter s to represent speed, the letter d to represent distance, and

the letter ¢ to represent time:
. d

t

To find the speed of the surface of Earth as it rotates, we imag-

ine a spot on Earth’s equator. The time it takes to go around

once is 1 day, and the distance traveled is Earth’s circumfer-

ence. So the speed is

_ CGircumference
N 1 day

The circumference is given by 2 x © x r, where ris the radius.
Earth’s radius is 6,378 kilometers (km). To find the circumfer-
ence, multiply that by 2 and then by = to get 40,070 km. (Does
it matter if you multiply first by = and then by 27 If you can’t
remember the rule, try it and see.)

Now we have the circumference, and we can find the speed:

_ Circumference 40,074 km
N 1 day 1 day

= 40,074 km/day

But that’s not the way we usually write a speed. We usually use
km/h. One day = 24 hours, so (1 day) + (24 hours) is equal to

1. We can always divide or multiply by 1, so let’s multiply our
speed by (1 day) + (24 hours):

s — 40,074 % x _1day

24 hours
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Manipulating Equations

The unit of “day” divides (or cancels) out, and we have

40,074 km

ahr 1,670 km/hr

This agrees with the value we learned earlier.
How can we manipulate this equation to solve for distance?
We start with the original equation:

o d
t
The d, which is what we are looking for, is “buried” on the right
side of the equation. We want to get it all by itself on the left.
That’s what we mean when we say “solve for.” The first thing to
do is to flip the equation around:
4 _
t
We can do this because of the equals sign. It’s like saying,
“two quarters is equal to 50 cents” versus “50 cents is equal to
two quarters.” It has to be true on both sides. We still have not
solved for d. To do this, we need to multiply by t. This cancels
the t on the bottom of the left side of the equation. But if you do
something only to one side of an equation, the two sides are not
equal anymore. So whatever we do on the left, we also have to
do on the right:

j—,x,t/:sxt

The t on the left cancels, to give us our final answer:
d=sxt
We often write this as:
d = st

For simplicity, the multiplication symbol is left out of the equa-
tion. When two terms are written side by side, with no symbols
between them, it means you should multiply them.

Use the information in Section 2.2 to find the circumference
of Earth’s orbit for yourself, assuming that the orbit is circular.
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»-lI| AstroTour: The Earth Spins and Revolves

Pl AstroTour: The Celestial Sphere and the
Ecliptic

Vocabulary Alert

day In common language, this word means both the time during
which the Sunis up in the sky and the length of time it takes
Earth to rotate once (from midnight to midnight). The context of
the sentence tells us which meaning is intended. Unfortunately,
astronomers use this word in both senses as well. You will have to
consider the context of the sentence to know which meaning is
being used in each instance.

removed or a flashlight to represent the Sun. Move the orange around the “Sun”
and notice which parts of your room walls are visible from the “nighttime side”
of the orange at different points in the orbit.

Also take a moment to notice the location of your “Sun” relative to the
walls of your room for the “observer” on your orange. If we correspondingly
note the position of the Sun relative to the stars each day for a year, we find
that it traces out a path against the background of the stars called the eclip-
tic (see Figure 2.9), and the plane of Earth’s orbit around the Sun is called the
ecliptic plane. On September 1, the Sun is in the direction of the constellation
Leo. Six months later, on March 1, Earth is on the other side of the Sun, and
the Sun is in the direction of the constellation Aquarius. The constellations
that lie along the ecliptic are called the constellations of the zodiac. Ancient
astrologers assigned special mystical significance to these stars because they
lie along the path of the Sun. Actually, the constellations of the zodiac are
nothing more than random patterns of distant stars that happen by chance to
be located near the ecliptic.

Seasons and the Tilt of Earth’s Axis

So far we have discussed the rotation of Earth on its axis and the revolution of
Earth around the Sun. To understand why the seasons change, we need to con-
sider the combined effects of these two motions. Many people believe that Earth
is closer to the Sun in the summer and farther away in the winter and that this
is the cause for the seasons. What if this idea were a hypothesis? Can it be falsi-
fied? Yes, we can make a prediction. If the distance from Earth to the Sun causes
the seasons, all of Earth should experience summer at the same time of year. But
the United States experiences summer in June, while Chile experiences sum-
mer in December. In modern times, we can directly measure the distance, and
we find that Earth is actually closest to the Sun at the beginning of January. We
have just falsified this hypothesis, and we need to go look for another one that
explains all of the available facts. We will find an answer that fits all the facts
by investigating Earth’s axial tilt.

Earth’s axis of rotation is tilted 23.5° from the perpendicular to Earth’s orbital
plane, as shown in Figure 2.10. As Earth moves around the Sun, its axis always
points toward Polaris, in the same direction in space. As Earth orbits the Sun,
sometimes Earth is on one side of the Sun, and sometimes it is on the other side.
Therefore, sometimes Earth’s North Pole is tilted toward the Sun, and sometimes
the South Pole is tilted toward the Sun. When Earth’s North Pole is tilted toward
the Sun, the Sun is north of the celestial equator; for observers in the Northern
Hemisphere, the Sun is above the horizon more than 12 hours each day. Six
months later, when Earth’s North Pole is tilted away from the Sun, the Sun is
south of the celestial equator; for observers in the Northern Hemisphere, the Sun
is above the horizon less than 12 hours each day. If we look at the circle of the
ecliptic in Figure 2.2, we see that it is tilted by 23.5° with respect to the celestial
equator. Take a moment to visualize this with your orange and your table lamp.
Tilt the orange so that its north pole no longer points at the ceiling but at some
distant point in the sky through a wall or window. Keep the North Pole dot on
your orange pointing in that direction, and “orbit” it around your “Sun.” At one
point, the tilt will be toward the “Sun.” Halfway around the orbit, the tilt will
be away from the “Sun.”
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First day of northern spring

First day of First day of
northern summer First dav of northern autumn northern winter
(a) June 21 Y December 21 (b)

From the Arctic Circle to
the North Pole, there are
24 hours of daylight.

At the Tropic of Cancer, the Sun
is directly overhead at noon.

More than half of the
Northern Hemisphere
is in daylight.

Less than half of the Southern
Hemisphere is in daylight.

From the Antarctic Circle
to the South Pole, there
are 24 hours of night.

Figure 2.10 Earth’s orbit around the Sun is nearly circular. Here it is shown “from the side,” in perspective, and so it looks much
more elliptical than it is. This perspective view is a common way to portray orbits of planets and commonly leads people to believe
that the orbits are highly elongated. (a) On the first day of the northern summer (approximately June 21), the northern end of Earth’s
axis is tilted toward the Sun, while the southern end is tipped away. (b) Six months later, on the first day of the northern winter
(approximately December 21), the situation is reversed. This explains why seasons are opposite in the Northern and Southern
hemispheres.

In the preceding paragraph, we were careful to specify the Northern Hemi-
sphere because seasons are opposite in the Southern Hemisphere. Look again
at Figure 2.10. On June 21, while the Northern Hemisphere is enjoying the long
days and short nights of summer, Earth’s South Pole is tilted away from the Sun.
It is winter in the Southern Hemisphere; the days are short and the nights are
long there. But on December 21, Earth’s South Pole is tilted toward the Sun. It
is summer in the Southern Hemisphere; the days are long and the nights are
short there.

To understand how the combination of Earth’s axial tilt and its path around
the Sun creates seasons, consider a limiting case. If Earth’s spin axis were
exactly perpendicular to the plane of its orbit, then the Sun would always be
on the celestial equator. At every latitude, the Sun would follow the same path
through the sky every day, rising due east each morning and setting due west
each evening. The Sun would be above the horizon exactly half the time, and
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(a) Motion of Earth around the Sun

Winter solstice
L
® |
Earth’s orbit Sun
\

é ¢ Autumnal equinox

(b) Apparent motion of the Sun seen from Earth

At the autumnal equinox
(September 22), the Sun is
on the celestial equator.

At the summer solstice
| (June 21), the Sun is north
of the celestial equator.

At the winter solstice
(December 21), the Sun is
south of the celestial equator.

At the vernal equinox
*| (March 20), the Sun is
on the celestial equator.

Figure 2.11 The motion of Earth around the Sun appears
different when seen from the perspective where (a) the
Sun or (b) Earth is stationary. Practice working back and
forth between these points of view. Shifting back and forth
between reference frames is a skill you will use often in
your life. Note that part (a) is labeled with seasons in the
Northern Hemisphere.

days and nights would always be exactly 12 hours long everywhere on Earth.
In short, if Earth’s axis were exactly perpendicular to the plane of Earth’s orbit,
there would be no seasons.

The differing length of the night through the year is part of the explanation for
seasonal temperature changes, but it is not the whole story. Another important
effect relates to the angle at which the Sun’s rays strike Earth. The Sun is higher
in the sky during the summer than it is during the winter, so sunlight strikes
the ground more directly during the summer than during the winter. To see why
this is important, hold a bundle of uncooked spaghetti in your hand, with one
end of the spaghetti resting on the table. When you hold the spaghetti perpen-
dicular to the table’s surface, the spaghetti covers a smaller area. If the spaghetti
was energy striking the table, it would be concentrated in a small area. But if
you hold the spaghetti at an angle, the strands cover a larger area; the energy is
more spread out. This is exactly what happens with the changing seasons. Dur-
ing the summer, Earth’s surface at your location is more nearly perpendicular to
the incoming sunlight, so the energy is more intense—more energy falls on each
square meter of ground each second. During the winter, the surface of Earth is
more tilted with respect to the sunlight, so less energy falls on each square meter
of ground each second. This is the main reason why it is hotter in the summer
and colder in the winter.

Together, these two effects—the directness of sunlight and the differing
length of the night—mean that there is more heating from the Sun during sum-
mer than winter.

Marking the Passage of the Seasons

There are four special days during Earth’s orbit that mark a unique moment in
the year. As Earth orbits the Sun, the Sun moves along the ecliptic, which is
tilted 23.5° with respect to the celestial equator. The day when the Sun is high-
est in the sky as it crosses the meridian (recall that the meridian is the line from
due north to due south that passes overhead) is called the summer solstice. On
this day, the Sun rises farthest north of east and sets farthest north of west. This
occurs each year about June 21, the first day of summer in the Northern Hemi-
sphere. This orientation of Earth and Sun is shown in Figure 2.10a.

Six months later, the North Pole is tilted away from the Sun. This day is the
winter solstice, shown in Figure 2.10b. This occurs each year about December
21, the shortest day of the year and the first day of winter in the Northern Hemi-
sphere. Almost all cultural traditions in the Northern Hemisphere include a major
celebration of some sort in late December. These winter festivals celebrate the
return of the source of Earth’s light and warmth. The days have stopped growing
shorter and are beginning to get longer. Spring will come again.

Between these two special days, there are days when the Sun lies directly
above Earth’s equator, so that the entire Earth experiences 12 hours of daylight
and 12 hours of darkness. These are called the equinoxes (equinox means “equal
night”). The autumnal equinox marks the beginning of fall, about September 22,
which is halfway between summer solstice and winter solstice. The vernal equi-
nox marks the beginning of spring, about March 20, which is halfway between
winter solstice and summer solstice.

Figure 2.11 shows these four special dates from two perspectives. Figure
2.11a has a stationary Sun, which is what’s actually happening, and Figure 2.11b



shows the Sun moving along the celestial sphere, which is how things appear
to observers on Earth. In both cases, we are looking at the plane of Earth’s orbit
from “the side,” so that it is shown in perspective and looks quite flattened. We
have also tilted the picture so that the North Pole of Earth points straight up. Use
your orange and your light source to reproduce these pictures and the motions
implied by the arrows. Practice shifting between these two perspectives. Once
you can look at one of the positions in Figure 2.11a and predict the correspond-
ing positions of the Sun and Earth in Figure 2.11b (and vice versa), you will know
that you really understand these differing perspectives.

Just as it takes time for a pot of water on a stove to heat up when the burner
is turned up and time for the pot to cool off when the burner is turned down,
it takes time for Earth to respond to changes in heating from the Sun. The hot-
test months of northern summer are usually July and August, which come after
the summer solstice, when the days are growing shorter. Similarly, the coldest
months of northern winter are usually January and February, which occur after
the winter solstice, when the days are growing longer. Temperature changes on
Earth follow the changes in the amount of heating we receive from the Sun.

In modern times, we use the calendar known as the Gregorian calendar,
which is based on the tropical year. The tropical year measures the time from
one vernal equinox to the next—from the start of Northern Hemisphere spring
to the start of the next Northern Hemisphere spring—and is 365.242189 days
long. Notice that the tropical year has approximately one-quarter “extra” day. To
make up for that fraction of a day, nearly every fourth year is made a leap year,
with an extra day in February. This prevents the seasons from becoming out of
sync with the months. The Gregorian calendar also makes other adjustments on
longer timescales.

Seasons and Location

The variation in day length is extreme near Earth’s poles. The Arctic Circle and
the Antarctic Circle (see Figure 2.10) are regions close to the poles: farther than
66.5° from the equator. In these regions, the Sun is above the horizon 24 hours
a day for part of the year, earning these polar regions the nickname “land of the
midnight Sun.” There is an equally long period during which the Sun never
rises and the nights are 24 hours long. The Sun never rises very high in the sky
at these latitudes, so the sunlight is never very direct. Even with the long days
at the height of summer, the polar regions remain relatively cool.

In contrast, on the equator days and nights are 12 hours long throughout the
year (see Figure 2.8c). The Sun passes directly overhead on the first day of spring
and the first day of autumn because these are the days when the Sun is precisely
on the celestial equator (see Figure 2.11b). Sunlight is perpendicular to the ground
at the equator on these days. On the summer solstice, the Sun is at its northern-
most point along the ecliptic. On this day, and on the winter solstice, the Sun is
farthest from the zenith at noon, and therefore sunlight is least direct.

If you turn back to Figure 2.10, you can see a band between the latitudes of
23.5° south and 23.5° north—between Rio de Janeiro and Honolulu, for exam-
ple. Here the Sun is directly overhead at noon twice during the year. The band
between the latitudes of 23.5° south and 23.5° north is called the Tropics. The
northern limit of this region is called the Tropic of Cancer; the southern limit is
called the Tropic of Capricorn.
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Earth’s Axis Wobbles

When the ancient Egyptian astronomer Ptolemy (Claudius Ptolemaeus) and his

associates were formalizing their knowledge of the positions and motions of

objects in the sky 2,000 years ago, the Sun appeared in the constellation Can-

cer on the first day of northern summer and in the constellation Capricorn on

the first day of northern winter. Today, the Sun is in Taurus on the first day of

northern summer and in Sagittarius on the first day of northern winter. Why

has this change occurred? There are two motions associated with Earth and its

axis. Earth spins on its axis, but its axis also wobbles like the axis of a spinning

top, shown in Figure 2.12a. The wobble is very slow; it takes about 26,000 years

for the north celestial pole to make one trip around a large circle. In Section 2.1,

we saw that the north celestial pole currently lies very near Polaris. However, if

you could travel several thousand years into the past or future, you would find

that the northern sky does not appear to rotate about a point near Polaris, but

instead the stars rotate about another point on the path shown in Figure 2.12b.

Figure 2.12 (a) Earth’s axis of rotation changes orientation This figure shows the path of the north celestial pole through the sky during
in the same way that the axis of a spinning top changes one precession cycle.

The celestial equator is perpendicular to Earth’s axis. Therefore, as Earth’s

axis wobbles, the celestial equator must also wobble. As the celestial equator

wobbles, the locations where it crosses the ecliptic—the equinoxes—change as

orientation. (b) This precession causes the projection of
Earth’s rotation axis to move in a circle with a radius of
23.5°, centered on the north ecliptic pole (orange cross),
with a period of 26,000 years. The red cross shows the loca-
tion of the north celestial pole in the early 21st century.
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well. During each 26,000-year wobble of Earth’s axis, the locations of the equi-
noxes make one complete circuit around the celestial equator. This change of
the position of the equinox, due to the wobble of Earth’s axis, is called the pre-
cession of the equinoxes.

The Moon's Appearance Changes as
It Orbits Earth

After the Sun, the Moon is the most prominent object in the sky. Earth and the
Moon orbit around each other, and together they orbit the Sun. The Moon takes
just over 27 days to orbit Earth. One aspect of the Moon’s appearance does not
change: we always see the same side from Earth. However, as the Moon orbits, it
is illuminated differently, and so its appearance changes constantly.

The Unchanging Face of the Moon

If you were to go outside next week or next month, or 20 years from now, or
20,000 centuries from now, you would still see the same patterns on the Moon.
This observation is responsible for the common misconception that the Moon
does not rotate. In fact, the Moon does rotate on its axis—exactly once for each
revolution it makes about Earth.

Once again, use your orange to help you visualize this idea. This time, the
orange represents the Moon. Use your chair or some other object to represent
Earth. Face the person you drew on the orange toward the chair. First, make
the orange “orbit” around the chair without rotating on its axis, keeping the
person on the orange always facing the same wall of the room. When you do it
this way, different sides of the orange face toward the chair at different points
in the orbit. Now, make the orange orbit the chair, with the person on the orange
always facing the chair. You will have to turn the orange, relative to the walls
of the room, to make this happen, which means that the orange is rotating about
its axis. By the time the orange completes one orbit, it will have rotated about
its axis exactly once. The Moon does exactly the same thing, rotating on its axis
once per revolution around Earth, always keeping the same face toward Earth,
as shown in Figure 2.13. This phenomenon, where the same side of the Moon
always faces toward Earth, is called synchronous rotation because the revolu-
tion and the rotation are synchronized (or in sync) with each other. The Moon’s
synchronous rotation occurs because it is elongated, which causes its near side
always to fall toward Earth.

The Moon’s far side, facing away from Earth, is often improperly called the
dark side of the Moon. In fact, the far side spends just as much time in sunlight
as the near side. The far side is not dark as in “unlit,” but until the middle of the
20th century it was dark as in “unknown.” Until spacecraft orbited the Moon,
we had no knowledge of the far side.

The Changing Phases of the Moon

Unlike the Sun, the Moon has no light source of its own; it shines by reflected
sunlight. Like Earth, half of the Moon is always in bright sunlight, and half is
always in darkness. Our view of the illuminated portion of the Moon is constantly
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The Moon rotates once on its axis for each orbit around
Earth and so keeps the same face toward Earth at all times.

Figure 2.13 The Moon rotates once on its axis for each orbit
around Earth—an effect called synchronous rotation. In this
illustration, the Sun is far to the left of the Earth-Moon system.
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Figure 2.14 You can experiment with illumination effects by
using an orange as the Moon, a lamp with no shade as the
Sun, and your own head as Earth. As you move the orange
around your head, viewing it in different relative locations,
you will see that the illuminated part of the orange mimics
the phases of the Moon.

»-ll| AstroTour: The Moon’s Orbit: Eclipses and
Phases

changing, which explains the phases of the Moon. During a new Moon, when the
Moon is between Earth and the Sun, the side facing away from us is illuminated,
and during a full Moon, when Earth is between the Moon and the Sun, the side
facing toward us is illuminated. The rest of the time, only a part of the illumi-
nated portion can be seen from Earth. Sometimes the Moon appears as a circular
disk in the sky. At other times, it is nothing more than a sliver.

To help you visualize the changing phases of the Moon, use your orange,
your lamp, and your head, as shown in Figure 2.14. Your head is Earth, the
orange is the Moon, and the lamp is the Sun. Turn off all the other lights in
the room, and stand as far from the lamp as you can. Hold the orange slightly
above your head so that it is illuminated from one side by the lamp. Move the
orange clockwise and watch how the appearance of the orange changes. When
you are between the orange and the lamp, the face of the orange that is toward
you is fully illuminated. The orange appears to be a bright, circular disk. As
the orange moves around its circle, you will see a progression of lighted shapes,
depending on how much of the bright side and how much of the dark side of
the orange you can see. This progression of shapes exactly mimics the chang-
ing phases of the Moon.

Figure 2.15 shows the changing phases of the Moon. The new Moon occurs
when the Moon is between Earth and the Sun: the far side of the Moon is
illuminated but the near side is in darkness and we cannot see it at night. At this
phase, the Moon is up in the daytime, as it is in the direction of the Sun. A new
Moon is never visible in the nighttime sky. It appears close to the Sun in the sky,
so it rises in the east at sunrise, crosses the meridian near noon, and sets in the
west near sunset.

A few days later, as the Moon orbits Earth, a sliver of its illuminated half,
known as a crescent, becomes visible. Because the Moon appears to be “filling
out” from night to night at this time, this phase of the Moon is called a waxing
crescent Moon. (Waxing here means “growing in size and brilliance.”) During
the week that the Moon is in this phase, the Moon is visible east of the Sun. It is
most noticeable just after sunset, near the western horizon.

As the Moon moves farther along in its orbit and the angle between the Sun
and the Moon grows, more and more of the near side becomes illuminated, until
half of the near side of the Moon is in brightness and half is in darkness—the
phase called the first quarter Moon because the Moon is one-quarter of the way
through its orbit. The first quarter Moon rises at noon, crosses the meridian at
sunset, and sets at midnight.

As the Moon moves beyond first quarter, more than half of the near side is
illuminated—the phase is called a waxing gibbous Moon. The gibbous Moon waxes
until finally we see the entire near side of the Moon—a full Moon. The Sun and
the Moon are now opposite each other in the sky. The full Moon rises as the Sun
sets, crosses the meridian at midnight, and sets in the morning as the Sun rises.

The second half of the Moon’s cycle of phases is the reverse of the first half. The
Moon appears gibbous, but now the near side is becoming less illuminated—the
phase called a waning gibbous Moon (waning means “becoming smaller”). When
the Moon is waning, the left side—as viewed from the Northern Hemisphere—
appears bright. A third quarter Moon occurs when half the near side is in sun-
light and half is in darkness. A third quarter Moon rises at midnight, crosses
the meridian near sunrise, and sets at noon. The cycle continues with a waning
crescent Moon in the morning sky, west of the Sun, until the new Moon once
more rises and sets with the Sun, and the cycle begins again. Notice that when
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Figure 2.15 The inner circle of images (connected by blue arrows) shows the Moon as it
orbits Earth as seen by an observer far above Earth’s North Pole. The outer ring of images
shows the corresponding phases of the Moon as seen from Earth.

the Moon is farther than Earth from the Sun, it is in gibbous phases. When it is
closer than Earth to the Sun, it is in crescent phases.

Do not try to memorize all the possible combinations of where the Moon is
in the sky at each phase and at every time of day. You do not have to. Instead,
work on understanding the motion and phases of the Moon. Use your orange
and your lamp or draw a picture like the chapter-opening illustration and fol-
low the Moon around its orbit. From your drawing, figure out what phase you
would see and where it would appear in the sky at a given time of day. Now
return to this chapter’s opening illustration and compare it to Figure 2.15,
which is more compact but contains the same information. Does the earlier
illustration make more sense to you now? As an extra test of your understand-
ing, think about the phases of Earth an astronaut on the Moon would see when
looking back at our planet.
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Figure 2.16 During a total eclipse, the Sun produces a
remarkable spectacle, as the disk is completely covered by
the Moon.

Figure 2.17 (a, b) A solar eclipse occurs when the shadow
of the Moon falls on the surface of Earth. (c, d) A lunar
eclipse occurs when the Moon passes through Earth’s
shadow.

Shadows Cause Eclipses

An eclipse occurs when the shadow of one astronomical body falls on another. A
solar eclipse occurs when the Moon passes between Earth and the Sun. Observers
in the shadow of the Moon will see a solar eclipse. There are three types of solar
eclipse: total, partial, and annular. A total solar eclipse (Figure 2.16) occurs when
the Moon completely blocks the disk of the Sun. A total solar eclipse never lasts
longer than 7% minutes and is usually significantly shorter. Even so, it is one of
the most amazing sights in nature. People all over the world travel great distances
to see a total solar eclipse. The next one visible in the continental United States
will occur on August 21, 2017. A partial solar eclipse occurs when the Moon
partially covers the disk of the Sun. An annular solar eclipse occurs when the
Moon is slightly farther away from Earth in its noncircular orbit, so it appears
slightly smaller in the sky. It is centered over the disk of the Sun but does not
block the entire disk. A ring is visible around the blocked portion.

Figure 2.17a shows the geometry of a solar eclipse, when the Moon’s shadow
falls on the surface of Earth. Figures like this usually show Earth and the Moon
much closer together than they really are. The page is too small to draw them
correctly and still see the critical details. Figure 2.17b shows the geometry of a
solar eclipse with Earth, the Moon, and the separation between them drawn to
the correct scale. Compare this drawing to Figure 2.17a, and you will understand
why drawings of Earth and the Moon are rarely drawn to the correct scale. If the

(a) Solar eclipse geometry (not to scale)

Total or annular eclipse Partial eclipse

(b) Solar eclipse to scale

Moon Earth

(c) Lunar eclipse geometry (not to scale)

(d) Lunar eclipse to scale

¥ Moon

Earth
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Sun were drawn to scale in Figure 2.17b, it would be bigger than your head and
located almost 64 meters off the left side of the page.

A lunar eclipse, which occurs when the Moon is partially or entirely in
Earth’s shadow, is very different in character from a solar eclipse. The geometry
of a lunar eclipse is shown in Figure 2.17c and is drawn to scale in Figure 2.17d.
Because Earth is much larger than the Moon, Earth’s shadow at the distance of the
Moon is more than twice the diameter of the Moon. A total lunar eclipse, when
the Moon is entirely within Earth’s shadow, lasts as long as 1 hour 40 minutes.
A total lunar eclipse is often called a blood-red Moon in literature and poetry
(Figure 2.18a): the Moon often appears red because it is being illuminated by red
light from the Sun that is bent as it travels through Earth’s atmosphere and hits
the Moon (other colors of light are scattered away from the Moon and therefore
don’t illuminate it).

To see a total solar eclipse, you must be located within the very narrow band
of the Moon’s shadow as it moves across Earth’s surface. In contrast, when the
Moon is immersed in Earth’s shadow, anyone located in the hemisphere of Earth
that is facing the Moon can see it. Many more people have experienced a total
lunar eclipse than have experienced a total solar eclipse.

IfEarth’s shadow incompletely covers the Moon, some of the disk of the Moon
remains bright and some of it is in shadow. This is called a partial lunar eclipse.
Figure 2.18b shows a composite of images taken at different times during a par-
tial lunar eclipse. In the center image, the Moon is nearly completely eclipsed
by Earth’s shadow.

Imagine Earth, the Moon, and the Sun all sitting on the same flat tabletop. If
the Moon’s orbit were in exactly the same plane as the orbit of Earth, then the
Moon would pass directly between Earth and the Sun at every new Moon. The
Moon’s shadow would pass across the face of Earth, and we would see a solar
eclipse. Similarly, each full Moon would be marked by a lunar eclipse. But solar
and lunar eclipses do not happen every month! This is because the Moon’s orbit
does not lie in exactly the same plane as the orbit of Earth. As you can see in
Figure 2.19, the plane of the Moon’s orbit around Earth is inclined by about 5°
with respect to the plane of Earth’s orbit around the Sun. Most of the time, the
Moon is “above” or “below” the line between Earth and the Sun. About twice per
year, the orbital planes line up at points called “nodes,” and eclipses can occur.

Figure 2.18 (a) During a total lunar eclipse, the Moon often
appears blood red. (b) A time-lapse series of photographs
of a partial lunar eclipse clearly shows Earth’s shadow.
Note the size of Earth’s shadow compared to the size of the
Moon.

Moon’s orbit

Ecliptic Moon

Celestial
equator

Figure 2.19 The orbit of the Moon is tilted with respect to
the ecliptic, so we do not see eclipses every month.
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Two Eclipses, Two Stories

By PHIL PLAIT, Slate.com

For NASA’s Solar Dynamics Observatory, it’s
eclipse season.

SDO circles the Earth in a geosynchronous
orbit, meaning it makes one complete path
around our planet every 24 hours. This is a
special orbit, because it means to someone
on Earth the satellite stays in one spot in the
sky, making communication with it much
easier.

But it means that twice a year the orbits of
SDO and Earth line up, and the Earth irritat-

ingly gets in the way of SDO’s view of the Sun,
partially blocking it. These times are called
“eclipse seasons,” and we’re in the middle of
one of them now. On March 2, the Earth got
between SDO and the Sun . . . and not only
that, a few hours later the Moon did as well!
Here’s the result [Figure 2.20].

I love the two different tales of these pic-
tures. In the picture on the right the Moon’s
silhouette is sharp and distinct, but on the left
the Earth’s edge is fuzzy and distorted. The
reason for that is pretty obvious: We have air!
There is no sharp edge to our atmosphere, and

so the amount of light it blocks from the Sun
varies. Brighter stuff gets through, so you can
see that bright, twisting filament in the Sun
is more visible through Earth’s air than the
dimmer parts of the Sun’s surface.

Note how the Earth’s edge is nearly straight,
too, while the Moon’s is highly curved. The
Earth is far bigger than the Moon (by a fac-
tor of 4 in diameter), so you'd expect that. But
SDO is much closer to the Earth as well, so
the curve of the Earth’s edge isn’t as obvious,
looking more like a line.

One more thing: You might think SDO’s

Figure 2.20 Earth (left) and the Moon (right) take turns taking a bite out of the Sun as seen by NASA’s Solar Dynamics Observatory.

(Image credit: NASA/SDO)
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Orbit of
SDO

Figure 2.21 A diagram of the orbit of the Earth, Moon, and SDO (not to scale). (Image credit: Phil Plait)

view of the Sun would be blocked every orbit
as the Earth got in the way, but the designers
accounted for that by inclining the orbit by
about 29° so the Earth usually stays out of the
way [Figure 2.21].

This also has the advantage of keeping
it close to Earth to accommodate its pretty
bandwidth-intensive data stream back to
Earth. Most of the time SDO has a clear view
of the Sun, like the way I drew the diagram.
You can see that the orbital plane of SDO inter-
sects the orbit of Earth at two points, called
the nodes. When SDO is at one of its nodes,
twice per orbit, it is in the same plane as the
Earth and Sun.

Normally that’s no big deal. But as the
Earth goes around the Sun, eventually those
nodes line up with the line connecting the
Earth and Sun. When SDO passes through
its node on the outside part of its orbit, Earth
gets in the way. That alignment can happen for

about three weeks, twice per year, and that’s
when we have eclipse seasons.

The Moon’s orbit is tilted with respect to
the Earth’s by about 5°, so it has two nodes
as well. Over time the Moon will even-
tually be at a node when the node aligns
with the Earth-Sun line, and we get a lunar
or solar eclipse—that’s why we don’t get
an eclipse every month! The Moon has
to be at a node at the right time to get an
eclipse.

So for SDO to see Earth eclipses the geom-
etry has to be just right . . . and then to have
the Moon get in the way of the Sun is even
more rare, especially on the same day!

So this year, we hit the orbital alignment
jackpot. I imagine the SDO scientists are
lamenting so many big objects getting in their
way of the Sun, but for the rest of us it makes
a pretty picture, and a fun lesson in orbital
mechanics.

Evaluating the News

1.

In Figure 2.20, how would you describe
these eclipses: total, partial, or annular?
Solar or lunar?

. Resketch Figure 2.21. Add in the shadows

of Earth and the Moon, as are shown in
Figure 2.17.

. Figure 2.21 is a diagram of the system from

“the side,” in the plane of Earth’s orbit.
Redraw the figure as it would be seen from
far above Earth’s North Pole.

. Figure 2.21 has been drawn during a differ-

ent time of year, when SDO is not in eclipse
season. Describe how this diagram would
be different if it were drawn during eclipse
season.

. This special alignment of SDO lasts for

“about three weeks.” During this time,
roughly how many eclipses of the Sun by
Earth will SDO observe? Will there be as
many, fewer, or more eclipses of the Sun
by the Moon during this time period?

41
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<>

The motions of Earth and the Moon are responsible for many of the
repeating patterns that can be observed in the sky, and are directly con-
nected to the calendar. Daily patterns of rising and setting are caused
by Earth’s rotation about its axis. Annual patterns of the stars in the
sky and the passage of the seasons are caused by Earth’s revolution
around the Sun. The tilt of Earth on its axis changes both the length
of daytime and the intensity of sunlight, causing the seasons. The pat-
tern of the phases of the Moon lasts roughly a month, and is caused by
the Moon’s revolution about Earth. Occasionally, special alignments
of Earth, the Moon and the Sun cause eclipses.

1 AsEarth rotates on its axis, stars follow circular arcs through
the sky. At the equator, these are circular arcs from the east-
ern horizon to the western horizon. At higher latitudes, some
stars move in complete circles around a celestial pole. At the

1. The Sun, Moon, and stars
a. change their relative positions over time.
b. appear to move each day because the celestial sphere rotates
about Earth.
c. rise north or south of west and set north or south of east,
depending on their location on the celestial sphere.
d. always remain in the same position relative to each other.

2. Which stars we see at night depend on (select all that apply)

our location on Earth.

Earth’s location in its orbit.

the time of the observation.

. the motion of stars relative to one another over the course of
the year.

aowp

3. You see the Moon rising, just as the Sun is setting. What phase
is it in?
a. full b. new
c. first quarter d. third quarter
e. waning crescent

4. If you were standing at Earth’s North Pole, where would you see
the north celestial pole?
at the zenith
on the eastern horizon
23.5° south of the zenith
. none of the above; the north celestial pole can’t be seen from
there

aoTp

5. Where on Earth can you stand and, over the course of a year, see
the entire sky?
a. only at the North Pole b. at either pole
c. at the equator d. anywhere

10.

. The seasons are caused by

North Pole or South Pole of Earth, all the stars move in com-
plete circles in the sky.

2 AsEarthrevolves around the Sun, the nighttime side of Earth

faces different directions in space, and different stars are vis-
ible at night. Because Earth is tilted on its axis, the length of
daytime and the intensity of sunlight change throughout the
year, causing the seasons.

3 The Moon’s motion around Earth causes it to be illuminated

differently at different times. When the Moon is farther than
Earth from the Sun, it is in gibbous phases. When it is closer
than Earth to the Sun, it is in crescent phases. Twice a year, at
new or at full Moon, the Moon is exactly in line between Earth
and the Sun. At these times, eclipses occur.

The tilt of Jupiter’s rotational axis with respect to its orbital

plane is 3°. If Earth’s axis had this tilt, then the seasons on Earth

would be much more extreme.

would be much less extreme.

would be pretty much the same.

. would occur much differently every year, depending on the
alignments.

po e

. You see the first quarter Moon on the meridian. Where is the

Sun?
a. on the western horizon b. on the eastern horizon
c. below the horizon d. on the meridian

You do not see eclipses every month because

a. all eclipses happen at night.

b. the Sun, Earth, and the Moon line up only twice a year.
c. the Sun, Earth, and the Moon line up only once a year.
d. eclipses happen randomly and are unpredictable.

If the Moon were in the same orbital plane, but twice as far from
Earth, which of the following would happen? (Choose all that
apply.)

a. The phases of the Moon would remain unchanged.

b. Total eclipses of the Sun would not be possible.

c. Total eclipses of the Moon would not be possible.

d. The Moon’s cycle would take longer.



QUESTIONS AND PROBLEMS

Multiple Choice and True/False

11.
12.
13.

14.
15.

16.

17.

18.

19.

20.

21.

22.

T/F: The celestial sphere is not an actual object in the sky.

T/F: Eclipses happen somewhere on Earth every month.

T/F: The phases of the Moon are caused by the relative position
of Earth, the Moon, and the Sun.

T/F: 1If a star rises north of east, it will set south of west.

T/F: From the North Pole, all stars in the night sky are circum-
polar stars.

The tilt of Earth’s axis causes the seasons because

a. one hemisphere of Earth is closer to the Sun in summer.

b. the days are longer in summer.

c. the rays of light strike the ground more directly in summer.
d. bothaandb

e. bothbandc

On the vernal and autumnal equinoxes,

a. the entire Earth has 12 hours of daylight and 12 hours of
darkness.

. the Sun rises due east and sets due west.

the Sun is located on the celestial equator.

. all of the above

none of the above

o0

We always see the same side of the Moon because

a. the Moon does not rotate on its axis.

b. the Moon rotates once each revolution.

c. when the other side of the Moon is facing toward us, it is
unlit.

d. when the other side of the Moon is facing Earth, it is on the
opposite side of Earth.

e. none of the above

You see the Moon on the meridian at sunrise. The phase of the
Moon is

a. waxing gibbous.
C. new.

e. third quarter.

b. full.
d. first quarter.

A lunar eclipse occurs when the shadow falls on the

a. Earth’s; Moon
c. Sun’s; Moon

b. Moon’s; Earth
d. Sun’s; Earth

You see the full Moon on the meridian. From this information,
you can determine that the time where you are is

a. noon.

b. sunrise, about 6:00 A.Mm.

c. sunset, about 6:00 P.M.

d. midnight.

What do we call the group of constellations through which the
Sun appears to move over the course of a year?

a. the celestial equator

b. the ecliptic

c. the line of nodes

d. the zodiac

23.

24.

25.

Student Exercises 43

If you were standing at Earth’s South Pole, which stars would
you see rising and setting?

a. all of them

b. all the stars north of the Arctic Circle

c. all the stars south of the Arctic Circle

d. none of them

On the summer solstice in the Northern Hemisphere, the Sun

a. rises due east, passes through its highest point on the merid-
ian, and sets due west.

b. rises north of east, passes through its highest point on the
meridian, and sets north of west.

c. rises north of east, passes through its highest point on the
meridian, and sets south of west.

d. rises south of east, passes through its highest point on the
meridian, and sets south of west.

e. none of the above

In the Tropics,

a. the Sun is directly overhead twice per year.

b. the Sun’s rays strike Earth exactly perpendicularly at some
times of year.

c. the seasons vary less than elsewhere on Earth.

d. all of the above

Conceptual Questions

26.

27.
28.

29.

30.

31.
32.

In your study group, two of your fellow students are discussing
the phases of the Moon. One argues that the phases are caused
by the shadow of Earth on the Moon. The other argues that the
phases are caused by the orientation of Earth, the Moon, and the
Sun. Explain how the photos in the chapter-opening illustration
falsify one of these hypotheses.

Why is there no “east celestial pole” or “west celestial pole”?

Polaris was used for navigation by seafarers such as Columbus
as they sailed from Europe to the New World. When Magellan
sailed the South Seas, he could not use Polaris for navigation.

Explain why.

We tend to associate certain constellations with certain times of
year. For example, we see the zodiacal constellation Gemini in
the Northern Hemisphere’s winter (Southern Hemisphere’s sum-
mer) and the zodiacal constellation Sagittarius in the Northern
Hemisphere’s summer. Why do we not see Sagittarius in the
Northern Hemisphere’s winter (Southern Hemisphere’s summer)
or Gemini in the Northern Hemisphere’s summer?

Describe the Sun’s apparent daily motion on the celestial sphere
at the vernal equinox.

Why is winter solstice not the coldest time of year?

What is the approximate time of day when you see the full
Moon near the meridian? At what time is the first quarter (wax-
ing) Moon on the eastern horizon? Use a sketch to help explain
your answers.
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33.

34.

35.

36.

37.
38.

39.

40.

CHAPTER 2 Patterns in the Sky—Motions of Earth and the Moon

Assume that the Moon’s orbit is circular. Suppose you are stand-

ing on the side of the Moon that faces Earth.

a. How would Earth appear to move in the sky as the Moon
made one revolution around Earth?

b. How would the “phases of Earth” appear to you compared to
the phases of the Moon as seen from Earth?

Astronomers are sometimes asked to serve as expert witnesses
in court cases. Suppose you are called in as an expert witness,
and the defendant states that he could not see the pedestrian
because the full Moon was casting long shadows across the
street at midnight. Is this claim credible? Why or why not?

From your own home, why are you more likely to witness a
partial eclipse of the Sun rather than a total eclipse?

Why do we not see a lunar eclipse each time the Moon is full or
witness a solar eclipse each time the Moon is new?

Why does the fully eclipsed Moon appear reddish?

In the Gregorian calendar, the length of a year is not 365 days,
but actually about 365.24 days. How do we handle this extra
quarter day to keep our calendars from getting out of sync?

Vampires are currently prevalent in popular fiction. These crea-
tures have extreme responses to even a tiny amount of sunlight
(the response depends on the author), but moonlight doesn’t
affect them at all. Is this logical? How is moonlight related to
sunlight?

Suppose you are on a plane from Dallas, Texas, to Santiago,
Chile. On the way there, you realize something amazing. You
have just experienced the longest day of the year in the North-
ern Hemisphere and are about to experience the shortest day of
the year in the Southern Hemisphere on the same day! On what
day of the year are you flying? How do you explain this phenom-
enon to the person in the seat next to you?

Problems

41.

42,

43.

Earth is spinning at 1,670 km/h at the equator. Use this number
to find Earth’s equatorial diameter.

The waxing crescent Moon appears to the east of the Sun and
moves farther east each day. Does this mean it rises earlier each
day or later? By how much?

Romance novelists sometimes say that as the hero rides off into
the sunset, the full Moon is overhead. Is this correct? Why or
why not? Draw a picture of the Sun, Moon, and Earth at full
Moon phase to explain your answer.

44.

45.

46.

47.

48.

49.

50.

Suppose you are on vacation in Australia, right on the Tropic of
Capricorn. What is your latitude? What is the largest angle from
the south celestial pole at which stars are circumpolar at your
location?

The Moon’s orbit is tilted by about 5° relative to Earth’s orbit
around the Sun. What is the highest altitude in the sky that the
Moon can reach, as seen in Philadelphia (latitude 40° north)?

Imagine you are standing on the South Pole at the time of the

southern summer solstice.

a. How far above the horizon will the Sun be at noon?

b. How far above (or below) the horizon will the Sun be at
midnight?

Find out the latitude where you live. Draw and label a diagram
showing that your latitude is the same as (a) the altitude of

the north celestial pole and (b) the angle (along the meridian)
between the celestial equator and your local zenith. What is
the noontime altitude of the Sun as seen from your home at the
times of winter solstice and summer solstice?

Let’s say you use a protractor to estimate an angle of 40°
between your zenith and Polaris. Are you in the continental
United States or Canada?

Suppose the tilt of Earth’s equator relative to its orbit were 10°
instead of 23.5°. At what latitudes would the Arctic and Antarc-
tic circles and the tropics of Cancer and Capricorn be located?

Carefully draw a diagram of the Moon and its shadow at both its
current distance and twice as far from Earth. If the Moon were
twice as far from Earth, which of the following would happen?
a. Total eclipses of the Sun would not be possible.

b. Total eclipses of the Moon would not be possible.

NORTON @) SMARTWORK

Versions of these questions, as well as additional
questions and problems, are available in Norton
Smartwork, the online tutorial and homework system
that accompanies this text. Every question has hints
and answer-specific feedback so you can check your
understanding and receive the help you need when you
need it. If your instructor is using Norton Smartwork,
please log in at wwnorton.com/NSW.
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Exploration ‘ Phases of the Moon

wwnpag.es/uou2

In this exploration, we will be examining the phases of the Moon.
Visit the Student Site (wwnpag.es/uou2) and open the Phases of
the Moon Nebraska Simulation in Chapter 2. This simulator ani-
mates the orbit of the Moon around Earth, allowing you to control
the simulation speed and a number of other parameters.

Begin by starting the animation to explore how it works. Exam-
ine all three image frames. The large frame shows the Earth-Moon
system, as looking down from far above Earth’s North Pole. The
upper right frame shows what the Moon looks like to the per-
son on the ground. The lower right frame shows where the Moon
appears in the person’s sky. Stop the animation, and press “reset”
in the upper menu bar.

1. What time of day is this for the person shown on Earth?

2. What phase is the Moon in?

3. Where is the Moon in this person’s sky?

Run the animation until the Moon reaches waxing crescent
phase.

4. As viewed from Earth, which side of the Moon is illumi-
nated (the left or the right)?

5. The person shown on Earth will observe this waxing cres-
cent Moon either after sunset or before sunrise. At which

of these times can the person see the waxing crescent
Moon?

Run the animation until the Moon reaches first quarter and the
Sun is setting for the person on Earth. (Hint: You may want to
slow the animation rate!)

6. How many full days have passed since new Moon?

7. At this instant, where is the first quarter Moon in the per-
son’s sky?

8. If an astronaut was standing on the near side of the Moon
at this time, what phase of Earth would he see?

Three observations about the phases of the Moon are connected:
the location of the Moon in the sky, the time for the observer, and
the phase of the Moon. If you know two of these, you can figure
out the third. Use the animation to fill in the missing pieces in the
following situations:

9. An observer sees the Moon in
overhead, at midnight.

phase,

10. An observer sees the Moon in third quarter phase, rising
in the East, at

11. An observer sees the Moon in full phase,
,at 6 A.m.

NORTON @) SMARTWORK ¢ wwnorton.com/NSW




Laws of Motion

Inthe previous chapter, you learned thatthe planets, including Earth, orbit the Sun, but not the
reason why. Gravity is the force that holds the planets in orbit. Because the Sun is far more
massive than all the other parts of the Solar System combined, its gravity shapes the motions
of every object in its vicinity, from the almost circular orbits of some planets to the extremely
elongated orbits of comets.

As our understanding of the universe has expanded, we have come to realize that our Solar
System is only one example of gravity at work. The illustration on the opposite page shows
the launch of a space shuttle, in which the force of exhaust from the rocket pushes against,
and overcomes, the force of Earth’s gravity in order to boost the spacecraft into orbit. On the
illustration, a student is working out the forces that are acting on the shuttle, in which direc-

tion they act, and how their strengths compare.

{> LEARNING GOALS

By the end of this chapter, you should know how to think about LG 1 Describe planetary orbits, and explain how astrono-

and diagram forces such as gravity. You should be able to look mers came to know that these orbits are elliptical
at a photograph like the one on the postcard at right and see the around the Sun.
fundamental laws of physics at work. You should understand LG 2 List the physical laws that govern the motion of all

how to draw action-reaction pairs of forces on objects such as objects.

Earth or a spacecraft. You should also be able to:
LG 3 Combine motion and gravitation to explain planetary

orbits.

LG 4 Understand the concept of a frame of reference.
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»>»> Nebraska Simulation: Retrograde Motion

Vocabulary Alert

model In common language, a model is typically a scaled-down,
three-dimensional version of a larger object. A model of a car,
for example, is as close to the appearance of the real thing as
possible, but typically is nonfunctional. In science, a model is a
description of a system that accounts for its properties.

Since Ancient Times Astronomers Have
Studied the Motions of the Planets

Astronomy challenges us to think in novel ways, to imagine ourselves in space,
looking down at Earth, or even farther away, looking down at the Solar System.
The struggle to understand our place in the universe begins with understanding
the motions of Earth, the Sun, and the planets. The history of the progression
of ideas—from Earth at the center of all things to Earth as a tiny, insignificant
rock—is full of heroes and villains and is a wonderful example of the self-cor-
recting nature of science.

Early Astronomy

In ancient times, astronomers and philosophers hypothesized that the Sun might
be the center of the Solar System, but they did not have the tools to test the
hypothesis or the mathematical insight to formulate a more complete and testable
model. Because we can’t feel Earth’s motion through space, a geocentric—that
is, Earth-centered—model of the Solar System prevailed. For nearly 1,500 years,
most educated people believed that the Sun, the Moon, and the planets that are
visible to the naked eye (Mercury, Venus, Mars, Jupiter, and Saturn) all moved
in circles around a stationary Earth.

Ancient peoples were aware that planets move in a generally eastward direction
among the “fixed stars.” They also knew that these planets would occasionally
exhibit apparent retrograde motion; that is, they would seem to turn around,
move westward for a while, and then return to their normal eastward travel.
Figure 3.1 shows a time-lapse sequence of Mars going through its retrograde
“loop.” This odd behavior of the five known planets created a puzzling problem
for the geocentric model; if the planets moved in circles around a stationary
Earth, the only explanation for the retrograde motion would be that the planets

Figure 3.1 This time-lapse photographic series shows Mars as it moves in apparent retro-

grade motion.
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stop, turn around, and go the other way. The Greek astronomer Ptolemy (Claudius
Ptolemaeus, 90—-168 ce) modified the geocentric model with a complex system
of interconnected circles to try to obtain more accurate results and to explain
retrograde motion (Figure 3.2).

The Copernican Revolution

Nicolaus Copernicus (1473—-1543) is famous for placing the Sun rather than Earth
at the center of the Solar System. He was not the first person to consider the idea
that Earth orbited the Sun, but he was the first to develop a mathematical model
that made predictions that later astronomers would be able to test. This work was
the beginning of what was later called the Copernican Revolution. Through the
work of scientists such as Tycho Brahe (1546-1601), Galileo Galilei (1564—1642),
Johannes Kepler (1571-1630), and Sir Isaac Newton (1642—-1727), the heliocen-
tric—Sun-centered—theory of the Solar System became one of the most well-
corroborated theories in all of science.

In 1543, Copernicus published a heliocentric model that explained retrograde
motion much more simply than the geocentric model. If we are in a car or train
and we pass a slower-moving car or train, it can seem to us that the other vehicle
is moving backward. It can be hard to tell which vehicle is moving and in which
direction without an external frame of reference. A frame of reference is a system
within which an observer measures positions and motions using coordinates such
as distance and time. Copernicus provided this frame of reference for the Sun and
its planets. In the Copernican model, the outer planets Mars, Jupiter, and Saturn
undergo apparent retrograde motion when Earth overtakes them in their orbits.
Likewise, the inner planets Mercury and Venus move in apparent retrograde
motion when overtaking Earth. Except for the Sun, all Solar System objects
exhibit apparent retrograde motion. The magnitude of the effect diminishes with
increasing distance from Earth. Retrograde motion is an illusion caused by the
relative motion between Earth and the other planets.

Combining geometry with observations of the positions of the planets in the
sky including their altitudes and the times they rise and set, Copernicus estimated
the planet-Sun distances in terms of the Earth—Sun distance. These relative
distances are remarkably close to those obtained by modern methods. From these

Figure 3.2 Ptolemy’s model of the Solar System included
a complex system of interconnected circles to explain ret-
rograde motion. While traveling along its larger circle, a
planet would at the same time be moving along its smaller
circle. At times, the motions would be in opposite direc-
tions, creating the observed retrograde motion.

»»> Nebraska Simulation: Planetary Orbit
Simulator
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Planet
The size of an ellipse is ®.
specified by its semimajor
axis, A.

The shape of an ellipse is
specified by its eccentricity, e.

(b)

The greater the eccentricity,
the more elongated the ellipse.

)Y

e =0.958

e =0.745

When the distance

between foci is zero,
e=0 e is also zero.

Figure 3.3 (a) Planets move in elliptical orbits with the Sun
at one focus. The average radius of the orbit is equal to the

semimajor axis, and the shape of the orbit is given by its
eccentricity, e. (b) Ellipses range from circles to elongated
eccentric shapes.

»> | Nlebraska Simulation: Eccentricity
Demonstrator

»-Il| AstroTour: Kepler’s Laws

Vocabulary Alert

focus (plural foci): In common language, this word is used in
several ways to indicate directed attention or the place where light
is concentrated by a lens. In this context, it refers to a special point
within an ellipse. An ellipse has two of these special points, and the
sum of the distances from these points to any point on the ellipse
is a constant.

observations, he also found when each of the planets aligns with Earth and the
Sun. He used this information and geometry to figure out how long it took each
planet to orbit the Sun. This model made testable predictions of the location of
each planet on a given night.

Kepler's Laws

Tycho (conventionally referred to by his first name) was the last great observational
astronomer before the invention of the telescope. Through careful measurements
of the precise positions of planets in the sky, he developed the most compre-
hensive set of planetary data available at that time. When he died, his assistant,
Kepler, received these records. Kepler used the data to deduce three rules that
elegantly and accurately describe the motions of the planets. These three rules
are now generally referred to as Kepler’s laws. These laws are empirical: they
use prior data to make predictions about future behavior but do not include an
underlying theory of why the objects behave as they do.

When Kepler compared Tycho’s observations with predictions
from Copernicus’s model, he expected the data to confirm circular orbits for plan-
ets orbiting the Sun. Instead, he found disagreements between his predictions
and the observations. He was not the first to notice such discrepancies. Rather
than simply discarding the model, Kepler adjusted Copernicus’s idea until it
matched the observations.

Kepler discovered that if he replaced circular orbits with elliptical orbits, the
predictions fit the observations almost perfectly. An ellipse is a specific kind
of oval. It is symmetric from right to left and from top to bottom. Figure 3.3a
illustrates the vocabulary of ellipses. The dashed lines represent the two main
axes of the ellipse. Half of the length of the long axis (the major axis) is called the
semimajor axis, often denoted by the letter A. The semimajor axis of an orbit is
equal to the average distance between the planet and the Sun. The shape of an
ellipse is given by its eccentricity (e), which in turn is determined by the distance
between the foci of the ellipse. Foci are two mathematically important points
along the major axis; the Sun is located at one focus of a planet’s orbit, but there
is nothing at the other. As the two foci approach each other, the figure becomes
a circle with eccentricity 0, as shown in Figure 3.3b. Correspondingly, as the
foci move farther apart, the ellipse becomes more elongated, and the eccentricity
approaches 1.

Kepler’s first law of planetary motion states that the orbit of a planet is an
ellipse with the Sun at one focus. Most planetary objects in our Solar System
have nearly circular orbits with eccentricities close to zero. As shown in Figure
3.4a, Earth’s orbit is very nearly a circle centered on the Sun, with an eccentricity
of 0.017. By contrast, Pluto’s orbit, as shown in Figure 3.4b, has an eccentricity of
0.249. The orbit is noticeably elongated, with the Sun offset from center.

From Tycho’s observations of planetary motions, Kepler
found that a planet moves fastest when it is closest to the Sun and slowest when
itis farthest from the Sun. Kepler found an elegant way to describe the changing
speed of a planet in its orbit around the Sun. Figure 3.5 shows a planet at six dif-
ferent points in its orbit. The time elapsed between t, and t, is equal to the time
elapsed between f;and ¢, and to the time elapsed between t; and t;. The areas
of the green, orange, and blue regions are also equal. To see how those areas are
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Plut » ot Figure 3.4 When the orbits of
uto’s eccentric orbit is

both noticeably elongated (a) Earth and (b) Pluto are com-
and noticeably offset as pared with circles centered on
compared with a circle the Sun, it becomes clear that
centered on the Sun. L.

they are elliptical. In the case
of Pluto, you can also see that

the Sun is not at the center of

1
/~— Circular orbit with the orbit but instead lies at one

same semimajor axis,
centered on Sun

constructed, imagine a straight line connecting the Sun with the planet. We can
think of this line as “sweeping out” an area as the planet moves from one point to
another. Kepler’s second law, also called Kepler’s law of equal areas, states that
the area swept out by a planet during a specific time interval is always the same,
regardless of the location of the planet in its orbit. In Figure 3.5, if the three time
intervals are equal (that is, t; — t, = t; — t, = t; — 1), then the three areas A, B,
and C will be equal as well.

Planets close to the Sun travel on shorter orbits than planets
that are far from the Sun. Jupiter’s average distance from the Sun, for example,
is 5.2 times larger than Earth’s average distance from the Sun. Because an orbit’s
circumference is proportional to its radius, Jupiter must travel 5.2 times farther
in its orbit around the Sun than Earth does in its orbit. If the two planets were
traveling at the same speed, Jupiter would complete one orbit in 5.2 years. But
Jupiter takes almost 12 years to complete one orbit. Jupiter not only has farther
to go but also is moving more slowly than Earth. The farther a planet is from the
Sun, the larger the circumference of its orbit and the lower its speed.

Kepler discovered a mathematical relationship between the period of a planet’s
orbit and its average distance from the Sun. Kepler’s third law states that the
period squared is equal to the distance cubed (Working It Out 3.1).

Galileo Was the First Modern Scientist

Galileo Galilei is one of the heroes of astronomy. He was the first to use a tele-
scope to make significant discoveries about astronomical objects, and much has
been written about the considerable danger that Galileo—as he is commonly
known—faced as a result of his discoveries. Galileo’s telescopes were relatively
small, yet they were sufficient for him to observe spots on the Sun, the uneven
surface and craters of the Moon, and the large numbers of stars in the band of
light in the sky called the Milky Way.

Two other sets of observations made Galileo famous. When he turned his
telescope to the planet Jupiter, he observed several “stars” in a line near Jupiter.
Over time, he saw that there were actually four of these stars and that their
positions changed from night to night. Galileo correctly reasoned that these
were moons in orbit around Jupiter. These are the largest of Jupiter’s many moons
and are still referred to as the Galilean moons. This was the first observational
evidence that some objects in the sky did not orbit Earth. He also observed that
the planet Venus went through phases similar to the Moon’s and that the phases

same semimajor axis, focus of the ellipse.
centered on Sun

Kepler’s Second Law

Planet on
elliptical orbit

These three
areas—A, B, and
C—will be equal...

...if these time
intervals are equal.

Figure 3.5 Kepler’s second law states that an imaginary line
between a planet and the Sun sweeps out an area as the
planet orbits such that if the three time intervals shown are
equal, then the areas A, B, and C will also be equal.

Vocabulary Alert

period In common language, the word period can mean how
long a thing lasts. For example, we might talk about the “period of
time spent at the grocery store.” Astronomers use this word only
when talking about repeating intervals, such as the time it takes
for an object to complete one orbit.
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Working It Out 3.1

Just as squaring a number means that you multiply it by itself,
as in a* = a x a, cubing it means that you multiply it by itself
again, as in @® = a x a x a. Kepler’s third law states that the
square of the period of a planet’s orbit, Py.,,;, measured in years,
is equal to the cube of the semimajor axis of the planet’s orbit,
Ay, measured in astronomical units (AU). Translated into
math, the law says

(Pyears)2 = (IqAU)3

Here, astronomers use nonstandard units as a matter of con-
venience. Years are handy units for measuring the periods of
orbits, and astronomical units are handy units for measuring
the sizes of orbits. When we use years and astronomical units
as our units, we get the relationship shown in Figure 3.6, where
the slope of the line is equal to 1. It is important to realize that
our choice of units in no way changes the physical relationship
we are studying. For example, if we instead chose seconds and
meters as our units, this relationship would read

(3.2 x 1078 years/second X Pyo;ongs)*
= (6.7 x 1072 AU/meter X Apeters)”

which simplifies to
(PSGCOndS)Z = 2'9 X 10_19 X (Ameters)s

Suppose that we want to know the average radius of Nep-
tune’s orbit in astronomical units. First, we need to find out how
long Neptune’s period is in Earth years, which can be deter-
mined by careful observation of Neptune’s position relative to
the fixed stars. Neptune’s period is 165 years. Plugging this into
Kepler’s third law, we find that

(Pyears)2 = (IQAU)3
(165)* = (Asv)®

To solve this equation, we must first square the left side to get
27,225 and then take its cube root.

Calculator hint: A scientific calculator usually has a cube
root function. It sometimes looks like x'/¥ and sometimes like
*/y. You use it by typing the base number, hitting the button,
and then typing the root you are interested in (2 for square
root, 3 for cube root, and so on). Occasionally, a calculator will

Kepler’s Third Law

instead have a button that looks like x¥ (or y*). In this case, you
need to enter the root as a decimal. For example, if you want
to take the square root, you type 0.5 because the square root is
denoted by %2. For the cube root, you type 0.333333333 (repeat-
ing) because the cube root is denoted by V.

To find the length of the semimajor axis of Neptune’s orbit,
we might type 27,225 [x'] 3. This gives

30.1 = AAU

so the average distance between Neptune and the Sun is 30.1
AU.

Outer objects move more
slowly and have farther to
go “around the Sun” than
do inner objects...

106 Eris ./
Pluto /
()
Neptune ./
104 Uranus
Saturn /
Q
. .
,;3 102 Juplter./
8 Ceres ./
Mars /
o
100 Earth /
Venus ./
®" Mercury
1072 /
1072 100 10? 10 108
(Pyears)

...leading to Kepler's third
law, (Pyears)2 = (AAu)s-

Figure 3.6 A plot of A3 versus P2 for the eight planets and
three of the dwarf planets in our Solar System shows that
they obey Kepler's third law. (Note that by plotting powers
of 10 on each axis, we are able to fit both large and small val-
ues on the same plot. We will do this frequently.)



correlated with the size of the image of Venus in his telescope (Figure 3.7). This is
impossible to explain in a geocentric model, but it makes sense in a heliocentric
model. These observations in particular convinced Galileo that Copernicus was
correct to place the Sun at the center of our Solar System.

Galileo’s public support for Copernican heliocentricity got him into trouble
with the Catholic Church. In 1632, Galileo published his best-selling book, Dialogo
sopra i due massimi sistemi del mondo (Dialogue Concerning the Two Chief World
Systems). In the Dialogo, the champion of the Copernican view of the universe,
Salviati, is a brilliant philosopher. The defender of an Earth-centered universe,
Simplicio, uses arguments made by the classical Greek philosophers and the
pope, and he sounds silly and ignorant. Galileo had submitted drafts of his book
to church censors, but the censors found the final version unacceptable. The
perceived attack on the pope attracted the attention of the church, and Galileo
was eventually placed under house arrest. The book was placed on the Index of
Prohibited Works, along with Copernicus’s De Revolutionibus; but it traveled across
Europe, was translated into other languages, and was read by other scientists.

Galileo’s work on the motion of objects was at least as fundamental a
contribution as his astronomical observations. He conducted actual experiments
with falling and rolling objects. In one famous experiment, he dropped two objects
of different masses from the same very tall height and found that they landed at
the same time. His work on falling objects demonstrated that gravity on Earth
accelerates all objects at the same rate, independent of mass. Galileo’s approach
was different from that of prior natural philosophers who believed that one could
understand the universe just by thinking about it—no experiments needed.
Galileo’s observations and experiments with many types of moving objects, such
as carts and balls, led him to disagree with the philosophers about when and why
objects continued to move or came to rest. Before Galileo, it was thought that the
natural state of an object was to be at rest. But Galileo found that the natural state
of an object is to keep doing what it was doing until a force acts on it. Put more
precisely, Galileo found that an object in motion will continue moving along a
straight line with a constant speed until a force acts on it to change its state of
motion. This idea has implications for not only the motion of carts and balls but
also the orbits of planets.

Newton's Laws Govern Motion

One of the earliest advances in theoretical science was also one of the greatest
intellectual accomplishments. The work of Sir Isaac Newton on the nature of
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Figure 3.7 Modern photographs of the phases of Venus
show that when we see Venus more illuminated, it also
appears smaller, implying that Venus is farther away at
that time.
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@ An object (in this case a cup of
coffee) moving in a straight line
at a constant speed is at rest in
its own inertial frame of reference.

Liquid is
level.

— El
speed

Any change in either speed

or direction is an Elle=1 I o]y!

Side view

Speeding up means

accelerationfEala ki)

direction of motion.

Speeding up

Slowing down means

ERLEIETENTT) is opposite

the direction of motion.

Slowing down

/—> Turning

Turning at a constant speed

means = EIElTeg] is perpendicular
to the direction of motion.
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Rear view

Figure 3.8 (a) An object moving in a straight line at a con-
stant speed is not accelerating, so the coffee remains level
in the cup. (b) When accelerating, the coffee in the cup
sloshes forward or backward. (Throughout the text, veloc-
ity arrows are shown in red, and acceleration arrows are
shown in green.) As shown in the bottom frame, even a
change in the direction of motion with no change in speed
indicates an acceleration that will produce sloshing of the
coffee in the cup.

motion set the standard for what we now refer to as scientific theory and physical
law. Newton proposed three elegant laws that govern the motions of all objects in
the universe. They enabled Newton to connect phenomena on Earth to phenom-
ena in the sky. Newton’s laws are essential to our understanding of the motions
of the planets and all other celestial bodies. In this section, we will look at each
of the three laws in turn.

Newton's First Law: Objects at Rest Stay at Rest;
Objects in Motion Stay in Motion

A force is a push or a pull. It is possible for two or more forces to oppose one
another in such a way that they are perfectly balanced and cancel out. For exam-
ple, gravity pulls down on you as you sit in your chair. But the chair pushes up on
you with an exactly equal and opposite force. So you remain motionless. Forces
that cancel out have no effect on an object’s motion. When forces add together
to produce an effect, we often use the term net force, or sometimes just force.

Imagine that you are driving a car, and your phone is on the seat next to you.
A rabbit runs across the road in front of you, and you press the brakes hard. You
feel the seat belt tighten to restrain you. At the same time, your phone flies off the
seat and hits the dashboard. You have just experienced what Newton describes
in his first law of motion. Inertia is the tendency of an object to maintain its
state—either of motion or of rest—until it is pushed or pulled by a net force. In
the case of the stopping car, you did not hit the dashboard because the force of
the seat belt on you slowed you down. The phone did hit the dashboard because
no such force acted upon it.

Newton’s first law of motion describes inertia and states that an object in motion
tends to stay in motion, in the same direction, until a net force acts upon it; and
an object at rest tends to stay at rest until a net force acts upon it.

Recall from Section 3.1 the concept of a frame of reference. Within a frame of
reference, only the relative motions between objects have any meaning. Without
external clues, you cannot tell the difference between sitting still and traveling at
constant speed in a straight line. For example, if you close your eyes while riding
in the passenger seat of a quiet car on a smooth road, you would feel as though
you were sitting still. Returning to the earlier example, your phone was “at rest”
beside you on the front seat of your car, but a person standing by the side of the
road would see the phone moving past at the same speed as the car. And people
in a car approaching you would see the phone moving quite fast—at the speed
they are traveling plus the speed you are traveling! All of these perspectives are
equally valid, and all of these speeds of the phone are correct when measured
in the appropriate reference frame.

A reference frame moving in a straight line at a constant speed is an inertial
frame of reference. Any inertial frame of reference is as good as any other. As
illustrated in Figure 3.8a, in the frame of reference of a cup of coffee, it is at rest
in its own frame even if the car is speeding down the road. (Notice that we use
particular colors throughout this text for different quantities. Here, green arrows
are used for acceleration, and red arrows are used for speed or velocity, which
we will describe later.)

Newton’'s Second Law: Motion Is Changed by Forces

What if a net force does act? In the previous example, you were traveling in the
car, and your motion was slowed when the force of the seat belt acted upon you.



Forces change an object’s motion—by changing either the speed or the direction.
This reflects Newton’s second law of motion: if a net force acts on an object, then
the object’s motion changes.

In the preceding paragraphs, we spoke of “changes in an object’s motion,” but
what does that phrase really mean? When you are in the driver’s seat of a car, a
number of controls are at your disposal. On the floor are a gas pedal and a brake
pedal. You use these to make the car speed up or slow down. A change in speed
is one way the car’s motion can change. But you also have the steering wheel
in your hands. When you are moving down the road and you turn the wheel,
your speed does not necessarily change, but the direction of your motion does.
A change in direction is also a change in motion.

Together, the combined speed and direction of an object’s motion is called an
object’s velocity. “Traveling at 50 kilometers per hour (km/h)” indicates speed;
“traveling north at 50 km/h” indicates velocity. The rate at which the velocity of an
object changes is called acceleration. Acceleration tells you how rapidly a change
in velocity happens. For example, if you go from 0 to 100 km/h in 4 seconds, you
feel a strong push from the seat back as it shoves your body forward, causing you
to accelerate along with the car. However, if you take 2 minutes to go from 0 to
100 km/h, the acceleration is so slight that you hardly notice it.

Because the gas pedal on a car is often called the accelerator, some people
think acceleration always means that an object is speeding up. But we need to
stress that, as used in physics, any change in motion is an acceleration. Figure
3.8b illustrates the point by showing what happens to the coffee in a coffee cup
as the car speeds up, slows down, or turns. Slamming on your brakes and going
from 100 to 0 km/h in 4 seconds is just as much acceleration as going from 0 to 100
km/h in 4 seconds. Similarly, the acceleration you experience as you go through
a fast, tight turn at a constant speed is every bit as real as the acceleration you
feel when you slam your foot on the gas pedal or the brake pedal. Speeding up,
slowing down, turning left, turning right—if you are not moving in a straight
line at a constant speed, you are experiencing an acceleration.

Newton’s second law of motion says that net forces cause accelerations. The
acceleration an object experiences depends on two things. First, as shown in
Figure 3.9a, the acceleration depends on the strength of the net force acting on the
object to change its motion. Push three times as hard, and the object experiences
three times the acceleration, shown in Figure 3.9b. The change in motion occurs

Mass ( )

Acceleration (¢) &

Newton’s Second Law:
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Vocabulary Alert
force In common language, the word force has many meanings.
Astronomers specifically mean a push or a pull.

inertia In common language, we think of inertia as a tendency
to remain motionless. Astronomers and physicists think more
generally of inertia as the tendency of matter to resist a change
in motion—of an object at rest to remain at rest, and of a moving
object to remain in motion.

Figure 3.9 Newton’s second law of motion says that the
acceleration experienced by an object is determined by the
force acting on the object, divided by the object’s mass.
(Throughout the text, force arrows are shown in blue.)
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Working It Out 3.2 | Finding the Acceleration

The equation for acceleration states need to know two things: what net force is acting on the object,
and what is the mass of the object? We can say this formula in
words as “the acceleration is equal to the strength of the net
force divided by the mass.” We can translate it into math as

How much velocity changes
How long the change takes to happen

Acceleration =

We can write this more compactly by expressing the change
Strength of net force

in velocity as v,— v; and the change in time as f,—t,. Accel- Acceleration = Mass
eration is commonly abbreviated as a. So our equation can be
translated to math as This is a lot to write every time we want to talk about accel-
g™ eration. Typically, we let a stand for acceleration, F for force,
L —t and m for mass:
a= L
For example, if an object’s speed goes from 5 meters per sec- m

ond (m/s) to 15 m/s, then the final velocity is v, = 15 m/s. The
initial velocity is v; = 5 m/s. So the change in velocity (v,— v;)
is 10 m/s. If that change happens over the course of 2 seconds,
then the change in time, ¢, - t, is 2 seconds. So the acceleration
is 10 m/s divided by 2 seconds:

Newton’s second law is often written as F = ma (to under-
stand how we changed this equation, revisit Working It Out 2.1),
giving force as units of mass multiplied by units of acceleration,
or kilograms times meters per second squared (kg m/s?). The
units of force are named newtons (N), so that 1 N = 1 kg m/s?.

10 m/s This is the mathematical statement of Newton’s second law of

a =5 m/s/s motion. This equation says three things: (1) when you push on

2s

an object, that object accelerates in the direction you are push-
This is the same as saying “5 meters per second squared,” which ing; (2) the harder you push on an object, the more it accelerates;
is written as 5 m/s?, or 5 m/s™2. and (3) the more massive the object is, the harder it is to acceler-

If we want to know how an object’s motion is changing, we ate it.

in the direction the net force points. Push an object away from you, and it will
accelerate away from you.

The acceleration that an object experiences also depends on its inertia. Some
objects—for example, the empty box that a refrigerator was delivered in—are
easily shoved around by humans. However, a refrigerator, even though it is about
the same size, is not easily shoved around. For our purposes, an object’s mass is
interchangeable with its inertia. The greater the mass, the greater the inertia, and
thus less acceleration will occur in response to the same net force, as shown in
Figure 3.9c. This relationship between acceleration, force, and mass is expressed
mathematically in Working It Out 3.2.

Newton's Third Law: Whatever Is Pushed, Pushes Back

Imagine you are standing on a skateboard and pushing yourself along with your
foot. Each shove of your foot against the ground sends you faster along your way.
But why does this happen? Your muscles flex, and your foot exerts a force on
the ground. (Earth does not noticeably accelerate because its great mass gives it
great inertia.) Yet this does not explain why you experience an acceleration. The
fact that you accelerate means that as you push on the ground, the ground must
be pushing back on you.



Part of Newton’s genius was his ability to see patterns in such everyday
events. Newton realized that every time one object exerts a force on another, a
matching force is exerted by the second object on the first. That second force is
exactly as strong as the first force but is in exactly the opposite direction. When
you are riding on the skateboard, you push backward on Earth, and Earth pushes
you forward. As shown in Figure 3.10, a woman pulling a load on a cart pulls
on the rope, and the rope pulls back. A car tire pushes back on the road, and
the road pushes forward on the tire. Earth pulls on the Moon, and the Moon
pulls on Earth. Turning back to the chapter-opening illustration, we see that a
rocket engine pushes hot gases out of its nozzle, and those hot gases push back
on the rocket, propelling it into space. Two equal and opposite pairs of forces
are at work in this illustration; a pair of forces operates between the rocket
and Earth, and a pair of forces operates between the rocket and the exhaust.
Because the force of the exhaust on the rocket is larger than the force of gravity
on the rocket, the rocket accelerates upward. The force pairs are examples of
Newton’s third law of motion, which says that forces always come in pairs,
and the forces of a pair are always equal in strength but opposite in direction.
The forces in these action-reaction pairs always act on two different objects.
Your weight pushes down on the floor, and the floor pushes back on you with
the same amount of force. For every force there is always an equal and opposite
force. This is one of the few times when we can say “always” and really mean it.

Newton’'s Laws and Motion

To see how Newton’s three laws of motion work together, study Figure 3.11. An
astronaut is adrift in space, motionless with respect to the nearby space shuttle.
According to Newton’s first law, he’s stuck! With no tether to pull on, how can
the astronaut get back to the shuttle? Suppose the 100-kg astronaut throws a 1-kg
wrench directly away from the shuttle at a speed of 10 m/s. Newton’s second
law says that to cause the motion of the wrench to change, the astronaut has to
apply a force to it in the direction away from the shuttle. Newton’s third law says
that the wrench must therefore push back on the astronaut with just as much

An astronaut adrift in space [JIEIfE on a wrench,
which, according to Newton’s third law,
back on the astronaut.

While in contact with each other, the wrench and
the astronaut experience

...and subsequently move in opposite directions at
constantfELISIES, in accord with Newton's first law.
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Figure 3.10 Newton'’s third law states that for every force
there is always an equal and opposite force. These oppos-
ing forces (action-reaction pair) always act on two different
objects.

Figure 3.11 According to Newton's laws, if an
astronaut adrift in space throws a wrench, the two
will move in opposite directions. Their speeds

will depend on their masses; the same force will
produce a smaller acceleration of a more massive
object than of a less massive object. (Acceleration
and velocity arrows are not drawn to scale.)

proportional to the inverse of their masses...
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Vocabulary Alert

weight In common language, we often use weight and mass
interchangeably. For example, we often interchange kilograms
(a unit of mass) and pounds (a unit of weight), but in scientific
language this is incorrect. Astronomers use mass to refer to
the amount of stuff in an object and weight to refer to the force
exerted on that object by the planet’s gravitational pull. Your
weight changes with location, but your mass stays the same no
matter what planet you are on

force in the opposite direction. The force of the wrench on the astronaut causes
the astronaut to begin drifting toward the shuttle. How fast will the astronaut
move? Turn to Newton’s second law again. Because the astronaut has more
mass, he will accelerate less. The 100-kg astronaut will experience only 1/100
as much acceleration as the 1-kg wrench, and so he will have 1/100 the final
velocity. The astronaut will drift toward the shuttle, but only at the leisurely rate
of 0.1 m/s.

Gravity Is a Force between Any Two
Massive Objects

Newton’s work on the motion of objects led to a great insight. Of course, gravity
was known before Newton, so he did not “discover” gravity. But Newton real-
ized that the force that was responsible for causing dropped keys to fall to the
floor was also responsible for the orbits of the Moon around Earth and the plan-
ets around the Sun.

Gravity, Mass, and Weight

Consider what happens when you drop your keys to the floor. They begin at rest
and then accelerate downward. This acceleration requires the action of a force,
which is commonly known as the gravitational force: the mutually attractive force
between two objects with mass. The gravitational force on an object attracted by
a planet is also typically called its weight. Everyone already knew that dropped
keys fall to the ground. Newton’s genius was in connecting this everyday phe-
nomenon to the motion of the planets around the Sun. Newton’s theory of gravity
united Kepler’s empirical laws and his own laws of motion.

The acceleration due to the gravitational force—known as the gravitational
acceleration—near the surface of Earth is usually written as gand has an average
value across the surface of Earth of 9.8 m/s?. Experiments show that all objects on
Earth fall with this same acceleration. Whether you drop a marble or a cannonball,
after 1 second it will be falling at a speed of 9.8 m/s, after 2 seconds at 19.6 m/s,
and after 3 seconds at 29.4 m/s. (Note that air resistance becomes a factor at higher
speeds, but it is negligible for dense, slow objects.)

Newton realized that if all objects fall with the same acceleration, then the
gravitational force on an object must be determined by the object’s mass. To
see why, look back at Newton’s second law—acceleration equals force divided
by mass, or a = F/m. The only way gravitational acceleration can be identical
for all objects is if the value of the force divided by the mass is the same for all
objects. In other words, make an object twice as massive and you double the
gravitational force acting on it. Make an object three times as massive and you
triple the gravitational force acting on it.

On the surface of Earth, weight is just mass multiplied by Earth’s gravitational
acceleration, g. In everyday speech, people equate mass and weight. We often say
that an object with a mass of 2 kg “weighs” 2 kg, but it is more correct to express
a weight in terms of newtons (N), the metric unit of force:

Fweight =mxg

where Fygh is an object’s weight in newtons, m is the object’s mass in kilograms,
and g is Earth’s gravitational acceleration in meters per second squared. On



Earth, an object with a mass of 2 kg has a weight of 2 kg x 9.8 m/s?, or 19.6 N. On
the Moon, where the gravitational acceleration is 1.6 m/s?, the 2-kg mass would
have a weight of 2 kg x 1.6 m/s?, or 3.2 N. Although your mass remains the same
wherever you are, your weight varies. On the Moon, your weight would be about
one-sixth of your weight on Earth.

Newton’s Law of Gravity

Newton’s next great insight came from applying his third law of motion to
gravity. Newton’s third law states that for every force there is an equal and
opposite force. Therefore, if Earth exerts a force of 19.6 N on a 2-kg mass sitting
on its surface, then that 2-kg mass must exert a force of 19.6 N on Earth as well.
Drop a 10-kg frozen turkey and it falls toward Earth—but at the same time, Earth
falls toward the 10-kg turkey. The reason we do not notice the motion of Earth
is that Earth has a lot of inertia. In the time it takes a 10-kg turkey to fall to the
ground from a height of 1 kilometer, Earth has “fallen” toward the turkey by a
tiny fraction of the size of an atom.

Newton reasoned that this relationship should work with either object. If
doubling the mass of an object doubles the gravitational force between the object
and Earth, then doubling the mass of Earth ought to do the same thing. In short,
the gravitational force between Earth and an object must be proportional to the
product of the masses of Earth and the object:

Gravitational force = Something x Mass of Earth x Mass of object

If the mass of the object were two times greater, then the force of gravity would
be two times greater. Likewise, if the mass of Earth were three times what it is, the
force of gravity would have to be three times greater as well. If both the mass of
Earth and the mass of the object were greater by these amounts, the gravitational
force would increase by a factor of 2 x 3, or six times. Because objects fall toward
the center of Earth, we know that gravity is an attractive force acting along a line
between the two masses.

If gravity is a force that depends on mass, then there should be a gravitational
force between any two masses. Suppose we have two masses—call them mass
1 and mass 2, or m, and m, for short. The gravitational force between them is
something multiplied by the product of the masses:

Gravitational force between two objects = Something x m, x m,

We have gotten this far just by combining Galileo’s observations of falling
objects with (1) Newton’s laws of motion and (2) Newton’s belief that Earth
is a mass just like any other mass. But what about that “something” in
the previous expression? Today we have sensitive instruments that allow
scientists to put two masses close to each other in a laboratory, measure the
force between them, and determine the value of that something directly. Yet
Newton had no such instruments. He had to look elsewhere to continue his
exploration of gravity.

Kepler had already thought about this question. He reasoned that because
the Sun is the focal point for planetary orbits, the Sun must be responsible for
exerting an influence over the motions of the planets. Kepler speculated that
whatever this influence is, it must grow weaker with distance from the Sun.
After all, it must surely require a stronger influence to keep the innermost
planet, Mercury, whipping around in its tight, fast orbit than it does to keep

Gravity Is a Force between Any Two Massive Objects
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Working It Out 3.3 Newton's Law of Gravity:
Playing with Proportionality

One of the most useful ways to play with equations is to study
the proportionalities. For example, in Newton’s law of gravity,
we can see that the force is proportional to each of the masses of
the objects involved:

What does that mean? It means that if the mass of one object
is doubled, the force is as well. If the mass of one object is
increased by a factor of 2.63147, so is the force. This provides
a handy shorthand way of making calculations without actu-
ally having to plug G, r, and m, into the equation. Suppose that
your mass, m,, suddenly increased by a factor of 2 (doubled).
How would this affect the force of gravity, F, on you; that is,
your weight? F would also increase by a factor of 2, so that your
weight would double. This is somewhat intuitive. If you sud-
denly had twice as much stuff in your insides, you should cer-
tainly weigh twice as much.

If you study the equation, you will see that we are just using
arule we learned in Working It Out 2.1: Whatever you do to one
side of the equation, you also have to do to the other side. In
this case, we multiplied one of the terms on the right by 2, so we
also had to multiply the term on the left by 2.

In these examples, we have been focusing on terms that are
directly proportional to each other. Inverse proportions are
slightly more complicated: In inverse proportions, when one
term is doubled, the other is halved. This happens when one
term is in the denominator while the other is in the numerator.
We saw something like this before when we learned about the
relationship between distance, time, and speed:

d

s=—
Speed and distance are directly proportional to each other.

If you traveled twice as far as your friend in the same amount

of time, you were going twice as fast. But speed and time are
inversely proportional. If it took you twice as long to travel
that distance, you were going half as fast. Consider our rule
about doing the same thing to both sides of the equation.

On the right, you multiply the time by 2. But time is in the
denominator, so you have effectively multiplied the right side
by 2. You must also do this on the left and multiply s by 2.
(Notice that two things that are inversely proportional never
have the same units. This is often true of direct proportions
as well.)

Let’s return to Newton’s law of gravity and ask what happens
when we change r, the distance between the objects. We might
ask, for example, “How would the gravitational force between
Earth and the Moon change if the distance between them were
doubled?” Newton’s law of gravitation states that the force is
inversely proportional to r?:

So if we double r, we expect F to decrease; so far so good. But
what do we do about the square? If we put (2r) in where (1) is
in the equation, we see that we would have to write (2r)%. This
means that the ris squared and the 2 is squared. So
(21)*> = 4r%. We have effectively multiplied the right-hand side
by %. We must also do that on the left, so the force is % as
strong as before:

F  Gmm,

4 r?

Doubling the distance reduces the force by a factor of 4. This
1/r? proportionality occurs in many contexts in astronomy. Take
a moment to calculate how the force would change if the dis-
tance increased by a factor of 3, 5, or 10, and if it decreased by
a factor of /2, /4, or 1/10. Once you can do this, you will have a
tool you can use again and again in the remaining chapters.

the outer planets lumbering along their paths around the Sun. Kepler’s
speculation went even further. Although he did not know about forces or
inertia or gravity, he did know quite a lot about geometry, and geometry alone
suggested how this solar “influence” might change for planets progressively
farther from the Sun.

Imagine that you have a certain amount of paint to spread over the surface
of a sphere. If the sphere is small, you will get a thick coat of paint. But if the
sphere is larger, the paint has to spread farther, and you get a thinner coat. The
surface area of a sphere depends on the square of the sphere’s radius. Double the



radius of a sphere, and the sphere’s surface becomes four times what it was. If you
paint this new, larger sphere, the paint must cover four times as much area, and
the thickness of the paint will be only one-fourth of what it was on the smaller
sphere. Triple the radius of the sphere and the sphere’s surface will be nine times
as large, and the thickness of the coat of paint will be only one-ninth as thick.

The paint in this example describes how Kepler thought about the influence
the Sun exerts over the planets. As the influence of the Sun extended farther
and farther into space, it would spread out to cover the surface of a larger and
larger imaginary sphere centered on the Sun. The influence of the Sun should
diminish with the square of the distance from the Sun—a relationship known
as an inverse square law.

Kepler had an interesting idea but no scientific hypothesis with testable
predictions. He lacked an explanation for how the Sun influences the planets and
the mathematical tools to calculate how an object would move. Newton had both.
If gravity is a force between any two objects, then there should be a gravitational
force between the Sun and each of the planets. Might this gravitational force
be the same as Kepler’s “influence”? If so, gravity might behave according to an
inverse square law. Newton’s expression for gravity came to look like this:

my; X m,
(Distance between objects)?

Gravitational force

between two objects Something x

There is still a “something” left in this expression, and that something is a
constant: a number that does not change. This constant determines the strength
of gravity between objects, and it is the same for all pairs of objects. Newton
named it the universal gravitational constant, written as G. It was not until many
years later that the actual value of G was first measured. Today, the value of G is
known to be 6.673 x 107! m3/(kg s?).
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Figure 3.12 Gravity is an attractive force between two

objects. The force of gravity depends on the masses of the

objects, m; and m,, and the distance, r, between them.

Putting the Pieces Together:
A Universal Law for Gravitation

Newton’s Universal Law of Gravitation: =G

m4Mmo

Newton’s universal law of gravitation states that grav-
ity is a force between any two objects having mass and
has these properties:

Gravity is an attractive
that acts along the line between
two objects.

1. Itis an attractive force, F, acting along a straight line e 6
between the two objects. F F
my my

2. Itis proportional to the mass of one object, m,, mul-

tiplied by the mass of the other object, m,. If we
double m,, F increases by a factor of 2. Likewise, if ~ More [[EE

The is proportional to the [fi@88l of each
object. Larger masses produce greater forces.

. means more [[oJ{efs].
we double m,, F increases by a factor of 2. force

3. Itis inversely proportional to the square of the dis- Q - > < - Q
tance rbetween the centers of the two objects. If we my ",
double r, F decreases by a factor of 4. If we triple r,
F falls by a factor of 9 (Working It Out 3.3). Greater
| means less |{oJ(gs]. |

These properties are illustrated in Figure 3.12.
Translated into mathematics, and including the constant @
of proportionality, G, the universal law of gravitation is F
~ Gmym,

F= 2

The B is inversely proportional
to the square of the
between the masses. Larger
distances produce smaller forces.
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(a)

A cannonball travels over the
ground as it [E[Jtoward Earth.

(b)

If fired it travels farther in the
time it takes to [E]]] to the ground.

v a
()
If fired [Edenough, Earth’s surface curves
out from under the cannonball as it Z1[E
v
4
a

Ucirc

(d)

If fired at the
and parallel

to the ground, the
cannonball [E[§ around
Earth in a circular orbit.

Figure 3.13 Newton realized that a cannonball fired at the
right speed would fall around Earth in a circle.

Orbits Are One Body “Falling Around”
Another

Kepler’s laws regarding the motions of planets allowed astronomers to predict
the positions of the planets accurately, but these laws did not explain why the
planets behaved as they did. Newton’s work provided the answer to the question:
Why do planets orbit the Sun?

Newton Explains Kepler

Newton used his laws of motion and his proposed law of gravity to calculate the
paths that planets should follow as they move around the Sun. When he did so,
his calculations predicted that:

e Planetary orbits should be ellipses with the Sun at one focus.

e Planets should travel faster when closer to the Sun.

e The square of the period of the orbit should equal the semimajor axis cubed
(in appropriate units).

In short, Newton’s universal law of gravitation predicted that planets should
orbit the Sun in just the way that Kepler’s empirical laws described. This was
the moment when it all came together. By explaining Kepler’s laws, Newton
found important support for his law of gravitation. Newton argued that the same
gravitational force governed the behavior of dropped keys and orbiting planets.

Gravity and Orbits

Newton’s laws describe how an object’s motion changes in response to forces and
how objects interact with each other through gravity. To go from statements about
how an object’s motion is changing to more practical statements about where an
object is, we carefully have to “add up” the object’s motion over time. To see how
we can do this, let’s begin with a “thought experiment”—the same thought experi-
ment that helped lead Newton to his understanding of how planets orbit the Sun.

Drop a cannonball and it falls directly to the ground, just as any mass does.
However, if instead we fire the cannonball from a cannon that is level with the
ground, as shown in Figure 3.13a, it behaves differently. The cannonball still
falls to the ground in the same time as before, but while falling it is also traveling
over the ground, following a curved path that carries it some horizontal distance
before it finally lands. As you can see in Figure 3.13b, the faster the ball is fired
from the cannon, the farther it will go before it hits the ground.

In the real world, this experiment reaches a natural limit. To travel through
air, the cannonball must push the air out of its way—an effect we normally refer
to as air resistance—which slows it down. But because this is only a thought
experiment, we can ignore such real-world complications. Instead imagine
that, having inertia, the cannonball continues along its course until it runs into
something. As the cannonball is fired faster and faster, it goes farther and farther
before hitting the ground. If the cannonball flies far enough, Earth’s surface
“curves out from under it,” shown in Figure 3.13c. Eventually, the cannonball
is flying so fast that the surface of Earth curves away from the cannonball at
exactly the same rate that the cannonball is falling toward Earth. This is the case
shown in Figure 3.13d. At this point the cannonball, which always falls toward
the center of Earth, is literally “falling around the world.”



Like Newton’s cannonball, an Because both spacecraft and
astronaut experience the same

gravitational Ele={EIETelgl . .

astronaut [E¥freely around Earth.
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...both are independent bodies
sharing the same orbit.

Figure 3.14 A “weightless” astronaut has not escaped Earth’s gravity. Rather, an astronaut and a spacecraft share the same orbit as they fall around Earth

together.

In 1957, the Soviet Union used a rocket to lift Sputnik 1, an object about the size
of a basketball, high enough above Earth’s upper atmosphere that air resistance
ceased to be a concern. With this event, Newton’s thought experiment became
a matter of great practical importance; Sputnik 1 was moving so fast that it fell
around Earth, just as the cannonball did in Newton’s mind. Sputnik 1 was the
first human-made object to orbit Earth. You now know enough about motions for
a formal definition of the term orbit. An orbit is the path of one object that freely
falls around another. “To orbit” is to fall freely around another object.

The concept of orbits also answers the question of why astronauts float freely
about the cabin of a spacecraft. It is not because they have escaped Earth’s
gravity; it is Earth’s gravity that holds them in their orbit. Instead the answer
lies in Galileo’s early observation that every object falls in just the same way,
regardless of its mass. The astronauts and the spacecraft are both moving in the
same direction, at the same speed, and are experiencing the same gravitational
acceleration, so they fall around Earth together. Figure 3.14 demonstrates this
point. The astronaut is orbiting Earth just as the spacecraft is orbiting Earth.
On the surface of Earth our bodies try to fall toward the center of Earth, but
the ground gets in the way. We experience our weight when we are standing
on Earth because the ground pushes on us hard enough to counteract the
force of gravity, which is trying to pull us down. In the spacecraft, however,
nothing interrupts the astronaut’s fall because the spacecraft is falling around
Earth in just the same orbit. The astronaut is in free fall: he is falling freely
in Earth’s gravity.

When one object is falling around another, much more massive object, we say
that the less massive object is a satellite of the more massive object. Planets are
satellites of the Sun, and moons are natural satellites of planets. Newton’s imaginary
cannonball is a satellite. The spacecraft and the astronauts are independent
satellites of Earth that conveniently happen to share the same orbit.

Centripetal Force and Circular Velocity

If fired fast enough, Newton’s cannonball falls around the world; but just how
fast is “fast enough”? Newton’s orbiting cannonball moves along a circular path
at constant speed. This type of motion is referred to as uniform circular motion.
You are probably familiar with other examples of uniform circular motion. For
example, think about a ball whirling around your head on a string, as shown in

»-1I AstroTour: Newton’s Laws and Universal
Gravitation
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Figure 3.15 (a) A string provides the
centripetal force that keeps a ball
moving in a circle. (We are ignoring
the smaller force of gravity that also
acts on the ball.) (b) Similarly, grav-
ity provides the centripetal force that
holds a satellite in a circular orbit.

»-I| AstroTour: Elliptical Orbits
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...a ball moving on a circular
path would fly off along a line
tangent to the circle.
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...the same would be
true for a satellite.
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Figure 3.15a. If you were to let go of the string, the ball would fly off in a straight
line in whatever direction it was traveling at the time. The string prevents the
ball from flying off by constantly changing the direction the ball is traveling.
This central force of the string on the ball is called a centripetal force: a force
toward the center of a circle. Using a more massive ball, speeding up the ball’s
motion, or making the string shorter so that the turn is tighter all increase the
force needed to keep a ball moving in a circle.

In the case of Newton’s cannonball (or a satellite), there is no string to hold the
ball in its circular motion. Instead, the force is provided by gravity, as illustrated
in Figure 3.15b. For Newton’s thought experiment to work, the force of gravity
must be just enough to keep the satellite moving on its circular path. Because
this force has a specific strength, it follows that the satellite must be moving at
a particular speed, which we call its circular velocity (v,,..). If the satellite were
moving at any other velocity, it would not be moving in a circular orbit. Remember
the cannonball. If the cannonball were moving too slowly, it would drop below
the circular path and hit the ground. Similarly, if the cannonball were moving
too fast, its motion would carry it above the circular orbit. Only a cannonball
moving at just the right velocity—the circular velocity—will fall around Earth
on a circular path.

The Shape of Orbits

Some Earth satellites travel a circular path at constant speed. Just like the ball
on a string, satellites traveling at the circular velocity remain the same distance
from Earth at all times, neither speeding up nor slowing down in orbit. But what
if the satellite were in the same place in its orbit and moving in the same direc-
tion, but traveling faster than the circular velocity? The pull of Earth is as strong
as ever, but because the satellite has greater speed, its path is not bent by Earth’s
gravity sharply enough to hold it in a circle. So the satellite begins to climb above
a circular orbit.

As the distance between the satellite and Earth increases, the satellite slows
down. Think about a ball thrown into the air, as shown in Figure 3.16a. As the



ball climbs higher, Earth’s gravity slows the ball down. The ball climbs more and
more slowly until its vertical motion stops for an instant and then is reversed;
the ball falls back toward Earth, speeding up along the way. The satellite does
the same thing. As the satellite moves away from Earth, Earth’s gravity slows the
satellite down. The farther the satellite is from Earth, the more slowly the satellite
moves—ijust like the ball thrown into the air. And just like the ball, the satellite
reaches a maximum height on its curving path and then begins falling back
toward Earth. As the satellite falls back toward Earth, Earth’s gravity speeds it up.

This happens for any object in an elliptical orbit, including a planet orbiting
the Sun. Kepler’s second law says that a planet moves fastest when it is closest
to the Sun and slowest when it is farthest from the Sun. Now we know why. As
shown in Figure 3.16b, planets lose speed as they pull away from the Sun and
then gain that speed back as they fall inward toward the Sun.

Newton’s laws do more than explain Kepler’s laws: they predict orbits beyond
Kepler’s empirical observations. Figure 3.17 shows a series of satellite orbits, each
with the same point of closest approach to Earth but with different velocities at
that point. The greater the speed a satellite has at its closest approach to Earth,
the farther the satellite is able to pull away from Earth, and the more eccentric
its orbit becomes. As long as it remains elliptical, no matter how eccentric, the
orbit is called a bound orbit because the satellite is gravitationally bound to the
object it is orbiting.

In this sequence of faster and faster satellites there comes a point of no return—a
point when the satellite is moving so fast that gravity is unable to reverse its
outward motion, so the satellite coasts away from Earth, never to return. This
indeed is possible. The lowest speed at which this happens is called the escape
velocity from the orbit, v,,.. Once a satellite’s velocity at closest approach equals
or exceeds v, it is in an unbound orbit. The object is no longer gravitationally
bound to the body that it was orbiting. A comet traveling on an unbound orbit
makes only a single pass around the Sun and then is back off into deep space,
never to return.

U < Vg leads to U = Ugg leads
bound elliptical orbits. to unbound

\ orbits.

U > g leads to

unbound orbits.

Figure 3.17 A range of different orbits that share the same point of closest approach but
differ in velocity at that point. An object’s velocity at closest approach determines the orbit
shape and whether the orbit is bound or unbound. The dividing line between bound and
unbound occurs when the object has a velocity equal to the escape velocity (green line).
Objects with higher velocities have excess velocity, and their orbits are not bound (blue and
purple lines)
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Figure 3.16 (a) A ball thrown into the air slows as it climbs
away from Earth and then speeds up as it heads back
toward Earth. (b) A planet on an elliptical orbit around the
Sun does the same thing. (Although no planet has an orbit
as eccentric as the one shown here, the orbits of comets
can be far more eccentric.)
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Curiosity, Interrupted: Sun Makes

Mars Go Dark

By IAN O'NEILL, Discovery News

NASA has stopped sending commands to
Mars rover Curiosity and will soon follow
suit for rover Opportunity, Odyssey, and the
Mars Reconnaissance Orbiter (MRO). But don’t
worry, government cutbacks haven’t severed
interplanetary communications, you can
blame the sun.

Once every 26 months the orbits of Earth
and Mars align in such a way that our near-
est star physically gets in the way of our line

of sight. Known as a “Mars solar conjunc-
tion,” from our point of view, the red planet
almost passes directly behind the solar disk
[Figure 3.18]. This means, inevitably, com-
munications between the planets are severely
disrupted.

Curiosity mission managers at NASA’s Jet
Propulsion Laboratory (JPL) in Pasadena, Cali-
fornia, suspended communications with the
1-ton robot yesterday (April 4) so to avoid any
corruption of data. They won’t recommence
transmissions until May 1.

The Sun’s lower atmosphere (the corona) is
buzzing with highly charged particles, caus-
ing interference with radio communications
that pass through it. Also, each conjunction
is different, depending on orbital inclination
and solar activity. The Sun is currently under-
going “solar maximum”—peak activity for
its approximate 11-year cycle. This conjunc-
tion will see Mars close in on the solar limb
by only 0.4° on April 17—a maximum period
for interference.

Although receiving data from the rover

Figure 3.18 About every 2 years, Mars and Earth are on opposite sides of the Sun, making communication between the two planets

impossible.
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isn’t too much of a problem (blocks of miss-
ing data can be requested again later), sending
commands, only for the data to become cor-
rupted on the way to Mars, could be a serious
issue for the health of the mission.

Commands to the NASA orbiters will also
be suspended from April 9 to 26. The MRO
has been switched to a “record only” mode
whereas the veteran Odyssey will continue
to transmit throughout the conjunction—
although NASA is expecting the inevitable
data dropouts particularly around April 17.
Operations of the European Mars Express sat-
ellite, which has been orbiting Mars since
2003, will also be affected.

“For the entire conjunction period, we’ll
just be storing data on board (the Mars Recon-
naissance Orbiter),” said JPL's Reid Thomas,
MRO deputy mission manager. The orbiter is
expected to accumulate 40 gigabits of science
data from its own instruments and 12 giga-
bits of data from Curiosity, which will all be
downloaded to Earth about May 1.

“This is our sixth conjunction for Odyssey,”
said Chris Potts, Odyssey mission manager
at JPL. “We have plenty of useful experience

<>

dealing with them, though each conjunction
is a little different.” Odyssey has been orbit-
ing Mars since 2001.

“The biggest difference for this 2013 con-
junction is having Curiosity on Mars,” added
Potts.

Although NASA won’t be transmitting,
Curiosity will be sending regular “beeps” to
Earth to reassure us that it’s okay. “We will
maintain visibility of rover status two ways,”
said Torsten Zorn, conjunction planning
leader for Curiosity’s JPL engineering opera-
tions team. “First, Curiosity will be sending
daily beeps directly to Earth. Our second line
of visibility is in the Odyssey relays.”

Curiosity landed inside Gale Crater on
August 5, 2012, and has already made ground-
breaking (literally) progress in the hunt of evi-
dence for past (and present) habitability of the
red planet. This communications blackout is
the first time Curiosity will be alone.

Evaluating the News

1. Reading from context, what is the meaning
of the word conjunction? Use a dictionary
to find the correct astronomical meaning of

this word. How close did you come to the
actual definition when you reasoned from
context?

. Several different orbits are mentioned in

this article: the orbit of Earth around the
Sun, the orbit of Mars around the Sun,
and the orbit of satellites around Mars.
Rank these orbits in order from smallest
to largest.

. The period of Mars’s orbit is 1.88 years, and

the period of Earth’s orbit is 1 year. How
long is Mars’s orbital period in months?
How long is Earth’s orbital period in
months?

. This solar conjunction occurs every 26

months. Draw a picture like the one in
the article for one conjunction. Then add
second locations for Mars and Earth that
estimate their positions during the fol-
lowing conjunction. (Hint: See preceding
question.)

. If there were a manned mission on Mars

today, this loss of contact would be very
troubling. How might NASA plan to avoid
losing contact with the astronauts on Mars
during one of these conjunctions?

Early astronomers hypothesized that the Earth was stationary at the
center of the Solar System. Later astronomers realized that a Sun-
centered Solar System was much simpler. Kepler’s laws describe the
elliptical orbits of planets around the Sun, including details about how
fast the planet travels at various points in its orbit. These laws helped
Newton to advance science by developing his laws of motion, which
govern the motion of all objects (not just orbiting ones). Kepler’s laws
are explained by Newton’s theory of gravity, which describes how
planets are bound to the Sun.

1 Kepler’s first law states that planets move in ellipses. Kepler’s
second law relates the speed of the planet to different places
in its orbit (faster when closer to the Sun, slower when farther
from the Sun), so that the planets sweep out equal areas in
equal times. Kepler’s third law gives an empirically determined
relationship between the size of an orbit and the time it takes
for the planet to orbit once (the period squared is proportional
to the average distance cubed).

2 Newton’s three laws (in shorthand: inertia, F = ma, and “every
action has an equal and opposite reaction”) govern the motion

of all objects. Net forces cause accelerations, or changes in
motion. Mass is the property of matter that gives it inertia,
or resistance to changes in motion. Gravity is one of the fun-
damental forces of nature and binds the universe together.
Gravity is a force between any two objects due to their masses.
The force of gravity is proportional to the product of the two
masses and inversely proportional to the square of the distance
between them.

Planets orbit the Sun in bound, elliptical orbits because of
gravity. Any circular orbit has a characteristic circular veloc-
ity, which is faster if the orbit is smaller because gravity is
stronger when the objects are closer together. A planet on an
elliptical orbit speeds up and slows down as it is closer and
farther from the Sun, respectively. Orbits become “unbound”
when the object reaches escape velocity. Knowing these prop-
erties of orbits allows astronomers to measure the masses of
planets or stars.

A reference frame is a system in which an observer makes
measurements of both space and time. No reference frame is
preferred over any other.
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1. Complete the following descriptions of planetary orbits.

a. A planet moves fastest when it is to the Sun and
slowest when it is from the Sun.
b. Each ellipse has two foci. At one focus is the . At

the other focus is .
c. A planet with a period of 84 Earth years has an orbit that is
than a planet with an orbit of 1 Earth year.

2. Newton’s second law of motion states that

a. objects have inertia.

b. the acceleration of an object is proportional to the net force
acting on it.

c. every action has an equal and opposite reaction.

d. the force of gravity is proportional to the masses of the two
objects and the inverse of the square of the distance between
them.

3. The connection between gravity and orbits enables astronomers
to measure the of stars and planets.
a. distances
b. sizes
c. masses
d. compositions

4. Suppose you are driving a car, and a coffee cup is on the seat
beside you. Rank, in increasing order, the speed of the coffee
cup in the reference frame of

an astronaut on the International Space Station

the cup itself

an observer at the side of the road

. an observer in an oncoming car

you, the driver

ea0 e

5. Place the following in order from largest to smallest semimajor
axis:

QUESTIONS AND PROBLEMS

Multiple Choice and True/False

11. T/F: Kepler’s three laws explain why the planets orbit the Sun
as they do.

12. T/F: The natural state of objects is to be at rest. This is why a
book, given a push across a table, will eventually slow to a
stop.

13. T/F: To find the mass of a central object, such as the Sun, we
only need to know the semimajor axis and period of an
orbit, such as Earth’s.

10.

14.
15.

16.

a. a planet with a period of 84 Earth days
b. a planet with a period of 1 Earth year

c. a planet with a period of 2 Earth years
d. a planet with a period of 0.5 Earth years

What is the eccentricity of a circular orbit?

Suppose that you drop the following objects off of a tall tower.
Rank the objects in terms of the gravitational force on them,
from smallest to largest.

a. an apple

b. a decorative Styrofoam “apple”

c. asolid gold “apple”

. Imagine you are walking along a forest path. Which of the fol-

lowing is not an action-reaction pair in this situation?

a. The gravitational force between you and Earth; the gravita-
tional force between Earth and you.

b. Your shoe pushes back on Earth; Earth pushes forward on
your shoe.

c. Your foot pushes back on the inside of your shoe; your shoe
pushes forward on your foot.

d. You push down on Earth; Earth pushes you forward.

A net force must be acting when (choose all that apply)
a. an object accelerates.

b. an object changes direction but not speed.

c. an object changes speed but not direction.

d. an object changes speed and direction.

Suppose you are transported to a planet with twice the mass

of Earth, but the same radius of Earth. Your weight would
by a factor of

a. increase; 2 b. increase; 4

c. decrease; 2 d. decrease; 4

T/F: You are always at rest in your own reference frame.

T/F: A force is required to keep an object moving at the same
velocity.

Kepler’s second law says that

a. planetary orbits are ellipses with the Sun at one focus.

b. the square of a planet’s orbital period equals the cube of its
semimajor axis.

c. for every action there is an equal and opposite reaction.

d. planets move fastest when they are closest to the Sun.



17.

18.

19.

20.

21.

22.

Imagine that you are pulling a small child on a sled by means of

a rope. Which of the following are action-reaction pairs?

a. You pull forward on the rope; the rope pulls backward on
you.

b. The sled pushes down on the ground; the ground pushes up
on the sled.

c. The sled pushes forward on the child; the child pushes back
on the sled.

d. The rope pulls forward on the sled; the sled pulls backward
on the rope.

Imagine a planet moving in a perfectly circular orbit around the

Sun. Is this planet experiencing acceleration?

a. Yes, because it is changing its speed all the time.

b. Yes, because it is changing its direction of motion all the
time.

c. No, because its speed is not changing all the time.

d. No, because planets do not experience accelerations.

Suppose you watch a person riding on the back of a truck that

is traveling to your left. The person throws a ball off the back

of the truck, in a direction opposite the motion of the truck. In

your reference frame,

. the ball travels to the left.

. the ball travels to the right.

the ball falls straight down.

. the behavior of the ball depends on the relative speeds of the
ball and the truck.

oo

Suppose you read in the newspaper that a new planet has been
found. Its average speed in its orbit is 33 kilometers per second
(km/s). When it is closest to its star, it moves at 31 km/s, and
when it is farthest from its star, it moves at 35 km/s. This story is
in error because

a. the average speed is far too fast.

b. Kepler’s third law says the planet has to sweep out equal
areas in equal times, so the speed of the planet cannot
change.

c. planets stay at a constant distance from their stars; they don’t
move closer or farther away.

d. Kepler’s second law says the planet must move fastest when it
is closest, not when it is farthest away.

e. using these numbers, the square of the orbital period will not
be equal to the cube of the semimajor axis.

Suppose that you read about a new car that can go from 0 to 100
km/h in only 2.0 seconds. What is this car’s acceleration?

a. about 50 km/h

b. about 14 m/s?

c. about 50 km/n/s

d. about 200 km

e. about 0.056 km/h?

Imagine that you are standing at the top of a tall tower. You drop
four objects, all the size of a bowling ball. Each is made of a
different substance: Styrofoam, lead, Bubble Wrap, and pump-
kin. Neglecting air resistance, in what order do they reach the
ground?

a. lead, pumpkin, Bubble Wrap, Styrofoam

b. lead, Bubble Wrap, pumpkin, Styrofoam

c. Styrofoam, lead, Bubble Wrap, pumpkin

d. None of the above; they all reach the ground at the same time.

23.

24.

25.
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Two balls, one of gold with a mass of 100 kg and one of wood

with a mass of 1 kg, are suspended 1 meter apart. How does the

force of the gold ball on the wood ball compare to the force of

the wood ball on the gold ball?

a. The force of the gold ball on the wood ball is stronger than
the force of the wood ball on the gold ball.

b. The force of the wood ball on the gold ball is stronger than
the force of the gold ball on the wood ball.

c. Both forces are the same.

d. Both forces are too small to measure, so the answer is not
known.

Weight refers to the force of gravity acting on a mass. We often
calculate the weight of an object by multiplying its mass by

the local acceleration due to gravity. The value of gravitational
acceleration on the surface of Mars is 0.377 times that on Earth.
If your mass is 85 kg, your weight on Earth is 830 N (m x g = 85
kg x 9.8 m/s? = 830 N). What would be your approximate mass
and weight on Mars?

a. mass 830 N; weight 8,300 N

b. mass 85 kg; weight 830 N

c. mass 85 kg; weight 31 kg

d. mass 85 kg; weight 310 N

The average distance of Uranus from the Sun is about 19 times

Earth’s distance from the Sun. The Sun’s gravitational force on

Uranus is than the Sun’s gravitational force on
Earth.

a. 361 times weaker

b. 19 times weaker

c. 19 times stronger

d. 361 times stronger

Conceptual Questions

26.

27.
28.

29.

30.

31.
32.

Ellipses contain two axes, major and minor. Half the major axis
is called the semimajor axis. What is especially important about
the semimajor axis of a planetary orbit?

What is inertia? How is it related to mass?

Kepler’s and Newton’s laws all tell us something about the
motion of the planets, but there is a fundamental difference
between them. What is the difference?

Describe a situation in which you and a friend share the same
reference frame. Describe a situation in which you are in two
different reference frames.

The distance that Neptune has to travel in its orbit around the
Sun is approximately 30 times greater than the distance that
Earth must travel. Yet it takes nearly 165 years for Neptune to
complete one trip around the Sun. Explain why.

What is the difference between speed and velocity?

When riding in a car, we can sense changes in speed or direc-
tion through the forces that the car applies on us. Do we wear
seat belts in cars and airplanes to protect us from speed or from
acceleration? Explain your answer.
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33.

34.

35.
36.

37.

38.

39.

40.

CHAPTER 3 Laws of Motion

An astronaut standing on Earth can easily lift a wrench having
a mass of 1 kg, but not a scientific instrument with a mass of 100
kg. In the International Space Station, she is quite capable of
manipulating both, although the scientific instrument responds
much more slowly than the wrench. Explain why.

In 1920, a New York Times editor refused to publish an article
based on rocket pioneer Robert Goddard’s paper that predicted
spaceflight, saying that “rockets could not work in outer space
because they have nothing to push against” (a statement that the
New York Times did not retract until July 20, 1969, the date of
the Apollo 11 Moon landing). You, of course, know better. What
was wrong with the editor’s logic?

Explain the difference between weight and mass.

On the Moon, your weight is different from your weight on
Earth. Why?

Describe the difference between a bound orbit and an unbound
orbit.

Two objects are leaving the vicinity of the Sun, one traveling

in a bound orbit and the other in an unbound orbit. What can
you say about the future of these two objects? Would you expect
either of them eventually to return?

Suppose astronomers discovered an object approaching the Sun
in an unbound orbit. What would that say about the origin of the
object?

What is the advantage of launching satellites from spaceports
located near the equator? Why are satellites never launched
toward the west?

Problems

41.

42,

43.

44.

45.

Suppose you discover a new dwarf planet in our Solar System
with a semimajor axis of 46.4 AU. What is its period (in Earth
years)?

Suppose you discover a planet around a Sun-like star. From
careful observation over several decades, you find that its period
is 12 Earth years. Find the semimajor axis cubed and then the
semimajor axis.

Suppose you read in a tabloid newspaper that “experts have
discovered a new planet with a distance from the Sun of 1 AU
and a period of 3 years.” Use Kepler’s third law to argue that this
is impossible nonsense.

A sports car accelerates from 0 km/h to 100 km/h in 4 seconds.

a. What is its average acceleration?

b. Suppose the car has a mass of 1,200 kg. How strong is the
force on the car?

c. What supplies the “push” that accelerates the car?

Flybynite Airlines takes 3 hours to fly from Baltimore to Denver
at a speed of 800 km/h. To save fuel, management orders its
pilots to reduce their speed to 600 km/h. How long will it now
take passengers on this route to reach their destination?

46.

47.

48.

49.

50.

Suppose that you are pushing a small refrigerator of mass 50 kg

on wheels. You push with a force of 100 N.

a. What is the refrigerator’s acceleration?

b. Assume the refrigerator starts at rest. How long will the
refrigerator accelerate at this rate before it is moving as fast as
you can run—of the order 10 m/s?

You are riding along on your bicycle at 20 km/h and eating an

apple. You pass a bystander.

a. How fast is the apple moving in your frame of reference?

b. How fast is the apple moving in the bystander’s frame of
reference?

c. Whose perspective is more valid?

Earth’s mean radius and mass are 6,371 km and 5.97 x 10%* kg,
respectively. Show that the acceleration of gravity at the surface
of Earth is 9.80 m/s?.

Suppose you go skydiving.

a. Just as you fall out of the airplane, what is your gravitational
acceleration?

b. Would this acceleration be bigger, smaller, or the same if you
were strapped to a flight instructor, and so had twice the
mass?

c. Just as you fall out of the airplane, what is the gravitational
force on you (assume your mass is 70 kg)?

d. Is the gravitational force bigger, smaller, or the same if you
were strapped to a flight instructor and so had twice the
mass?

Assume that a planet just like Earth is orbiting the bright star

Vega at a distance of 1 astronomical unit (AU). The mass of Vega

is twice that of the Sun.

a. How long in Earth years will it take to complete one orbit
around Vega?

b. How fast is the Earth-like planet traveling in its orbit around
Vega?

NORTON@SMARTWORK

Versions of these questions, as well as additional
questions and problems, are available in Norton
Smartwork, the online tutorial and homework system
that accompanies this text. Every question has hints
and answer-specific feedback so you can check your
understanding and receive the help you need when you
need it. If your instructor is using Norton Smartwork,
please log in at wwnorton.com/NSW.
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Exploration ‘ Newtonian Features

wwnpag.es/uou2

In this Exploration, we will use the Planetary Orbit Simulator
to explore the Newtonian features of Mercury’s orbit. Visit the
Student Site (wwnpag.es/uou2) and open the Planetary Orbit
Simulator Nebraska Simulation in Chapter 3.

Accelerations

To begin exploring the simulation, set parameters for “Mercury”
in the “Orbit Settings” panel and then click “OK.” Click the New-
tonian Features tab at the bottom of the control panel. Select
“show solar system orbits” and “show grid” under Visualization
Options. Change the animation rate to 0.01, and press the “start
animation” button.

Examine the graph at the bottom of the panel.

1. Where is Mercury in its orbit when the acceleration is
smallest?

2. Where is Mercury in its orbit when the acceleration is
largest?

3. What are the values of the largest and smallest
accelerations?

In the Newtonian Features graph, mark the boxes for “vector” and
“line” that correspond to the acceleration. These will insert an
arrow that shows the direction of the acceleration and a line that
extends the arrow.

4. To what solar system object does the arrow point?

Think about Newton’s second law.

5. In what direction is the force on the planet?

Velocities

Examine the graph at the bottom of the panel again.

6. Where is Mercury in its orbit when the velocity is
smallest?

7. Where is Mercury in its orbit when the velocity is largest?

8. What are the values of the largest and smallest velocities?

Add the velocity vector and line to the simulation by clicking on
the boxes in the graph window. Study the arrows carefully.

9. Are the velocity and the acceleration always perpendicu-
lar (is the angle between them always 90°)?

10. If the orbit were a perfect circle, what would the angle be
between the velocity and the acceleration?

Hypothetical Planet

Use the Orbit Settings to change the semimajor axis to 0.8 AU.

11. How does this imaginary planet’s orbital motion compare
to Mercury’s?

Now change the semimajor axis to 0.1 AU.

12. How does this planet’s orbital period now compare to
Mercury’s?

13. Summarize your observations of the relationship between
the speed of an orbiting object and the semimajor axis.

NORTON @) SMARTWORK ¢ wwnorton.com/NSW




Light and Telescopes

the telescope—an essential step toward figuring out how to use it.

Nearly all of the objects inthe sky are beyond the reach of directinvestigation, even by robotic
spacecraft. Our knowledge of the universe beyond Earth comes primarily from light given off
or reflected by astronomical objects. Light from a star, for example, carries information about
how hot itis, what it is made of, and how fast and in what direction it is traveling. It even tells
us about the nature of the material between the object and the observer. In this chapter, you
begin to learn about light and how astronomers use it to investigate the universe. In the illus-
tration on the opposite page, a student has justacquired a new telescope and is eager to point
itatthe sky, but she has taken a moment to determine the path light takes as it comes through

{> LEARNING GOALS

Astronomers try to learn the secrets of the universe from the
light that reaches us from distant objects. This information must
first be collected and processed before it can be analyzed and
converted into useful knowledge. The student who has just got-
ten the new telescope is working out the path the light follows
before it hits her eye. By the end of this chapter, you should
be able to identify the type of telescope shown and evaluate
the usefulness of such a telescope for astronomical observa-
tions. You should understand how observations of light give us
information about the universe, and you should also be able to:

LG 1

LG 2

LG 3

LG4

Compare and contrast the properties of waves and
particles and give examples of the wave and particle
behavior of light.

Describe the electromagnetic spectrum and the types
of information that can be carried by light.

Explain how light detectors have improved over time,
and describe the advantages of modern detectors over
historical ones.

Understand how a telescope’s aperture and focal
length relate to resolution and image size.

~
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Vocabulary Alert

vacuum In common language, we think of this as a completely
empty space, without even an atom in it. Such a perfect vacuum
does not exist in nature, so astronomers are comfortable using
vacuum to mean “a place with hardly anything in it.” For the
purposes of determining what speed to use for light, the space
between the galaxies is considered a vacuum, and so is the space
between the stars.

Figure 4.1 Ole Rgmer realized that apparent differences
between the predicted and observed orbital motions of
Jupiter’s moons depend on the distance between Earth and
Jupiter. He used these observations to measure the speed
of light. (Recall that 1 AU is the average distance from Earth
to the Sun, equal to 1.5 x 108 km.)

When a moon of Jupiter

Light from

Jupiter's moon

disappears behind the planet...

What Is Light?

Understanding light and its interactions with matter has been a scientific quest
at least since the time of the ancient Greeks. Throughout that time, light has
been understood as a wave, as a particle, as a ray, and, finally, as an object that
acts sometimes like a wave and sometimes like a particle. From this very state-
ment, you can probably guess that light is complicated. In this section, we will
examine the different properties of light, how light behaves, and the relationship
between light and matter.

The Speed of Light

In the 1670s, Danish astronomer Ole Rgmer (1644—1710) studied the movement
of the moons of Jupiter. He measured the time at which each moon disappeared
behind the planet. To his amazement, the observed times did not follow the regu-
lar schedule that he predicted. Sometimes the moons disappeared behind Jupiter
sooner than expected, and at other times they disappeared behind Jupiter later
than expected. Remer realized that the difference depended on where Earth was
in its orbit. If he began tracking the moons when Earth was closest to Jupiter,
by the time Earth was farthest from Jupiter the moons were a bit more than 16%2
minutes “late.” But if he waited until Earth was once again closest to Jupiter, the
moons again passed behind Jupiter at the predicted times.

Rgmer’s observations showed that light travels at a finite speed. As shown
in Figure 4.1, the moons appeared “late” when Earth was farther from Jupiter
because the light had to travel the extra distance between the two planets. The
value of the speed of light that Rgmer announced in 1676 was a bit on the low
side—2.25 x 108 meters per second (m/s)—because the size of Earth’s orbit was
not well known. Modern measurements of the speed of light in a vacuum give
a value of 2.99792458 x 108 m/s. In this book, we will round up to 3 x 10® m/s.
The speed of light in a vacuum is a fundamental constant, ¢. Keep in mind, how-
ever, that light travels at this speed onlyin a vacuum. The speed of light through
a medium such as air or glass is less than c.

The International Space Station moves around Earth at about 28,000 kilometers
per hour (km/h), orbiting Earth in about 90 minutes. Light travels almost 40,000
times faster than this and could circle Earth in only /7 of a second. Because light

A ..the light must travel 4.2 AU

e B ot B .. .but an additional 2 AU

to reach Earth when it is
here. The event is seen 16
minutes 40 seconds “late.”

2 AU

T6m 405 - 300,000 km/s

Speed of light =

@ The observed delay allowed Remer
to measure the speed of light.
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is so fast, the travel time of light is a convenient way of expressing cosmic dis-
tances, and the basic unit is the light-year—the distance light travels in 1 year.
Pause for a moment to consider the light-year. Imagine traveling around Earth
in 77 of a second. Now try to imagine traveling at that speed for about 8 minutes,
during which time you would cover the distance to the Sun. Now try to imagine
traveling at that speed for an entire year. During that time, you would not travel
even one-quarter of the way to the star closest to the Sun.

As light travels at this high speed, it carries energy from place to place. Energy
is the ability to do work, and it comes in many forms. Kinetic energy is the energy
of moving objects. Thermal energy is closely related to kinetic energy and is the
sum of all the kinetic energy of the moving bits of matter inside a substance. The
sum of the energies of all these random motions results in the object’s tempera-
ture. For example, when light from the Sun strikes the pavement, the pavement
heats up. That energy was carried from the Sun to the pavement by light. Rgmer
knew how long it took for light to travel a given distance, but it would take more
than 200 years for physicists to figure out what light actually is.

Light as a Wave

Throughout the late 1800s and early 1900s, experimental results caused physicists
some confusion. Sometimes light acted like a wave in water, and at other times it
acted like a particle—an object that, for the moment, can be thought of as a very,
very tiny baseball. Eventually, scientists came to understand the nature of light
as an object that acts sometimes like a wave and at other times like a particle. In
this subsection, we will discuss its wavelike properties. In the next subsection,
we will discuss its particle properties.

When a drop of water falls from the faucet into a sink full of water, it causes
a disturbance, or wave, like the one shown in Figure 4.2a. The wave moves out-
ward as a ripple on the surface of the water. As you can see in Figure 4.2b, light
moves out through space, away from its source in much the same way. However,
the ripples in the sink are distortions of the water’s surface, and they require a
medium: a substance to travel through. Light waves do not require a medium—
they can move through the vacuum of empty space.

What Is Light? 75

Figure 4.2 (a) A drop fall-
ing into water creates a
wave that moves across
the water’s surface. (b) In
similar fashion, an accel-
erating electric charge cre-
ates light waves that move
away from the charge at
the speed of light.
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Figure 4.3 (a) When waves moving across the surface of
water reach a bubble, they cause the bubble to bob up and
down. (b) Similarly, a passing light wave causes a charged
particle to oscillate in response to the wave.

»-ll| AstroTour: Light as a Wave, Light as a
Photon

Figure 4.4 (a) A wave is characterized by the distance from
one peak to the next (wavelength, \), the maximum height
above the medium’s undisturbed state (amplitude), and

(b) the speed (v) at which the wave pattern travels. (c) A
wave with a longer wavelength has a lower frequency. (d)
Conversely, a wave with a shorter wavelength has a higher
frequency.

Now imagine that a soap bubble is floating in the sink, as in Figure 4.3a. The
bubble remains stationary until the ripple from the dripping faucet reaches it.
Therising and falling water causes the bubble to rise and fall. This can only hap-
pen if the wave is carrying energy—a conserved quantity that gives objects and
particles the ability to do work. Light waves similarly carry energy through space
and cause electrically charged particles to vibrate, as in Figure 4.3b.

Waves are characterized by four quantities—amplitude, speed, frequency, and
wavelength—as illustrated in Figure 4.4. The amplitude of a wave is the height
of the wave above the undisturbed position (Figure 4.4a). For water waves, the
amplitude is how far the water is lifted up by the wave. In the case of light, the
amplitude of a light wave is related to the brightness of the light. A wave travels
at a particular speed, v (Figure 4.4b), through the water. The water itself doesn’t
travel; it just moves up and down at the same location. For waves like those in
water, this speed is variable and depends on the density of the substance the wave
moves through, among other things. Light, in contrast, always moves through a
vacuum at the same speed, c. The distance from one crest of a wave to the next
is the wavelength, X (this is the Greek letter lambda) (Figure 4.4c). The number
of wave crests passing a point in space each second is the wave’s frequency, f.
Waves with longer wavelengths have lower frequencies, and waves with shorter
wavelengths have higher frequencies. Frequency is measured in cycles per sec-
ond, or hertz (Hz).

Waves travel a distance of one wavelength each cycle, so the speed of a wave
can be found by multiplying the frequency and the wavelength. Translating this
idea into math, we have v = \f. The speed of light in a vacuum is always c, so
once the wavelength of a wave of light is known, its frequency is known, and vice
versa. Because light travels at constant speed, its wavelength and frequency are
inversely proportional to each other: if the wavelength increases, the frequency
decreases. Working It Out 4.1 further explores this relationship.

Light as a Particle

Though the wave theory of light describes many observations, it does not provide
a complete picture of the properties of light. Scientists working in the late 19th
and early 20th centuries discovered that many of the puzzling aspects of light
could be better understood by thinking of light as a particle. We now know that

(a) (©

Wavelength (1)

Longer wavelength (A)
Lower frequency (f)

| A |

Ampiitude

Shorter wavelength (L)

Waves travel at
(b) a velocity v.
Higher frequency (f)
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Working It Out 4.1 ‘ Wavelength and Frequency

When you tune in to a radio station at 770 AM, you are receiv- s
¢ 3x10®m/s

ing a signal that is broadcast at a frequency of 770 kilohertz A= T 0051075 3m

(kHz), or 7.7 x 10° Hz. We can use the relationship between

wavelength and frequency to calculate the wavelength of the FM wavelengths are much shorter than AM wavelengths.
AM signal: The human eye is most sensitive to green light, which has a

wavelength of about 500-550 nanometers (nm)—roughly in the
¢ 3x10%m/s

N R T

=390 m middle of the visible range. Green light with a wavelength of

520 nm has a frequency of
This AM wavelength is about four times the length of an Ameri-

8 14
can football field. joloo BxAmh _ S8XA0T _ 55 10% He

We can compare this wavelength with that of a typical FM
signal, 99.5 FM, which is broadcast at a frequency of 99.5 mega- This frequency corresponds to 580 trillion (580 million mil-
hertz (MHz), or 9.95 x 107 Hz: lion) wave crests passing by each second.

light sometimes acts like a wave and sometimes acts like a particle. In the par-
ticle model, light is made up of massless particles called photons (phot- means
“light,” as in photograph, and -on signifies a particle). Photons always travel at
the speed of light, and they carry energy. When physicists speak of photons, they
say that the light energy is quantized. The word quantized means that something
is subdivided into individual units. A photon is a quantum of light.

The energy of a photon and the frequency of the electromagnetic wave
are directly proportional to each other; the higher the frequency of the light
wave, the greater the energy each photon carries. This relationship connects
the particle and the wave concepts of light. For example, photons with higher
frequencies carry more energy than do photons with lower frequencies. The
constant of proportionality between the energy, E, and the frequency, f, is
Planck’s constant, h, which is equal to 6.63 x 1073 joule-seconds (a joule is
a unit of energy). Specifically, we write E = hf. For light that is visible to us,
the energy of the light is related to the color: high-energy light is blue, and
low-energy light is red.

Looking at Figure 4.5, we see that a beam of red light can carry just as much
energy as a beam of blue light, but the red beam will have more photons than
the blue beam. In this sense, light is similar to money. Ten dollars is 10 dollars,
but it takes a lot more pennies (low-energy photons) than quarters (high-energy
photons) to make up 10 dollars.
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The Electromagnetic Spectrum

Light can have wavelengths that are much shorter or much longer than our eyes

can perceive. Because light is related to electricity and magnetism, light waves Figure 4.5 (a) Red light carries less energy than blue light,
are often referred to as electromagnetic waves. The whole range of different so it takes more red photons than blue photons to make
wavelengths of light is collectively referred to as the electromagnetic spectrum. a beam of a particular intensity. (b) Similarly, pennies are
Astronomers learn about distant objects by studying the electromagnetic spec- worth less than quarters, so it takes more pennies than
trum of the light coming from them. quarters to add up to $10.

70> VISUAL ANALOGY
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Figure 4.6 The visible part of the electromagnetic spectrum
is laid out in the colors of this rainbow.

You have almost certainly seen a rainbow like the one in Figure 4.6. A rainbow
is created when white light interacts with water droplets and is spread out by
wavelength into its component colors. This spread of colors is called a spectrum.
At the long-wavelength end of the visible spectrum is red light, between about 600
and 750 nm. At the other end of the visible spectrum (i.e., the short-wavelength
end) is violet light, which is the bluest of blue light. Stretched out between the
two, literally in a rainbow, is the rest of the visible spectrum, shown in Figure
4.7. The colors in the visible spectrum, in order of increasing wavelength, are

Violet Indigo Blue Green Yellow Orange Red

Recall that wavelength and frequency are inversely proportional and that
frequency is directly proportional to energy. Short-wavelength light has large
frequencies and high energies. Long-wavelength light has low frequencies and
low energies.

Follow along in Figure 4.7 as we take a tour of the electromagnetic spectrum,
beginning with the shortest wavelengths and working our way to the longest
ones. The very shortest wavelengths of light are called gamma rays, or some-
times gamma radiation. Because this light has the shortest wavelengths, it is
very high energy and penetrates matter easily. X-rays, which you may know
about from visits to the dentist, have longer wavelengths than gamma rays. X-ray
light has enough energy to penetrate through skin and muscle but is stopped by
denser bone. Ultraviolet (UV) radiation has longer wavelengths than X-rays but
shorter wavelengths than visible light. You are familiar with this type of light
from sunburns: UV light has enough energy to penetrate into your skin, but not
much farther.

The visible part of the spectrum—the part you can see with your eye—is a
very small portion of the entire electromagnetic spectrum. The shortest wave-
lengths you can see are violet, at about 350 nm. The longest wavelengths you
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Figure 4.7 By convention, the electromagnetic spectrum is broken into loosely defined regions ranging from gamma rays to radio waves. Throughout this

book, a labeled icon appears below individual astronomical images to identify what part of the spectrum was used to take the image: gamma rays (G),

X-rays (X), ultraviolet (U), visible (V), infrared (1), or radio (R). If more than one region of the spectrum was used, multiple labels are highlighted in the icon.



can see are red, at about 750 nm. Most of the electromagnetic spectrum, and
most of the information in the universe, is invisible to the human eye. To detect
light outside the visible, we must use specialized detectors of various kinds that
respond to photons with higher or lower energies than the ones that activate the
cells in the eye.

Infrared (IR) radiation has longer wavelengths than the reddest wavelengths
in the visible range. You are familiar with a small wavelength range of this kind
of radiation because you often feel it as heat. When you hold your hand next to
a hot stove, some of the heat you feel is carried to your hand by infrared radia-
tion emitted from the stove. In this sense, you could think of your skin as being
a giant infrared eyeball—it is sensitive to infrared wavelengths. Infrared radia-
tion is also used in television remote controls, and night vision goggles detect
infrared radiation from warm objects like animals. Beyond 500 millionths of a
meter (5 x 10~* meter), we start calling the light microwave radiation. The micro-
wave in your kitchen heats the water in food using light of these wavelengths.
The longest-wavelength light, with wavelengths longer than a few centimeters,
is called radio waves. Light of these wavelengths in the form of FM, AM, televi-
sion, and cell phone signals is used to transmit information all over the world.

Astronomers conventionally use nanometers when referring to wavelengths at
visible and shorter wavelengths. A nanometer is one-billionth (10~°) of a meter.
One-millionth of a meter is a micrometer (pm), or “micron,” useful for measure-
ment of wavelengths in the infrared. Millimeters (mm), one-thousandth of a
meter, centimeters (cm), one-hundredth of a meter, and meters (m) are used for
wavelengths in the microwave and radio regions of the electromagnetic spectrum.

Light and Matter

Light and matter interact, and this interaction allows us to detect matter even
at great distances in space. To understand this interaction, we must understand
the building blocks of matter.

Matter is anything that occupies space and has mass. Atoms, such as the
helium atom shown in Figure 4.8a, are the fundamental building blocks of mat-
ter, and all the objects around you are made of atoms. A block of pure carbon
has only carbon atoms in it. Molecules are groups of atoms bound together by
shared electrons in chemical bonds. Water (H,0), shown in Figure 4.8b, has two
hydrogen atoms and one oxygen atom.

While atoms are the fundamental building blocks of matter, an atom actually
has several parts. Protons are positively charged particles, and neutrons are par-
ticles that have no charge. A massive nucleus of protons and neutrons sits at the
center of the atom. A cloud of negatively charged electrons surrounds the nucleus.
Atoms with the same number of protons are all of the same type, known as an
element. For example, the helium atom in Figure 4.8a has two protons. Helium
typically also has two neutrons in the nucleus and two electrons surrounding
the nucleus. A rarer form has only one neutron.

Atoms and molecules both interact with light, absorbing or emitting it. It is also
common for electrons to be torn loose from the atom and travel through space on
their own. These electrons are negatively charged and leave behind a positively
charged atom called an ion. Either of these objects, the ion or the electron, inter-
act easily with light or other charged particles.

Recall the soap bubble floating in the sink. The bubble remains stationary
until the ripple from the dripping faucet reaches it. The rising and falling water
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Vocabulary Alert

radiation In common language, radiation is associated with
emissions from nuclear bombs or radioactive substances. In some
cases, this radiation actually is light in the form of gamma rays.

In other cases, it is particles. Astronomers use the word to mean
energy carried through space; that is, light. Astronomers often use
the two words light and radiation interchangeably, especially when
talking about wavelengths that are not in the visible range.
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Figure 4.8 (a) The helium atom has two neutrons, two pro-
tons, and two electrons. (b) A molecule, such as a water
molecule, consists of several atoms held together by chem-
ical bonds.
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Figure 4.9 A sketch of the human eye shows how the image
of the object is oriented upside-down on the retina.

causes the bubble to rise and fall. Similarly, light causes charged particles like
electrons and protons to move about (Figure 4.3b). The reverse is also true: an
oscillating electric charge (Figure 4.2b) causes a disturbance that moves outward
through space as light.

It takes energy to produce light, and that energy is carried through space by
the wave. Matter far from the source of the wave can absorb this energy; a process
called absorption. Matter also emits energy; a process called emission. In this
way, some of the energy lost, or emitted, by the particles that create the light is
transferred to, or absorbed by, other charged particles. Emission and absorption
of light is at the foundation of our understanding of the universe. We detect light
by its interaction with matter.

Cameras and Spectrographs Record
Astronomical Data

Astronomical observations began with the human eye—information about the
overall colors of stars and their brightness in the night sky is apparent even to
the “naked” eye, by which we mean unassisted by binoculars or telescopes or
filters. Starting in the 1800s, the development of film photography and, later,
digital photography revolutionized astronomy, allowing us to detect fainter and
more distant objects than possible to detect with the eye alone.

The Eye

Human eyes respond to light with wavelengths ranging from about 350 nm (deep
violet) to 750 nm (far red). Figure 4.9 shows a simplified schematic of the human
eye. The part of the human eye that detects light is called the retina, and the indi-
vidual cells that respond to light falling on the retina are called rods and cones.
Cones are located near the middle of the retina at the center of our vision, while
rods are located away from the center of the retina and are responsible for our
peripheral vision. As photons from a star enter the pupil of the eye, they strike
cones at the center of vision. The cones then send a signal to the brain, which
interprets this message as “I see a star.” The limit of the faintest stars we can see
with our unaided eyes is determined in part by two factors that are characteris-
tic of all detectors of light: integration time and quantum efficiency. While the
human eye is an imperfect analogy for astronomical detectors, it is the detector
with which you have the most experience, and so we will use it to give you a
sense of how astronomical detectors work.

Retina

“.. —Optic
nerve




Integration time is the time interval during which the eye can add up photons—
this is analogous to leaving the shutter open on a camera. The brain “reads out”
the information gathered by the eye about every 100 milliseconds (ms). Anything
that happens faster than that appears to happen all at once. If two images flash
on a computer screen 30 ms apart, you will see them as a single image because
your eyes will add up (or integrate) whatever they see over an interval of 100 ms.
However, if the images occur 200 ms apart, you will see them as separate images.
This relatively brief integration time is the most important factor limiting our
nighttime vision. Stars that produce too few photons for our eyes to detect in 100
ms are too faint for us to see.

Quantum efficiency determines how many responses occur for each photon
received. For the human eye, 10 photons must strike a cone within 100 ms to acti-
vate a single response. So the quantum efficiency of our eyes is about 10 percent:
for every 10 events, the eye sends one signal to the brain. Together, integration
time and quantum efficiency determine the rate at which photons must arrive
before the brain says, “Aha, I see something.”

However, even when we receive a sufficient number of photons in a short-enough
time span to see a star, our vision is further limited by the eye’s angular resolu-
tion, which refers to how close two points of light can be to each other before we
can no longer distinguish them. Unaided, the best human eyes can resolve objects
separated by 1 arcminute (Y60 of a degree), an angular distance of about /30 the
diameter of the full Moon. This may seem small, but when we look at the sky,
thousands of stars and galaxies may hide within a patch of sky with this diameter.

Until 1840, the retina of the human eye was the only astronomical detector.
Permanent records of astronomical observations were limited to what an expe-
rienced observer could sketch on paper while working at the eyepiece of a tele-
scope, as illustrated in Figure 4.10a.

Photographic Plates

In 1840, John W. Draper (1811-1882), a chemist, created the earliest known astro-
nomical photograph, shown in Figure 4.10b. His subject was the Moon. Early
photography was slow and very messy, and astronomers were reluctant to use it.

(@)

Cameras and Spectrographs Record Astronomical Data 81

Figure 4.10 (a) William
Parsons (Lord Rosse,
1800-1867) made this
drawing of the galaxy
M51 in 1845. (b) John W.
Draper photographed the
Moon in 1840.
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In the late 1870s, a faster, simpler process was invented, and astrophotography
took off. Astronomers could now create permanent images of planets, nebulae,
and galaxies with ease.

The quantum efficiency of most photographic systems used in astronomy was
very low—typically 1-3 percent, even poorer than that of the human eye. But
unlike the eye, photography can overcome poor quantum efficiency by leaving
the shutter open on the camera, increasing the integration time to many hours
of exposure. Photography made it possible for astronomers to record and study
objects that were previously invisible.

Photography is not without its problems. Very faint objects often require long
exposures that can take up much of an observing night. By the middle of the
20th century, the search was on for electronic detectors that would overcome the
deficiencies of this type of photography.

Charge-Coupled Devices

In 1969, scientists at Bell Laboratories invented a remarkable detector called a
charge-coupled device, or CCD. Astronomers soon realized that this was the tool
they had been looking for, and the CCD became the detector of choice in almost
all astronomical imaging applications. The output from a CCD is a digital sig-
nal that can be sent directly from the telescope to image-processing software or
stored electronically for later analysis.

A CCD is an ultrathin wafer of silicon (less than the thickness of a human
hair) that is divided into a two-dimensional array of picture elements, or pixels,
as seen in Figure 4.11a. When a photon strikes a pixel, it creates a small elec-
tric charge within the silicon. As each CCD pixel is read out, the digital signal
that flows to the computer is almost precisely proportional to the accumulated
charge. The first astronomical CCDs were small arrays containing a few hun-
dred thousand pixels. The larger CCDs used in astronomy today—like the one
seen in Figure 4.11b—may contain more than 100 million pixels. Still larger
arrays are under development as ever-faster computing power keeps up with
image-processing demands.

Figure 4.11 (a) A simplified diagram of a charge-coupled device (CCD) shows how light lands on pixels (gray squares)

and produces free electrons within the silicon. These electrons are converted into an image by a computer. (b) This CCD

has 12,288 x 8,192 pixels.



The quantum efficiency of CCDs is far superior to that of photography or even
the eye. For some cameras, in the visible range of wavelengths, this quantum
efficiency approaches 90 percent, with an electron produced for nearly every
photon that strikes the CCD. This improvement dramatically increases our abil-
ity to view faint objects with short exposure times.

CCDs have found their way into many devices that we now take for granted,
such as digital cameras, digital video cameras, and camera phones. Your cell
phone takes color pictures by using a grid of CCD pixels arranged in groups
of three. Each pixel in a group is constructed to respond only to a particular
range of colors—only to red light, for example. This is also true for digital
image displays. You can see this for yourselfif you place a small drop of water
on the screen of your smartphone or tablet and turn it on. The water magnifies
the grid of pixels so that you can see them individually. This grid degrades
the angular resolution of the camera because each spot in the final image
requires three pixels of information. Astronomers choose instead to use all
the pixels on the camera to measure the number of photons that fall on each
pixel, without regard to color. They then put filters in front of the camera to
allow only light of particular wavelengths to pass through. Color pictures are
constructed by taking multiple pictures, coloring each one, and then carefully
aligning and overlapping them to produce beautiful and informative images.
Sometimes the colors are “true”; that is, they are close to the colors you would
see if you were actually looking at the object with your eyes. At other times,
the colors represent different portions of the spectrum and show the tempera-
ture or composition of different parts of the object. Using changeable filters
instead of designated color pixels gives astronomers greater flexibility and
greater angular resolution.

Spectra and Spectrographs

When astronomers want to know about an object in detail, they often take its spec-
trum by passing the light through a prism or grating to create an artificial rainbow.
From the relative intensity of different colors in that rainbow, they can find the
object’s temperature: redder objects, which are dominated by lower-energy light,
have lower temperatures; bluer objects, which are dominated by higher-energy
light, have higher temperatures. For example, radio or infrared telescopes are used
to study very cool, or even cold, dust. Gamma ray telescopes are used to study
violently hot gas. In addition to the change in color, hotter objects emit more light
of all colors, and so shine more brightly. You know this from the burners on an
electric stove, which glow more brightly the hotter they are.

Still more information is embedded in the spectrum. Because atoms of differ-
ent elements interact with different wavelengths of light, they amplify or reduce
the spectrum at particular wavelengths. Atoms and molecules produce emission
lines when they add light to the spectrum and absorption lines when they take
light away. In either case, as we’ll see in more detail in Chapter 10, each type of
atom or molecule has a unique set of lines, which act like fingerprints telling
astronomers what particular atoms and molecules the object is composed of.

Spectrographs—sometimes called spectrometers—are tools that take the spec-
trum of an object, split the light by wavelength, and then record it. Spectroscopy
is the study of an object’s light in terms of its component wavelengths, and we’ll
encounter its many applications throughout the chapters to come.
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Figure 4.12 (a) When wavefronts enter a new medium, they
bend in a new direction, relative to a line perpendicular

to the surface (black lines). (b) An actual light ray enter-

ing and leaving a medium. Light waves are refracted (bent)
when entering a medium with a higher index of refraction.
They are refracted again as they reenter the medium with
the lower index of refraction. (c) For a curved lens like the
one shown, this phenomenon causes the light to focus to a
point. This point is in a slightly different location for differ-
ent wavelengths of light.

Telescopes Collect Light

A telescope is a device for collecting and focusing light. Different regions of the
spectrum require not only different types of detectors but also different types
of telescopes. Each region presents its own challenges. For example, because
warm objects emit infrared light, an infrared telescope requires special shield-
ing, even in space, to keep the entire instrument cool. Otherwise, the detector
would receive so much light from the telescope itself that it would not be able to
see any astronomical objects. Gamma and X-ray telescopes, because they collect
light at the highest energies, require very different systems than those used for
the rest of the electromagnetic spectrum—Ienses and mirrors do not focus light
of these wavelengths. For this discussion of telescopes, we confine ourselves to
a consideration of lens and mirror systems.

For all telescopes, the “size” of the telescope refers to the diameter of the larg-
est mirror or lens, which determines the light-collecting area. This diameter is
called the aperture. A “4.5-meter telescope” has a primary mirror (or lens) that
is 4.5 meters in diameter.

Refractors and Reflectors

Telescopes come in two primary types: refracting telescopes, which use lenses;
and reflecting telescopes, which use mirrors. While the use of telescopes began
with refractors, large modern telescopes are always reflectors. To understand
why, you need to know something about how each type works.

Refraction is the basis for the refracting telescope. As light enters a new
medium, its speed changes. If the light strikes the surface at an angle, some of
the crest of the wave arrives at the surface earlier and some arrives later. You can
see this in the schematic diagram of wave crests (red lines) striking a medium
at an angle in Figure 4.12a. The light bends by an amount that depends on the
materials involved and the angle at which the light strikes. Figure 4.12b shows
an actual light ray passing into and out of a medium. Notice that the ray bends
each time the medium changes. This bending of light as it enters a new medium
is called refraction.

The amount of refraction is determined by the properties of the medium. The
ratio of light’s speed in a vacuum, c, to its speed in a medium, v, is the medium’s
index of refraction, n; that is, n = ¢/v. For example, n is approximately 1.5 for
typical glass, so the speed of light in glass is only 200,000 kilometers per second
(km/s). The amount of bend depends on the angle and on the index of refraction
of the glass.

Because a telescope’s glass lens is curved, light at the outer edges strikes the
surface more obliquely than light near the center. Therefore, light at the outer
edges is refracted more than light near the center. This concentrates the light rays
entering the telescope, bringing them to a sharp focus at a distance referred to
as the focal length, shown in Figure 4.12c. An image is created in the telescope’s
focal plane. Figure 4.13a shows the light from two stars passing through a lens and
converging at the focal plane of the lens. Figure 4.13b shows the same situation
for a lens with a longer focal length. Increasing the focal length decreases how
sharply the lens must be curved. This in turn increases the size and separation
of objects in the image, as shown by the red and blue light rays in Figure 4.13.
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Figure 4.13 (a) A refracting telescope uses a lens to collect and focus light from two stars,
forming images of the stars in its focal plane. (b) Telescopes with longer focal length spread
the images of objects farther apart, producing larger, more widely separated images.

The larger the area of the lens, the more light-gathering power it has and the
fainter the stars we can observe. However, there are physical limits on the size of
refracting telescopes because large lenses are very heavy. There is another serious
drawback to refracting telescopes: chromatic aberration. This is the effect that
produces rainbows when sunlight passes through a piece of cut glass. Sunlight
is made up of all the colors of the rainbow, and each color refracts at a slightly
different angle because the index of refraction depends on the wavelength of the
light. In astronomical applications, this chromatic aberration produces blurry
images unless a very narrow filter is used to block all but a narrow range of wave-
lengths. As an example of this blurring, an image of a star will have a colored
halo around the star’s location; it will not appear as a crisp white star. Manufac-
turers of quality cameras and telescopes use a compound lens, composed of two
types of glass, to correct for chromatic aberration.

Reflecting telescopes use reflection from mirrors rather than lenses to focus
the light into an image. As you can see in Figure 4.14, light coming from a star
first strikes the primary mirror and reflects off it back toward the sky. Typically,
a secondary mirror then reflects the light back along the path from the primary
mirror to the focal plane.

Reflecting telescopes have several important advantages over refracting tele-
scopes. Because mirrors do not spread out white light into its component colors,
chromatic aberration is no longer a problem. Primary mirrors can be supported
from the back, and they can be made thinner and therefore weigh less than
objective lenses. There are other advantages as well, and all large telescopes
made today are of the reflector type. Look back at the chapter-opening illustra-
tion, which shows a reflecting telescope. In this case, the focal plane is located
at the side of the telescope instead of at the bottom. This innovation makes the
telescope easier to use because the telescope doesn’t need to be lifted off the
ground for the user to look through it. Innovations like this one are common,
but the fundamental concept of using mirrors to focus the light to a focal plane
is always the same.
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Focal plane
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Figure 4.14 Reflecting telescopes use mirrors to collect

and focus light. Large telescopes typically use a secondary
mirror that directs the light back through a hole in the pri-
mary mirror to an accessible focal plane behind the primary
mirror.
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Figure 4.15 Earth’s atmosphere is transparent in a few regions of the spectrum but blocks most electromagnetic radiation.
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Figure 4.16 (a) The Green Bank Telescope is the largest
steerable telescope in the world. (b) The Arecibo radio

telescope is the world’s largest single-dish telescope. The
steerable receiver suspended above the dish permits lim-
ited pointing toward celestial targets as they pass close to
the zenith.

Radio Telescopes

Our atmosphere is transparent in several regions of the spectrum. The largest
of these atmospheric “windows” is in the radio portion, and so we are able to
build radio telescopes on the ground rather than in space (see Figure 4.15). Most
radio telescopes are large, steerable dishes, typically tens of meters in diameter,
such as the one shown in Figure 4.16a. The world’s largest single-dish radio tele-
scope is the 305-meter Arecibo dish, built into a natural bowl-shaped depres-
sion in Puerto Rico (Figure 4.16b). (China is building a larger one, scheduled
for completion in late 2016.) This huge structure is too big to steer. Arecibo can
only observe sources that pass within 20° of the zenith as Earth’s rotation car-
ries them overhead.

As large as radio telescopes are, they have relatively poor angular resolution
compared to optical telescopes. A telescope’s angular resolution is determined
by the ratio N\/D, where X is the wavelength of electromagnetic radiation and D is
the telescope’s aperture. A larger ratio means poorer resolution. Radio telescopes
have diameters much larger than the apertures of most optical telescopes, and
this is beneficial because a larger number in the denominator of the equation \/D
means a smaller (better) resolution. But the wavelengths of radio waves are much
longer than the wavelengths of visible light. Because wavelength is in the top of
the equation X\/D, a larger wavelength yields a larger (poorer) resolution. Radio
telescopes are thus hampered by the very long wavelengths they are designed to
receive. Consider the huge Arecibo dish. Its resolution is typically about 1 arc-
minute, little better than the unaided human eye.

Radio astronomers have had to develop ways to improve resolution. Math-
ematically combining the signals from two radio telescopes turns them into a
telescope with a diameter equal to the separation between them. For example,
if two 10-meter telescopes are located 1,000 meters apart, the D in \/D is 1,000,
not 10. This combination of two (or more) telescopes is called an interferometer,
and it makes use of the wavelike properties of light. Usually several telescopes
are employed in an interferometric array. Through the use of very large arrays,
astronomers can attain and even exceed the angular resolution possible with
optical telescopes.

One of the larger radio interferometric arrays is the Very Large Array (VLA) in
New Mexico, shown in Figure 4.17. The VLA is made up of 27 individual mov-
able dishes spread out in a Y-shaped configuration with a maximum antenna
separation of 36 km. At a wavelength of 10 cm, this array can achieve resolu-
tions of less than 1 arcsecond. The Very Long Baseline Array (VLBA) uses 10
radio telescopes spread out over more than 8,000 km from the Virgin Islands
in the Caribbean to Hawaii in the Pacific. At a wavelength of 10 cm, this array



can reach resolutions better than 0.003 arcsecond. A [
radio telescope put into near-Earth orbit as part of a
Space Very Long Baseline Interferometer (SVLBI) over-
comes even this limit. Future SVLBI projects would
extend the baseline to as much as 100,000 km, yield-
ing resolutions far exceeding those of any existing
optical telescope.

Optical telescopes can also be combined in an array
to yield resolutions greater than those of single tele-
scopes, although for technical reasons the individual
units cannot be spread as far apart as radio telescopes.
The Very Large Telescope (VLT), operated by the Euro-
pean Southern Observatory (ESO) in Chile, combines
either four 8-meter telescopes or four movable 1.8-meter
auxiliary telescopes (Figure 4.18). It has a baseline of
up to 200 meters, yielding angular resolution in the
milliarcsecond range.

Observing at Other Wavelengths

Earth’s atmosphere distorts telescopic images, and

molecules such as water vapor in Earth’s atmosphere

block large parts of the electromagnetic spectrum from getting through to the
ground, so astronomers try to locate their instruments above as much of the
atmosphere as possible. Most of the world’s larger astronomical telescopes are
located 2,000 meters or more above sea level. Mauna Kea, a dormant Hawaiian
volcano and home of the Mauna Kea Observatories (MKO), rises 4,200 meters
above the Pacific Ocean. At this altitude, the MKO telescopes sit above 40 percent
of Earth’s atmosphere; more important, 90 percent of Earth’s atmospheric water
vapor lies below. Still, for the infrared astronomer, the remaining 10 percent of
water vapor is troublesome.

One way to solve the water vapor problem is to make use of high-flying aircraft.
The Stratospheric Observatory for Infrared Astronomy (SOFIA), which began oper-
ations in 2011, carries a 2.5-meter telescope and works in the far-infrared region of
the spectrum, from 1 to 650 pm. It flies in the stratosphere at an altitude of about
12 km, but still above 99 percent of the water vapor in Earth’s lower atmosphere.

Airborne observatories overcome atmospheric absorption of infrared light
by placing telescopes above most of the water vapor in the atmosphere. But
gaining full access to the complete electromagnetic spectrum requires getting
completely above Earth’s atmosphere. The first astronomical satellite was the
British Ariel 1, launched in 1962 to study solar ultraviolet and X-ray radiation
and the energy spectrum of primary cosmic rays. Today a multitude of orbit-
ing astronomical telescopes cover the electromagnetic spectrum from gamma
rays to microwaves.

Observing in the X-ray or gamma ray regions as well as most of the infrared
and ultraviolet regions of the electromagnetic spectrum must be done from space.
These regions cannot be observed from the ground because the light from astro-
nomical objects cannot penetrate through the atmosphere. Placing observatories
in space enables astronomers to study objects that emit light of these wavelengths.
Astronomers often find it helpful to combine multiple instruments into a single
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Figure 4.17 The Very Large Array (VLA) in New Mexico
combines signals from 27 different telescopes so that they
act as one “very large” telescope.

Figure 4.18 The Very Large Telescope (VLT) operated by
the European Southern Observatory in Chile operates as an

optical interferometer.
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Figure 4.19 The Hubble Space Telescope observes in the
ultraviolet, visible, and infrared regions of the electromag-

netic spectrum.

Figure 4.20 (a) Light waves from a star
are diffracted by the edges of a tele-
scope’s lens or mirror. (b) This diffraction
causes the stellar image to be blurred,
limiting a telescope’s ability to resolve
objects.

telescope, for example, optical instrumentation with ultraviolet or infrared, as
was done with the Hubble Space Telescope (HST; Figure 4.19). Launched in 1990,
HST has been collecting ultraviolet, visible, and infrared data for more than two
decades. This telescope has been called a “discovery machine” because it has
contributed so much useful data to so many subfields of astronomy. For other
astronomical satellites, operating at other wavelengths, HST’s altitude of 600 km
is not nearly high enough.

The Chandra X-ray Observatory, NASA’s X-ray telescope, cannot see through
even the tiniest traces of atmosphere and therefore orbits more than 16,000 km
above Earth’s surface. And even this is not distant enough for some telescopes.
NASA’s Spitzer Space Telescope, an infrared telescope, is so sensitive that it needs
to be completely free from Earth’s own infrared radiation. The solution was to put
it into a solar orbit, which means it trails tens of millions of kilometers behind
Earth. Future space telescopes, including the James Webb Space Telescope—
NASA’s replacement for HST—will orbit at a point that is always farther from
the Sun than Earth, along a line between Earth and the Sun.

You can now see the significance of the various types of telescopes that astron-
omers use. Each region presents different challenges that must be overcome if
we are to see the entire universe. Space telescopes are required to observe many
parts of the universe that cannot be seen from the ground. Even visible light
observations are often improved when made from space.

Resolution and the Atmosphere

Figure 4.20 shows what happens as light waves pass through the aperture of a
telescope; they spread out from the edges of the lens or mirror. The distortion that
occurs as light passes the edge of an opaque object is called diffraction. Diffrac-
tion “diverts” some of the light from its path, slightly blurring the image made
by the telescope. The degree of blurring depends on the wavelength of the light
and the telescope’s aperture. The larger the aperture, the smaller the problem
posed by diffraction. The best resolution that a given telescope can achieve is
known as the diffraction limit (see Working It Out 4.2). Larger telescopes have
better resolution and can distinguish objects that appear closer together. Theo-

Diffraction due to the wave nature
of light limits the sharpness of a
telescope’s images.

Wave crests




Working It Out 4.2 | Diffraction

The ultimate limit on the angular resolution, 6, of a lens—the
diffraction limit—is determined by the ratio of the wavelength
of light, \, to the aperture, D:

0= 2.06 x 10° % arcseconds

The constant, 2.06 x 10°, changes the units to arcseconds.
An arcsecond is a tiny angular measure found by first divid-
ing a degree by 60 to get arcminutes, and then by 60 again to get
arcseconds. To get an idea of the size of an arcsecond, imagine
that you hand a tennis ball to your friend and ask her to run 8
miles (almost 13 km) away from you down a straight road and
then hold up the tennis ball. The angle you perceive from one
side of the tennis ball to the other is approximately 1 arcsecond.

Both X\ and D must be expressed in the same units (usually
meters). The smaller the ratio of \/D, the better the resolution.
The size of the human pupil can change from about 2 mm in
bright light to 8 mm in the dark. A typical pupil size is about
4 mm, or 0.004 meter. Visible (green) light has a wavelength of
550 nm, or 5.5 x 1077 meters. Using these values for the aperture
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Limit

5.5x 1077 m

0= 2.06 x 105( 0.004 ™ )arcseconds

= 28.3 arcseconds

or about 0.5 arcminute. But, as we learned earlier, the best resolu-
tion that the human eye can achieve is about 1 arcminute, and 2
arcminutes is actually more typical. We do not achieve the theo-
retical resolution with our eyes because the optical properties of
the lens and the physical properties of the retina are not perfect.

How does this compare to the resolution of a telescope? Con-
sider the Hubble Space Telescope, operating in the visible part
of the spectrum. Its primary mirror has a diameter of 2.4 meters.
If we substitute this value for D and again assume visible light,
we have

0= 2.06 x 10° (M
24 m

)arcseconds
= 0.047 arcseconds

This is about 600 times better than the theoretical resolving
power of the human eye.

and the wavelength gives

retically, the 10-meter Keck telescopes located on a mountaintop in Hawaii have
a diffraction-limited resolution of 0.0113 arcsecond in visible light, which would
allow you to read newspaper headlines 60 km away.

For telescopes with apertures larger than about a meter, Earth’s atmosphere
stands in the way of better resolution. If you have ever looked out across a road
on a summer day, you have seen the air shimmer as light is bent this way and
that by turbulent bubbles of warm air rising off the hot pavement.

The problem of the shimmering atmosphere is less pronounced when we look
overhead, but the twinkling of stars in the night sky is caused by the same phe-
nomenon. As telescopes magnify the angular diameter of an object, they also mag-
nify the effects of the atmosphere. The limit on the resolution of a telescope on
the surface of Earth caused by this atmospheric distortion is called astronomical
seeing. One advantage of launching telescopes such as the Hubble Space Telescope
into orbit around Earth is that they are not hindered by astronomical seeing.

Modern technology has improved ground-based telescopes with
computer-controlled adaptive optics, which compensate for much of the atmo-
sphere’s distortion. To understand better how adaptive optics work, we need to
look more closely at how Earth’s atmosphere smears out an otherwise perfect
stellar image. Light from a distant star arrives at the top of Earth’s atmosphere
with flat, parallel wave crests (Figure 4.20). If Earth’s atmosphere were perfectly
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are distorted.

Telescope

Figure 4.21 Bubbles of warmer or cooler air in Earth’s
atmosphere distort the wavefront of light from a distant
object.

Figure 4.22 These near-infrared images of Uranus show
the planet as seen without adaptive optics (left) and with
the technology turned on (right).

uniform, the crests would remain flat as they reached the objective lens or pri-
mary mirror of a ground-based telescope. After making its way through the tele-
scope’s optical system, the crests would produce a tiny diffraction disk in the
focal plane, as shown in Figure 4.20b. But Earth’s atmosphere is not uniform. It
is filled with small bubbles of air that have slightly different temperatures than
their surroundings. Different temperatures mean different densities, and differ-
ent densities mean each bubble bends light differently.

The small air bubbles act as weak lenses, and by the time the waves reach the
telescope they are far from flat, as shown in Figure 4.21. Instead of a tiny dif-
fraction disk, the image in the telescope’s focal plane is distorted and swollen.
Adaptive optics flattens out this distortion. First, an optical device within the
telescope measures the wave crests. Then, before reaching the telescope’s focal
plane, the light is reflected off yet another mirror, which has a flexible surface.
A computer analyzes the light and bends the flexible mirror so that it accurately
corrects for the distortion caused by the air bubbles. Examples of images cor-
rected by adaptive optics are shown in Figure 4.22. The widespread use of adap-
tive optics has made the image quality of ground-based telescopes competitive
with that of the Hubble Space Telescope.

Image distortion is not the only problem caused by Earth’s atmosphere. Nearly
all of the X-ray, ultraviolet, and infrared light arriving at Earth fails to reach the
ground because it is partially or completely absorbed by ozone, water vapor, car-

bon dioxide, and other atmospheric molecules.

Light is the primary messenger that astronomers have for exploring the uni-
verse, and the vast majority of what is known about the universe beyond Earth
has come from studying its properties. Throughout the rest of this book, we will
return again and again to the study of light and its detailed properties.
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A7 READING ASTRONOMY News

ATK Building World’s Largest Space
Telescope in Magna

By NOAH BOND, ABC4.com

MAGNA, Utah (ABC 4 News)—ATK is busy
constructing the world’s largest space tele-
scope in Magna. The James Webb Space Tele-
scope will be at least 100 times more powerful
than the Hubble Space Telescope and open
our view to never before seen planets and
galaxies.

ATK engineers and technicians are con-
structing essentially the eye of the James
Webb Space Telescope. It is the heart of the
more than $8 billion NASA project.

Never in the history of the world has man-
kind come so close to seeing so far away. The
James Webb Space Telescope under construc-
tion in Magna will dwarf the accomplish-
ments of the Hubble Telescope.

Hubble opened our eyes to deep space gal-
axies. Scientists hope the James Webb will
reveal the very edges of our Universe.

“Look back to the time of the Big Bang
13.8 billion years ago and better understand
the formation of galaxies, stars, and planets,”
said the James Webb Space Telescope Program
Manager, Bob Hellekson.

The Hubble is the size of a school bus with
an 8 foot diameter mirror. The James Webb
telescope is the size of a tennis court with a
21.3 foot diameter mirror.

The Hubble is 364 miles from Earth’s sur-
face, but the James Webb will remain a mil-
lion miles above Earth, which is far above the
outer reaches of our atmosphere.

“The telescope will be such a game change
in the world of astronomy that it’s going to
rewrite textbooks over and above what the
Hubble Space Telescope has already pro-
vided,” said Hellekson.

For now, the future of our world’s under-
standing of deep space sits in aroom in Magna.

The eye of the James Webb Telescope will
remain in Magna for about three more months
before NASA ships it off to Huntsville, Ala-
bama, for more testing.

NASA will launch it into space in 2018
from French New Guinea, which is on the
northern tip of South America and close to
the earth equator. The location will allow
the telescope to more efficiently sling shot
to its destination in Earth’s shadow beyond
our Moon.

Evaluating the News

1.

It is common in news articles for journalists
to use imprecise language. In the first para-
graph, the James Webb Space Telescope
(JWST) is described as being 100 times
more “powerful” than the Hubble Space
Telescope. Given what you’'ve learned in
this chapter, what could the author mean
by “powerful”? What words might the
author have used to be more precise?

. In paragraph two, the author says the engi-

neers are constructing the “eye” of the
JWST. To what part of the telescope might
he be referring? How could the author have
been more precise? Why did he choose to
call this the “eye”?

. Consider the overall tone of the article.

Would you describe it as objective? Why
or why not?

. Compare the diameters of James Webb

Space Telescope and the Hubble Space
Telescope. Are these primary mirror diam-
eters or secondary mirror diameters? What
is the advantage of the larger diameter of
JWST?

. What is the advantage in placing JWST so

far from Earth? Are there any disadvan-
tages to this placement of the telescope?
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Light is both a particle and a wave. Whether it is observed to have
particle or wave properties depends on the type of observations being
made. Visible light is only a tiny portion of the entire electromagnetic
spectrum, and studying all the regions of the spectrum provides a
range of information about the object being studied. Modern CCD cam-
eras have improved quantum efficiency and longer integration times,
which allow astronomers to study fainter and more distant objects than
were visible with prior detectors. Telescopes are matched to the wave-
lengths of observation, with different technologies required for each
region of the spectrum. The aperture of a telescope both determines
its light-gathering power and limits its resolution; larger telescopes
are better in both measures.

1 Waves carry energy through space, and light waves do not
require a medium. The speed of light in a vacuum is a funda-
mental constant of nature and is always the same, but when
light enters a medium it slows. Photons are particles of light.
Light sometimes behaves like a wave (for example, when it
refracts) and sometimes behaves like a particle (for example,
when it is absorbed by an atom).

2 The electromagnetic spectrum spans a very large range of
wavelengths. Short-wavelength light, like gamma rays, have

1. A light wave does not require
a. amedium. b. a speed.
c. afrequency. d. a wavelength.

2. An extremely hot object emits most of its light
a. at very low energies. b. in the radio.
c. in the visible. d. at very high energies.

3. CCD cameras are better astronomical detectors than the human
eye because (choose all that apply)
a. their quantum efficiency is higher.
b. the integration time can be longer.
c. they can observe at wavelengths beyond the visible.
d. they turn photons into protons.

4. All large astronomical telescopes are reflectors because (choose
all that apply)
a. chromatic aberration is minimized.
b. they are not as heavy.
c. they can be shorter.
d. they are not subject to diffraction.

5. Light acts like (choose all that apply)
a. a wave, always.
b. a particle, always.
c. both a wave and a particle.
d. neither a wave nor a particle.

6. When light enters a medium from space
a. it slows down. b. it speeds up.
c. it travels at the same speed. d. it changes frequency.

10.

very high energy. Long-wavelength light, like radio waves, is
low in energy. Light carries information about the temperature
and composition of objects.

3 The original light detector was the eye. Through time, astrono-

mers developed better instruments for collecting light from
space, moving through film photography to digital photogra-
phy using CCD cameras. Spectrographs are specialized instru-
ments that take the spectrum of an object to reveal what the
object is made of, along with many other physical properties.
Modern detectors are both more responsive to individual
photons and can integrate for a longer time than the human
eye. In addition, detectors of various types can collect light
in regions of the spectrum that cannot be seen by the eye.

4 Telescopes of larger aperture focus more light on the detec-

tor. They therefore collect more light from very faint objects.
Also, because the diffraction of the telescope is inversely
proportional to the diameter, larger aperture telescopes have
better resolution: objects can appear closer together and still
be distinguished on the detector. Telescopes with long focal
lengths produce larger images than telescopes with small
focal lengths.

The amplitude of a light wave is related to
a. its color. b. its speed.
c. its frequency. d. its intensity.

Which of the following can be observed from the ground?
(Choose all that apply.)
a. radio waves

c. ultraviolet light

e. visible light

b. gamma radiation
d. X-ray light

Rank the following in order of decreasing wavelength.
a. gamma rays b. visible light

c. infrared radiation d. ultraviolet light

e. radio waves

Match the following properties of telescopes (lettered) with
their corresponding definitions (numbered).

a. aperture (1) several telescopes connected to act
b. resolution as one

c. focal length (2) distance from lens to focal plane
d. chromatic aberration (3) diameter

e. diffraction (4) ability to distinguish objects that
f. interferometer appear close together in the sky

g. adaptive optics (5) computer-controlled active

focusing
(6) rainbow-making effect
(7) smearing effect due to sharp edge



QUESTIONS AND PROBLEMS
Multiple Choice and True/False

11. T/F: Energy can travel faster than 3 x 10® m/s.

12. T/F: The frequency of a wave is related to the energy of the
photon.

13. T/F: Blue light has a longer wavelength than red light.
14. T/F: Blue light has more energy than red light.
15. T/F: Visible light is an electromagnetic wave.

16. Which of the following is not a property of waves?
a. speed b. wavelength
c. frequency d. mass

17. Light at the lowest-energy end of the electromagnetic

spectrum is in the region.
a. visible b. gamma ray
c. ultraviolet d. radio

18. The advantage of an interferometer is that
a. the resolution is dramatically increased.
b. the focal length is dramatically increased.
c. the light-gathering power is dramatically increased.
d. diffraction effects are dramatically decreased.
e. chromatic aberration is dramatically decreased.

19. Suppose that a telescope has a resolution of 1.5 arcseconds at a
wavelength of 300 nm. What is its resolution at 600 nm?
. 3 arcseconds
. 1.5 arcseconds
0.75 arcseconds
. In order to know this, you need to know the diameter of the
aperture. Not enough information is given.

oo

20. If the wavelength of a beam of light were halved, how would
that affect the frequency?
a. The frequency would be four times larger.
b. The frequency would be two times larger.
c. The frequency would not change.
d. The frequency would be two times smaller.
e. The frequency would be four times smaller.

21. How does the speed of light in a medium compare to the speed

in a vacuum?

a. It’s the same, as the speed of light is a constant.

b. The speed in the medium is always faster than the speed in a
vacuum.

c. The speed in the medium is always slower than the speed in
a vacuum.

d. The speed in the medium may be faster or slower, depending
on the medium.

22. Astronomers put telescopes in space to
a. get closer to the stars.
b. avoid atmospheric effects.
c. look primarily at radio wavelengths.
d. improve quantum efficiency.

23.

24.

25.
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The angular resolution of a ground-based telescope is usually
determined by

a. diffraction.

b. refraction.

c. the focal length.

d. atmospheric seeing.

Gamma ray telescopes are placed in space because

a. gamma rays are too fast to be detected by stationary
telescopes.

b. gamma rays do not penetrate the atmosphere.

c. the atmosphere produces too many gamma rays and over-
whelms the signal from space.

d. gamma rays are too dangerous to collect in large numbers.

The mirror of the James Webb Space Telescope will have a diam-
eter of about 21 feet. This is approximately how many meters?

a. 63 meters b. 10 meters

c. 7 meters d. 0.21 meters

Conceptual Questions

26.

27.
28.

29.

30.

31.

32.

33.
34.

35.

36.

We know that the speed of light in a vacuum is 3 x 108 m/s.
Is it possible for light to travel at a lower speed? Explain your
answer.

Is a light-year a measure of time or distance, or both?

If photons of blue light have more energy than photons of red
light, how can a beam of red light carry as much energy as a
beam of blue light?

Galileo’s telescope used simple lenses rather than compound
lenses. What is the primary disadvantage of using a simple lens
in a refracting telescope?

The largest astronomical refractor has an aperture of 1 meter.
Why is it impractical to build a larger refractor with, say, twice
the aperture?

Name and explain at least two advantages that reflecting tele-
scopes have over refractors.

Your camera may have a zoom lens, ranging between wide angle
(short focal length) and telephoto (long focal length). How would
the size of an image in the camera’s focal plane differ between
wide angle and telephoto?

What causes refraction?

How do manufacturers of quality refracting telescopes and cam-
eras correct for the problem of chromatic aberration?

Consider two optically perfect telescopes having different diam-
eters but the same focal length. Is the image of a star larger or
smaller in the focal plane of the larger telescope? Explain your
answer.

Name two ways in which Earth’s atmosphere interferes with
astronomical observations.
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37.

38.

39.

40.

CHAPTER 4 Lightand Telescopes

Explain why stars twinkle.

Explain integration time and how it contributes to the detection
of faint astronomical objects.

Explain quantum efficiency and how it contributes to the detec-
tion of faint astronomical objects.

Some people believe that we put astronomical telescopes in
orbit because doing so gets them closer to the objects they are
observing. Explain what is wrong with this common miscon-
ception.

Problems

41.

42,

43.

44.

45.

46.

The index of refraction, n, of a diamond is 2.4. What is the speed
of light within a diamond?

You are tuned to 790 on AM radio. This station is broadcasting
at a frequency of 790 kHz (7.90 x 10° Hz). What is the wave-
length of the radio signal? You switch to 98.3 on FM radio. This
station is broadcasting at a frequency of 98.3 MHz (9.83 x 107
Hz). What is the wavelength of this radio signal?

Many amateur astronomers start out with a 4-inch (aperture)
telescope and then graduate to a 16-inch telescope. By what fac-
tor does the light-gathering power (which is proportional to the
area) of the telescope increase?

Compare the light-gathering power of a large astronomical tele-
scope (aperture 10 meters) with that of the dark-adapted human
eye (aperture 8 mm).

Assume a telescope has an aperture of 1 meter. Calculate the
telescope’s resolution when observing in the near-infrared
region of the spectrum (A = 1,000 nm). Calculate the resolu-
tion in the violet region of the spectrum (A = 400 nm). In which
region does the telescope have better resolution?

The resolution of the human eye is about 1.5 arcminutes. What
would the aperture of a radio telescope (observing at 21 cm)
have to be to have this resolution? Even though the atmosphere
is transparent at radio wavelengths, we do not see in the radio
region of the electromagnetic spectrum. Using your calcula-
tions, explain why humans do not see in the radio region.

47.

48.

49.

50.

One of the earliest astronomical CCDs had 160,000 pixels, each
recording 8 bits (256 levels of brightness). A new generation of
astronomical CCDs may contain a billion pixels, each recording
15 bits (32,768 levels of brightness). Compare the number of bits
of data that each CCD type produces in a single image.

The VLBA uses an array of radio telescopes ranging across 8,000

km of Earth’s surface from the Virgin Islands to Hawaii.

a. Calculate the angular resolution of the array when radio
astronomers are observing interstellar water molecules at a
microwave wavelength of 1.35 cm.

b. How does this resolution compare with the angular resolu-
tion of two large optical telescopes separated by 100 meters
and operating as an interferometer at a visible wavelength of
550 nm?

When operational, the SVLBI may have a baseline of 100,000
km. What will its angular resolution be when we are studying
an interstellar molecule emitting at a wavelength of 17 mm from
a distant galaxy?

The Mars Reconnaissance Orbiter (MRO) flies at an average
altitude of 280 km above the martian surface. If its cameras
have an angular resolution of 0.2 arcsecond, what is the size
of the smallest objects that the MRO can detect on the martian
surface?

NORTON @) SMARTWORK

Versions of these questions, as well as additional
questions and problems, are available in Norton
Smartwork, the online tutorial and homework system
that accompanies this text. Every question has hints
and answer-specific feedback so you can check your
understanding and receive the help you need when you
need it. If your instructor is using Norton Smartwork,
please log in at wwnorton.com/NSW.
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Exploration ‘ Light as a Wave

wwnpag.es/uou2
Visit the Student Site (wwnpag.es/uou2) and open the Light as a 5. Reset the simulation and increase the frequency. Did the
Wave, Light as a Photon AstroTour in Chapter 4. Watch the first wavelength change in the way you expected?

section, and click through using the “Play” button until you reach
Section 2 of 3.
Here we will explore the following questions: How many prop-
erties does a wave have? Are any of these related to each other?
Work your way through to the experimental section, where you
can adjust the properties of the wave. Watch the simulation for a
moment to see how fast the frequency counter increases.

6. Reset the simulation and increase the amplitude. What
happens to the wavelength and the frequency counter?

1. Increase the wavelength using the arrow key. What hap-
pens to the rate of the frequency counter?
7. Decrease the amplitude. What happens to the wavelength
and the frequency counter?
2. Reset the simulation and then decrease the wavelength.
What happens to the rate of the frequency counter?

8. Is the amplitude related to the wavelength or frequency?

3. How are the wavelength and frequency related to each
other?

9. Why can’t you change the speed of this wave?

4. Imagine that you increase the frequency instead of the
wavelength. How should the wavelength change when you
increase the frequency?

NORTON @) SMARTWORK ¢ wwnorton.com/NSW




{> LEARNING GOALS

The planets of our Solar System are by-products of the birth around a young star stick together to form larger and
of the Sun. The discovery of planetary systems surrounding larger solid objects.

other stars has shown that our Solar System is not unique. By LG 3
the end of this chapter, you should be able to look at an image,
as the student is doing at right, and determine where it should
be placed in the sequence of events that occur during star for-

mation. You should also be able to:

LG 1 Understand the role that gravity and angular momen-
tum play in the formation of stars and planets.

LG 2 Diagram the process by which dust grains in the disk systems around other stars are common.

The Formation of
Stars and Planets

Stars and planets form from clouds of cool dust and gas. Hot gas fills the space between these
clouds, pressing on them and helping to keep them together. In addition, each of the atoms and
molecules in a cloud is gravitationally attracted to every other particle. This gravitational pull
will cause some clouds to collapse. During the collapse, the clouds may fragment to form mul-
tiple stars and then further evolve to form planets. Only a few physical principles are required to
describe the formation of stars and planets from dust and gas. The illustration on the opposite
page shows a montage of photographs of various steps in the formation of stars and planets
thata studentis comparing to a sketch she is making of the structure of a proto—solar system.

Inthe pastfew decades, stellar astronomers and planetary scientists, working from differ-
ent perspectives, have come to a similar understanding of our early Solar System. However,
recent discoveries of exoplanets challenge this basic picture, furthering the development of
a detailed theory of star and planet formation.

~

Know why planets orbit the Sun in a plane and why
they revolve in the same direction that the Sun rotates.

LG 4 Explain how temperature at different locations in the
disk affects the composition of planets, moons, and
other bodies.

LG 5 Understand how astronomers find planets around
other stars, and explain how we know that planetary
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Vocabulary Alert

pressure In common language, we often use pressure
interchangeably with the word force. Astronomers specifically
use pressure to mean the force per unit area that atoms or
molecules exert as they speed around and collide with

each other and their surroundings.

dense In common language, we use this word in many ways,
some of which are metaphorical and unkind, as in “You can’t
understand this? You are so dense!” Astronomers specifically

use density to mean “the amount of mass packed into a volume”;
denser material contains more mass in the same amount of space.
In practical terms, you are familiar with density by how heavy an
object feels for its size: a pool ball and a tennis ball are roughly the
same size, but the pool ball has greater mass and therefore feels
heavier because it is denser.

>l AstroTour: Star Formation

Parcels of gas within a molecular cloud
feel the gravitational attraction of all
other parts of the molecular cloud...

/&

7\

Center of
® mass of cloud

‘?\\0
“l
Net gravitational
force

leading to a net gravitational
force toward the cloud’s center.

Figure 5.1 Self-gravity causes a molecular cloud to col-
lapse, drawing parcels of gas toward a single point inside
the cloud.

Molecular Clouds Are the Cradles
of Star Formation

A star is a dense cloud of gas that produces energy in its core by fusing light
atoms into heavier ones. This energy production causes the outer parts of the star
to shine because these parts have been heated to thousands of kelvins. Scientists
measure the temperature of stars and other objects on the Kelvin temperature
scale, which has increments of the same size as those of the more familiar Cel-
sius scale but has a zero point at —273°C (that is, 0 K = —273°C, or absolute zero).
Water freezes at 273 K and boils at 373 K. Stars are often accompanied by planets:
large, round bodies that orbit the star in individual orbits. In general, a system of
planets and other smaller objects surrounding a star is a planetary system, and
there are many planetary systems in the Milky Way Galaxy. Our Solar System
is the planetary system that surrounds the Sun. Stars and their associated plan-
ets share a common origin in a cloud of dust and gas. We begin our study of star
formation by investigating the places where stars form.

Interstellar Clouds

Stars and planets form from large clouds of dust and gas. These clouds are held
together partly by their own self-gravity and partly by the pressure of hot gas that
occupies the space between the clouds. If parts of the cloud have a high enough
density, these clouds will fragment and collapse to form stars and planets. The
dust and gas in these clouds have usually been through several cycles of star
formation and stellar death, and so the dust and gas have many different types
of atoms that were formed within earlier generations of stars.

As shown in Figure 5.1, an interstellar cloud—the cloud of cool dust and
gas in the space between stars—has self-gravity. Self-gravity is a gravitational
attraction among all parts of the same object. In this case, each part of the cloud
is gravitationally attracted to every other part of the cloud. The sum of all these
forces (the net force) on each particle points toward the center of the cloud. In a
stable, unchanging object like a planet or a star, the self-gravity is balanced in
two ways. It can be balanced by structural strength; for example, the rocks that
make up Earth. Self-gravity can also be balanced by the outward force result-
ing from gas pressure, such as pressure from hot gases within a star. When the
forces on a cloud are balanced, the cloud is in hydrostatic equilibrium. How-
ever, the forces are not always in balance. If the outward force is weaker than
self-gravity, the object is unstable and contracts. If the outward force is stronger
than self-gravity, the object is unstable and expands. In most interstellar clouds,
the internal gas pressure pushing out is much stronger than self-gravity, so the
cloud should expand. But the much hotter gas surrounding the clouds exerts a
pressure inward on the cloud that helps to hold the clouds together.

The densest, coolest interstellar clouds are called molecular clouds because
they are primarily composed of hydrogen molecules, although they also contain
dust and other gases. Some molecular clouds are massive enough, dense enough,
and cool enough that their self-gravity overwhelms their internal pressure, and
they collapse under their own weight. Other molecular clouds are pushed into
a collapse by the explosion of nearby stars or by gravitational interactions with
passing stars. We might expect that the collapse of a molecular cloud should
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happen quickly. In practice, the process goes very slowly because several other
effects slow the collapse. However, these effects are temporary, and gravity is
weak but relentless. As the forces that oppose the cloud’s self-gravity gradually
fade away, the cloud slowly collapses.

Molecular-Cloud Fragmentation

Molecular clouds are never uniform. Some regions are denser and collapse more
rapidly than surrounding regions. As these regions collapse, their self-gravity
becomes stronger, so they collapse even faster. Figure 5.2 shows the process of
collapse in a molecular cloud. Because of slight variations in the density of the
cloud, some regions of the cloud become very dense concentrations of gas. The
result is that instead of collapsing into a single object, the cloud fragments into
a number of very dense molecular-cloud cores. A single molecular cloud may
form hundreds or thousands of molecular-cloud cores, each of which is typi-
cally a few light-months in size. Some of these cores will eventually form stars.

As a molecular-cloud core collapses, the gravitational forces grow stronger
still, because the force of gravity is inversely proportional to the square of the
radius. Suppose a core starts out being 4 light-years across. By the time the
core has collapsed to 2 light-years across, the different parts of the cloud are,
on average, only half as far apart as when the collapse started. As a result, the
gravitational attraction they feel toward each other will be four times stronger.
When the cloud is one-fourth as large as when the collapse began, the force
of gravity will be 16 times as strong. As a core collapses, the inward force of
gravity increases; as gravity increases, the collapse speeds up; as the collapse
speeds up, the gravitational force increases even faster. Eventually, gravity is
able to overwhelm all the opposing forces. This happens first near the center of
the cloud core because that’s where the cloud material is most strongly concen-
trated. The inner parts of the cloud core start to fall rapidly inward, “pulling
the bottom out” from the more distant parts of the cloud. Without the support

Molecular-cloud
cores

Molecular clouds are never uniform. 9 Slightly denser regions collapse 9 The collapsing cloud fragments
Some regions inside the cloud are faster than their surroundings and into dense, star-forming cores.
more dense than others. become more pronounced.

Figure 5.2 As a molecular cloud collapses, denser regions within the cloud collapse more rapidly than less dense regions. As this process continues, the
cloud fragments into a number of very dense molecular-cloud cores that are embedded within the large cloud. These cloud cores may go on to form stars.
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Vocabulary Alert

luminous In common language, luminous and bright are used
interchangeably. Astronomers, however, observe objects at great
distances. They use the word bright to describe how an object
appears in our sky. They use the word luminous to describe how
much light the object emits in all parts of the spectrum. A bright
star might be luminous or it might just be very close to Earth. A
faint star might be extremely luminous but very, very far away.

»>»> Nebraska Simulation: Blackbody Curves

Figure 5.3 When a molecular-cloud core gets very dense, it
collapses from the inside out.

) The cloud
continues to
rapidly collapse

from the inside
out...

& A molecular-cloud
core collapses
under its own
weight...

of that inner material, the more distant material begins to fall freely toward
the center as well. The process continues: the cloud core collapses from the
inside out, as shown in Figure 5.3. The whole structure comes crashing down.

The Protostar Becomes a Star

Once a molecular-cloud core begins to collapse, several things happen at once.
The innermost core eventually becomes a star, while the outer parts may form
planets. We will first follow what happens to that innermost core and then go
back to find out what becomes of the rest of the dust and gas.

Stars and Protostars

The innermost part of a collapsing molecular-cloud core is called a protostar.
As the cloud collapses, gravitational energy is converted to thermal energy, and
the surface of the protostar is heated to a temperature of thousands of degrees,
causing the protostar to shine. Particles are pulled toward the center by gravity.
As they fall, they move faster and faster. As they become more densely packed,
they begin to crash into each other, causing random motions and raising the tem-
perature of the core. These random motions of particles are collectively known
as the “thermal energy.” When the particles are hotter, they are moving faster,
and the thermal energy is higher. In the collapsing protostar, the thermal energy
comes from the gravitational energy that was stored in the cloud when the par-
ticles were far apart. The collapse of the cloud converts gravitational energy to
thermal energy.

Because it is hot, the surface of the protostar radiates away energy. The hot-
ter it gets, the more energy it radiates, and the bluer that radiation becomes (see
Working It Out 5.1). The surface of a protostar is tens of thousands of times
larger than the surface of the Sun, and each square meter of that enormous sur-
face radiates away energy. As a result, the protostar is thousands of times more
luminous than our Sun.

B ...until the center
of the core begins
falling inward
faster than the
rest of the cloud
can follow.

@ ...with the falling
material feeding
a growing
protostar at its
center.




Working It Out 5.7

Figure 5.4 shows the spectra of a blackbody: a source that
absorbs and emits all the electromagnetic energy it receives.
If we graph the intensity (energy per unit area per second) of
a blackbody’s emitted radiation across all wavelengths, as in
Figure 5.4, we obtain a characteristic curve called a blackbody
spectrum. As the object’s temperature increases, it emits more
radiation at every wavelength, so the entire curve is higher. The
luminesity, L, of the object is proportional to the fourth power of
the temperature, T

Lo T*

This relationship between temperature and luminosity is
known as the Stefan-Boltzmann law because it was discov-
ered in the laboratory by physicist Josef Stefan (1835-1893) and
derived by his student, Ludwig Boltzmann (1844-1906).

The amount of energy radiated by each square meter of the
surface of an object each second is called the flux, 7. We can
relate the flux to the temperature by using the Stefan-Boltzmann
constant, o (the Greek letter sigma). The value of ¢ is 5.67 x 1078
W/(m? K*), where W stands for watts, a unit of power equal to 1
joule per second. Expressing all this in math, we find:

F =oT*
Even modest changes in temperature can result in large
changes in the amount of power radiated by an object. If the
temperature triples, then the flux goes up by a factor of 3%, or 81.

Suppose we want to find the flux and luminosity of Earth.
Earth’s average temperature is 288 K, so the flux from its

surface is
F =oT*
F = [5.67 x 10~8 W/(m?K*)] (288 K)*
F = 390 W/m?

To find the total energy radiated every second, we must mul-
tiply by the surface area (A) of Earth, given by 4nR?. The radius
of Earth is 6,378,000 meters, or 6.378 x 10° meters. So the lumi-
nosity is

L=FxA

L=F x 4nR?

L = (390 W/m?) [47(6.378 x 10°m)?]
L~2x10YW

Earth emits the equivalent of the energy used by
2,000,000,000,000,000 hundred-watt light bulbs.

Look again at Figure 5.4. Notice where the peak of each
curve lines up along the horizontal axis. As the temperature,
T, increases, the peak of the spectrum shifts toward shorter
wavelengths. This is an inverse proportion. Translating this

T = 6000 K, e, = 0.48 um

Making an object
hotter makes it
more luminous...

...and shifts the peak of
its Planck spectrum
to shorter wavelengths.

T = 5000 K, Apea = 0.58 um

Intensity ——»

4000 K, Apeq = 0.73 pum

K\ T = 3000 K, Apeg = 0.97 pm
T = 2000 K, dgg = 145 um

2.0 25 3.0

0 0.5 1.0 15
Wavelength, A (um)

Figure 5.4 This graph shows blackbody spectra emitted by
sources with temperatures ranging from 2000 K to 6000 K. At
higher temperatures, the peak of the spectrum shifts toward
shorter wavelengths, and the amount of energy radiated per
second from each square meter of the source increases.

into math, and inserting the constant of 2.9 x 10° nm K (derived
from measurements of this relationship) to fix the units, gives

Wien’s law:
2.9 X 10°nmK

>\peak = T

Wien’s law, pronounced “Veen’s law,” is named for physicist
Wilhelm Wien (1864—1928), who discovered the relationship. In
this equation, X\, (pronounced “lambda peak”) is the wave-
length where the electromagnetic radiation from an object is
greatest.

If we insert Earth’s average temperature of 288 K into Wien’s

law, we get

2.9 X 10°nmK
>\peak = T—

\ L 29X% 10°nmK
peak = 288 K
Apeak = 10,100 nm

or slightly more than 10 pm. Earth’s radiation peaks in the
infrared region of the spectrum.
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Figure 5.5 This Hubble Space Telescope (HST) image of
the Eagle Nebula shows dense columns of molecular gas
and dust illuminated by nearby stars. Infrared images of
the same field, also taken with the HST, show young stars
forming within these columns. The Eagle Nebula is about
7,000 light-years from Earth. The largest pillar, on the left, is
about 4 light-years, or 24 trillion miles, in extent.

Infrared radiation
escapes the dusty
columns, so infrared
images show where
new stars are forming.

Although the protostar is emitting a lot of light, astronomers often cannot see
it in visible light. There are two reasons for this. First, most of the protostar’s
radiation is in the infrared rather than the visible part of the spectrum. Second,
the protostar is buried deep in the heart of a dense and dusty molecular cloud.
Dust absorbs visible light. However, astronomers are able to view these objects in
the infrared part of the spectrum because much of the longer-wavelength infra-
red light from the protostar is able to escape through the cloud. In addition, as
the dust absorbs the visible light, it warms up, and this heated dust also glows
in the infrared.

Sensitive infrared instruments developed in the past 30 years have revolu-
tionized the study of protostars and other young stellar objects. Dark clouds
have revealed themselves to be entire clusters of dense cloud cores, young
stellar objects, and glowing dust when viewed in the infrared. Figure 5.5
shows infrared pictures of stars forming within columns of gas and dust in the
Eagle Nebula. Nebula is the most general term for an interstellar cloud of gas
and dust.

A Shifting Balance: The Evolving Protostar

At any given moment, the protostar is in balance: the force from hot gas pushes
outward and the force of gravity pulls inward, and these forces exactly oppose
each other. However, this balance is constantly changing. How can an object be
in perfect balance and yet be changing at the same time? Figure 5.6a shows a
simple spring scale. If an object is placed on it, the spring compresses until the
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(a) (b) Likewise, the gravitational force
pulling material toward the center

! ,-"'r of a protostar is exactly balanced
\ by the pressure.
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Likewise, as more material falls on the
protostar, and as heat from its interior

radiates away, the protostar becomes more

compact. Pressure in the protostar increases.
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downward force of the weight of the object is exactly balanced by the upward
force of the spring. The more the spring is compressed, the harder the spring
pushes back. We measure the weight of the object by determining the point at

Figure 5.6 (a) A spring scale comes to rest at the point
where the weight of the sand is matched by the upward

) ) ) force of the compressed spring. As sand is added, the loca-
which the pull of gravity and the push of the spring are equal. tion of this balance point shifts. (b) Similarly, the balance

Let’s now slowly pour sand onto our spring scale. At any time, the downward between pressure and gravity determines the structure
weight of the sand is balanced by the upward force of the spring. As the weight of a protostar. Like the spring scale, the structure of the
of the sand increases, the spring is slowly compressed. The spring and the weight ~ protostar constantly shifts as additional material falls onto
of the sand are always in balance, but this balance is changing with time as more  the surface of the protostar and as the protostar radiates
sand is added. The situation is analogous to our protostar (Figure 5.6b), in which ~ energy away.
the outward pressure of the gas behaves like the spring. Material falls onto the
protostar, adding to its mass and gravitational pull. Additionally, the protostar
slowly loses internal thermal energy by radiating it away. But the material that
has fallen onto the protostar also compresses the protostar and heats it up. The
interior becomes denser and hotter, and the pressure rises—just enough to bal-
ance the increased weight of the material above it. Dynamic balance is always
maintained.

This dynamic balance persists as energy is radiated away and the protostar
slowly contracts. Gravitational energy is converted to thermal energy, which heats
the core, raising the pressure to oppose gravity. This process continues, with the
protostar becoming smaller and smaller and its interior growing hotter and hotter,
until the center of the protostar is finally hot enough to “ignite,” or begin turning
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The protostar contracts.

Thermal energy escapes from the interior B Gravity is stronger in the smaller protostar
of a protostar and is radiated into space.

increasing pressure and temperature.
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Figure 5.7 A protostar’s luminosity comes from gravitational collapse. As a
protostar radiates away energy, it loses pressure support in its interior and fuses into helium.

contracts. This contraction drives the interior pressure up. The counterintui-
tive result is that outward radiation of energy causes the interior of the pro-
tostar to grow hotter and hotter until nuclear reactions begin in its interior. In
steps 2 and 3, the dashed line represents the prior size of the protostar.

As the protostar gets smaller
Pressure and smaller its interior gets
b hotter and hotter.
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@ In this way the protostar’s gravitational
energy is converted into thermal energy
until the core gets so hot that hydrogen

Ignition!
T

—-— i
—

——

B The new star settles down,
burning hydrogen in its core.

hydrogen into helium. Once this ignition happens, the protostar becomes a star.
The fusion of hydrogen into helium is a nuclear process that releases energy. This
process will be discussed in more detail in Chapter 11. This released energy adds
to the gas pressure and helps balance the gravitational force pulling inward on
the star. This sequence of events is shown in Figure 5.7.

The protostar’s mass determines whether it will actually become a star. As the
protostar slowly collapses, the temperature at its center rises. If the protostar’s
mass is greater than about 0.08 times the mass of the Sun (0.08 M), the tempera-
ture in its core will eventually reach 10 million K, and the reaction that converts
hydrogen into helium will begin. The newly born star will once again adjust its
structure until it is radiating energy away at exactly the rate that energy is being
released in its interior.

If the mass of the protostar is just under 0.08 M., it will never be hot enough
to become a star. A brown dwarfis such a “failed” star: intermediate between a
star and a planet, not quite massive enough to cause hydrogen fusion in its core.
The energy emitted from a brown dwarf has the same source as the energy emit-
ted from a protostar: gravitational collapse turns gravitational energy into ther-
mal energy. As the years pass, a brown dwarf gets gradually smaller and fainter.
About 2,000 brown dwarfs have been found since the first one was identified in
the mid-1990s.
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Figure 5.8 Hubble Space Telescope images show disks around newly formed stars. (a) The
dark band is the silhouette of the disk seen more or less edge on. Bright regions are dust illu-
minated by starlight. The jets, shown in green, will be discussed shortly. (b) In this image, the
disk is seen in silhouette. Planets may be forming or have already formed in this disk.

Planets Form in a Disk Around the Protostar

So far we have focused on the innermost portion of the collapsing core of a pro-
tostar. What happens to the rest of the dust and gas? Disks of gas and dust have
been found surrounding young stellar objects like the ones shown in Figure 5.8.
From this observational evidence, we know that the cloud collapses first into a
disk. A piece of dust or molecule of gas in the disk eventually suffers one of three
fates: it travels inward onto the protostar at its center, remains in the disk to form
planets and other objects, or is thrown back into interstellar space. In this sec-
tion, we focus on the formation of planets in the dusty disk.

Convergence of Evidence

While astronomers were working to understand star formation by studying
molecular clouds, other scientists—mainly geochemists and geologists—with
very different backgrounds were piecing together the history of our Solar Sys-
tem. Planetary scientists looking at the current structure of the Solar System
inferred what many of its early characteristics must have been. The orbits of
all the planets in the Solar System lie very close to a single plane, so the early
Solar System must have been flat. Additionally, all the planets orbit the Sun in
the same direction, so the material from which the planets formed must have
been orbiting in the same direction as well. To find out more, it would be helpful
to have samples of the very early Solar System to study. Fortunately, rocks that
fall to Earth from space, known as meteorites, include pieces of material that
are left over from the Solar System’s youth! Many meteorites, such as the one in
Figure 5.9, resemble a piece of concrete in which pebbles and sand are mixed
with a much finer filler, suggesting that the larger bodies in the Solar System
must have grown from the aggregation of smaller bodies. Following this chain
of thought back in time, we find an early Solar System in which the young Sun
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»-II AstroTour: Solar System Formation

Figure 5.9 Meteorites are fragments of the young Solar
System that have landed on the surfaces of planets. It is
clear from this cross section that this meteorite formed

from many smaller components that stuck together.
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Protostellar Sun Protoplanetary disk

Figure 5.10 When you consider the young Sun, think of it as being surrounded by a flat,
rotating disk of gas and dust that is flared at its outer edge.

was surrounded by a flattened disk of both gaseous and solid material. Our Solar
System formed from this swirling disk of gas and dust.

As stellar astronomers and planetary scientists compared notes, they realized
they had arrived at the same picture of the early Solar System from two com-
pletely different directions. The connection between the formation of stars and
the origin and evolution of the Solar System is one of the cornerstones of both
astronomy and planetary science—a central theme of our understanding of our
Solar System.

Figure 5.10 shows the young Solar System as it appeared roughly 5 billion
years ago. Surrounding the protostellar Sun was a flat, orbiting disk of gas and
dust like those seen around protostars today. Each bit of the material in this thin
disk orbited according to the same laws of motion and gravitation that govern
the orbits of the planets. This disk is an example of an accretion disk: a disk
that forms from the accretion of material around a massive object. The accretion
disk around the forming Sun had only a fraction of the mass of the Sun, but this
amount was more than enough to account for the bodies that make up the Solar
System today.

The Collapsing Cloud and Angular Momentum

What is it about the process of star formation that leads not only to a star, but to
a flat, orbiting collection of gas and dust as well? The answer to this question
involves something called angular momentum. Angular momentum is a con-
served quantity of a revolving or rotating system with a value that depends on
both the velocity and distribution of the mass. The angular momentum of an
isolated object is always conserved; that is, it remains unchanged unless acted
on by an external force. You have likely seen a figure-skater spinning on the ice
like the one shown in Figure 5.11a. Like any rotating object, the spinning skater
has some amount of angular momentum. Unless an external force acts on her,
such as the ice pushing on her skates, she will always have the same amount of
angular momentum.
The amount of angular momentum depends on three things:

1. How fast the object is rotating. The faster an object is rotating, the more angu-
lar momentum it has.

2. The mass of the object. If a bowling ball and a basketball are spinning at the
same speed, the bowling ball has more angular momentum because it has
more mass.



3. How the mass of the object is distributed relative to the spin axis; that is, how
far or spread out the object is. For an object of a given mass and rate of rotation,
the more spread out it is, the more angular momentum it has. A spread-out
object that is rotating slowly might have the same angular momentum as a
compact object rotating rapidly.

Both an ice-skater and a collapsing interstellar cloud are affected by conser-
vation of angular momentum: the angular momentum must remain the same
in the absence of an external force. In order for angular momentum to be con-
served, a change in one of the above quantities (rate of spin, mass, or distribution
of mass) must be accompanied by a change of another quantity. For example,
an ice-skater can control how rapidly she spins by pulling in or extending her
arms. As she pulls in her arms to become more compact (decreasing her dis-
tribution of mass), she must spin faster to maintain the same angular momen-
tum (increasing how fast she rotates). When her arms are held tightly in front
of her, the skater’s spin becomes a blur. She finishes with a flourish by throw-
ing her arms and leg out—an action that abruptly slows her spin by spreading
out her mass. Her angular momentum remains constant throughout the entire
maneuver. Similarly—as shown in Figure 5.11b—the cloud that formed our Sun
rotated faster and faster as it collapsed, just as the ice-skater speeds up when
she pulls in her arms.

However, this description presents a puzzle. Suppose the Sun formed from
a typical cloud—one that was about a light-year across and was rotating so
slowly that it took a million years to complete one rotation. By the time such
a cloud collapsed to the size of the Sun today, it would have been spinning so
fast that one rotation would occur every 0.6 second. This is more than 3 mil-
lion times faster than our Sun actually spins. At this rate of rotation, the Sun
would tear itself apart. It appears that angular momentum was not conserved
in the actual formation of the Sun—but that can’t be right, because angular
momentum must be conserved. We must be missing something. Where did the
angular momentum go?

(b)
As gravity causes (2]

the collapse of a
slowly rotating clump,
it rotates faster.

Axis of rotation —<t= 0
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Figure 5.11 (a) A figure-skater relies on the principle of con-
servation of angular momentum to change the speed of her
spin. (b) In the same way, a collapsing cloud spins faster as
it becomes smaller. Angular momentum is conserved in a
collapsing cloud.

(@

Rotation slows collapse 3] Eventually the clump
perpendicular to but not collapses from the inside
parallel to the axis, so out, and an accretion
the clump flattens. disk and protostar form.
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€& Material rains down
on the accretion disk.

B3 The vertical motion of material
from above cancels the vertical
motion from below...

E) .. .but the rotational motion
remains. The material joins
the rotating accretion disk.

Figure 5.12 Gas from a rotating molecular cloud falls
inward from opposite sides, piling up onto a rotating disk

Material moves in
toward the protostar
in the accretion disk.

Figure 5.13 (a) Material falls
onto an accretion disk around
a protostar and then moves
inward, eventually falling
onto the star. In the pro-
cess, some of this material is
driven away in powerful jets
that stream perpendicular

to the disk. (b) This infra-

red Spitzer Space Telescope
image shows jets streaming
outward from a young, devel-
oping star. Note the nearly
edge-on, dark accretion disk
surrounding the young star.

The Formation of an Accretion Disk

To understand how angular momentum is conserved in disk formation, we must
try to think in three dimensions. Imagine that the ice-skater bends her knees,
compressing herself downward instead of bringing her arms toward her body.
As she does this, she again makes herself less spread out, but her rate of spin
does not change because no part of her body has become any closer to the axis
of spin. As we saw in Figure 5.11b, a clump of a molecular cloud can flatten out
without speeding up. As the clump collapses, its self-gravity increases, and the
inner parts begin to fall freely inward, raining down on the growing object at the
center. The outer portions of the clump lose the support of the collapsed inner
portion, and they start falling inward, too. As this material makes its final inward
plunge, it lands on a thin, rotating accretion disk.

The formation of accretion disks is common in astronomy, so it is worth tak-
ing a moment to examine this process, which is shown in Figure 5.12. As the
material falls toward the protostar, it travels on curved, almost always elliptical
paths. These paths are oriented randomly except for one key feature—either
they all go clockwise or they all go counterclockwise, when viewed from a
direction along the axis of rotation. This is what we mean when we say the
cloud rotates. Imagine yourself in such a cloud, near the edge, looking toward
the center. As you watch, all the material is orbiting from left to right, but some
of it is traveling upward and some downward. Some of it is on steep orbits,
traveling more vertically, and some is on shallow orbits, traveling mostly to
the side. Now imagine that two pieces of material collide and stick together
to form a larger piece. Both are on shallow orbits, but one is traveling up and

Bipolar jets and outflows
flow away from the young
star and disk.

This structure is seen in
images of forming stars.
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the other is traveling down. What will happen to the new, larger piece? It will
still orbit from left to right, but the upward motion and the downward motion
will cancel out, so the orbit will become shallower. Imagine this same scenario
for two pieces on steep orbits. Again, the orbit will become less steep. In this
way, the upward and downward motions of the material cancel each other out,
and a disk is formed in which all the material has very shallow orbits, and all
orbits still proceed in the same overall direction—either clockwise or coun-
terclockwise. The angular momentum is unchanged because all the material
has maintained its distance from the axis.

Now we can explain why the Sun does not have the same angular momentum
that was present in the original clump of cloud. The radius of a rotating accre-
tion disk is thousands of times greater than the radius of the star that will form
at its center. Much of the angular momentum in the original interstellar clump
is conserved in its accretion disk rather than in its central protostar.

Most of the matter that lands on the accretion disk either becomes part of
the star or is ejected back into interstellar space, in the form of jets or other out-
flows, as seen in Figure 5.13. Material swirling in the bipolar jets carries angular
momentum away from the accretion disk in the general direction of the poles of
the rotation axis. However, a small amount of material is left behind in the disk.
It is the objects in this leftover disk—the dregs of the process of star formation—
that form planets and other objects that orbit the star.

Theoretical calculations by astronomers long predicted that accretion disks
should be found around young stars. Look back at Figure 5.8, which shows Hubble
Space Telescope images of edge-on accretion disks around young stars. The dark
bands are the shadows of the edge-on disks, the top and the bottom of which are
illuminated by light from the forming star. Our Sun and Solar System formed
from a protostar and disk much like those in these pictures.

Creation of Large Objects

Random motions of material in the accretion disk push the smaller grains of
solid material toward larger grains, as shown in Figure 5.14. As this happens, the
smaller grains stick to the larger grains. The “sticking” process among smaller
grains is due to the same static electricity that causes dust bunnies to grow under
your bed. Starting out at only a few micrometers across, the slightly larger bits of
dust grow to the size of pebbles and then to clumps the size of boulders, which
are not as easily pushed around by gas. When clumps grow to about 100 meters
across, the objects are so few and far between that they collide less frequently,
and their growth rate slows down but does not stop.

For two large clumps to stick together rather than explode into many small
pieces, they must bump into each other very gently; collision speeds must be
about 0.1 m/s or less for colliding boulders to stick together. Your stride is prob-
ably about a meter, so to walk as slowly as the collision speed of 0.1 m/s, you
would take one step every 10 seconds. The process is not a uniform movement
toward larger and larger bodies. Violent collisions do occur in an accretion disk,
and larger clumps break back into smaller pieces. But over a long period, large
bodies do form.

Objects grow by “sweeping up” smaller objects that get in their way. These
objects can eventually measure up to several hundred meters across. But as the
clumps reach the size of about a kilometer, a different process becomes impor-
tant. These kilometer-sized objects are massive enough that their gravity begins

Planets Form in a Disk Around the Protostar 109

Gas motions in an accretion disk
move small particles around
more easily than large particles.
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Figure 5.14 Motions of gas in an accretion disk force
smaller particles of dust into larger particles, then make
these large particles even larger. This process continues,
eventually creating objects many meters in size.
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The gravity of a growing planetesimal
draws in additional material.

Craters

Figure 5.15 The gravity of a planetesimal is strong enough
to attract surrounding material, which causes the planetesi-
mal to grow more rapidly.

Figure 5.16 Differences in temperature within an accretion
disk determine the composition of dust grains that then
evolve into planetesimals and planets. The colored bars
show where refractory materials, water ice, and volatiles
can exist in the accretion disk. Shown here are the protostar
(P) and the distances of Venus (V), Earth (E), Mars (M), Jupi-
ter, Saturn, and Uranus.

to pull on nearby bodies, as shown in Figure 5.15, at which point they are known
as planetesimals (literally “tiny planets”). At this point, the planetesimal is not
growing only by chance collisions with other objects; now it can pull in and cap-
ture small objects outside its direct path. The growth speeds up, and the larger
planetesimals quickly consume most of the remaining bodies in the vicinity
of their orbits. The final survivors of this process are large enough to be called
planets. As with the major bodies in orbit around the Sun, some of the planets
may be relatively small and others quite large.

Very large objects can acquire mini accretion disks as they capture gas and
dust. Some of this material may grow into larger bodies in much the same way
that material in the accretion disk formed planets. The result is a mini “solar
system”—a group of moons that orbit about the planet.

The Inner and Quter Disk Have
Different Compositions

In the Solar System, the inner planets are small and mostly rocky, while the outer
planets are very large and mostly gaseous. This distinct difference between the
inner and the outer Solar System must have some explanation in a model of the
formation of stars and planets.

Rock, Metal, and Ice

On a hot summer day, ice melts and water quickly evaporates; but on a cold win-
ter night, even the water in our breath freezes into tiny ice crystals before our
eyes. Metals and rocky materials, such as iron, silicates (minerals containing
silicon and oxygen), and carbon remain solid even at quite high temperatures.
Substances that are capable of withstanding high temperatures without melting
or being vaporized are referred to as refractory materials. Other materials, such
as water, ammonia, and methane, remain in a solid form only if their tempera-
ture is very low. These materials, which become gases at moderate temperatures,
are called volatile materials, or “volatiles.”

Differences in temperature from place to place within the accretion disk sig-
nificantly affect the makeup of the dust grains in the disk As Figure 5.16 illus-
trates, in the hottest parts of the disk—the area closest to the protostar—only
refractory substances exist. In the inner disk, dust grains are composed almost
entirely of refractory materials. Somewhat farther out, some hardier volatiles,

llj \I/ F 'YI Inner disk .IJupiter ISaturn Outer disk LIJranus
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such as water ice and certain organic substances, can survive in solid form, add-
ing to the materials that make up dust grains. Highly volatile components such
as methane, ammonia, and carbon monoxide ices and some simple organic mol-
ecules survive in solid form only in the coldest, outermost parts of the accretion
disk, far from the central protostar. The differences in composition of dust grains
within the disk are reflected in the composition of the planets formed from that
dust. Planets closest to the central star are composed primarily of refractory
materials such as rock and metals but are deficient in volatiles. Those that form
farthest from the central star contain refractory materials, but they also contain
large quantities of ices and organic materials.

Chaotic encounters can change this organization of planetary compositions.
Through planet migration, gravitational scattering or interactions with gas in the
protoplanetary disk can force some planets to end up far from where they formed.
Uranus and Neptune originally may have formed near the orbits of Jupiter and
Saturn but were then driven outward to their current locations by gravitational
encounters with Jupiter and Saturn. A planet can also migrate when it gives up
some of its orbital angular momentum to the disk material that surrounds it. Such
a loss of angular momentum causes the planet to slowly spiral inward toward
the central star. We will see examples from other planetary systems when we
discuss hot Jupiters in Section 5.6.

Atmospheres around Solid Planets

Once a solid planet has formed, it may continue to grow by capturing gas from
the accretion disk. To do so, it must act quickly. Young stars and protostars emit
fast-moving particles and intense radiation that can quickly disperse the remains
of the accretion disk. Planets like Jupiter have about 10 million years to form and
accumulate an atmosphere. Massive planets can capture more of the hydrogen
and helium gas that makes up the bulk of the disk.

The gas—primarily hydrogen and helium—that is captured by a planet at the
time of its formation is the planet’s primary atmosphere. The primary atmo-
sphere of a large planet can be more massive than the solid body, as in the case
of giant planets such as Jupiter.

A less massive planet may also capture some gas from the accretion disk, only
to lose it later. The gravity of small planets may be too weak to hold low-mass
gases such as hydrogen and helium. Even if a small planet is able to gather some
hydrogen and helium from its surroundings, this primary atmosphere will not
last long. The atmosphere around a small planet like our Earth is a secondary
atmosphere, which forms later in the life of a planet. Volcanism is one important
source of a secondary atmosphere because it releases carbon dioxide, water vapor,
and other gases from the planet’s interior. In addition, volatile-rich comets that
formed in the outer parts of the disk fall inward toward the new star and some-
times collide with planets. Comets are icy planetesimals that survive planetary
accretion. They may provide a significant source of water, organic compounds,
and other volatile materials on planets close to the central star.

A Case Study: The Solar System

The Solar System is a collection of planets, moons, and other smaller bodies sur-
rounding an ordinary star that we call the Sun. Enough small bodies occupy par-
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Vocabulary Alert

organic Organic often means “pertaining to life”; or, in the case
of food labeled “organic” in the United States, it means that a

list of rules has been obeyed regarding the use of pesticides and
herbicides. To scientists, organic means “carbon based,” as in
organic chemistry. Organic molecules are those with carbon in
them. They need not be of biological origin.

ice In common language, ice refers specifically to the solid form
of water, as we've used it so far in this chapter. The term dry iceis
also common, referring to frozen carbon dioxide. To astronomers,
ice refers to the solid form of any type of volatile material.
chaotic (or chaos) Chaoticis commonly used to mean “messy
or disorganized.” To scientists, a chaotic system is one that is very
sensitive to tiny changes in the initial conditions: A small change

in the initial state can lead to a large change in the final state of a
system.
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Figure 5.17 Our Solar System includes planets, moons, and other small bodies. Sizes and
distances are not to scale in this sketch of the layout of the Solar System.

ticular regions of the Solar System to warrant separate names for these regions,
such as asteroid belt and Kuiper Belt (see Figure 5.17). Do not confuse our Solar
System with the universe. Our Solar System is a tiny part of our galaxy, which
is a tiny part of the universe. You may wish to go back to Figure 1.2 to remind
yourself of the size scales involved.

Nearly 5 billion years ago, our Sun was a protostar surrounded by an accre-
tion disk of gas and dust. Over the course of a few hundred thousand years,
much of the dust collected into planetesimals—clumps of rock and metal near
the Sun and aggregates of rock, metal, ice, and organic materials farther from
the Sun. Within the inner few astronomical units (AU) of the disk, several rock
and metal planetesimals—probably less than a half dozen—quickly grew in
size to become the dominant masses in their orbits. These few either captured
most of the remaining planetesimals or ejected them from the inner part of the
disk. These dominant planetesimals had now become planet-sized bodies with
masses ranging between 2o and 1 Earth mass (Mc). They became the terrestrial
planets (Earth-like, or rocky). Mercury, Venus, Earth, and Mars are the surviving
terrestrial planets. Even though it is not a planet itself and formed in a different
way, Earth’s Moon is often grouped with these terrestrial planets because of its
similar physical and geological properties. One or two others may have formed
in the young Solar System but were later destroyed.

For several hundred million years after the formation of the four surviving
terrestrial planets and Earth’s Moon, leftover pieces of debris still in orbit around
the Sun continued to rain down on their surfaces. Much of this barrage may have
originated in the outer Solar System. Today, we can still see the scars of these
early impacts on the cratered surfaces of some of the terrestrial planets, such as
the surface of Mercury shown in Figure 5.18. This rain of debris continues today,
but at a much lower rate.

Before the proto-Sun became a true star, gas in the inner part of the accretion
disk was still plentiful. During this early period, Earth and Venus held on to weak
primary atmospheres of hydrogen and helium, but these thin atmospheres were
soon lost to space. The terrestrial planets did not develop thick atmospheres until



the formation of the secondary atmospheres that now surround Venus, Earth,
and Mars. Mercury’s proximity to the Sun and the Moon’s small mass prevented
these bodies from retaining significant secondary atmospheres.

Beyond 5 AU from the Sun, planetesimals combined to form a number of bodies
with masses about 10—20 times that of Earth. These planet-sized objects formed
from planetesimals containing volatile ices and organic compounds in addition
to rock and metal. Four such massive bodies later became the cores of the giant
planets: Jupiter, Saturn, Uranus, and Neptune. These giant planets are many times
the mass of any terrestrial planet and lack a solid surface. Mini accretion disks
formed around these planetary cores, capturing large amounts of hydrogen and
helium and funneling this material onto the planets’ surfaces.

Jupiter’s massive solid core captured and retained the most gas—roughly 300
times the mass of Earth. The other planetary cores captured lesser amounts of
hydrogen and helium, perhaps because their cores were less massive or because
less gas was available to them. Saturn has less than 100 Earth masses of gas,
whereas Uranus and Neptune captured only a few Earth masses’ worth of gas.

This description indicates that it could take up to 10 million years for a
Jupiter-like planet to form. Some scientists do not think that our accretion disk
could have survived long enough to form gas giants such as Jupiter through this
process. All the gas may have dispersed in roughly half that time, cutting off
Jupiter’s supply of hydrogen and helium. An alternative explanation is that the
accretion disk fragments into massive clumps, each of which is equivalent to that
of a large planet. It is possible that both processes played a role in the formation
of our own and other planetary systems. This part of the story is still incomplete.

During the formation of the planets, gravitational energy was converted into
thermal energy as the individual atoms and molecules moved faster. This con-
version warmed the gas surrounding the cores of the giant planets. Proto-Jupiter
and proto-Saturn probably became so hot that they actually glowed a deep red
color, similar to the heating element on an electric stove. Their internal tempera-
tures may have reached as high as 50,000 K. However, they were never close to
becoming stars. As we saw in Section 5.2, a ball of gas must have a mass at least
0.08 times the mass of the Sun for it to become a star. This is about 80 times the
mass of Jupiter.

The composition of the moons of the giant planets followed the same trend
as the planets that formed around the Sun: the innermost moons formed under
the hottest conditions and therefore contained the smallest amounts of volatile
material. When Jupiter’s moon Io formed, Jupiter was glowing so intensely that
it rivaled the distant Sun. The high temperatures created by the glowing planet
evaporated most of the volatile substances nearby. Io today contains no water at
all. However, water is probably plentiful on at least three of Jupiter’s other large
moons, Europa, Ganymede, and Callisto, because these moons formed farther
from warm, glowing Jupiter.

Not all planetesimals in the disk went on to become planets. For example, dwarf
planets orbit the Sun but have not cleared other, smaller bodies from their orbits.
Many are not massive enough to be round. Ceres and Pluto, shown in Figure 5.17,
are both dwarf planets. More dwarf planets, along with a large number of smaller
bodies, are found in the Kuiper Belt, beyond Pluto’s orbit. Asteroids are small
bodies found interior to Jupiter’s orbit; most are located in the main asteroid belt
between Mars and Jupiter. Jupiter’s gravity kept the region between Jupiter and
Mars so stirred up that most planetesimals there never formed a large planet.

Planetesimals persist to this day in the outermost part of the Solar System
as well. Formed in a deep freeze, these objects have retained most of the highly
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Figure 5.18 Large impact craters on Mercury (and on solid
bodies throughout the Solar System) record the final days
of the Solar System’s youth, when smaller planetesimals
rained down on their surfaces.
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volatile materials found in the grains present at the formation of the accretion
disk. Unlike the crowded inner part of the disk, the outermost parts of the disk
had planetesimals that were too sparsely distributed for large planets to grow.
Icy planetesimals in the outer Solar System remain today as comet nuclei—rela-
tively pristine samples of the material from which our planetary system formed.
The frozen, distant dwarf planets Pluto and Eris are especially large examples of
these residents of the outer Solar System.

Even after the initial formation, the Solar System was a remarkably violent
and chaotic place. Many objects in the Solar System show evidence of cataclys-
mic impacts that reshaped worlds. A dramatic difference between the terrains
of the northern and southern hemispheres on Mars, for example, has been inter-
preted by some planetary scientists as the result of one or more colossal colli-
sions. Mercury has a crater on its surface from an impact so devastating that it
caused the crust to buckle on the opposite side of the planet. In the outer Solar
System, one of Saturn’s moons, Mimas, has a crater roughly one-third the diam-
eter of the moon itself. Uranus suffered a collision that was violent enough to
literally knock the planet on its side. Today, its axis of rotation is tilted to lie
almost in its orbital plane.

Not even our own Earth escaped devastation by these cataclysmic events. The
Moon itself may be the result of such a collision. According to the best current
hypothesis for the formation of the Moon, the early Solar System included a
protoplanet about the same size and mass as Mars. As the newly formed planets
were settling into their present-day orbits, this fifth terrestrial planet suffered a
grazing collision with Earth and was completely destroyed. The remains of the
planet, together with material knocked from Earth’s outer layers, formed a huge
cloud of debris encircling Earth. For a brief period Earth may have displayed
a magnificent group of rings like those of Saturn. In time, some of this debris
coalesced into the single body we know as our Moon. This “impact formation”
hypothesis is still an active area of research, as astronomers try better to explain
all the observations about the Earth-Moon system.

Look back to the chapter-opening illustration, which shows images related
to the formation of stars and planets. Now that we have explored both a generic
example and our own Solar System, you can determine where these images fit
in the story of the formation of stars and planets.

Planetary Systems Are Common

In 1995, astronomers announced the first confirmed extrasolar planet—a planet
orbiting around a star other than the Sun. This planet orbits around a solar-type
star and is a Jupiter-sized body orbiting surprisingly close to this star, 51 Pegasi.
Today, the number of known extrasolar planets, sometimes called exoplan-
ets, has grown to more than a thousand, and new discoveries are occurring
almost daily.

The discovery of extrasolar planets raises the question of what we mean by the
term planet. Within our own Solar System, we feel reasonably comfortable with
our definition of a planet. But what about those extrasolar bodies? The Interna-
tional Astronomical Union defines an extrasolar planet as a body that orbits a
star other than our Sun and has a mass less than 13 Jupiters. Objects more mas-
sive than this but less than 0.08 M are brown dwarfs. Objects more massive than
0.08 M, are defined as stars.



The Search for Extrasolar Planets

Astronomers use several methods for finding extrasolar planets. The first planets
were discovered indirectly, by observing their gravitational tug on the central
star. As technology has improved, other methods have become more produc-
tive. Astronomers now have direct imagery of planets orbiting stars and have
also been able to take the spectra of planets to observe the composition of their
atmospheres. Almost certainly, between the time we write this and the time you
read it, there will be new discoveries. The field is advancing extremely quickly.
We will now look at each discovery method in turn.

The Radial Velocity Method As a planet orbits a star, the planet’s gravity tugs the
star around ever so slightly. We can sometimes detect this wobble and infer the
properties of the planet—its mass and its distance from the star. To see how this
works, we must understand the Doppler effect shown in Figure 5.19.

Have you ever listened to a fire truck speed by with sirens blaring? As the fire
truck comes toward you, its siren has a certain high pitch. But as it passes by, the
pitch of the siren drops noticeably. If you close your eyes and listen, you have
no trouble knowing when the fire truck passed; the change in pitch of its siren
indicates its position. You do not even need a fire engine to hear this effect. The
sound of normal traffic behaves in the same way. As a car drives past, the pitch
of the sound that it makes suddenly drops. A change in frequency due to motion
is known as the Doppler effect.

The pitch of a sound is like the color of light: it is determined by the wave-
length of the wave. What we perceive as higher pitch corresponds to sound waves
with shorter wavelengths. Sounds that we perceive as lower in pitch are waves
with longer wavelengths. When an object is moving toward us, the waves that it
emits, whether light or sound or waves in the water, “crowd together” in front of
the object. You can see how this works by looking at Figure 5.19, which shows
the locations of successive wave crests emitted by a moving object.

The Doppler effect causes a shift in the light emitted from a moving object. If

@ Waves that reach this Waves that reach this ()
observer are spread out to observer are squeezed to
longer, redder wavelengths | | shorter, bluer wavelengths
(lower frequency). (higher frequency).

! )N

Moving source &

of light /N This observer sees
no Doppler shift.

70O\ VISUAL ANALOGY

Planetary Systems Are Common 115

>l AstroTour: The Doppler Effect

Figure 5.19 (a) Motion of a light or
sound source relative to an observer
causes waves to be spread out (red-
shifted, or made lower in pitch) or
squeezed together (blueshifted, or
made higher in pitch). Such a change
in the wavelength of light or the fre-
quency of sound is called a Doppler
shift. (b) The phenomenon can be
seen in waves of all kinds. The waves
in front of the moving duck are com-
pressed while the ones behind are
stretched out.
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the object were at rest, it would emit light with the rest wavelength, as shown in
Figure 5.20a. If an object such as a star is moving toward you, the light reaching
you from the object has a shorter wavelength than its rest wavelength—the light
is bluer than the rest wavelength, so it is blueshifted (Figure 5.20b). In contrast,
light from a source that is moving away from you is shifted to longer wavelengths.
The light that you see is redder than if the source were not moving away from
you, so it is redshifted, as seen in Figure 5.20c. The faster the object is moving
with respect to you, the larger the shift. The amount by which the wavelength of
light is shifted by the Doppler effect is called the Doppler shift of the light, and
it depends on the speed of the object emitting the light.

The Doppler shift provides information only about the radial velocity of the
object: the part of the motion that is toward you or away from you. An object
moving across the sky, for example, does not move toward or away from you,
and so its light will not be Doppler shifted from your point of view. The tech-
nique of examining Doppler shifts in the light from stars to detect extrasolar
planets is called the spectroscopic radial velocity method. In Working It Out
5.2, we explore how to use the Doppler shift to calculate the radial velocity of
an astronomical object, or the amount by which its light has shifted from our
standpoint.

We can see how the Doppler shift helps us find planets by using our own Solar
System as an example. Imagine that an extrasolar astronomer points a spectro-

Rest wavelength
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toward Earth
—
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away Earth

Figure 5.20 Light from an astronomical object will be
observed at its rest wavelength (a), blueshifted (b), or red-
shifted (c), depending on whether the object is at rest (a),
moving toward us (b), or moving away from us (c).

Working It Out 5.2

We noted in Section 4.2 that atoms and molecules emit and
absorb light only at certain wavelengths. The spectrum of an
atom or molecule has absorption or emission lines that look
something like a bar code instead of a rainbow, and each type
of atom or molecule has a unique set of lines. These lines are
called spectral lines. A prominent spectral line of hydrogen
atoms has a rest wavelength, X ., of 656.3 nanometers (nm).
Suppose that using a telescope, you measure the wavelength
of this line in the spectrum of a distant object and find that
instead of seeing the line at 656.3 nm, you see it at an observed
wavelength, X\, of 659.0 nm. The mathematical form of the
Doppler effect shows that the object is moving at a radial veloc-
ity (v;) of

_ Pobs ~ Arest c

' >\rest
659.0nm — 656.3nm
— 1 8
v, = 65630 X (3 x10%m/s)

v, = 1.2 x10%m/s

The object is moving away from you (because the wavelength

became longer and redder) with a speed of 1.2 x 10% m/s, or
1,200 kilometers per second (km/s).

Now consider our stellar neighbor, Alpha Centauri, which is
moving toward us with a radial velocity of -21.6 km/s (-2.16 x

10* m/s). (Negative velocity means the object is moving toward
us.) What is the observed wavelength, \,,,, of a magnesium line
in Alpha Centauri’s spectrum having a rest wavelength, \ ., of
517.27 nm? First, we need to manipulate the Doppler equation to
get Ay all by itself. Then we can plug in all the numbers.
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__ “\obs rest N

T
>\rest

Solve this equation for X\, to get

Vr
>\obs = >\rest+ C >\rest

Both terms on the right contain \,. Factor it out to make the

equation a little more convenient:

Vr
C

>\obs = (1 + ) >\rest

We are ready to plug in some numbers to solve for the observed
wavelength:

—2.16 x 10*m/s
>\0bs = (1 +W) %X 517.27 nm
Nobs = 517.23nm

Although the observed Doppler blueshift (517.23 — 517.27) is only
—0.04 nm, it is easily measurable with modern instrumentation.
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Figure 5.21 Both the Sun and Jupiter orbit around a common center of gravity, which
lies just outside the Sun’s surface. Spectroscopic measurements made by an extrasolar
astronomer would reveal the Sun’s radial velocity varying by +12 m/s over an interval of
11.86 years, which is Jupiter’s orbital period. Jupiter travels around its orbit at a speed of
13,000 m/s.

graph toward the Sun. Both the Sun and Jupiter orbit a common center of gravity
(sometimes called center of mass; this is the location where the effect of one mass
balances the other) that lies just outside the surface of the Sun, as shown in Figure
5.21. The astronomer would find that the Sun’s radial velocity varies by £12 m/s,
with a period equal to Jupiter’s orbital period of 11.86 years. From this informa-
tion, the astronomer would rightly conclude that the Sun has at least one planet
with a mass comparable to Jupiter’s, but without greater precision, she would be
unaware of the other, less massive major planets. But, spurred on by the excite-
ment of the discovery of Jupiter, the astronomer would improve the sensitivity
of her instruments. If the astronomer could measure radial velocities as small
as 2.7 m/s, she would be able to detect Saturn, and if the precision extended to
radial velocities as small as 0.09 m/s, she would be able to detect Earth.

Current technology limits the precision of our own radial velocity instru-
ments to about 0.3 m/s, but to date it has been the most successful ground-based
approach to finding extrasolar planets. This technique enables astronomers to
detect giant planets around solar-type stars, but we are still far from being able to
use it to reveal bodies with masses similar to those of our own terrestrial planets.
Finding the signal of the Doppler shift in the noise of the observation requires
the star to be quite bright in our sky. So this method is limited to nearby stars,
within about 160 light-years from Earth. The next method, the transit method,
does not have this limitation.

Another technique for finding extrasolar planets is the transit
method, in which we observe the effect of a planet passing in front of its parent
star. When this happens, the light from the star diminishes by a tiny amount,
as illustrated in Figure 5.22. Try picturing the geometry required to observe a
transit, however, and you may see a major limitation. For a planet to pass in front
of a star from our perspective, Earth must lie nearly in the orbital plane of the
planet. There is another important difference between the radial velocity and
transit methods: Whereas the radial velocity method gives us the mass of the
planet and its orbital distance from a star, the transit method provides the size
of a planet. Current ground-based technology limits the sensitivity of the transit
method to about 0.1 percent of a star’s brightness.

Using the transit method, our aforementioned extrasolar astronomer could
infer the existence of Earth only if the astronomer was located somewhere in
the plane of Earth’s orbit and could detect an 0.009 percent drop in the Sun’s
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»>» | Nebraska Simulation: Exoplanet Radial
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Figure 5.22 As a planet passes in front of a star, it blocks
some of the light coming from the star’s surface, causing
the brightness of the star to decrease slightly. (The bright-
ness decrease has been exaggerated in this illustration.)
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Figure 5.23 An infrared image shows four planets (labeled
“b,” “c,” “d,” and “e”), each with a mass several times that

of Jupiter, orbiting the star HR 8799 (hidden behind a mask).

Figure 5.24 Fomalhaut b is seen here moving in its orbit
around Fomalhaut, a nearby star easily visible to the naked
eye. The parent star, hidden by an obscuring mask, is about
a billion times brighter than the planet, which is located
within a dusty debris ring that surrounds the star.

brightness. In 2009, NASA launched a solar-orbiting telescope called Kepler with
instruments that are able to detect transits of Earth-sized planets. This telescope
has found thousands of extrasolar planet candidates in just a few short years.
Many of these are “Earth-like”—they are about Earth’s size, with about Earth’s
mass, located at a distance from the central star that might allow for Earth-like
temperatures. This is an exciting new development in the search for life in the
universe. In 2013, the original Kepler mission came to an end due to an equip-
ment failure, but discovery of new planets is expected to continue for several
more years as planet candidates identified by Kepler are confirmed.

The gravitational field of an unseen planet acts like a lens.
If the planet passes in front of a background star, it causes the star to brighten
temporarily while the planet is passing in front of it. Because the effect is small,
it is usually called microlensing. Like the transit method used in space, lensing
is also capable of detecting Earth-sized planets. This method provides an esti-
mate of the mass of a planet.

Planets may also be detected by astrometry—precisely measuring the
position of a star in the sky. If the system is viewed from “above,” the star moves
in a mini-orbit as the planet pulls it around. This motion is generally tiny and
therefore very difficult to measure. However, for systems viewed from above the
plane of the planet’s orbit, none of the prior methods will work because the planet
neither passes in front of the star nor causes a shift in its speed along the line of
sight. Several space missions, such as the Gaia spacecraft, which was launched
in 2013 by the European Space Agency, will carry out observations of this kind.

Direct imaging means taking a picture of the planet directly. This
technique is conceptually straightforward but is technically difficult because it
requires searching for a faint planet in the overpowering glare of a bright star—a
challenge far more difficult than looking for a star in the dazzling brilliance
of a clear daytime sky. Even when an object is detected by direct imaging, the
astronomer must still determine whether the observed object is actually a planet.
Suppose we detect a faint object near a bright star. Could it be a more distant
star that just happens to be in the line of sight? Future observations could tell
if the object shares the bright star’s motion through space. But it could also be
a brown dwarf rather than a true planet. The astronomer would need to make
further observations to determine the object’s mass.

Some planets have been discovered by this method using large, ground-based
telescopes operating in the infrared region of the spectrum. Figure 5.23 is an
infrared image of four planets orbiting the star HR 8799. The first visible-light
discovery was made from space while the Hubble Space Telescope was observ-
ing Fomalhaut, a bright naked-eye star only 25 light-years away. The planet Fom-
alhaut b is shown in Figure 5.24. It has a mass no more than three times that of
Jupiter and orbits within a dusty debris ring some 17 billion km from the cen-
tral star. A related form of direct observation involves separating the spectrum
of a planet from the spectrum of its star to obtain information about the planet
directly. Large ground-based telescopes have been able to obtain spectra of the
atmospheres of extrasolar planets and have found, for example, carbon monox-
ide and water in these atmospheres.

The most exciting discoveries will probably come with future missions. Future
observatories will not only detect Earth-like planets around nearby stars but also
measure the planets’ physical and chemical characteristics.



Other Planetary Systems

As we noted at the beginning of this section, the search for extrasolar planets has
been remarkably successful. Since the first extrasolar planet around a solar-type
star was confirmed in 1995, astronomers have found hundreds more stars with
planets, many with multiple planets. Figure 5.25 shows the distribution of planet
candidates as of November 2013. Many of these candidates have yet to be confirmed
as actual planets. Such confirmation requires follow-up observations that may
take many years. The field is changing so fast that the most up-to-date informa-
tion can only be found online or through mobile applications like the Kepler App.

The first discoveries included many hot Jupiters, which are Jupiter-type planets
orbiting solar-type stars in tight circular orbits that are closer to their parent stars
than Mercury is to our own Sun. These planets were among the first to be detected
because they are relatively easy targets for the spectroscopic radial velocity method.
The large mass of a nearby hot Jupiter tugs the star very hard, creating large radial
velocity variations in the star. In addition, these large planets orbiting close to their
parent stars are more likely to pass in front of the star periodically and reveal them-
selves with the transit method. Therefore, these hot Jupiter systems are easier to
find than smaller, more distant planets. Scientists call this bias a selection effect.

Many astronomers were surprised by the hot Jupiters because, according to
the formation theory they had at the time (based only on our Solar System), these
giant, volatile-rich planets should not have been able to form so close to their par-
ent stars. Jupiter-type planets should form in the more distant, cooler regions of
the accretion disk, where the volatiles that make up much of their composition
are able to survive. Perhaps hot Jupiters formed much farther away from their par-
ent stars and subsequently migrated inward. The mechanism by which a planet
could migrate involves an interaction with gas or planetesimals in which orbital
angular momentum is transferred from the planet to its surroundings, allowing
the planet to spiral inward.

Most of the new planets being discovered by Kepler are mini-Neptunes (gaseous
planets in the range of roughly 2—10 Earth masses) or super-Earths (rocky planets
more massive than Earth but less massive than Neptune), but improvements in
technology will enable smaller planets to be found. Planets with longer orbital
periods (and therefore larger orbits) can be discovered only when the observa-
tions have gone on long enough to observe more than one complete orbit. Some
of the newly discovered planets have highly elliptical orbits, unlike planets in
the Solar System. Some orbits of newly discovered planets are highly inclined
compared to the plane of rotation of their stars. Yet multiple-planet systems so
far discovered tend to reside in flat systems like our own, possibly supporting the
accretion disk theory of planet formation. In addition, planets have been found
wandering freely through the Milky Way, unattached to any star. These planets
may have been ejected from forming systems.

Studies of planetary systems, many unlike our own, challenge some aspects
of our understanding of planet formation. Nevertheless, the message conveyed
by our discoveries is clear: The formation of planets frequently, and perhaps
always, accompanies the formation of stars. The implications of this conclusion
are profound. In a galaxy of more than 100 billion stars and a universe of hun-
dreds of billions of galaxies, how many planets, or even moons, with Earth-like
conditions might exist? And with all of these Earth-like worlds in the universe,
how many might play host to the particular category of chemical reactions that
we refer to as “life”? To answer these questions, we must become more familiar
with our own Solar System, as we will do in the next few chapters.
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Sizes of Planet Candidates
Totals as of November, 2013

1,457 —Neptune—size
(2-6 Ry)

Super Earth—size—1,076
(1.25-2 Ry)

Earth—size—674
(<1.25 Rg)

229 —Jupiter—size, (6—15 Ryg)
102-Larger, (>15 Rg)

° [

Figure 5.25 Planetary systems have been discovered
around hundreds of stars other than the Sun, confirming
what astronomers have long suspected—that planets are
natural and common by-products of star formation. As time
passes and technology improves, more smaller planets will
be discovered. This graph shows the distribution of sizes

(in Earth radii; Rg) of planet candidates from the Kepler
mission.
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Kepler’s Continuing Mission

By RACHEL COURTLAND, IEEE Spectrum

In early August, the moment that Bill Borucki
had been dreading finally arrived. As the
principal investigator of NASA’s Kepler
space telescope, Borucki had been work-
ing with his colleagues to restore the space-
craft’s ability precisely to point itself. The
planet-hunting telescope has four reaction
wheels—essentially, electrically driven
flywheels—and at least three must be func-
tional to maintain positioning. But in the
past year, two of those wheels had been on
the fritz. One went off line in July 2012 after
showing elevated levels of friction, and a
second followed suit in May 2013, effec-
tively ending science operations. After a few
months of recovery efforts, the telescope team
was finally forced to call it quits, 6 months
after the mission was originally scheduled to
finish but years before they hoped it would.

The failures mark the end of an era for
Kepler. With only two reaction wheels, the
telescope can’t steady itself well enough
to ensure that light from each star hits the
same fraction of a pixel on its charge-coupled
devices for months on end without deviation.
That’s what Kepler needs in order to detect,
with high precision, the transit of a planet:
the slight dip in the brightness of a star that
occurs when an orbiting planet crosses in
front of it.

But the Kepler spacecraft might still have
its uses, and the data it has already gath-
ered almost certainly will. The telescope’s
managers are currently evaluating proposals
for what might be done with a two-wheeled
spacecraft. And the telescope’s analysis team
is gearing up for the rest of the science mis-

120

sion: a 2- to 3-year effort to crawl systemati-
cally through the 4 years of data that Kepler
has collected since its launch in 2009.

That analysis effort, which will incorpo-
rate new machine-learning techniques and a
bit of human experimentation, could yield a
bounty of new potential planets on top of the
3,500 that Kepler has found so far. “We expect
somewhere between several hundred more
planets to maybe as many as a thousand,”
Borucki says. If all goes well, the revised hunt
might even uncover the first handful of terres-
trial twins—or at the very least, near cousins:
roughly Earth-size planets on nearly yearlong
orbits around Sun-like stars.

Uncovering those Earth analogues won’t
be easy. The orbits are slow and the planets
themselves are small. “You're looking for a
percent of a percent” dip in the brightness of a
star, says Jon Jenkins, the telescope’s analysis
lead. “That’s a very demanding and challeng-
ing measurement to make.”

The task will be made even more difficult
by an unexpected complication: Stars vary
in brightness due to sunspots and flares, and
Kepler’s observations reveal that these varia-
tions are greater than scientists had previ-
ously estimated. Those fluctuations can hide
the presence of a planet, reducing the tele-
scope’s sensitivity to terrestrial transits by
50 percent.

In April 2012, NASA granted Kepler a
4-year extension that would have compen-
sated for the extra noise. But with the fail-
ure of the reaction wheels, Jenkins and his
colleagues now must find a different way to
uncover planetary signals.

Earlier this year, they moved the data
processing from a set of computer clusters

containing 700 microprocessors to the Ple-
iades supercomputer at the NASA Ames
Research Center in Moffett Field, Califor-
nia, where they have the use of up to 15,000
of the machine’s more than 160,000 cores.
The team is also working on implementing
a machine-learning process using an algo-
rithm called the random forest, which will
be trained with data already categorized by
Kepler scientists. Once it’s up and running,
the software should be able to speedily differ-
entiate false positives and data artifacts from
promising candidates. Eventually, Jenkins
says, the analysis team will insert fake data
into the pipeline to test the performance of
both the humans that ordinarily do the pro-
cessing and the automated algorithms. “We
need to know for every planet we detect how
many we missed,” Jenkins says.

No one can predict exactly how many plan-
ets Kepler will find. The telescope’s main goal
was to determine how common planets are in
and around the habitable zones of stars—the
areas around stars with the right temperature
range for liquid water to be present. Such
statistics could help astrophysicists decide
how practical it would be to build a space
telescope capable of directly detecting light
from Earth-like planets, which is necessary
to determine whether they have atmospheres
that could support life.

For Earth-size planets in settings similar
to our own, developing a good statistical esti-
mate will be difficult. With small numbers,
the uncertainty in the size of the overall popu-
lation will be large. “The best-case scenario is
that Kepler could still have, with very large
error bars, a number for us at the end of the
day,” says Sara Seager, a professor of planetary
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science and physics at MIT and a participat-
ing scientist on the team.

Even if Kepler finds no Earth analogues,

Seager says, the mission is a success. “Kepler
revolutionized exoplanet science and, argu-
ably, big-data astronomy,” she says. “We’ll see
the data being mined for years to come.”

Evaluating the News

1.

What planet-finding method does Kepler
use?

. Recall the discussion of CCD cameras from

Chapter 4. Kepler has 42 CCD chips, each
of which measures 50 x 25 mm and has

2,200 x 1,024 pixels. The article states
that before the failure, Kepler was steady
enough to ensure that “light from each
star hits the same fraction of a pixel on its
charge-coupled devices for months on end
without deviation.” What is the approxi-
mate size of one of these pixels?

. The article states that finding Earth ana-

logues is difficult because “the orbits are
slow.” What do they mean by this, and why
does this matter?

. Even though we have not discussed sun-

spots yet, you can figure out what a sunspot
does to the light of a star from the context

of the article. Do sunspots tend to brighten
or dim a star?

. While it is conceptually straightforward

to understand this method of detecting
planets, the article implies that the actual
process of doing so requires enormous
computational resources. Why would this
be?

. As of the date of the article, scientists are

looking for ways to repurpose the Kepler
telescope. Use the Internet to find out if
they have been successful and, if so, what
they are using the telescope for now that
its primary mission is over.

{}

Stars and planets form from clouds of dust and gas. These clouds col-
lapse under their own gravity, sometimes assisted by external events,
such as nearby exploding protostars. As the clouds collapse, they frag-
ment to form multiple protostars. Conservation of angular momentum
produces an accretion disk around the protostars that often further
fragments to form multiple planets, as well as smaller objects such as
asteroids and dwarf planets, through the gradual accumulation of dust
into larger and larger objects. There are multiple methods for finding
planets around other stars, and these planets are now thought to be
very common. This field of study is evolving very quickly as technol-
ogy advances.

1 Gravity pulls clumps of gas and dust together, causing them to
shrink and heat up. Angular momentum must be conserved,
leading to both a spinning central star and an accretion disk
that rotates and revolves in the same direction as the central
star.

2 Dust grains in the accretion disk first stick together because
of collisions and static electricity. As these objects grow, they
eventually have enough mass to attract other objects gravi-
tationally. Once this occurs, they begin emptying the space
around them. Collisions of planetesimals lead to the formation
of planets.

As particles orbit the forming star, those on rising tracks
impact those on falling tracks. The upward and downward
motions cancel, and the cloud of dust and gas flattens into a
plane. Conservation of angular momentum determines both
the speed and the direction of the revolution of the objects in
the forming system.

Near the central protostar, the temperature is higher. This forces
volatile elements, like water, to evaporate and leave the inner
part of the disk. Planets in the inner part of the system will
have fewer volatiles than those in the outer part of the disk.

Astronomers find planets around other stars using a variety
of methods: the radial velocity method, the transit method,
gravitational lensing, astrometry, and direct imaging. As tech-
nology improves, the number and variety of known extrasolar
planets has increased dramatically, with thousands of planets
and planet candidates discovered in just the past few years.
Although the first extrasolar planets around other stars were
not discovered until the 1990s, since then detection rates have
risen dramatically, and astronomers now know of planetary
systems of all kinds: systems with many planets, systems that
are much like the Solar System, and systems that are completely
unlike the Solar System. This great diversity, and the remark-
able rate of discovery, implies that planets are very common
around stars.
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1. Which of the following are reasons that gravity is important to 5. The radial velocity method preferentially detects

star and planet formation? (Choose all that apply.) . large planets close to the central star.

a. Gravity determines the direction in which the system rotates. . small planets close to the central star.

b. Gravity causes the cloud to collapse. . large planets far from the central star.

c. Without gravity, tiny dust particles would never come to- . small planets far from the central star.
gether to form larger particles. . none of the above. (The method detects all of these equally

d. Gravity causes the collapsing cloud to form a disk because it well.)
acts downward more strongly than it acts inward.

e. Once bodies are large enough, gravity pulls them together to
make even larger bodies.

f. Gravity causes atmospheres to form around planetesimals.

o0 TR

6. Planetary systems are probably
a. exceedingly common—nearly every star has planets.
b. common—many stars in our galaxy have planets.
c. rare—few stars have planets.
2. When dust grains first begin to grow into larger objects, this d. exceedingly rare—only one star has planets.
occurs because of
. gravity between dust grains.
. gravity from the central star.
. collisions between dust grains.
. gravity from large planetesimals.
. collisions of dust grains with large planetesimals.

7. Nuclear reactions require very high and
a. temperature; density
b. volume; density
c. density; area
d. mass; area
e. temperature; mass

o0 TR

3. The direction of revolution in the plane of the Solar System was
determined by
a. the plane of the galaxy in which the Solar System sits.
b. the direction of the gravitational force within the original
cloud.
c. the direction of rotation of the original cloud.
d. the amount of material in the original cloud.

8. The transit method preferentially detects

. large planets close to the central star.

. small planets close to the central star.

. large planets far from the central star.

. small planets far from the central star.

. none of the above. (The method detects all of these equally
well.)

-V I -

4. The terrestrial planets are different from the giant planets
because when they formed,
a. the inner Solar System was richer in heavy elements.
b. the inner Solar System was hotter than the outer Solar Sys-

9. Which of the following are true? An “Earth-like” planet
a. has life on it.
b. has water on it.
c. has physical properties similar to Earth’s.

tem. d. orbits a Sun-like star
c. the outer Solar System took up a bigger volume, so there was '
more material to form planets. 10. A planet in the “habitable zone”
d. the inner Solar System was moving faster, so centrifugal a. is close to the central star.
force was more important. b. is far from the central star.
c. is the same distance from its star as Earth is from the Sun.
d. is at a distance where liquid water can exist on the surface.
e. is extremely rare—none have yet been found.
QUESTIONS AND PROBLEMS
Multiple Choice and True/False 15. T/F: The Solar System formed from a giant cloud of dust and

11. T/F: All molecular clouds are held together solely by gravity. gas that collapsed under gravity.

16. Figure 5.4 shows a number of curves for objects of different
temperatures. Suppose you observe a star with a temperature of
4500 K. What color would the peak wavelength be?

13. T/F: A protostar has nuclear reactions inside. a. red d. green

b. orange e. blue

c. yellow

12. T/F: Gravity and angular momentum are both important in the
formation of planetary systems.

14. T/F: Volatile materials are solid only at low temperatures.



17.

18.

19.

20.

21.

22.

23.

24.

25.

Figure 5.4 shows a number of curves for objects of different
temperatures. Suppose you observe a star with a temperature of
10,000 K. Where would its spectrum lie on this graph?

a. below the T'= 2000 K curve

b. between the T = 3000 K curve and the T = 4000 K curve

c. between the T = 4000 K curve and the T = 6000 K curve

d. above the T = 6000 K curve

Figure 5.5 shows a molecular cloud in which stars are currently
forming. Of the three visible pillars in this image, one is bright
and two are dark. From front to back, how are these pillars and
the light source arranged?

a. colored pillar, light source, black pillars

b. black pillars, light source, colored pillar

c. light source, colored pillar, black pillars

d. colored pillar, black pillars, light source

Molecular clouds collapse because of
a. gravity.

b. angular momentum.

c. static electricity.

d. nuclear reactions.

Because angular momentum is conserved, an ice-skater who
throws her arms out will

a. rotate more slowly.

b. rotate more quickly.

c. rotate at the same rate.

d. stop rotating entirely.

Clumps grow into planetesimals by

a. gravitationally pulling in other clumps.

b. colliding with other clumps.

c. attracting other clumps with opposite charge.
d. both a and b.

The terrestrial planets and the giant planets have different com-
positions because

a. the giant planets are much larger.

b. the terrestrial planets are closer to the Sun.

c. the giant planets are mostly made of solids.

d. the terrestrial planets have few moons.

Of the following, which planet still has its primary atmosphere?
a. Mercury c. Mars
b. Earth d. Jupiter

Extrasolar planets have been detected by the
. spectroscopic radial velocity method.

. transit method.

gravitational lensing method.

. direct imaging method.

all of the above

o0 e

Examine Figure 5.16. Why does Mars have no water ice at the

distance of its orbit?

a. because the inner disk was too hot

b. because the inner disk was too dense

c. because Earth is the only place where water (in any form) can
be found in the Solar System

d. because the outer planets are larger and have more gravity
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Conceptual Questions

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

Compare the size of our Solar System with the size of the uni-
verse.

Describe the formation of the Solar System in a few sentences of
your own.

Examine Figure 5.7. Suppose that the universe were different,
and in step 2, the shrinking star caused the gravity to decrease,
instead of increase, so that the pressure arrow became longer
than the gravity arrow. What would this mean for the formation
of stars?

Physicists describe certain properties, such as angular momen-
tum and energy, as being “conserved.” What does this mean?
Do these conservation laws imply that an individual object can
never lose or gain angular momentum or energy? Explain your
reasoning.

How does the law of conservation of angular momentum control
a figure-skater’s rate of spin?

Look under your bed for “dust bunnies.” If there aren’t any, look
under your roommate’s bed, the refrigerator, or any similar place
that might have some. Once you find them, blow one toward
another. Watch carefully and describe what happens as they
meet. What happens if you repeat this with another dust bunny?
Will these dust bunnies ever have enough gravity to begin pull-
ing themselves together? If they were in space, instead of on the
floor, might that happen? What force prevents their mutual grav-
ity from drawing them together into a “bunny-tesimal” under
your bed?

Study the image of Mercury in Figure 5.18. How does this image
support the idea that many, many planetesimals were once
zooming around the early Solar System? Some of the large cra-
ters have smaller craters inside them. Which happened first, a
larger crater or the smaller ones? How do you know? What does
this tell you about their relative ages? This reasoning becomes
extremely important in the next chapter.

There are two reasons why the inner part of an accretion disk is
hotter than the outer part. What are they?

Why were the four giant planets able to collect massive gaseous
atmospheres, whereas the terrestrial planets could not?

Explain the fate of the original atmospheres of the terrestrial
planets.

What happened to all the leftover Solar System debris after the
last of the planets formed?

Examine Figure 5.21. Redraw this figure looking straight down
on the system. Now draw a series of pictures from that same ori-
entation, showing one complete orbit of Jupiter around the Sun.
Label the motions of the Sun and Jupiter (toward, away, neither)
as they would be viewed by an observer off the page to the right.
Are the Sun and Jupiter ever on the same side of the center of
mass?
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38.

39.

40.

The Formation of Stars and Planets

Examine Figure 5.22. Redraw this figure, paying close atten-
tion to where the line on the graph drops in brightness. Now,
add three more graphs. In the first, show what happens to the
light curve if the planet crosses much closer to the bottom of the
star. In the second, show what happens to the light curve if the
planet is much larger than the one in Figure 5.22. In the third,
show what happens to the light curve if the planet crosses the
precise middle of the star, but from top to bottom instead of side
to side.

Many planets that astronomers have found orbiting other stars
are giant planets with masses more like that of Jupiter than of
Earth and with orbits located very close to their parent stars.
How did this affect our understanding of the formation of plan-
etary systems?

Step outside and look at the nighttime sky. Depending on the
darkness of the sky, you may see dozens or hundreds of stars.
Would you expect many or very few of those stars to be orbited
by planets? Explain your answer.

Problems

41.

42,

43.

44.

Use information about the planets given in Appendix 2 to

answer these questions:

a. What is the total mass of all the planets in our Solar System,
expressed in Earth masses (Mz)?

b. What fraction of this total planetary mass does Jupiter
represent?

c. What fraction does Earth represent?

Suppose a very young star has a peak wavelength of 0.97 x
1075 m.

a. In what region of the spectrum is this peak wavelength?
b. What is its temperature?

The asteroid Vesta has a diameter of 530 km and a mass of about

3 x 1020 kg.

a. Calculate the density of Vesta assuming it is spherical.

b. The density of water is 1,000 kilograms per cubic meter (kg/
m?®) and that of rock is about 2,500 kg/m3. What does this dif-
ference tell you about the composition of this primitive body?

You observe a spectral line of hydrogen at a wavelength of 502.3
nm in a distant star. The rest wavelength of this line is 486.1
nm. What is the radial velocity of this star? Is it moving toward
or away from Earth?

45.

46.

47.

48.

49.

50.

The best current technology can only measure radial velocities
larger than about 0.3 m/s. Suppose that you are observing an
iodine line with a wavelength of 575 nm. How large a shift in
wavelength would a radial velocity of 1 m/s produce?

Earth tugs the Sun around as it orbits, but it causes a small
effect on the radial velocity of the Sun, only 0.09 m/s. How large
a shift in wavelength does this cause in the Sun’s spectrum at
575 nm?

If an alien astronomer observed a plot of the light curve as
Jupiter passed in front of the Sun, by how much would the Sun’s
brightness drop during the transit?

Suppose a planet has been found around a solar-mass star. It

orbits the star in 200 days.

a. What is the orbital radius of this extrasolar planet?

b. Compare its orbit with that of Mercury around our own Sun.
What environmental conditions must this planet experience?

The Kepler satellite has detected a planet with a diameter of 1.7

Earth diameters.

a. How much larger is the volume of this planet than Earth’s
volume?

b. Assume that the density of the planet is the same as Earth’s
density. How much more massive is this planet than Earth?

Suppose the planet in Problem 49 has a temperature of 400 K.
a. What is the flux from a square meter of its surface?

b. What is its total luminosity?

c. What is the peak wavelength of its emission?

NORTON@SMARTWORK

Versions of these questions, as well as additional
questions and problems, are available in Norton
Smartwork, the online tutorial and homework system
that accompanies this text. Every question has hints
and answer-specific feedback so you can check your
understanding and receive the help you need when you
need it. If your instructor is using Norton Smartwork,
please log in at wwnorton.com/NSW.
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Exploring Extrasolar Planets

wwnpag.es/uou2

Visit the Student Site (wwnpag.es/uou2) and open the Exoplanet
Radial Velocity Simulator Nebraska Simulation in Chapter 5. This
applet has a number of different panels that allow you to experi-
ment with the variables that are important for measurement of
radial velocities. First, in the window labeled “Visualization Con-
trols,” check the box to show multiple views. Compare the views
shown in panels 1-3 with the colored arrows in the last panel to
see where an observer would stand to see the view shown. Start
the animation (in the “Animation Controls” panel), and allow it
to run while you watch the planet orbit its star from each of the
views shown. Stop the animation, and in the “Presets” panel,
select “Option A” and then click “set.”

1. Is Earth’s view of this system most nearly like the “side
view” or most nearly like the “orbit view”?

2. Is the orbit of this planet circular or elongated?

3. Study the radial velocity graph in the upper right panel.
The blue curve shows the radial velocity of the star over
a full period. What is the maximum radial velocity of the
star?

4. The horizontal axis of the graph shows the “phase,” or
fraction of the period. A phase of 0.5 is halfway through
a period. The vertical red line indicates the phase shown
in views in the upper left panel. Start the animation to
see how the red line sweeps across the graph as the planet
orbits the star. The period of this planet is 365 days. How
many days pass between the minimum radial velocity and
the maximum radial velocity?

5. When the planet moves away from Earth, the star moves
toward Earth. The sign of the radial velocity tells the
direction of the motion (toward or away). Is the radial
velocity of the star positive or negative at this time in the
orbit? If you could graph the radial velocity of the planet
at this point in the orbit, would it be positive or negative?

In the “Presets” window, select “Option B” and then click “set.”

6. What has changed about the orbit of the planet as shown
in the views in the upper left panel?

7. When is the planet moving fastest: when it is close to the
star or when it is far from the star?

8. When is the star moving fastest: when the planet is close
to it or when it is far away?

9. Explain how an astronomer would determine, from a
radial velocity graph of the star’s motion, whether the
orbit of the planet was in a circular or elongated orbit.

10. Study the Earth view panel at the top of the window.
Would this planet be a good candidate for a transit obser-
vation? Why or why not?

In the “System Orientation” panel, change the inclination to 0.0.

11. Now is Earth’s view of this system most nearly like the
“side view” or most nearly like the “orbit view”?

12. How does the radial velocity of the star change as the
planet orbits?

13. Click the box that says “show simulated measurements,”
and change the “noise” to 1.0 m/s. The gray dots are simu-
lated data, and the blue line is the theoretical curve. Use
the slider bar to change the inclination. What happens to
the radial velocity as the inclination increases? (Hint: Pay
attention to the vertical axis as you move the slider, not
just the blue line.)

14. What is the smallest inclination for which you would find
the data convincing? That is, what is the smallest inclina-
tion for which the theoretical curve is in good agreement
with the data?

NORTON@SMARTWORK o wwnorton.com/NSW



{> LEARNING GOALS

By the end of this chapter, you should be able to look at an LG 3 Explain how scientists combine theory and observa-
image similar to that on the opposite page and identify which tion to determine the structure of planetary interiors.
geological features occurred early in the history of that world LG 4
and which occurred late. You should also be able to:

LG 1

LG 2

Terrestrial Worlds in
the Inner Solar System

The four innermost planets in our Solar System—Mercury, Venus, Earth, and Mars—are
known collectively as the terrestrial planets. Although the Moonis not a planet butrather Earth’s
only natural satellite, we discuss it here because of its similarities to the terrestrial planets.
The similarities and differences of these worlds highlight fundamental questions about them.
For example, when we explain why the Moon is covered with craters, we must also explain
why preserved craters on Earth are rare. An explanation for why Venus has a very dense atmo-
sphere should also explain why Earth and Mars do not. Comparing worlds with one another
teaches us what shapes a planet, both on the surface and in the interior.

The illustration on the opposite page shows a photograph of the Moon taken with a large
telescope. A studentis working out the relative ages of the craters and has identified a very
young surface, with few craters on it. From images such as these, we can find the relative
ages of different features, and comparisons to the ages of Moon rocks give the actual ages
of the features.

Explain the four processes that shape a terrestrial LG 5
planet’s surface.

Identify the relative ages of parts of a planet’s surface
from the concentration of craters, and explain how
radiometric dating tells us the ages of rocks.

~

Describe tectonism and volcanism and the forms they
take on different planets.

Describe the ways in which erosion modifies and
wears down surface features.
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Figure 6.1 In December 1968, Apollo 8 astronauts photo-
graphed our planet in the sky above the Moon.

6.7 Impacts Help Shape the Terrestrial Planets

For most of human history, Earth has seemed vast and separate from the stars and
planets. This view of our planet changed forever with a single snapshot taken in
December 1968 by Apollo 8 astronauts looking back at Earth while orbiting the
Moon (Figure 6.1). This changed our perspective of Earth’s place in the universe.
We now know that Earth and the other terrestrial planets share a common origin
and common physical processes.

When comparing planets, we first compare the basic physical characteristics,
such as distance from the Sun, size and density, and gravitational pull at the
surface. These characteristics reveal what a planet is made of, what its surface
temperature is likely to be, and how well it can hold an atmosphere. Table 6.1
compares the basic physical properties of the terrestrial planets and the Moon.
These physical properties affect the geological properties of the planet. For

— TABLE 1 6.1

Comparison of Physical Properties of the Terrestrial Planets and the Moon

MERCURY

Orbital semimajor axis (AU) 0.387
Orbital period (years)* 0.241
Orbital velocity (km/s) 47.4
Mass (M, = 1) 0.055
Equatorial radius (km) 2,440
Equatorial radius (R, = 1) 0.383
Density (water = 1) 5.43
Rotation period* 58.654
Tilt of axis (degrees)* 0.04
Surface gravity (m/s?) 3.70
Escape velocity (km/s) 4.25

and velocity are given relative to the Earth.

*The Moon’s orbital radius and orbital period are given in kilometers and days, respectively. The Moon's orbital radius

*The superscript letters d, h, and m stand for days, hours, and minutes of time, respectively.
*A tilt greater than 90° indicates that the planet rotates in a retrograde, or backward, direction.

~
VENUS EARTH MARS MOON*
0.723 1.000 1.524 384,000 km
0.615 1.000 1.881 27.324
35.0 29.8 24.1 1.02
0.815 1.000 0.107 0.012
6,052 6,378 3,397 1,738
0.949 1.000 0.533 0.272
5.24 5.51 3.93 3.34
243.024 23h 56m 24h 37m 27.324
177.36 23.45 25.19 6.68
8.87 9.78 3.71 1.62

10.36 11.18 5.03 2.38

e \




example, planets without atmospheres are affected more by impacts than plan-
ets with an atmosphere.

Impacts and Craters

Although all terrestrial planets are subject to tectonism, volcanism, impact
cratering, and erosion, the relative importance of each of these processes var-
ies. Impact cratering—a process resulting from the collision of solid planetary
bodies—leaves distinctive scars known as impact craters that tell of large colli-
sions in the past. Of these processes, large impacts cause the most concentrated
and sudden release of energy. Planets and other objects orbit the Sun at very high
speeds; Earth, for example, orbits at an average speed of around 30 kilometers
per second (km/s), equivalent to 67,000 miles per hour (mph). Collisions between
orbiting bodies release huge amounts of energy. Figure 6.2a shows the process of
impact cratering. When an object hits a planet, its energy heats and compresses
the surface and throws material (labeled “ejected material” in the figure) far from
the resulting impact crater. Sometimes this material falls back to the surface of
the planet with enough energy to cause more scars known as secondary craters.
The rebound of heated and compressed material can also lead to the formation
of a central peak or a ring of mountains within the crater walls, as shown in the
lunar crater in Figure 6.2b.

(@)

The impact of an object heats and
compresses the surface it hits.

B Material is thrown from the site of
the impact. Ejected material lands
around the crater, forming rays
and secondary craters.

Rays Secondary
craters
/|

Crater wall

Rebound of the deformed surface
may form a central peak in the
crater, while melted rock pools in
the crater floor, giving it a flat bottom.

Central peak
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»>> | Nebraska Simulation: Solar System
Properties Explorer

-1l AstroTour: Processes That Shape the Planets

Figure 6.2 (a) Stages in the formation of an impact cra-
ter. (b) A lunar crater photographed by Apollo astronauts,
showing the crater wall and central peak surrounded by
ejected material, rays, and secondary craters—all typical
features associated with impact craters.

(b)

Secondary
craters

Craterwall

Ejected
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Figure 6.3 Meteor Crater (also known as Barringer Crater),
located in northern Arizona, is an impact crater 1.2 km in
diameter. It was formed some 50,000 years ago by the colli-
sion of a nickel-iron asteroid fragment with Earth.

G X UV I R

Figure 6.4 Some craters on Mars look like those formed by
rocks thrown into mud, suggesting that material ejected
from the crater contained large amounts of water. This cra-
ter is about 20 km across.

Vocabulary Alert

vaporize In common language, this often means “to destroy
completely,” with connotations that even the stuff the object
was made of is not there anymore. Astronomers use this word
specifically to mean “turn into vapor.” Here, the rocks are being
turned into gas by the energy of the collision.

The energy of an impact can be great enough to melt or even vaporize rock.
The floors of some large craters are the cooled surfaces of melted rock that flowed
as lava. The energy released in an impact can also lead to the formation of new
minerals. Because some minerals form only during an impact, they are evidence
of ancient impacts on Earth’s surface. The space rocks that cause these impacts
are referred to by three closely related terms: Meteoroids are small (less than
100 meters) cometary or asteroid fragments in space. A meteoroid that enters
and burns up in a planetary atmosphere is called a meteor. Any meteoroids that
survive to hit the ground are known as meteorites.

One of the best-preserved impact craters on our planet (Figure 6.3) is Meteor
Crater in Arizona. This crater was caused by an impact about 50,000 years ago.
From the crater’s size and shape and from the remaining pieces of the impact-
ing body, we know that the nickel-iron asteroid fragment was about 50 meters
across, had a mass of about 300 million kilograms (kg), and traveled at 13 km/s
when it hit the upper atmosphere. Approximately half of the original mass was
vaporized in the atmosphere before the remainder hit the ground. This collision
released about 300 times as much total energy as the first atomic bomb. Yet, at
only 1.2 km in diameter, Meteor Crater is tiny compared with impact craters seen
on the Moon and with more ancient impact scars on Earth.

Impact craters cover the surfaces of Mercury, Mars, and the Moon. On Earth
and Venus, by comparison, most impact craters have been destroyed. Fewer
than 200 impact craters have been identified on Earth, and about 1,000 have
been found on Venus. Earth’s crater shortage is primarily due to plate tecton-
ics in Earth’s ocean basins and erosion on land, while lava flows on Venus have
destroyed its craters.

The surface of the Moon is directly exposed to bombardment from space.
However, the surfaces of Earth and Venus are partially protected by their atmo-
spheres. This is another reason for the shortage of craters on Earth and Venus.
Rock samples from the Moon show craters smaller than a pinhead, formed by
micrometeoroids. In contrast, most meteoroids smaller than 100 meters in diam-
eter that enter Earth’s atmosphere are either burned up or broken up by friction
with the atmosphere before they reach Earth’s surface. Small meteorites found on
the ground are probably pieces of much larger bodies that broke up upon enter-
ing the atmosphere. With an atmosphere far thicker than that of Earth, Venus is
even better protected.

We can tell a lot about the surface of a planet by studying its craters. Craters
on the Moon’s surface are often surrounded by strings of smaller secondary cra-
ters formed from material thrown out by the impact, like those shown in Figure
6.2b. Some craters on Mars have a very different appearance. These craters are
surrounded by structures that look much like the pattern you might see if you
threw arock into mud (Figure 6.4). The flows appear to indicate that the martian
surface rocks contained water or ice at the time of the impact. Not all martian
craters have this feature, so the water or ice must have been concentrated in only
some areas, and these icy locations might have changed with time.

At the time these craters formed, there may have been liquid water on the
surface of Mars. Features resembling canyons and dry riverbeds are further evi-
dence of this hypothesis. Another explanation for the appearance of these cra-
ters involves a change in surface temperature that might have occurred when
the meteoroids hit causing liquid water to exist temporarily. Today, the surface
of Mars is dry or frozen, which suggests that water that might once have been
on the surface has soaked into the ground, much like water frozen in the ground



in Earth’s polar regions. The energy released by an impact could melt this ice,
turning the surface material into slurry with a consistency much like wet con-
crete. When thrown from the crater by the force of the impact, this slurry would
hit the surrounding terrain and slide across the surface, forming the mud-like
craters we see today.

Calibrating a Cosmic Clock

Because many planetesimals were roaming around the early Solar System, every
planet experienced a period of heavy bombardment early in its history. The number
of visible craters on a planet is determined by the rate at which those craters are
destroyed. Geological activity on planets such as Earth, Mars, and Venus erases
most evidence of early impacts. By contrast, the Moon’s surface still preserves
the scars of craters dating from about 4 billion years ago. The lunar surface has
remained essentially unchanged for more than a billion years because the Moon
has no atmosphere or surface water and a cold, geologi-
cally dead interior. Mercury also has well-preserved
craters, although recent evidence from the Messenger
mission shows tilted crater floors that are higher on
one side than the other—evidence that internal forces
lifted the floors unevenly after the craters formed.
Planetary scientists use the cratering record to esti-
mate the age of planetary surfaces—extensive crater-
ing signifies an older planetary surface. Look back at
the chapter-opening illustration, which shows a stu-
dent beginning to work out the relative ages of features
by the number of craters and their relative positions.
How does she know this is a young surface?

We can use the amount of cratering as a clock to
measure the relative ages of surfaces. But to determine
the exact age of a surface based on the number of cra-
ters, we need to know how fast the clock runs. In other
words, we need to “calibrate the cratering clock.”

Radioactive elements naturally decay into other
elements. The relative amounts of these elements
change over time. Scientists find the ages of different
lunar regions by measuring these relative amounts—a
process called radiometric dating (see Working It
Out 6.1). Between 1969 and 1976, Apollo astronauts
and Soviet unmanned probes visited the Moon and
brought back samples from nine different locations
on the lunar surface. The results of that work were
surprising. Although smooth areas on the Moon were
indeed younger than heavily cratered areas, they

Ages are measured
by radioactive dating
of lunar samples.

Cratering rate ————»

—Age of
Moon
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Vocabulary Alert

age In common language, we might consider the age of a planet
to be the length of time since it formed. But the age of the surface
of a planet can be much younger than that, due to volcanism or
tectonics moving material from the inside to the outside of the
planet, for example. It is important to be aware of the distinction
between the age of the planet and the age of its surface. This is
not so strange. You are much older than the outermost layer of
your skin, which is replaced about every month.

Older surfaces still bear the
scars of ancient craters.

Younger surfaces have
experienced little
cratering and so are
relatively smooth.

were still very old. The oldest, most heavily cratered 5 4 3 2
regions on the Moon date back to about 4.4 billion
years ago, whereas most of the smoother parts of the
lunar surface are typically 3.1 billion to 3.9 billion
years old. As you can see in Figure 6.5, almost all of
the cratering in the Solar System took place within
its first billion years.

Billions of years before present

G X U VvV I R

1 Present

From these data we reconstruct the history of impacts
in the Solar System. Impacts were much more
frequent billions of years ago than they are today.

Figure 6.5 Radiometric dating of lunar samples returned from specific sites by Apollo
astronauts is used to determine how the cratering rate has changed over time. Cratering
records can then be used to tell us the age of other parts of the lunar surface.
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Working It Out G .

A geologist can find the age of a mineral by measuring the rela-
tive amounts of a radioactive element, known as a radioisotope,
and the decay products it turns into. An isotope is an atom with
the same number of protons but a different number of neutrons
as other atoms of the same element. The radioactive element is
known as the parent element, and the decay products are called
daughter products. The time interval over which a radioisotope
decays by half is called its half-life. With every half-life that
passes, the remaining amount will decrease by a factor of 2. For
example, over three half-lives, the final amount, Py, of a parent
radioisotope will be V2 x V2 x V2 = Vs of its original amount, P.
If we express the number of half-lives more generally as n, then
we can translate this relationship into math:

w3

P, 2

This equation has an exponential expression on the
right-hand side. This means that we are raising one-half to the
power of n. Try to remember some of the rules of exponents. For
example, if n = 0, the right-hand side of this equation will be 1.
That makes sense. If no half-lives have gone by, then the ratio of
the final amount to the initial amount should be 1. If n = 1, then
the right-hand side of the equation is one-half, and the ratio of
the final amount to the initial amount is one-half. One half-life
has gone by, and we have one-half of the material left.

Calculator hint: This kind of exponent is not the same as the
“times 10 to the” operation that we learned about in Chapter 1.
Because the base of the exponent in this case is not 10, you can-
not use the EE or EXP key on your calculator. Instead, you need
to use the x¥ (sometimes y*) key. First, type the base (0.5) into
your calculator, then hit x¥, and then type in your value for n.
For example, if you are calculating the fraction of material that
is left after three half-lives, you would type [0][.1[5]1[x*1[3][=] to
find the answer (try it: you should get /s, or 0.125).

The most abundant form of the element uranium is 238U (pro-
nounced “uranium two-thirty-eight”), which decays through a
series of reactions to an isotope of the element lead, 2°Pb (pro-
nounced “lead two-oh-six”). It takes 4.5 billion years for half of
a sample of 238U to decay through these processes to 2°Pb. This
means that a sample of pure 28U would contain equal amounts
of uranium and lead after 4.5 billion years had passed. If we
were to find such a half-and-half sample, we would know that
half the uranium atoms had turned to lead, so that

How to Read Cosmic Clocks

P 1
Py 2

Compare this to the previous equation, and convince your-
self that if (¥2)" = (¥2), then n = 1. So, we find that the mineral
formed one half-life, or 4.5 billion years, ago.

When analyzing the chemical composition of rocks to find
their age, you have the ratio on the left, not the number of
half-lives. The number of half-lives is what you are looking for!
Solving for this in the general case requires a nontrivial math-
ematical manipulation involving logarithms, so it may be easi-
est to try reasonable numbers in your calculator until you find
approximately the right one.

Let’s look at an example of finding the age from the fraction
of material that has decayed, this time with a different form
of uranium (**°U) that decays to a different form of lead (*°’Pb)
with a half-life of 700 million years. Suppose that a lunar min-
eral brought back by astronauts has 15 times as much 2°”Pb
as 5U. Assuming that the sample was pure uranium when it
formed, this means that 15/16 of the 23U has decayed to 297Pb,
leaving only 16 of the parent element remaining in the mineral
sample. Now we know that the left side of the equation is 16, or
0.0625:

This is less than V2, so we know that n is bigger than 1 (more
than one half-life has passed). Let’s try 2:

2
1 1
Does —— = (=] ? No.
oes — ( 5 ) s
Putting that into the calculator gives 0.25—that’s too big.
Let’s try 5:

5
1 1
Does — =|—-—| 7 No.
oes —= (2) 0

That gives 0.03125—too small. Try 4:

4
1 1
== ? Yes!
Does 16 ( 7 ) ? Yes!
Aha! After n = 4 half-lives, the ratio of the remaining mate-
rial to the original material is 0.0625, or 1e. To find out how
much time has passed, we multiply the number of half-lives by

the length of a half-life: 4 x 700 million = 2.8 billion years old.
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The Surfaces of Terrestrial Planets Are
Affected by Processes in the Interior

While impact cratering is driven by forces external to the planet, two other impor-
tant processes, tectonism and volcanism, are determined by conditions in the
interior of the planet. To understand these processes, we must understand the
structure and composition of the interiors. But how do we know what the interi-
ors of planets are like? The deepest holes ever drilled are about 12 km deep; tiny
when compared to Earth’s radius of 6,378 km. Even so, scientists have determined
a lot about the interior of Earth.

Interior Composition

The composition of Earth’s interior can be determined in two different ways. In
one approach, the mass of Earth can be found from the strength of Earth’s gravity.
Dividing the mass by the volume gives the average density: about 5,500 kilograms
per cubic meter (kg/m?®) (see Working It Out 6.2). But rocky surface material aver-
ages only 2,900 kg/m3. Because the density of the whole planet is greater than
the density of the surface, the interior must contain material denser than surface
rocks. The interior contains large amounts of iron, which has a density of nearly
8,000 kg/m?. Another approach to determine the composition of Earth’s interior
is by considering meteorites. Because meteorites and Earth formed at the same
time out of similar materials, we can reason that the overall composition of Earth
should resemble the composition of meteorite material, which includes minerals
with large amounts of iron. From these considerations, planetary scientists can
determine the composition of Earth’s interior.

Building a Model of Earth’s Interior

It is impossible to drill down into Earth’s core to observe Earth’s interior struc-
ture directly. Instead, geologists use the laws of physics and the properties of
materials and how they behave at different temperatures and pressures to model

Working It Out 6.2 | The Density of Earth

Density is defined as the mass divided by the volume. The mass To find the density, we must divide the mass by this volume:
of Earth can be determined from its gravitational pull to be
5.97 x 10%* kg. Earth’s average radius is given in Table 6.1 as
6,378 km, or 6,378,000 meters. If we assume that Earth is a
perfect sphere, then we can calculate the volume, V, from the

Density =M+ V
Density = (5.97 x 10**kg) + (1.087 x 10*! m3)
Density = 5,490 kg/m?®

radius, R, using the formula for the volume of a sphere: This is the average density of Earth. Because the rocky surface
Ve 4 m material has a much lower density than this average density, the
3" interior density must be much higher to bring the density of the
ve % (6,378,000 m)? whole Earth up to roughly double the density of surface rocks.

V= 1.087 x 10*! m?
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Crust
Mantle
Outer core
(liquid)
Inner
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Figure 6.6 Comparing models of the interiors of the terres-
trial planets and Earth’s Moon, we see that the thicknesses
of the components changes from one planet to another.
Some fractions of the cores of Mercury, Venus, and Mars
are probably liquid.

the structure of Earth’s interior. The pressure at any point in Earth’s interior
must be just high enough that the outward forces balance the inward force of
the weight of all the material above that point. From this information, a layered
model of Earth’s interior can be constructed. Waves produced by earthquakes,
called seismic waves, can be used to test this model by comparing seismic-wave
measurements at seismic stations around the globe with simulations of seismic
waves traveling through the layered model. The extent to which the predic-
tions agree with the observations points out both strengths and weaknesses of
the model. Geologists adjust the model—always remaining consistent with the
known physical properties of materials—until a good match is found between
prediction and observation.

This is the method geologists used to arrive at our current picture of the inte-
rior of Earth. The innermost region of Earth’s interior consists of a two-component
core. Earth’s core is primarily composed of iron, nickel, and other dense met-
als. Outside of the core lies a solid portion called the mantle, which is made of
medium-density materials. Covering the mantle, the crust is a thin, hard layer
of lower-density materials that is chemically distinct from the interior.

The cross sections in Figure 6.6 show the structures of each of the terrestrial
planets and the structure of Earth’s Moon. As you can see, Earth’s interior is not
uniform. The materials have been separated by density, a process known as dif-
ferentiation. When rocks of different types are mixed together, they tend to stay
mixed. Once this rock melts, however, the denser materials sink to the center and
the less dense materials float toward the surface. Today, little of Earth’s interior
is molten; but the differentiated structure shows that Earth was once much hot-
ter, and its interior was liquid throughout. The cores of all the terrestrial planets
and the core of the Moon were once molten.

The Moon's Structure and Formation

As Figure 6.6 shows, the Moon has only a tiny core. This core is composed of
material similar to that of Earth’s mantle. The best explanation of the Moon’s
composition and the size of its core hypothesizes a collision between Earth and
a Mars-sized protoplanet when the Solar System was still full of planetesimals.
The collision blasted off and vaporized some of Earth’s crust and mantle. The
debris from this collision formed the Moon. During the vaporization stage of the
collision, most gases were lost to space. This explanation accounts for the similar
composition of the Moon and Earth’s mantle. It also explains the Moon’s relative
lack of water and other volatiles while Earth, Mars, and Venus are volatile rich.
However, the origin of the Moon is still an active area of astronomical research,
as this hypothesis does not yet explain every detail of the Moon’s geology and
composition.

The Evolution of Planetary Interiors

A number of factors influence how the interior of a planet evolves, which depends
primarily upon its temperature. Factors that influence how the temperature
changes over time include the size of the planet, the composition of the material,
and heating from various sources, among others. The balance between energy
received and energy produced and emitted governs the temperature within a
planet. In particular, here we are concerned with thermal energy—the kinetic
energy in a substance that determines the temperature. In general, the interior
of a planet cools down over time as heat is emitted from the surface. Because it
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takes time for heat to travel through rock, the deeper we go within a planet, the
higher the temperature climbs. This is similar to the effect of taking a hot pie out
of the oven. Over time, the pie radiates heat from the surface and cools down,
but the filling takes much longer to cool than the crust.

Planets lose thermal energy from their surfaces primarily through
radiation. When you hold your hand over the stove to find out whether it is
hot, you are detecting infrared radiation from the stove through your skin. All
objects radiate energy, and the hotter they are, the more energy they radiate.
The type of energy radiated (infrared, optical, ultraviolet, and so forth) also
depends on the temperature of the object. Hotter objects emit more of their
energy at shorter wavelengths.

The rate at which a planet cools depends on its size. A larger planet has a larger
volume of matter and more thermal energy trapped inside. Thermal energy has
to escape through the planet’s surface, so the planet’s surface area determines
the rate at which energy is lost. Smaller planets have more surface area in com-
parison with their small volumes, so they cool off faster, whereas larger planets
have a smaller surface area to volume ratio and cool off more slowly. Smaller
objects like Mercury and the Moon are less geologically active than the terrestrial
planets—Venus, Earth, and Mars—because their interiors are cooler.

Some of the thermal energy in the interior of Earth is left over
from when Earth formed. The tremendous energy of collisions and the energy
from short-lived radioactive elements melted the planet. As the surface of Earth
radiated energy into space, it cooled rapidly. A solid crust formed above a molten
interior. Because a solid crust does not transfer thermal energy well, it helped to
retain the remaining heat. Over a long time, energy from the interior of the planet
continued to leak through the crust and radiate into space. The interior of the
planet slowly cooled, and the mantle and the inner core solidified.

Most of the rest of the thermal energy in Earth’s interior comes from long-lived
radioactive elements trapped in the mantle. As these radioactive elements decay,
they release energy, which heats the planet’s interior. Equilibrium between radio-
active heating of the interior and the loss of energy to space determines Earth’s
interior temperature. As radioactive elements decay, the amount of thermal energy
generated declines, and Earth’s interior becomes cooler as it ages.

If thermal energy were the only source of heating in Earth’s inte-
rior, the outer core would have solidified completely. Given today’s high internal
temperatures, additional sources of energy must continue to heat the interior of
Earth. One source of continued heating is friction from tidal effects of the Moon
and Sun. Think about holding a ball of Silly Putty in your hand. If you pull it
and squish it and pull it and squish it repeatedly, it will heat up. A similar pro-
cess happens in the interiors of planets as they are pulled and squished by the
gravity of other celestial objects.

Tidal effects are caused by the change in the strength of gravity across a solid
object. Figure 6.7 shows how the force of gravity on the part of Earth nearest the
Moon is stronger than the force of gravity on the part of Earth farthest from the
Moon. This stretches Earth and causes a tidal bulge. While the oceans respond
dramatically to the tidal stresses from the Moon and Sun, these tidal stresses also
affect the solid body of Earth. Earth is somewhat elastic (like a rubber ball), and
tidal stresses cause the ground to rise under you by about 30 centimeters (cm)
twice each day. This takes a lot of energy, which ends up converted to heat. On

Back in Section 51 . ..

...you learned that hotter objects are brighter
at all wavelengths.

<
The Moon'’s gravity pulls
harder on the side of Earth
that is closer.
Earth
—)

The average force felt by all parts
of Earth is responsible for Earth’s
overall attraction toward the Moon.

Moon

The difference between the actual
force at each point and the average
force causes the tides.

Figure 6.7 Tides stretch Earth along the line between Earth
and the Moon but compress Earth perpendicular to this
line.
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(a)
The lunar tides stretch Earth and its oceans

into an elongated shape. The departure from
spherical is called Earth's tidal bulge.

(b)

Because of friction, Earth’s rotation
drags its tidal bulge around, out of
perfect alignment with the Moon.

(©)

Ocean tides rise and fall as the
rotation of Earth carries us through
the ocean’s tidal bulges.

Earth before
tidal distortion

Earth’s oceans

Tidal bulge

Figure 6.8 (a) Tidal effects pull Earth and its oceans into a
tidal bulge. (b) Earth’s rotation pulls its tidal bulge slightly
out of alignment with the Moon. (c) As Earth’s rotation
carries us through these bulges, we experience the ocean
tides. The magnitude of the tides has been exaggerated in
these diagrams for clarity. In the diagrams, the observer is
looking down from above Earth’s North Pole. Sizes and dis-
tances are not to scale.

Figure 6.9 Solar tides are about half as strong as lunar
tides. The interactions of solar and lunar tides result in
either (a) spring tides when they are added together or (b)
neap tides when they partially cancel each other.

(a) (b)

Low tide (the Moon
has set in the west)

High tide (the Moon has
crossed overhead into the
western part of the sky)

High tide
(the Moon
is not seen)

Low tide
(the Moon has
risen in the east)

Earth, friction from these tidal effects of the Moon and Sun contribute a small
amount—about 6 percent—to the heating in the interior.

This stretching of the mass of one body due to the gravitational pull of another
is called a tide. On Earth, this stretching is most noticeable in the rise and fall of
the oceans, as Earth rotates through a bulge caused by the gravity of the Moon and
of the Sun. The rise and fall of the oceans are also called tides. The gravitational
pull of the Moon causes Earth to stretch along a line pointing approximately in
the direction of the Moon. The resulting tides are called lunar tides. The gravita-
tional pull of the Sun causes Earth to stretch along a line pointing approximately
in the direction of the Sun. The resulting tides, which are about half as strong
as those caused by the Moon, are called solar tides. Figure 6.8 illustrates how
the rotation of Earth drags the tides slightly ahead of the position of the Moon
in the sky. As you can see in Figure 6.9, when the Moon, Earth, and Sun are all
in a line—at new and full Moon—the lunar and solar tides overlap. This creates
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Spring tides occur when solar
and lunar tides add together,
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more extreme tides ranging from extra-high high tides to extra-low low tides.
An extreme tide created by this effect is called spring tide—not because of the
season, but because the water appears to spring out of the sea. When the Moon,
Earth, and Sun make a right angle, at the Moon’s first and third quarters, the
lunar and solar tides stretch Earth in different directions, creating less extreme
tides. This is called neap tide from the Saxon word neafte, which means “scar-
city”; at these times of the month, shellfish and other food gathered in the tidal
region are less accessible because the low tide is higher than at other times.

Temperature plays an important
role in a planet’s interior structure, but it’s not the only influence—whether a mate-
rial is solid or liquid depends on pressure as well. Higher pressure forces atoms
and molecules closer together and makes the material more likely to become a
solid. Toward the center of Earth, the effects of temperature and pressure oppose
each other: The higher temperatures make it more likely that material will melt,
but the higher pressures favor a solid form. In the outer core of Earth the high
temperature wins, allowing the material to exist in a molten state. At the center
of Earth, even though the temperature is higher, the pressure is so great that the
inner core of Earth is solid.

Magnetic Fields

Planetary magnetic fields are created when the right conditions exist within the
planet’s interior. A magnetic field is created by moving charges and exerts a force
on magnetically reactive objects, such as iron. A compass is a familiar example on
Earth. A compass needle lines up with Earth’s magnetic field and points “north”
and “south,” as shown in Figure 6.10a. The north-pointing end does not point at
the geographic North Pole (about which Earth spins), but rather at a location in
the Arctic Ocean off the coast of northern Canada. This is Earth’s north magnetic
pole. Earth’s south magnetic pole is off the coast of Antarctica, 2,800 km from
Earth’s geographic South Pole. Earth behaves as if it contained a giant bar mag-

(b)

Direction of
magnetic field ~—

2 North Pole * \\¥

ﬂ a'_- : , North ™
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Figure 6.10 (a) Earth’s magnetic field can be visualized as
though it were a giant bar magnet tilted relative to Earth’s
axis of rotation. Compass needles line up along magnetic
field lines and point toward Earth’s north magnetic pole. (b)
Iron filings sprinkled around a bar magnet help us visualize
such a magnetic field.

70> VISUAL ANALOGY
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net that was slightly tilted with respect to Earth’s rotation axis and had its two
endpoints near the two magnetic poles, as shown in Figure 6.10b.

Earth’s magnetic field is not actually due to a bar magnet buried within the
planet. A magnetic field is the result of moving electric charges. Earth’s mag-
netic field is created by the combination of Earth’s rotation about its axis and a
liquid, electrically conducting, circulating outer core. From this combination,
Earth converts mechanical energy into magnetic energy. The magnetic field of a
planet is an important probe into its internal structure.

Earth’s magnetic field is constantly changing. At the moment, the north mag-
netic pole is traveling several tens of kilometers per year toward the northwest.
If this rate and direction continue, the north magnetic pole could be in Siberia
before the end of the century. The magnetic pole tends to wander, constantly
changing direction as a result of changes in the core.

The geological record shows that much more dramatic changes in the mag-
netic field have occurred over the history of our planet. When a magnet made
of material such as iron gets hot enough, it loses its magnetization. As the mate-
rial cools, it again becomes magnetized by any magnetic field surrounding it.
Thus, iron-bearing minerals record the Earth’s magnetic field at the time that
they cooled. From these minerals, geologists learn how Earth’s magnetic field
has changed over time. Although Earth’s magnetic field has existed for bil-
lions of years, the north and south magnetic poles switch from time to time.
On average, these reversals in Earth’s magnetic field take place about every
half-million years.

During the Apollo program, astronauts measured the Moon’s local magnetic
field, and small satellites have searched for global magnetism. The Moon has a
very weak field, possibly none at all, because the Moon is very small and therefore
has a solid (not liquid and rotating) inner core. The Moon also has a very small
core. However, remnant magnetism is preserved in lunar rocks from an earlier
time when the Moon likely had a molten core and a magnetic field.

Other than Earth, Mercury is the only terrestrial planet with a significant
magnetic field today. Rotation and a large iron core, parts of which are molten
and circulating, cause Mercury’s magnetic field. Planetary scientists expected
that Venus would have a magnetic field because its mass and distance from the
Sun imply an iron-rich core and partly molten interior like Earth’s. Its lack of a
magnetic field might be attributed to its extremely slow rotation (once every 243.0
Earth days), but this explanation is still uncertain.

Mars has a weak magnetic field, presumably frozen in place early in its history.
The magnetic signature occurs only in the ancient crustal rocks. Geologically
younger rocks lack this residual magnetism, so the planet’s magnetic field has
long since disappeared. The lack of a strong magnetic field today on Mars might
be the result of its small core. However, given that Mars is expected to have a
partly molten interior and has a rotation rate similar to that of Earth, the lack of
a field is still not yet fully understood.

Planetary Surfaces Evolve through
Tectonism

Now that we have looked at planetary interiors, we can connect the interior con-
ditions to the processes that shape the surface. The crust and part of the upper
mantle form the lithosphere of a planet. Tectonism modifies the lithosphere, warp-
ing, twisting, and shifting it to form visible surface features. If you have been on



a drive through mountainous or hilly terrain, you may have noticed places like
the one shown in Figure 6.11, where the roadway has been cut through rock. The
exposed layers tell the story of Earth through the vast expanse of geologic time.
In this section, we will look at tectonic processes that create these layers and
play an important part in shaping the surface of a planet.

The Theory of Plate Tectonics

Early in the 20th century, it became apparent that parts of Earth’s continents
could be fitted together like pieces of a giant jigsaw puzzle. In addition, the lay-
ers in the rock and the fossil record on the east coast of South America match
those on the west coast of Africa. Based on evidence like this, Alfred Wegener
(1880-1930) proposed a hypothesis that the continents were originally joined in
one large landmass that broke apart as the continents began to “drift” away from
each other over millions of years. This hypothesis was further developed into
the theory known today as plate tectonics.

This idea was met with great skepticism because it was difficult to imagine a
mechanism that could move such huge landmasses. In the 1960s, however, stud-
ies of the ocean floor provided compelling evidence for plate tectonics. These
surveys showed surprising characteristics in bands of basalt—a type of rock
formed from cooled lava—that were found on both sides of ocean rifts. As Fig-
ure 6.12 shows, hot material in these rifts rises toward Earth’s surface, creating
new ocean floor. When this hot material cools, it becomes magnetized along the
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Figure 6.11 Tectonic processes fold and warp Earth'’s crust,

as seen in the rocks along this roadside cut.

Figure 6.12 (a) As new seafloor is formed at a
spreading center, the cooling rock becomes magne-
tized. The magnetized rock is then carried away by
tectonic motions. (b) Maps like this one of banded
magnetic structures in the seafloor near Iceland pro-
vide support for the theory of plate tectonics.

Iceland

Magnetization of the
ocean floor documents

millions of years of plate
tectonic motion.
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direction of Earth’s magnetic field, thus recording the direction of Earth’s mag-
netic field at that time. Greater distance from the rift indicates an older ocean
floor and an earlier time. Combined with radiometric dates for the rocks, this
magnetic record showed that the continental plates have moved over long geo-
logic time spans.

More recently, precise surveying techniques and global positioning system
(GPS) methods have confirmed these results more directly. Some areas are being
pulled apart by about the length of a pencil each year. Over millions of years
of geologic time, such motions add up. Over 10 million years—a short time by
geological standards—15 cm/year becomes 1,500 km, and maps definitely need
to be redrawn.

Today, geologists recognize that Earth’s crust is composed of a number of rela-
tively brittle segments, or lithospheric plates, and that motion of these plates is
constantly changing the surface of Earth. The theory of plate tectonics is perhaps
the greatest advance in 20th-century geology. Plate tectonics is responsible for a
wide variety of geological features on our planet, including the continental drift
that Wegener hypothesized.

The Role of Convection

Movement of lithospheric plates requires immense forces. These forces are the
result of thermal energy escaping from the interior of Earth. The transport of
thermal energy by the movement of packets of gas or liquid is known as convec-
tion. Figure 6.13a illustrates the process of convection, which should be famil-
iar to you if you have ever watched water in a heated pot on a stovetop. Thermal
energy from the stove warms water at the bottom of the pot. The warm water
expands slightly, becoming less dense than the cooler water above it. The cooler
water sinks, displacing the warmer water upward. When the lower-density water
reaches the surface, it gives up part of its energy to the air and cools, becomes
denser, and sinks back toward the bottom of the pot. Water rises in some loca-
tions and sinks in others, forming convection “cells.”

Convective motions in
the upper mantle drag
plates along, powering
plate tectonics.

Mantle cools near surface and
sinks, displacing hot mantle
and pushing it upward.

Mantle is heated
from below, becomes
buoyant, and rises.

Figure 6.13 (a) Convection occurs when a fluid is heated from below. (b) Similarly, convection in Earth’s mantle 70" VISUAL ANALOGY
drives plate tectonics, although the timescale and velocities involved are very different from those in a pot boiling on

your stovetop.



Figure 6.13b shows how convection works in Earth’s mantle. Radioactive decay
provides the heat source to drive convection in the mantle. Earth’s mantle is not
molten, but it is somewhat mobile and so allows convection to take place very
slowly. Earth’s crust is divided into seven major plates and a half-dozen smaller
plates floating on top of the mantle. Convection cells in Earth’s mantle drive the
plates, carrying both continents and ocean crust along with them. Convection
also creates new crust along rift zones in the ocean basins, where mantle mate-
rial rises up, cools, and slowly spreads out.

Figure 6.14 illustrates plate tectonics and some of its consequences. If mate-
rial rises and spreads in one location, then it must converge and sink in another.
In sinking regions, one plate slides beneath the other, and convection drags the
crust material down into the mantle. The Mariana Trench—the deepest part of
Earth’s ocean floor—is such a place. Much of the ocean floor lies between rising
and sinking zones, and so the ocean floor is the youngest portion of Earth’s crust.
In fact, the oldest seafloor rocks are less than 200 million years old.

In some places, the plates are not sinking but colliding with each other and
being shoved upward. The highest mountains on Earth, the Himalayas, grow 0.5
meter per century as the Indo-Australian Plate collides with the Eurasian Plate.
In still other places, plates meet at oblique angles and slide along past each other.
One such place is the San Andreas Fault in California, where the Pacific Plate
slides past the North American Plate. A fault is a fracture in a planet’s crust along
which material can slide.

Locations where plates meet tend to be very active geologically. One of the
best ways to see the outline of Earth’s plates is to look at a map of where earth-
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>l AstroTour: Plate Tectonics

Figure 6.14 Divergence and collisions of tectonic plates cre-
ate a wide variety of geological features.

The continental plate deforms
by compression, bending and
folding its rock layers.

Where two continental plates
meet, the crust can push up
into high mountains.

Fault \

The continental crust can form
cracks or faults as it deforms.
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Figure 6.15 Major earthquakes and volcanic activity are
often concentrated along the boundaries of Earth’s princi-
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quakes and volcanism occur, like the map in Figure 6.15. Where plates run into
each other, enormous stresses build up. Earthquakes occur when a portion of
the boundary between two plates finally and suddenly slips, relieving the stress.
Volcanoes are created when friction between plates melts rock, which is then
pushed up through cracks to the surface. Earth also has numerous hot spots,
such as the Hawaiian Islands, where hot deep-mantle material rises, releasing
thermal energy. As plates shift, some parts move more rapidly than others, caus-
ing the plates to stretch, buckle, or fracture. These effects are seen on the surface
as folded and faulted rocks. Mountain chains also are common near converging
plate boundaries, where plates buckle and break.

Tectonism on Other Planets

We have observed plate tectonics only on Earth. However, all of the terrestrial
planets and some moons show evidence of tectonic disruptions. Fractures have cut
the crust of the Moon in many areas, leaving fault valleys. Most of these features
are the result of large impacts that have cracked and distorted the lunar crust.
Mercury also has fractures and faults. In addition, numerous cliffs on Mercury
are hundreds of kilometers long. Like the other terrestrial planets, Mercury was
once molten. After the surface of the planet cooled and its crust formed, the inte-
rior of the planet continued to cool and shrink. As the planet shrank, Mercury’s
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Figure 6.16 (a) A mosaic of
Viking Orbiterimages shows
Valles Marineris, the major
tectonic feature on Mars,
stretching across the cen-
ter of the image from left to
right. This canyon system

is more than 4,000 km long.
The dark spots on the left
are huge shield volcanoes in
the Tharsis region. (b) This
close-up perspective view of
the canyon wall was pho-
tographed by the European
Space Agency’s Mars Express
spacecraft.
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crust cracked and buckled in much the same way that a grape skin wrinkles as
it shrinks to become a raisin. To explain the faults seen on the planet’s surface,
the volume of Mercury must have shrunk by about 5 percent after the planet’s
crust formed.

Possibly the most impressive tectonic feature in the Solar System is the
Valles Marineris on Mars (Figure 6.16). Stretching nearly 4,000 km and nearly
four times as deep as the Grand Canyon, this chasm, if located on Earth, would
link San Francisco with New York. Valles Marineris includes a series of mas-
sive cracks in the crust of Mars that are thought to have formed as local forces,
perhaps related to mantle convection, pushed the crust upward from below.
The surface could not be equally supported by the interior everywhere, and
unsupported segments fell in. Once formed, the cracks were eroded by wind,
water, and landslides, resulting in the structure we see today. Other parts of
Mars have faults similar to those on the Moon, but cliffs like those on Mer-
cury are absent.

The Magellan spacecraft mapped about 98 percent of the surface of Venus,
providing the first high-resolution views of the surface of the planet. Magel-
Ian’s view of one face of Venus is shown in Figure 6.17. Although Venus has
a wealth of volcanic features and tectonic fractures, there is no evidence of
lithospheric plates or plate motion of the sort seen on Earth. Yet the relative a x WV TR
scarcity of impact craters on Venus suggests that most of its surface is less than
1 billion years old.

The mass of Venus is only 20 percent less than that of Earth, and its radius ... image made by the Magellan spacecraft. Bright yel-
is only 5 percent smaller than the radius of Earth. Because of the similarities |5\ and white areas are mostly fractures and ridges in the

Figure 6.17 The atmosphere of Venus blocks our view of
the surface in visible light. This false-color view of Venus is

between the two planets, the interior of Venus should be very much like the  cryst. Some circular features seen in the image may be hot
interior of Earth, and convection should be occurring in its mantle. On Earth, spots—regions of mantle upwelling. Most of the surface is
mantle convection and plate tectonics release thermal energy from the interior.  formed by lava flows, shown in orange.
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>l AstroTour: Hot Spot Creating a Chain of
Islands

Vocabulary Alert

fluid In common language, this is used mainly as a noun. Here, it
is used as an adjective, describing how easily a substance flows. If
itis very fluid, it flows like water. If it is not very fluid, it flows like
molasses or tar. Another adjective often used in this context is
viscous. A viscous substance does not flow easily.

On Venus, hot spots may be the principal way that thermal energy escapes from
the planet’s interior. Circular fractures called coronae on the surface of Venus,
ranging from a few hundred kilometers to more than 2,500 km across, may be
the result of upwelling plumes of hot mantle that have fractured Venus’s litho-
sphere. Alternatively, energy may build up in the interior until large chunks of
the lithosphere melt and overturn, releasing an enormous amount of energy. Then
the surface cools and solidifies. Our understanding of why Venus and Earth are
so different with regard to plate tectonics is still very uncertain.

Volcanism Reveals a Geologically
Active Planet

You are probably familiar with the image of a volcano spewing molten rock onto
the surface of Earth. This molten rock, known as magma, originates deep in the
crust and in the upper mantle, where sources of thermal energy combine. These
sources include rising convection cells in the mantle, heating by friction from
movement in the crust, and concentrations of radioactive elements. In this sec-
tion, we will look at the occurrence of volcanic activity on a planet or moon,
which is called volcanism. Volcanism not only shapes planetary surfaces but
also is a key indicator of a geologically active planet.

Terrestrial Volcanism Is Related to Tectonism

Because Earth’s thermal energy sources are not uniformly distributed, volcanoes
are usually located along plate boundaries and over hot spots. Maps such as the
one shown in Figure 6.15 leave little doubt that most terrestrial volcanism is
linked to the same forces responsible for plate motions. A tremendous amount
of friction is generated as plates slide under each other. This friction raises the
temperature of rock toward its melting point.

Material at the base of a lithospheric plate is under a great deal of pressure
because of the weight of the plate pushing down on it. This pressure increases the
melting point of the material, forcing it to remain solid even at high temperature.
As this material is forced up through the crust, the pressure drops; as the pres-
sure drops, so does the material’s melting point. Material that was solid at the
base of a plate may melt as it nears the surface. Places where convection carries
hot mantle material toward the surface are frequent sites of eruptions. Iceland,
which is one of the most volcanically active regions in the world, sits astride one
such place—the Mid-Atlantic Ridge (see Figure 6.15).

Once lava reaches the surface of Earth, it can form many types of structures.
Flows often form vast sheets, especially if the eruptions come from long fractures.
If very fluid lava flows from a single “point source,” it can spread out over the sur-
rounding terrain or ocean floor, forming a shield volcano, shown in Figure 6.18a.
A composite volcano forms when thick lava flows alternating with explosively
generated rock deposits build a steep-sided structure, shown in Figure 6.18b.

Terrestrial volcanism also occurs where convective plumes rise toward
the surface in the interiors of lithospheric plates, creating local hot spots like
the Hawaiian islands, shown in Figure 6.18c. Volcanism over hot spots works
much like volcanism elsewhere, except that the convective upwelling occurs
at a single spot rather than in a line along the edge of a plate. These hot spots
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Figure 6.18 Magma reaching Earth’s surface commonly forms (a) shield volcanoes, such as
Mauna Loa, which have gently sloped sides built up by fluid lava flows; and (b) composite
volcanoes, such as Mt. Fuji, which have steeply symmetrical sides built up by viscous lava
flows. (c) Hot spots form a series of volcanoes as the plate above them slides by.

force mantle and lithospheric material toward the surface, where it emerges
as liquid lava.

Earth has numerous hot spots, including the regions around Yellowstone Park
and the Hawaiian Islands. The Hawaiian Islands are a chain of shield volcanoes
that formed as their lithospheric plate moved across a hot spot. The island ceases to
grow as the plate motion carries the island away from the hot spot. Erosion, occur-
ring since the island’s inception, continues to wear the island away. Meanwhile,
a new island grows over the hot spot. Today the Hawaiian hot spot is located off
the southeast coast of the Big Island of Hawaii, where it continues to power the
active volcanoes. On top of the hot spot, the newest Hawaiian island, Loihi, is
forming. Loihi is already a massive shield volcano, rising more than 3 km above
the ocean floor. Loihi will eventually break the surface of the ocean and merge
with the Big Island of Hawaii—but not for another 100,000 years.

Volcanism in the Solar System

Even before the Apollo astronauts brought back rock samples that confirmed vol-
canism, photographs showed flowlike features in the dark regions of the Moon.
Some of the first observers to use telescopes thought that these dark areas looked
like bodies of water—thus the name maria (singular: mare), Latin for “seas.” The
maria are actually vast hardened lava flows, similar to volcanic rocks known

Volcanism Reveals a Geologically Active Planet
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Figure 6.19 This rock sample from the Moon, collected by
the Apollo 15 astronauts from a lunar lava flow, shows gas
bubbles typical of gas-rich volcanic materials. This rock is
about 6 x 12 cm.
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Figure 6.20 Lava flowing across the surface of Mare
Imbrium on the Moon must have been relatively fluid to
have spread out for hundreds of kilometers in sheets that
are only tens of meters thick.

as basalts on Earth. Because the maria contain relatively few craters, these vol-
canic flows must have occurred after the period of heavy bombardment ceased.

When the Apollo astronauts returned rock samples from the lunar maria, many
of them were found to contain gas bubbles typical of volcanic materials (Figure
6.19). The lava that flowed across the lunar surface must have been relatively
fluid (Figure 6.20). The fluidity of the lava, due partly to its chemical composi-
tion, explains why lunar basalts form vast sheets that fill low-lying areas such
as impact basins. It also explains the Moon’s lack of classic volcanoes: the lava
was too fluid to pile up.

The samples also showed that most of the lunar lava flows are older than 3
billion years. Only in a few limited areas of the Moon are younger lavas thought
to exist; most of these have not been sampled directly. Samples from the heavily
cratered terrain of the Moon also originated from magma, so the young Moon
must have gone through a molten stage. These rocks cooled from a “magma ocean”
and are more than 4 billion years old, preserving the early history of the Solar
System. Most of the sources of heating and volcanic activity on the Moon shut
down some 3 billion years ago—unlike on Earth, where volcanism continues. This
conclusion is consistent with our earlier argument that smaller planets should
cool more efficiently and thus be less active than larger planets.

Mercury also shows evidence of past volcanism. Mariner 10 and Messenger mis-
sions revealed smooth plains similar in appearance to lunar maria. These sparsely
cratered plains are the youngest areas on Mercury, created when fluid lava flowed
into and filled huge impact basins. Messenger also found a number of volcanoes.

Venus has more volcanoes than the other terrestrial planets. Radar images
reveal a wide variety of volcanic landforms. These include highly fluid flood lavas
covering thousands of square kilometers, enormous shield volcanoes, dome vol-
canoes, and lava channels thousands of kilometers long. These lavas must have
been extremely hot and fluid to flow for such long distances.

Mars has also been volcanically active. More than half the surface of Mars
is covered with volcanic rocks. Lava covered huge regions of Mars, flooding
the older, cratered terrain. Most of the vents or long cracks that created these
flows are buried under the lava that poured forth from them. Among the more
impressive features on Mars are its enormous shield volcanoes. These volca-
noes are the largest mountains in the Solar System. Olympus Mons, stand-
ing 27 km high at its peak and 550 km wide at its base (Figure 6.21), would
tower over Earth’s largest mountains. Despite the difference in size, most of
the very large volcanoes of Mars are shield volcanoes, just like their Hawaiian
counterparts. Olympus Mons and its neighbors grew as the result of hundreds
of thousands of individual eruptions. These volcanoes have remained over
their hot spots for billions of years, growing ever taller and broader with each
successive eruption. This is evidence that Mars lacks plate tectonics, which
would have moved the volcanoes over time, creating chains of volcanoes like
the Hawaiian Islands.

Lava flows and other volcanic landforms span nearly the entire history of
Mars, estimated to extend from the formation of crust some 4.4 billion years
ago to geologically recent times, and to cover more than half of the red planet’s
surface. “Recent” in this sense could still be more than 100 million years ago.
Although some “fresh-appearing” lava flows have been identified on Mars, until
rock samples are radiometrically dated we will not know the age of these latest
eruptions. Mars could, in principle, experience eruptions today.



6.5 Wind and Water Modify Surfaces

Tectonism, volcanism, and impact cratering affect Earth’s surface by creating
variations in the height of the surface. Erosion is the wearing away of a planet’s
surface by mechanical action. The term erosion covers a wide variety of processes.
Erosion by running water, wind, and the actions of living organisms wears down
hills, mountains, and craters; the resulting debris fills in valleys, lakes, and can-
yons. If erosion were the only geological process operating, it would eventually
smooth out the surface of the planet completely. Because Earth is a geologically
and biologically active world, however, its surface is an ever-changing battle-
ground between processes that build up topography and those that tear it down.

Weathering

Weathering is the first step in the process of erosion. During weathering, rocks
are broken into smaller pieces and may be chemically altered. For example, rocks
on Earth are physically weathered along shorelines, where the pounding waves
break them into beach sand. Other weathering processes include chemical reac-
tions, such as when oxygen in the air combines with iron in rocks to form a type
of rust. One of the most efficient forms of weathering is caused by water; liquid
water runs into crevices and then freezes. As the water freezes it expands and
shatters the rock.

After weathering, the resulting debris can be carried away by flowing water,
glacial ice, or blowing wind and deposited in other areas as sediment. Where
material is eroded, we can see features such as river valleys, wind-sculpted hills,
or mountains carved by glaciers. Where eroded material is deposited, we see fea-
tures such as river deltas, sand dunes, or piles of rock at the bases of mountains
and cliffs. Erosion is most efficient on planets with water and wind. On Earth,
where water and wind are so dominant, most impact craters on Earth’s continents
have been worn down and filled in.

Even though the Moon and Mercury have almost no atmosphere and no run-
ning water, a type of erosion is still at work. Radiation from the Sun and from
deep space very slowly decomposes some types of minerals, effectively weath-
ering the rock. Such effects are only a few millimeters deep at most. Impacts of
micrometeoroids also chip away at rocks. In addition, landslides can occur wher-
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Figure 6.21 The largest known volcano in the Solar Sys-
tem, Olympus Mons on Mars is a 27-km-high shield-type
volcano, similar to but much larger than Hawaii’'s Mauna
Loa. This oblique view was created from an overhead
Viking image and topographic data provided by the Mars
Orbiter laser altimeter.



148 CHAPTER 6 Terrestrial Worlds in the Inner Solar System

Figure 6.22 An image of gully channels in a crater on Mars
taken by the Mars Reconnaissance Orbiter. The gullies com-
ing from the rocky cliffs near the crater’s rim (out of the
image, to the upper left) show meandering and braided pat-
terns similar to those of water-carved channels on Earth.

ever gravity and differences in elevation are present. Although water enhances
landslide activity, landslides are also seen on Mercury and the Moon.

Wind Erosion

Earth, Mars, and Venus all show the effects of windstorms. Images of Mars and
Venus returned by spacecraft landers show surfaces that have been subjected to
the forces of wind. Sand dunes are common on Earth and Mars, and some have
been identified on Venus. Orbiting spacecraft have also found wind-eroded hills
and surface patterns called wind streaks. These surface patterns appear, disap-
pear, and change in response to winds blowing sediments around hills, craters,
and cliffs. They serve as local “wind vanes,” telling planetary scientists about
the direction of local prevailing surface winds. Planet-encompassing dust storms
occur on Mars.

Water Erosion

Today, Earth is the only planet where the temperature and atmospheric condi-
tions allow extensive liquid surface water to exist. Water is an extremely pow-
erful agent of erosion and dominates erosion on Earth. Every year, rivers and
streams on Earth deliver about 10 billion metric tons of sediment into the oceans.
Even though today there is no liquid water on the surface of Mars, at one time
water likely flowed across its surface in vast quantities. Features resembling
water-carved channels on Earth such as those shown in Figure 6.22 suggest the
past presence of liquid water on Mars. In addition, many regions on Mars show
small networks of valleys that are thought to have been carved by flowing water.
Some parts of Mars may once have contained even oceans and glaciers.

The Search for Water in the Solar System

Life, as we know it on Earth, requires water as a solvent and as a delivery mecha-
nism for essential chemistry. Because of this, the search for water is central to
the search for life in the Solar System and also to considerations of future human
space travel.

In 2004, NASA sent two instrument-equipped roving vehicles, Opportunity
and Spirit, to search for evidence of water on Mars. Opportunity landed inside a
small crater. For the first time, martian rocks were available for study in the origi-
nal order in which they were laid down. Previously, the only rocks that landers
and rovers had studied were those that had been dislodged from their original
settings by either impacts or river floods.

The layered rocks at the Opportunity site revealed that they had once been
soaked in or transported by water. The form of the layers was typical of layered
sandy deposits laid down by gentle currents of water. Rover instruments found
a mineral so rich in sulfur that it had almost certainly formed by precipitation
from water. Magnified images of the rocks showed “blueberries,” small spherical
grains a few millimeters across that probably formed in place among the layered
rocks. These are similar to terrestrial features that form by the percolation of water
through sediments. Analysis of these blueberries revealed abundant hematite, an
iron-rich mineral that forms in the presence of water. Further observations by the
European Space Agency’s Mars Express and NASA’s Mars Odyssey orbiters have
shown the hematite signature and the presence of sulfur-rich compounds in a



Figure 6.23 This image compares a photograph taken by NASA’s Curiosity rover (left) with
a photograph of a streambed on Earth (right). The Mars image shows water-worn gravel
embedded in sand, sure evidence of an ancient streambed.

vast area surrounding the Opportunity landing site. These observations suggest
an ancient martian sea larger than the combined area of Earth’s Great Lakes and
as much as 500 meters deep.

Spirit landed in Gusev, a 170-km-wide impact crater. This site was chosen
because it showed signs of ancient flooding by a now-dry river. Scientists hoped
that surface deposits would provide further evidence of past liquid water. Sur-
prise, and perhaps some disappointment, followed when Spirit revealed that
the flat floor of Gusev consisted primarily of basaltic rock. Only when the rover
ventured cross-country to some low hills located 2.5 km from the landing site
did it find basaltic rocks showing clear signs of having been chemically altered
by liquid water.

In August 2012, the Mars rover Curiosity landed in Gale Crater, a large (150
km) crater just south of Mars’s equator. Curiosity found evidence of a stream that
flowed at a rate of about 1 meter per second and was as much as 2 feet deep. The
streambed is identified by water-worn gravel, shown in Figure 6.23. The rover,
which is about the size of a car, has instrumentation that includes not only cam-
eras but also a drill and an instrument to measure chemical composition. When
the rover drilled into a rock, it found sulfur, nitrogen, hydrogen, oxygen, phos-
phorus, and carbon, together with clay minerals that formed in a water-rich envi-
ronment that was not very salty. Taken together, these pieces of evidence indicate
that Mars may have had conditions suitable to support Earth-like microbial life
in the distant past.

Where did the water go? Some escaped into the thin atmosphere of Mars, and
at least some of it is locked up as ice in the polar regions, just as the ice caps on
Earth hold much of our planet’s water. Unlike our own polar caps, those on Mars
are a mixture of frozen carbon dioxide and frozen water. But water must be hid-
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Figure 6.24 Water ice appears a few centimeters below the
surface of Mars in this trench dug by a robotic arm on the
Phoenix lander. The trench measures about 20 x 30 cm.

ing elsewhere on Mars. Small amounts of water are found on the surface. Water
ice crystals have been found mixed in with the martian soil, and NASA’s Phoe-
nix lander found water ice just a centimeter or so beneath surface soils at high
northern latitudes (Figure 6.24). However, most of the water on Mars appears to
be trapped well below the surface of the planet. Radar imaging by NASA’s Mars
Reconnaissance Orbiter (MRO) indicates huge quantities of subsurface water ice,
not only in the polar areas as expected but also at lower latitudes. In addition,
some recent MRO images suggest that there might be seasonal saltwater flows on
the surface far from the poles. Saltwater freezes at a lower temperature, so some
sites could be warm enough to have temporary liquid saltwater.

Evidence for water on Venus comes primarily from water vapor in its atmo-
sphere, but there are some geological indications of past water, such as color dif-
ferences between highland and lowland regions. This may indicate the presence
of granite, which forms in the presence of water.

Although Earth and Mars are the only terrestrial planets that show strong
evidence for liquid water at any time in their histories, water ice exists on the
Moon and could exist on Mercury today. Some deep craters in the polar regions
of both Mercury and the Moon have floors in perpetual shadow. Temperatures in
these permanently shadowed areas remain below 180 K. For many years, plan-
etary scientists speculated that ice—perhaps from comets—could be found in
these craters. In the early 1990s, radar measurements of Mercury’s north pole
and infrared measurements of the Moon’s polar areas seemed to support this
possibility. The Messenger spacecraft has reported the strong possibility of ice
at both of Mercury’s poles.

In 2009, NASA’s Lunar Reconnaissance Orbiter (LRO) and a companion satellite
known as the Lunar Crater Observation and Sensing Satellite (LCROSS) were put
into lunar orbit to continue the search for possible sources of subsurface water
ice. LCROSS intentionally crashed the second stage of its Centaur rocket into a
lunar polar-region crater, Cabeus. LRO collected data from the resulting plume,
finding that more than 150 kg of water ice and water vapor were blown out of
the crater by the impact. These data revealed the presence of large amounts of
water buried beneath the crater’s floor. Other evidence of water on the Moon was
found by later spacecraft observations. These results are important to scientists
who are thinking about future missions to the Moon.
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Moon Is Wetter, Chemically More Complex
than Thought, NASA Says

By AMINA KHAN, Los Angeles Times

The Moon is a much wetter—and more chemi-
cally complicated—place than scientists had
believed, according to new data released
Thursday by NASA.

Last year, after the space agency hurtled
a rocket into a frozen crater at the Moon’s
south pole and measured the stuff kicked up
by the crash, scientists calculated that the
plume contained about 25 gallons of water.
But further analysis over the last 11 months
indicates that the amount of water vapor and
ice was more like 41 gallons—an increase of
64 percent.

“It’s twice as wet as the Sahara desert,”
said Anthony Colaprete, the lead scientist
for the Lunar Crater Observation and
Sensing Satellite, or LCROSS, mission at
NASA Ames Research Center in Northern
California.

The instruments aboard the satellite,
including near-infrared and visible light spec-
trometers, scanned the lunar debris cloud
and identified the compounds it contained.
They determined that about 5.6 percent of
the plume was made of water, give or take 2.9
percent. It also included a surprising array
of chemicals, including mercury, methane,

silver, calcium, magnesium, pure hydrogen,
and carbon monoxide.

The findings were reported in six related
papers published online Thursday by the jour-
nal Science.

“The lunar closet is really at the poles,
and I think there’s a lot of stuff crammed into
the closet that we really haven’t investigated
yet,” said Peter Schultz, a planetary geologist
at Brown University in Providence, Rhode
Island, and one of the LCROSS team members.

The new measurements allowed Colaprete
to estimate that the entire Cabeus Crater could
hold as much as 1 billion gallons of water.

Potentially, that would be really handy
for future space explorers who might use the
Moon as an interplanetary way station. Along
with providing water to drink, it could be
mined for breathable oxygen and used to make
hydrogen fuel for long-distance spacecraft.

“You can’t take a lot of big things to the
Moon and you can’t take much water, so we'’re
learning to live off the land,” said Lawrence
Taylor, a planetary geochemist at the Univer-
sity of Tennessee in Knoxville, who was not
involved in the studies.

However, plans to develop a space colony
on the Moon were put on hold by the Obama
administration this year.

Evaluating the News

1. In early analysis of the data, scientists dis-
covered 25 gallons of water. In this article,
that number has been revised upward to
41 gallons. What astronomical observation
methods did they use to discover this?

2. The article states that 5.6 percent of the
plume was made of water, give or take 2.9
percent. What is the smallest percentage
of the plume that could be water? What is
the largest? Is this a large range?

3. Average daily urban water use in the
United States is roughly 100 gallons per
household. If Cabeus Crater does have 1 bil-
lion gallons of water, how many American
households could this crater support for 1
day? For 1 month? For 1 year? For 10 years?

4. What do your answers to question 3 imply
for the long-term survival of a colony on the
Moon? How does this prediction change if
intense methods of water reuse and recy-
cling are implemented in the colony? How
does this prediction change if the water is
also being used to make oxygen to breathe
and hydrogen for fuel?
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The terrestrial planets in the Solar System include Mercury, Venus,
Earth, and Mars. Because Earth’s Moon is similar in many ways to these
terrestrial planets, it is included in the list of terrestrial worlds. The
interiors of planets are extremely hot at formation. Tectonics and vol-
canism are a result of these hot interiors. Over time, the interiors cool,
and tectonics and volcanism weaken. On Earth, radioactive decay and
tidal effects from the Moon contribute to heat in the interior. Impacts
deliver energy and some materials to the surface of a planet, tectonism
and volcanism deform the surface, and erosion gradually scrubs away
the evidence of impacts, tectonism, and volcanism. Surface features
on the terrestrial planets, such as tectonic plates, volcanoes, moun-
tain ranges, or canyons, are the result of the interplay between these
four processes.

1 Four processes shape the surfaces of the terrestrial planets:
impact cratering, volcanism, tectonics, and erosion. Impact
cratering is the result of a direct interaction of an astronomi-
cal object with the surface of the planet. Active volcanism and
tectonics are the results of a “living” planetary interior: one
that is still hot inside. Erosion is a surface phenomenon that
results from weathering by wind or water.

2 The relative position of craters gives their relative ages, with
more recent craters found superimposed on older ones. Crater

1. , , and build up structures on the
terrestrial planets, while in general, tears them down.
a. Impacts, erosion, volcanism; tectonism
b. Impacts, tectonism, volcanism; erosion
c. Tectonism, volcanism, erosion; impacts
d. Tectonism, impacts, erosion; volcanism

2. If crater A is inside crater B, we know that

crater A was formed before crater B.

crater B was formed before crater A.

both craters were formed at about the same time.
. crater B formed crater A.

crater A formed crater B.

cientists learn about the interior structure of planets by using
select all that apply)

ground-penetrating radar.

deep mine shafts.

observations of seismic waves.

. models of Earth’s interior.

observations of magnetic fields.

X-ray observations from satellites.

TO PROTE
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4. Lava flows on the Moon and Mercury created large, smooth
plains. We don’t see similar features on Earth because
a. Earth has less lava.
b. Earth had fewer large impacts in the past.
c. Earth has plate tectonics and erosion that modify the surface.

densities can be used to find the relative ages of regions on a
surface, with more heavily cratered regions being older than
less cratered ones. Finding the absolute age of a region requires
a calibration using radioactive isotopes and their products.

3 Earth’s interior has been mapped using a combination of the-

ory and observation. Models are used to predict how seismic
waves should propagate through the interior, and these predic-
tions are compared to actual observations of seismic waves.
The interiors of other planets are modeled upon basic physical
principles and verified by observations of magnetic fields.

4 Tectonism folds, twists, and cracks the outer surface of a planet.

Plate tectonics is unique to Earth, although other types of tec-
tonic disruptions are observed on the other terrestrial planets,
such as cracking and buckling on the surface.

5 Weathering by wind and water causes erosion on planetary

surfaces. In general, the consequence of erosion is to erase
features that are the result of impact cratering, tectonics, and
volcanism. Geological evidence of water erosion is one fac-
tor in the search for water in the Solar System. This search is
important to both the search for extraterrestrial life and the
possibilities of human colonization of space.

d. Earth is large compared to the size of these plains, so they
are not as noticeable.

e. Earth’s rotation rate is much faster than that of either of these
other worlds.

. Erosion is most efficient on planets with

a. tectonism.

b. volcanoes.

c¢. wind and water.
d. large masses.

. If aradioactive element A decays into radioactive element B

with a half-life of 20 seconds, then after 40 seconds,
a. none of element A will remain.

b. none of element B will remain.

c. half of element A will remain.

d. one-quarter of element A will remain.

. On which of the following worlds is wind erosion negligible?

(Select all that apply.)

a. Mercury b. Venus
c. Earth d. Moon
e. Mars

. On which of the following does plate tectonics occur? (Select all

that apply.)
a. Mercury b. Venus
c. Earth d. Moon

e. Mars



9.

On which of the following has erosion by wind and water
occurred? (Select all that apply.)

a. Mercury b. Venus
c. Earth d. Moon
e. Mars

QUESTIONS AND PROBLEMS

Multiple Choice and True/False

11.
12.

13.

14.
15.
16.

17.

18.

19.

20.

21.

T/F: Volcanism has occurred on all the terrestrial planets.

T/F: The propagation of seismic waves reveals the structure of
the interior of Earth.

T/F: Large worlds remain geologically active longer than small
ones.

T/F: Mercury has no volcanoes.

T/F: Wind erosion is an important process on Venus.

Of the four processes that shape the surface of a terrestrial

world, the one with the greatest potential for future catastrophic
rearrangement is
a. impacts.

c. tectonism.

b. volcanism.
d. erosion.

Geologists can find the relative age of impact craters on a world
because

. the ones on top must be older.

. the ones on top must be younger.

the larger ones must be older.

. the larger ones must be younger.

all the features we can see are the same age.

caoTp

Geologists can find the actual age of features on a world by

a. radioactive dating of rocks retrieved from the world.

b. comparing cratering rates on one world to those on another.

c. assuming that all features on a planetary surface are the
same age.

d. bothaandb
e. bothbandc

Impacts on the terrestrial worlds

a. are more common than they used to be.

b. have occurred at approximately the same rate since the for-
mation of the Solar System.

c. are less common than they used to be.

d. periodically become more common and then are less com-
mon for a while.

€. never occur any more.

Earth has fewer craters than Venus. Why?

a. Earth’s atmosphere provides better protection than Venus’s.
b. Earth is a smaller target than Venus.

c. Earth is closer to the asteroid belt.

d. Earth’s surface experiences more erosion.

The terrestrial worlds that may still be geologically active are
a. Earth, Moon, and Mercury.
b. Earth, Mars, and Venus.

10.

22.

23.

24.

25.
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Which of the following worlds shows evidence of water? (Select

all that apply.)

a. Mercury b. Venus
c. Earth d. Moon
e. Mars

c. Earth, Venus, and Mercury.
d. Earth only.
e. Earth and Venus only.

Spring tides occur only when

. the Sun is near the vernal equinox in the sky.
. the Moon is in first or third quarter.

the Moon, Earth, and Sun form a right angle.
. the Moon is in new or full phase.

the Sun is in full phase.

L

On Earth, one high tide each day is caused by the Moon pulling

on that side of Earth. The other is caused by

a. the Sun pulling on the opposite side of Earth.

b. the Earth rotating around so that the opposite side is under
the Moon.

c. the Moon pulling the center of Earth away from the opposite
side, leaving a tidal bulge behind.

d. the resonance between the rotation and revolution of the
Moon.

Scientists know the history of Earth’s magnetic field because

a. the magnetic field hasn’t changed since the formation of
Earth.

b. they see how it’s changing today and project that back in
time.

c. the magnetic field gets frozen into rocks, and plate tectonics
spreads them out.

d. they compare the magnetic fields on other planets to Earth’s.

e. there are written documents of magnetic field measurements
since the beginning of Earth.

Water erosion is an important ongoing process on
. all the terrestrial worlds.

. Earth only.

Earth and Mars only.

. Earth, Mars, and the Moon only.

Earth, Mars, and Venus only.

oo T

Conceptual Questions

26.

27.

28.

29.

List evidence of the four geological processes that shape the
terrestrial planets: tectonism, volcanism, impact cratering, and
erosion.

In discussing the terrestrial planets, why do we include our
Moon?

Explain how scientists know that rock layers at the bottom of
Arizona’s Grand Canyon are older than those found on the rim.

One region on the Moon is covered with craters, while another
is a smooth volcanic plain. Which is older? How do we know?
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30. Suppose that you have two rocks, each containing a radioac-
tive isotope and its decay products. In rock A, there is an equal
amount of the parent and the daughter. In rock B, there is twice
as much daughter as parent. Which rock is older? Explain how
you know this from the information given.

31. Describe the sources of heating that are responsible for the gen-
eration of Earth’s magma.

32. Explain why the Moon’s core is cooler than Earth’s.
33. Compare and contrast tectonism on Venus, Earth, and Mercury.

34. Volcanoes have been found on all of the terrestrial planets.
Where are the largest volcanoes in the inner Solar System?

35. Describe the collision theory of the formation of the Moon.

36. Examine Figure 6.7a. This figure shows two tidal bulges on
Earth, both caused by the Moon. Compare this figure to Figure
6.9. In your own words, describe why the Moon’s gravity causes
two tides on Earth—one on the side closest to the Moon, and
one on the side farthest away.

37. Describe and explain the evidence for reversals in the polarity
of Earth’s magnetic field.

38. Why do earthquakes and volcanoes tend to occur near plate
boundaries?

39. Does the age of a planetary surface tell you the age of the planet?
Why or why not?

40. Explain some of the evidence that Mars once had liquid water
on its surface. Why is there no liquid water on Mars today?

Problems

41. Use the mass and radius of Venus given in Table 6.1 to find the
average density of Venus. From this density, determine whether
Venus has an iron core. (Assume that Venus’s surface is rocky,
like Earth’s.)

42. Earth has a radius of 6,378 km.

a. What is its volume? (Hint: The volume of a sphere of radius R
is [4/3]=R%.)

b. What is its surface area? (Hint: The surface area of a sphere of
radius R is 4wR?)

c. Suppose Earth’s radius suddenly became twice as big. By
what factor would the volume change? By what factor would
the surface area change?

43. Suppose you find a piece of ancient pottery and take it to the
laboratory of a physicist friend. He finds that the glaze contains
radium, a radioactive element that decays to radon and has a
half-life of 1,620 years. He tells you that the glaze couldn’t have
contained any radon when the pottery was being fired but that
it now contains three atoms of radon for each atom of radium.
How old is the pottery?

44. Archaeological samples are often dated by radiocarbon dating.
The half-life of carbon-14 is 5,700 years.
a. After how many half-lives will the sample have only Y64 as
much carbon-14 as it originally contained?

45.

46.

47.

b. How much time will have passed?

c. Suppose that the daughter of carbon-14 is present in the
sample when it forms (even before any radioactive decay hap-
pens). Then you cannot assume that every daughter you see
is the result of carbon-14 decay. If you did make this assump-
tion, would you overestimate or underestimate the age of a
sample?

Different radioisotopes have different half-lives. For example,
the half-life of carbon-14 is 5,700 years, the half-life of ura-
nium-235 is 704 million years, the half-life of potassium-40 is
1.3 billion years, and the half-life of rubidium-87 is 49 billion
years.

a. Explain why you would not use an isotope with a half-life
similar to that of carbon-14 to determine the age of the Solar
System.

b. The age of the universe is approximately 14 billion years.
Does the long half-life mean that no rubidium-87 has decayed
yet?

Recall Working It Out 5.1. The average temperature of Mars is
about 210 K. What is the blackbody flux from a square meter of
Mars?

Recall Working It Out 5.2. The average temperature of Venus is
about 773 K. What is the peak wavelength of radiation from a
blackbody the same temperature as Venus?

. Suppose that the flux from a planet is measured to be 350 W/m?.

What is its average temperature?

. The object that created Arizona’s Meteor Crater was estimated

to have a radius of 25 meters and a mass of 300 million kg. Fol-
low Working It Out 6.2 to calculate the density of the impacting
object, and explain what that may tell you about its composi-
tion.

Assume that the east coast of South America and the west coast
of Africa are separated by an average distance of 4,500 km.
Assume also that GPS measurements indicate that these conti-
nents are now moving apart at a rate of 3.75 cm/year. If this rate
has been constant over geologic time, how long ago were these
two continents joined together as part of a supercontinent?

NORTON @) SMARTWORK

Versions of these questions, as well as additional
questions and problems, are available in Norton
Smartwork, the online tutorial and homework system
that accompanies this text. Every question has hints
and answer-specific feedback so you can check your
understanding and receive the help you need when you
need it. If your instructor is using Norton Smartwork,
please log in at wwnorton.com/NSW.
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Exploration ‘ Earth’'s Tides

wwnpag.es/uou2

Visit the Student Site (wwnpag.es/uou2) and open the Tidal Bulge Click the box that says “Run.”
Simulator Nebraska Simulation in Chapter 6.

Before you start the simulation, examine the setup. You are
looking down on Earth from the North Pole.

8. Over the course of 1 day, how many high tides does the
east coast of North America experience?

1. Are the sizes of Earth and the Moon approximately to

scale in this image? 9. How many low tides does it experience in 1 day?

2. Is the distance between them to scale in this image? 10. Why are there two high tides? That is, what causes the
tide on the side of Earth away from the Moon?

3. Are the tides shown to scale?
11. Do the tides change as the Moon orbits?

4. Explain why the authors of the simulation made the scal-
ing choices they did. Once the Moon has orbited back to the right side of the window,

stop the simulation by unchecking “Run.” Click the box that says
“Include Sun.”

5. In this position, is the east coast of North America experi- 12. What happened to the tides when you added the Sun to
encing high or low tide? the simulation?
Recall from Chapter 2 that Earth rotates counterclockwise when Now, run the simulation again. Stop the simulation when the
viewed from this vantage point. Click the box that says “Include Moon is at first quarter. Remove the check mark from the “Include
Effects of Earth’s Rotation.” Sun” box.
6. What happened to the tidal bulges? 13. What changed about the tides when you removed the Sun?

Run the simulation until the Moon is full. Stop the simulation by

7. Why does Earth’s rotation have this effect? unchecking “Run.” Click the box that says “Include Sun.”

14. What changed about the tides when you added the Sun
back in?

15. Which astronomical body dominates the tides on Earth,
the Moon or the Sun?

NORTON @) SMARTWORK ¢ wwnorton.com/NSW




{> LEARNING GOALS

A thick blanket of atmosphere warms and sustains Earth’s cli- LG 3 Compare the strength of the greenhouse effect and
mate. Venus and Earth have dense atmospheres. The thinner differences in the atmospheres of Earth, Venus, and
atmosphere on Mars is a useful point of comparison. By the Mars.
end of this chapter, You should k.)e able .to'explaln the origin LG4 Describe how Earth’s atmospheric composition has
of the aurora borealis and explain why it is so colorful. You been reshaped by life.
should also be able to:

LG 5 Describe the evidence that shows Earth’s climate is
LG 1 Explain the origins and differences of primary and changing.

secondary atmospheres.

LG 2 Define the layers of atmospheres for Earth, Venus, and

Atmospheres of Venus,
Earth, and Mars

Earth’s atmosphere is responsible for the weather on Earth. The atmosphere lifts water from
lakes and oceans and deposits it on mountaintops and plains to make streams and rivers.
Without an atmosphere, Earth would look something like the Moon, and life would not exist on
our planet. Earth’s atmosphere also interacts with material that flows outward from the Sun.
The illustration on the opposite page shows a photograph of an aurora, which is caused by
the interaction of charged particles from the Sun with Earth’s atmosphere, as indicated in the
sketch a studentis making as he associates the Sun’s radiation with Earth-bound observations.

Among the five terrestrial bodies that we discussed in Chapter 6, only Venus and Earth
have dense atmospheres. Mars has a very-low-density atmosphere, and the atmospheres
of Mercury and the Moon are so sparse that they can hardly be detected. To understand the
origins of the atmospheres of Venus, Earth, and Mars, how they have changed over time, how
they compare to one another, and how they are likely to evolve in the future requires us to
look back nearly 5 billion years to a time when the planets were just completing their growth.

Mars, and explain the existence of these layers.

~
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158 CHAPTER 7 Atmospheres of Venus, Earth, and Mars

Gases in a protoplanetary
disk, mostly hydrogen
and helium...

Protoplanetary

disk B ...were captured by

young planets, forming
primary atmospheres.

) Sunlight heated the
atmospheres. Rapid
thermal motion of light
atoms and molecules
caused the primary

atmospheres to escape.

Young planets
with primary
atmospheres

Comet

nucleus —

Q ...and comets and
asteroids contributed
water and other
molecules to form
secondary atmospheres.

Larger planet

@ More massive planets’
gravity could retain

an atmosphere:

* Venus

e Earth

* Mars

Smaller planet
.

Secondary/
atmosphere

Less massive objects
could not retain

an atmosphere:

* Mercury

e Earth’s Moon

Figure 7.1 Planetary atmospheres form and evolve in
phases.

Atmospheres Change over Time

An atmosphere is a layer of gas that sits above the surface of a terrestrial planet. It
has currents and eddies much like an ocean. An atmosphere, even Earth’s atmo-
sphere, is a very thin layer compared to the radius of a planet. The atmospheres
of the terrestrial planets formed in phases. Figure 7.1 sketches the entire history
of planetary atmospheres, from planet formation to modern times. The evolution
of planetary atmospheres involves both a primary and a secondary atmosphere
as well as several processes, including volcanism and impacts. Differences in
mass, composition, and distance from the Sun affect the evolution of atmospheres.
Venus and Earth are similar in both mass and composition, and their orbits are
less than 0.3 astronomical units (AU) apart—about one-third of Earth’s average
distance from the Sun. Mars is also similar in composition, but its mass is only
about one-tenth that of Earth.

Formation and Loss of Primary Atmospheres

Young planets captured some of the residual hydrogen and helium that filled the
protoplanetary disk surrounding the Sun (Figure 7.1). Gas capture continued until
the supply of gas ran out. The gaseous atmosphere collected by a newly formed
planet is called its primary atmosphere. This primary atmosphere was lost from
the terrestrial planets as these lightweight atoms and molecules escaped from the
planet’s gravity. To understand this, we must study more closely how particles
move within a planetary atmosphere.

Imagine a large box that contains air. In thermal equilibrium, each type of
molecule in the box, from the lightest to the most massive, will have the same
average kinetic energy. Because the kinetic energy of a molecule is determined by
its mass and its speed, if each type has the same average energy, then the light-
est molecules must be moving faster than the more massive ones. For example,
in a mixture of hydrogen and oxygen at room temperature, hydrogen molecules
will be rushing around the box at about 2,000 meters per second (m/s) on aver-
age, while the much more massive oxygen molecules are moving at only 500 m/s.
Remember, though, that these are the average speeds. A few of the molecules
will always be moving much faster or slower than average.

In an atmosphere, fast molecules near the ground almost certainly collide
with other molecules before the fast molecules have a chance to escape. Higher
regions of the atmosphere contain fewer molecules. Therefore, fast molecules in
the upper atmosphere are less likely to collide with other molecules and have a
better chance of escaping as long as they are heading more or less upward. At a
given temperature, lighter molecules such as hydrogen and helium move faster
and are more quickly lost to space than more massive molecules such as nitro-
gen or carbon dioxide.

In the early Solar System, the terrestrial planets were heated by the Sun, and
so the molecules were moving swiftly. In addition, small planets, like terrestrial
planets, have only a weak gravitational grasp. These conditions caused the ter-
restrial planets to lose the hydrogen and helium they had acquired as a primary
atmosphere. This process was likely assisted by collisions with other planetesi-
mals. Because the giant planets were farther from the Sun, they were far more
massive and also cooler; stronger gravity and lower temperatures enabled them
to retain nearly all of their massive primary atmospheres.



The Formation of Secondary Atmospheres

Although Earth’s primary atmosphere was lost, we do have an atmosphere today,
known as a secondary atmosphere. Where did this secondary atmosphere come
from? Accretion, volcanism, and impacts are responsible for Earth’s atmosphere
today. During the planetary accretion process, minerals containing water, carbon
dioxide, and other volatile matter collected in Earth’s interior. Later, as the inte-
rior heated up, these gases were released from the minerals that had held them.
Volcanism then brought the gases to the surface, where they accumulated and
created our secondary atmosphere, as shown in step 4 of Figure 7.1.

Impacts by huge numbers of comets and asteroids were another important
source of gases. As the giant planets of the outer Solar System grew, they perturbed
the orbits of comets and asteroids, scattering some of them into the inner Solar
System. Upon impact with the terrestrial planets, these objects brought water,
carbon monoxide, methane, and ammonia. On Earth, and perhaps on Mars as
well, most of the water vapor then condensed as rain and flowed into the lower
areas to form the earliest oceans.

Sunlight also influenced the composition of secondary atmospheres. Ultra-
violet (UV) light from the Sun easily fragments molecules such as ammonia and
methane. Ammonia, for example, is broken down into hydrogen and nitrogen.
When this happens, the lighter hydrogen atoms quickly escape to space, leaving
behind the much heavier nitrogen atoms. Pairs of nitrogen atoms then combine
to form more massive nitrogen molecules (N,), and these molecules are even
less likely to escape into space. Decomposition of ammonia by sunlight became
the primary source of molecular nitrogen in the atmospheres of Venus, Earth,
and Mars.

Mercury’s relatively small mass and its proximity to the Sun caused it to lose
nearly all of its secondary atmosphere to space, just as it had previously lost its
primary atmosphere. Even molecules as massive as carbon dioxide can escape
from a small planet if the temperature is high enough, as it is on Mercury’s sunlit
side. Furthermore, intense UV radiation from the Sun can break molecules into
less massive fragments, which are lost to space even more quickly. Because the
distance from the Sun to the Moon is much farther than the distance from the
Sun to Mercury, the Moon is much cooler than Mercury. But the Moon’s mass
is so small that molecules can easily 