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xxiii

  Preface   

 For over a century, a signifi cant number of the world’s population has 

enjoyed the benefi ts of electric power – a clean, economical and manage-

able energy source that leads to material improvements in quality of life 

and industrial effi ciency and enhanced prosperity. At present, there are few 

places of social and economic importance on this planet that do not have 

utility-supplied electric power. Along with roads and bridges, telephone, the 

World Wide Web, water and sewer, electricity has become part of the very 

foundation upon which fi rst-world countries have built their quality of life 

and economic prosperity and this is essential to the development and pros-

perity of the rest of the world. Stable and secure supply of electric power is 

essential for societies and is critical for national security, public health and 

economic prosperity. It is an integral part of daily life that people often take 

for granted. 

 In the past few decades, electric power has been produced and deliv-

ered to electric energy consumers in all nations over electric power systems 

which are almost all based on the same ‘central station’ paradigm: power is 

produced in bulk at relatively few places but consumed at many locations. 

The power system serving a city or region is dominated by a few large cen-

tral generating stations, each consisting of from one to perhaps half a dozen 

industrial-scale power production machines (generators) along with the 

ancillary equipment needed to operate and maintain them in good working 

order. Transmission lines carried the power to points throughout the region, 

where it was passed to smaller-capacity lines (distribution) on which it was 

routed through neighbourhoods and eventually to individual homes, busi-

nesses, and other energy users that each use only a tiny fraction of the power 

produced by the average-size generator. 

 I undertook this book project with the aim of providing a reference 

source for electricity transmission, distribution and storage (TDE) systems. 

The book provides a structured account of the fundamental principles of 

TDE and current status of development of primary components. The book 

is a comprehensive review of the materials, architecture and performance of 

electricity transmission and distribution networks, and the application and 

integration electricity storage systems. The intended audience for the book 
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are scientists, researchers and engineers in the power industry, research lab-

oratories, and students at the senior/ graduate level in universities. 

 The book is divided into three parts: Part I reviews in Chapter 1, the fun-

damentals of transmission and distribution (T&D) of electric power and 

provides an introduction to T&D networks, infrastructure, reliability and 

engineering challenges as well as the different regulation and planning. In 

Chapter 2, a description of the principal technical limits required for satis-

factory operation of T&D networks and the corresponding controlled ele-

ments required for safe and continuous supply of power is discussed. It also 

covers the impact of renewable generation and the potential contribution 

of energy storage. The protection of T&D networks during a fault or abnor-

mal conditions is presented in Chapter 3, whereas technical issues of suc-

cessful integration of distributed energy resources (DER) is presented in 

Chapter 4. 

 In Part II, the emphasis is on the development and application of advanced 

materials for electricity transmission and distribution (T&D) networks. 

Chapter 5 reviews the development of the state-of-the-art of switch gear 

materials for high voltage (HV) applications with particular focus on circuit 

breakers. This is followed in Chapter 6 by covering the technology required 

for long distance power transfers via high voltage direct current (HVDC) 

and the impact on renewable and the rapid increase in energy consump-

tion on reviving the technology of HVDC technology. In Chapter 7, the 

description of Modern Flexible AC Transmission System Controllers and 

future trends is presented, with particular focus on the three primary mod-

ern FACTS devices: the static synchronous compensator (STATCOM), the 

static synchronous series compensator (SSSC) and the unifi ed power fl ow 

controller (UPFC). Effective power transmission is dependent on dielectric 

materials; Chapter 8 presents the critical elements used in power transmis-

sion devices and the challenges in enabling reliable transmission that will 

require development of new materials like Nanodielectrics. 

 Innovation in superconducting power applications has the potential 

to become a leading twenty-fi rst century technology for enhancing the 

capacity of power equipment and improving effi ciency and reliability. 

Superconducting materials is another revolutionary material with huge 

potential impact on T&D. The past two decades saw many prototyping activ-

ities using superconducting materials from TDE of energy. Superconducting 

applications in the long term, especially those working at high temperatures 

will lead to a step change and revolutionise our energy generation, delivery 

and management. In Chapter 9 an elaborate overview of the technology of 

superconducting power cables and superconducting fault current limiters 

is presented. With a compelling discussion of the historical development of 

superconducting cables and its current status, this is followed by a descrip-

tion of fault current limiters and their developments. 
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 The fi nal part, Part III, is reserved for a review of the critical elements 

of electricity storage techniques. In Chapter 10 the economic and environ-

mental assessment of electricity storage systems is reviewed and discussed. 

This is primarily driven by the increased share of intermittent renewable 

energies in power generation, in the future, electricity storage could be a key 

technology of strategic importance with regard to grid stability and secu-

rity of supply. In this context, this chapter analyses the economic feasibility 

of applying electricity storage technologies in energy markets. A particular 

focus is on stationary storage technologies for management of power fl uc-

tuations due to intermittent renewable energies. 

 There are different storage technologies such as pumped hydro energy 

storage and lead acid batteries as well as innovative alternatives such as 

advanced adiabatic compressed air energy storage and redox fl ow batteries. 

Other storage technologies are under consideration like hydrogen storage, 

lithium ion batteries and sodium sulphur batteries. 

 In Chapter 11, materials and chemistry for nickel-based batteries are 

presented. Nickel-based batteries are similar in a way to nickel hydroxide 

electrodes’ utlisation as positive plates in the systems. Ni-based batteries 

have been, and still are the most important power sources for a wide range 

of electronic devices. A comprehensive review is presented on the past and 

present available Ni-based battery systems and their performance. The cur-

rent popular and novel materials that have potential in the applications of 

Ni-based batteries is discussed, followed by the challenges and the future 

trend of the batteries. 

 Chapter 12 reviews another technology for medium- and long-term stor-

age utilising the novel redox fl ow batteries for grid stabilisation, needed for 

example, when integrating renewable energy sources into the electricity 

grids. Flow batteries offer high energy effi ciencies, very long cycle life and 

good cost structures for applications requiring more than two hours of stor-

age capacity. 

 In the fi nal chapter (13), the promising technology of Superconducting 

Magnetic Energy Storage (SMES) is reviewed. SMES is one of the very 

few direct electric energy storage systems particularly promising for high-

power and short-time applications (pulse current power sources especially). 

An SMES unit can release its energy very quickly and may have energy 

effi ciency greater than 95 %. 

 I hope that the contents presented in this book will help the reader and 

all interested parties in TDE engineering and technology to have a better 

understanding of the recent and future developments in this critical aspect 

of power delivery. It is important that scientists and engineers continue 

developing the various TDE technologies, improve materials performance, 

and demonstrate cost effectiveness as it has the potential for enabling a step 

change in many applications that will affect our quality of life. 
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 Introduction to transmission and 

distribution (T&D) networks: 
T&D infrastructure, reliability and 

engineering, regulation and planning   
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   DOI : 10.1533/9780857097378.1.3 

  Abstract : Power transmission and distribution systems have evolved over 
the past twelve decades into vast interconnected systems of equipment 
built around large centralized generation plants. In the twenty-fi rst 
century the evolution will begin to include signifi cant portions of  
de-centralized, distributed generation and storage, much of it based on 
renewable and ‘micro-grid’ technologies. Power utilities will not evolve 
their systems completely to this type of confi guration, but instead 
pragmatically combine their old central-station systems with additions 
and augmentation based on distributed generation and micro-grids 
when and where most suitable to their needs. Future power systems will 
be an amalgamation of old and new types providing considerably more 
fl exibility as to reliability, economy and fi t to extreme aesthetic and 
user demand requirements than traditional systems, but often requiring 
considerably more context-responsive and dynamic control than in the 
past. 

  Key words : power systems, power transmission, power distribution, micro-
grids, distributed generation, renewable generation, distributed storage, 
future of power systems, electric utilities, electric load, electric demand. 

    1.1     Introduction 

 For over a century, an increasing portion of the world’s population has 

enjoyed the benefi ts of electric power – a clean, controllable, and eco-

nomical energy source that leads to material improvements in quality of 

life and industrial effi ciency. At present, there are few places of economic 

importance on this planet that do not have utility-supplied electric power. 

Along with roads and bridges, telephone, and water and sewer, electricity 

has become part of the very foundation upon which fi rst-world countries 

have built their quality of life and economic prosperity. During the past cen-

tury, electric power has been produced and delivered to electrical energy 
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consumers in all nations over electrical power systems that are almost all 

based on the same ‘central-station’ paradigm: power is produced in bulk at 

relatively few places but consumed at many. The power system serving a city 

or region is dominated by a few large central generating stations, each con-

sisting of from one to perhaps half a dozen industrial-scale power produc-

tion machines (generators) along with the ancillary equipment needed to 

operate and maintain them in good working order. Transmission lines carry 

the power in bulk quantities to points throughout the region, where it is 

passed to smaller-capacity lines (distribution) on which it is routed through 

neighborhoods and eventually to individual homes, businesses, and other 

energy users (Fig. 1.1), which each use only a tiny fraction of the power pro-

duced by the average-size generator. Typically, there are several orders of 

magnitude more points of consumption – perhaps 100 000 times as many – 

as power generation points. Engineering standards, which here will be taken 

to mean the institutionalized and documented ‘way of doing things,’ vary, 

sometimes signifi cantly, from one continent or region of the world to others, 

but the vast majority of utility and industrial power systems on earth have 

been built to be, and continue to be, operated within this overall central-

station system concept.      

 A  power T&D system  is that portion of the power system that moves 

power from where it is produced to where it is consumed: basically, it is the 

entire power system sans generators. The T&D system interconnects all the 

disparate parts of the power system and thus to a great extent determines 

the character of that system. 

 Beginning in the late twentieth century and continuing into the twenty-fi rst 

century, signifi cant changes – advances if perhaps not true breakthroughs – 

began to occur in several of the technologies that made up electric power 

systems. It became possible to build electric power systems fed by many 

more, but individually smaller, generating sites (Fig. 1.2). No longer would 

there be thousands of times fewer generating stations than energy consum-

ers: conceivably, the ratio could be one to one. Such  distributed power sys-
tems,  in which power production is dispersed widely throughout the energy 

consumer base rather than concentrated at a few generating stations as in a 

traditional power system, had different reliability, maintainability, and oper-

ability characteristics, as well as different economies of scale, etc., which 

shaped their use differently from traditional power systems. Neither type 

of system, traditional or distributed, is necessarily better. They are merely 

different. What seems clear is that the power system of the future will be 

neither one, but instead a hybrid mix of both.      

 This chapter focuses on the delivery part of the system, the T&D systems. 

It will review and summarize the overall structure, function, design, and per-

formance of modern electric power T&D systems. At times it will present 

and discuss at an almost elementary level, basic concepts behind system 
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design and operation, when these basics play into the differences between 

traditional and modern distributed power systems. These basics are among 

the factors that once required the traditional type of design solution, but can 

now be accommodated by something different, and thus they are a key to 

Hydro electric plant
385 MW

Nuclear plant
1700 MW

EHV transmission
345 kV

To other
states

EHV/HV transmission substations
345-138 kV

HV transmission
138 kV

To other
neighborhoods

Another neighborhood

Mr Amp’s hour Mrs Volt, his neighbor
Service transformer

Distribution
       Feeder
            –12 kV

To other
towns

Distribution
    substation

                  138-12 kV

Steam generating plant
                          (Enough for 200 000 homes)

 1.1      The structure of a traditional power system, dominated by several 

large central-station generator plants and the bulk transmission system 

connecting them. That transmission not only moved the bulk power 

around the system but in many ways determined the character of the 

power system itself.  
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Still other
communities

Yet another
community

Another community

Possible ties to
other community

micro-grids for
power sharing

Community
wind
generator

Distribution
       feeder

Rest of the neighborhood

Service transformer

Community energy storage
and unit control station
and backup fossil
generation

Mr Amp’s house Mrs Volt, his neighbor

His energy
storage

His PV generators

 1.2      The overall structure of a distributed power system, in which 

individual customers may have generation and the ‘power system’ may 

only be a local micro-grid connecting a number of local consumers 

together for power and reliability sharing.  
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understanding how the transition from one to the other, or the hybrid meld-

ing of the two, can be accomplished.  

 This chapter begins in Section 1.2 with a look at the traditional power sys-

tem, a power delivery paradigm dominated by large central-station genera-

tors and composed of a network of high-voltage transmission lines, medium 

voltage primary feeder systems, and low-voltage service lines to customers. 

Section 1.3 then takes a look at three technology changes and the smart 

distributed power systems they enable, and discusses how and why the dis-

tribution power systems that they enable differ from traditional designs, and 

what that can mean in terms of cost and performance. 

 Regardless of type, power systems must be planned, engineered, designed, 

built, and operated. Their parts and subsystems must be regularly maintained, 

repaired when broken and replaced when they fail or wear out. Someone 

must pay for all of that, and that is usually done by charging consumers for 

the power they according to well-established principles that basically price 

it per unit of use. Finally, the entire system must be managed, which is the 

job of utility companies, either public or private as the case may be, or the 

owner in the case of large industrial power systems. Section 1.4 summarizes 

these aspects of power systems. 

 Finally, whatever the advantages of distributed power systems, most 

developed nations around the world have traditional power systems in 

place, woven into the fabric of every city and town and region, and without 

which the local society and economy could not function. While there are 

often serious concerns related to reliability, pricing, or environmental issues, 

for the most part these traditional systems function well, or at least well 

enough. Most tellingly, they are in place and paid for – almost always an 

overwhelming reason to keep them despite any problems they may present. 

But distributed systems offer considerable advantages that are important 

to modern society and increasing individuals, companies, and governments 

are turned to them to meet their expanding power needs. Section 1.5 looks 

at electric infrastructures and the forces and factors in favor of retaining 

the traditional power system, as against moving to the newer distributed 

paradigm.  

  1.2     Characteristics of traditional and 
nontraditional power systems 

 Whether traditional or distributed, an electrical power system consists of 

equipment interconnected and operated in a coordinated fashion in order 

to route power from where it is produced to where it is consumed. Strictly 

speaking this simple defi nition could describe a fl ashlight, which includes a 

power source (battery), conducting ‘power transmission’ pathways (often 
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the body of the fl ashlight itself) to route power to the electrical load: in this 

case a light bulb that consumes the power, and a control system (switch) 

in command of the operation. However, as normally used,  power system  is 

reserved for more powerful and expensive assemblages of equipment and 

generally does not include the end-use equipment (the light bulb in the case 

of the fl ashlight) but only the production, transmission, control, and hand-off 

points to the demands. With exceptions too rare and specialized to go into 

here, all power systems anywhere on the planet, and of either traditional or 

distributed types, have the following characteristics discussed below: 

  1.2.1      Constant supply voltage 

 For whatever reason, mankind has chosen to build constant-voltage power 

systems. The perfect constant-voltage power system would provide an 

unvarying, identical voltage at each electric consumer’s location, not vary-

ing  at all  regardless of time, system operating conditions, or the amount of 

usage. In practice, voltage is permitted to vary with time and conditions by 

small amounts – for example up to 3% during short periods of time. But 

despite this, the concept of use is: vary the amount of power drawn from the 

system by varying the current drawn from the system. For example, a device 

that needs 12 watts – a small light bulb – is designed to draw 0.1 amps from 

a source of 120 V. By contrast a device needing 120 watts, say a small motor, 

would be designed to draw 1 amp from that same 120 V, and a 1200 watts 

hairdryer would be designed to draw 10 amps at 120 V. This is accomplished 

by varying the electrical impedance of the device using the power as respec-

tively 10, 1, and 0.1 ohms in the three preceding examples. All power systems 

throughout the world operate on this principle. All consumer equipment 

is designed for this constant-voltage/variable current environment. Power 

system design, operation, protection, and safety principles are built upon 

this basic concept. It is worth noting that it would have been possible to 

build an electric infrastructure around constant current systems, in which 

a relatively constant current fl owed through lines and variable usage need 

was controlled by changing the voltage at the point of use. Arguably, such 

systems could have been made to work, and work well. But while interest-

ing, discussion of the path not taken is not productive for this discussion and 

will not be pursued here.  

  1.2.2      Alternating current 

 Power systems work with alternating current, in which voltage and current 

fl ow throughout the system cycle, or reverse their direction, either 50 or 

60 times a second. This is in contrast to DC (direct current) power, in which 
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the voltage does not vary in direction. Alternating current (AC) systems have 

one overwhelming advantage with respect to traditional power system design: 

they permit the use of transformers. Electric engineers view a transformer as 

a device that changes the voltage-current combination of an otherwise identi-

cal amount of power: a transformer with a 10:1 turns ratio takes a kilowatt of 

power at 100 V and 10 amps and transforms it into a kilowatt of power at 1000 

V and 0.1 amp. Except for a very small amount of electric power consumed in 

the operation of the transformer, the amount of power does not change sig-

nifi cantly. But the  economy of scale of power transmission  changes drastically 

with voltage. Transformers permit the use of high voltage transmission lines 

that can economically move power long distances in bulk quantities  and  low-

voltage lines that move conveniently small amounts of power into a neighbor-

hood of homes, in the same power system. Transformers only work with AC 

power, so all power systems use only AC power.  

  1.2.3      Natural stability 

 If all equipment in a system itself is functioning and operating as intended, 

a traditional power system will continue to operate as it is at the moment, 

providing electric power of good voltage, quality, and continuity, even if dis-

turbed by an unexpected equipment failure or a reasonable change in load. 

The system is naturally stable – it tends to return to its current operating 

mode even if disturbed, as long as no controls on equipment or system oper-

ational settings are changed. While this might seem to be an unremarkable 

characteristic, it is actually a quality that can be diffi cult to assure, and one 

that can consume a great deal of engineering effort. Many types of systems 

are naturally unstable, to the point that not only will a minor disturbance 

upset their operating behavior, but a natural characteristic of their normal 

operation is to try to move to an unacceptable operating mode, even with-

out provocation, thus requiring constant correction and change of control 

inputs, etc. But in a traditional utility or industrial power system, the system 

is designed to have a reasonable natural stability at any moment, so that it is 

stable enough that no human interaction is required to keep it running for 

the next few seconds, even if some disturbances were to occur. Large mod-

ern systems depend on automatic control to assure this: the system is not 

inherently unstable, but has so much operating complexity that it is likely a 

human alone would inadvertently go back into a situation in which it was, 

at least locally, in jeopardy. Automation assures that control actions to keep 

it operating are taken quickly, without human interaction, should they be 

needed. The added volatility of renewable energy and other changes accom-

panying distributed power systems are one reason why improved, ‘smart’ 

control systems will be needed in the future, even if one foregoes the econ-

omy and performance advantages smart equipment may convey.   
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  1.3     Customer requirements and demand 

 The traditional power system is one in which a relatively few central gener-

ating stations provide power to a very large number of consumption points, 

through a T&D system that uses lines and equipment at several voltage lev-

els to affect economical transmission of the energy from production sites 

to consumer sites. Some fundamental ‘truths’ about the demand shape the 

design of the traditional power system are:  

  1.3.1      Geographic spread of consumption points 

 Points of consumption are scattered throughout a sizable geographic region. 

The consumers of electric power are sometimes close together geograph-

ically, but often scattered widely. A large metropolitan utility system may 

have to deliver power to 200 000 separate locations distributed over 5000 

square miles (Fig. 1.3). The power system has to run a wire to every one of 

these points, building a network of lines that connects to all the energy con-

sumers over a wide region.       

Ten miles

N

Shading indicates
relative load
density. Lines
show major roads
and highways.

2011
WINTER PEAK

3442 MW

 1.3      A map showing the locations of nearly 3500 MW of peak demand 

for a city. Only eight power stations provide power to the entire city. 

The T&D system’s job is to route power from those eight stations to all 

385 000 energy demand sites scattered throughout the region.  
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  1.3.2      Demand for low-voltage (service voltage) power 

 The demand was and still is for low-voltage (service voltage) power. The 

‘ready-to-use form’ requirement for power delivery means that the power 

must be of rather constant voltage, as discussed previously, and of relatively 

low voltage. Over 90% of the power consumed in most power systems is at 

the lowest service voltage offered – as low as 100 V line to ground in por-

tions of Japan, 120 V or 240 V line to ground in the USA, and 250 V in the 

UK and Europe. Most household appliances and business equipment are 

designed for this voltage, and substantially higher voltages are not practical 

or economical for building wiring, or deemed safe.  

  1.3.3      Immediacy of power delivery 

 Electric power has to be delivered to appliances and equipment at the 

instant of consumption. A reality for traditional power system designers was 

that electric power could not be effi ciently or economically stored. It had to 

be delivered to each point of consumption, in ready-to-use form, at the very 

instant of use. This situation has changed somewhat in the early twenty-fi rst 

century. One can argue about whether modern batteries and energy stor-

age technologies are ‘effi cient and economical’. There are situations where a 

positive business case can be made for their use as stationary energy storage 

units, but there are many more situations where a case cannot currently be 

made. This is one reason some distributed power system concepts work well 

enough to be viable alternatives to more traditional designs, and others do 

not.  

  1.3.4      Reliability 

 Reliability of service must be outstanding. Generally, no more than 2 h with-

out power per year, (99.98% availability) is considered a reasonable level of 

power availability. Many electrical utilities are striving to limit the time that 

an average customer is without power to no more than 1 h per year.  

  1.3.5      Economy 

 While power systems cumulatively cost billions upon billions of dollars, they 

provide millions of consumers with thousands of kilowatt hours of power 

every year. The unit cost of electric energy, delivered in reliable and ready-

to-use form, is quite economical in most locales around the globe: a major 

reason for electrical power’s widespread use.  
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  1.3.6      Safety 

 Safety is a major consideration. Electrical equipment can present a hazard 

to energy consumers, innocent bystanders and, particularly, to those who 

have to operate and service it.  

  1.3.7      Ease of use 

 The no-hassle use of power is recognized as a major market factor by electric 

utility pioneers of the nineteenth and early twentieth centuries. This means 

the consumer does not have to be involved in any way with the manage-

ment and operation of the power system: they have to do nothing more than 

decide to use the power and be willing to pay for it. Once established, the 

‘mindless ease’ with which power could be used by the average homeowner 

or business was often neglected as an important factor behind its popularity. 

In the early twenty-fi rst century, this is again a major factor of consideration 

for smart and distributed power systems: whatever advantages they offer, 

they cannot require the homeowner or small businessperson to be involved 

in their operation, or complicate the process of easy usage. This is proving to 

be an important factor, as will be discussed later.  

  1.3.8      Equity and price subsidization 

 Issues of equity and price subsidization often dictate policy at government 

and corporate levels, with a very democratic view of electricity usage. It is 

so enabling of economic prosperity and improved quality of life that system 

design, operation, and price policies must provide at least basic access to 

all. These considerations often heavily shape the conditions and constraints 

under which utilities and users alike must operate.  

  1.3.9      Environmental and aesthetic issues 

 Environmental and aesthetic issues occasionally dominate local decisions 

about the details of power system construction and nature, and are often 

a part of national government policy. No system can be built without some 

‘side effects,’ and power systems are no exception. The power production is 

not without its emissions or environmental issues. T&D equipment is unat-

tractive in most cases and takes up room. Everyone wants the benefi ts of 

power without the pollution and other side effects of energy production 

or the aesthetic and ‘societal fi t’ issues that come with the need for a large 

T&D system. At times fi nding a balance is diffi cult. Distributed power sys-

tems do not eliminate these concerns, but have different characteristics and 
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interactions, and thus fi t certain situations with unique characteristics that 

make them much more a solution to some local balance needs. This is one 

reason that may drive their future popularity.   

  1.4     Principles and natural laws governing 
T&D system design 

 The layout of traditional power systems was heavily infl uenced by engineer-

ing decisions aimed at accommodating and working around several ‘truths’ 

about T&D systems and the laws of physics that determine their perfor-

mance and cost. 

  1.4.1      Economy of scale in power generation 

 Without exception, there is a very large positive economy of scale in all 

types of traditional power generation. Pick  any  traditional power genera-

tion method and technology, and a bigger generating unit or station (one 

capable of producing more power) is potentially more cost-effective and 

economical than a smaller unit of the same type and technology. For many 

types of traditional power generation, such as coal- and natural-gas-fi red 

steam power plants, diesel powered generating plants, and nuclear power, 

the generator is basically a Carnot cycle engine, and the major reason for 

this economy of scale is that ‘physics is on the side of the larger unit’: it can 

be designed to have lower percentage thermal losses. A 500 MW natural-

gas-fi red combined cycle power plant will be slightly more effi cient than a 

50 MW unit of the same type and technology. This natural physical advan-

tage applies also to fuel cells, which are Carnot cycle devices in a real sense, 

oxidizing rather than combusting fuels and producing heat as a byproduct 

of electrical product: a 500 kW solid oxide fuel cell might be impressively 

effi cient, but a 500 MW fuel cell power plant designed with the same tech-

nology will be noticeably more effi cient. Similarly, solar thermal and solar 

tower generation technologies also have a noticeable economy of scale in 

unit and station size. 

 With exceptions too fi ne to discuss here, wind and photovoltaic (PV) 

power production differ from other forms of generation in having almost 

no physical economy of scale. Their physical effi ciency does  not  materially 

improve with size. A 100 MW photovoltaic power plant is composed of per-

haps 100 000 PV panels, a 1 MW PV plant only 1000. All the panels are 

exactly as effi cient, so the two plants are potentially equally effi cient. The 

same goes for a 150 MW wind park composed of 50 3.0 MW turbines as 

compared to one composed of only fi ve: each has the same natural physical 

effi ciency. But despite this, the larger PV plant and the larger wind park will 
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both be slightly more cost-effective in practice than the smaller ones, due to 

 concentration . A wind park with 50 wind turbines can be built and managed 

for less money than ten wind parks each with fi ve wind turbines, which can 

be operated with slightly less labor and maintenance cost, and often has less 

total environmental and societal esthetic impact. This is a factor to consider, 

but not an overwhelming factor favoring large size, as is a combination of 

this factor  and  the thermal effi ciency advantages of scale discussed earlier. 

 But since wind and PV power have far lower total (sum of practical and 

physical) economies of scale, modern power systems tend to distribute them 

more. Factors having to do with location, ownership, unique customers wants 

and needs, and similar issues often mean that small installations – what is 

called distributed generation – is selected even though it might be less than 

optimally effi cient. This is a key point with regard to modern (distributed) 

power plants: these generation types have economies of scale, but often not 

substantial enough to outbalance other important factors. That was not the 

case throughout most of the twentieth century. 

 Thus, the practical advantages of concentration, added to the physical effi -

ciency advantages brought by larger size, meant there was a  signifi cant  busi-

ness case for concentrating the power generation of a system in a few very 

large central-station power plants, even if that power was to be consumed 

by hundreds of thousands or even millions of consumers scattered over a 

large geographic region. Designers of traditional power systems worked to 

include the largest possible generating units and stations in their systems. A 

number of factors militated against building only one or a very few power 

plants. Chief among these was reliability: the utility did not want to place 

all its eggs in one basket, so to speak. Thus, typically, a large regional power 

system might have one or two dozen power plants, all large but none larger 

than, say, 8% of the total. The result was power systems where the power 

was generated at a few ‘bulk’ sites but distributed to perhaps several hun-

dred thousand consumer sites. The T&D system is the network of lines, facil-

ities, and equipment that links these few big generating sites to the myriad 

smaller consumption points in a way that provides for the safe, dependable, 

and economical fl ow of satisfactory amounts of power to all consumption 

points.  

  1.4.2      Economical movement of power 

 Service voltages are useless for moving power any great distance. The 

120/240 V single-phase utilization voltage used in the United States, or the 

250 V/416 V three-phase used in ‘European systems’ are not equal to the task 

of economically moving power more than a few hundred yards. The applica-

tion of these lower voltages for anything more than very local distribution at 
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the neighborhood level results in unacceptably high electrical losses, severe 

voltage drops, and astronomical equipment cost. 

 It is most economical to move power in bulk at high voltage. The higher 

the voltage, the lower the cost per kilowatt to move power any distance, and 

the greater the distance that power can be moved with any particular level 

of effi ciency. But the higher the voltage, the greater is the capacity and cost 

of transmission lines. A very high voltage line is potentially more econom-

ical in the movement of power, no matter how economy is measured, than 

a lower voltage line. However, one must realize that it is the ‘giant econ-

omy size,’ and while always giant, it will only achieve its economy of scale if 

applied to move large amounts of power. Therefore, for any specifi c amount 

of power and distance, there is a voltage level that is best from the stand-

point of overall materials, labor, and lifetime operating cost.  

  1.4.3      Cost of changing voltage levels 

 It is costly to change voltage levels but not prohibitively so, for it is done 

throughout a power system (that is what transformers do) – but voltage 

transformation is a major expense that does nothing to move the power any 

distance in and of itself. 

 The overall concept of a power delivery system layout that has evolved 

to best handle the needs, constraints, and factors discussed earlier is a hier-

archical system of decreasing voltage levels each with increasing numbers 

of components, as shown in Fig. 1.4. As power is dispersed throughout the 

Generating plant 345 kV lines

138 kV lines

25 kV lines

Service lines not shown

Customers not shown

EHV substation

HV/Distribution substation

Service transformer

N

 1.4      Traditional power system design evolved into a hierarchical 

structure with several distinct voltage levels. A key concept is ‘lower 

voltage and split,’ which is done from three to fi ve times during the 

course of power fl ow from generation to customer.  

�� �� �� �� �� ��



16   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

service territory, it is gradually moved down to lower voltage levels, where 

it is moved in ever smaller amounts (along more separate paths) on lower 

capacity equipment until it reaches the customers. The key element is a 

‘lower voltage and split’ concept, as exemplifi ed at a distribution substation: 

incoming lines at a voltage such as 138 kV may number two to four, but 

outgoing primary feeders at a voltage of between 4 and 34 kV.        

  1.5     Layers or levels of the traditional T&D system 

 One useful consequence of the hierarchical structure of the traditional 

power delivery system is that it can be thought of as composed of several 

distinct  levels  or  layers  of power equipment, as illustrated in Fig. 1.5. Each 

level consists of many units of fundamentally similar equipment – same 

nominal voltage, roughly the same capacity, doing roughly the same job – 

located in different parts of the utility service territory in order to ‘cover’ the 

entire utility service territory, and interconnecting at that level or the next 

highest. For example, all of the distribution substations are planned and laid 

out in approximately the same manner and do roughly the same job. All are 

composed of roughly similar equipment doing the same job: large quantities 

of power are brought into the substation, lowered in voltage via the sub-

station’s transformers, and routed out to nearby neighborhoods and com-

munities on lower voltage lines than those on which the power entered the 

substation. Some may be ‘larger’ than others in both physical and equipment 

terms – one could have 450 MVA transformers and another two, etc., but, 

fundamentally, all perform the same function in the same way for the same 

reasons, and hopefully, with the same result (reliable local power delivery 

with good economy and safety). Taken as a set, these substations consti-

tute the ‘substation level’ of the system. Their service areas fi t together in a 

mosaic, each covering its piece of the service territory.      

Transmission

Generation

Substations

MV feeders

LV system

Customers

N

 1.5      A traditional power system lends itself to being thought of as 

composed of layers, each consisting of all the equipment at a certain 

voltage level and function, with equipment at that layer serving all of 

the utility territory.  
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 Likewise, the feeders the substations route power into are all similar in 

equipment type, layout, and mission, and all service transformers to which 

those feeders route power are similarly serving the same basic mission and are 

designed with similar planning goals and to similar engineering standards. 

 Thus, power can be thought of as fl owing ‘down’ through these various 

levels, on its way from power production and the wholesale grid to the 

energy consumers. As it moves from the generation plants (system-level) 

to the energy consumers, the power travels through the transmission level, 

to the sub-transmission level, to the substation level, onto and through the 

primary feeder level, and onto the secondary service level, where it fi nally 

reaches the customer. Each level takes power from the next higher level in 

the system and delivers it to the next lower level in the system. In almost all 

cases, each fl ow of power is split into several paths at or shortly after transi-

tion down to the next level. 

 Each level is fed power by the one above it, in the sense that the next 

higher level is electrically closer to the generation. 

 The nominal voltage level and the average capacity of equipment drop 

from level to level, as one moves from generation to customer. Transmission 

lines operate at voltages of between 69 and 1100 kV and have capacities 

between 50 and 2000 MW. By contrast, distribution feeders operate between 

2.2 and 34.5 kV and have capacities somewhere between 2 and 35 MW. 

 Each level has many more pieces of equipment in it than the one above. 

A system with several hundred thousand customers might have 50 transmis-

sion lines, 100 substations, 600 feeders, and 40 000 service transformers. 

 As a result, the net capacity of each level (number of units times average 

size) increases as one moves toward the customer. A power system might 

have 4500 MVA of substation capacity but 6200 MVA of feeder capacity 

and 9000 MVA of service transformer capacity installed. This greater-capac-

ity-at-every-lower-level characteristic is a deliberate design feature of most 

power systems, and is required both for reliability reasons and to accommo-

date diversity of local peak demands. 

 Reliability drops as one moves closer to the customer because there is a 

larger amount of equipment that could fail between the sources of power 

and that point. A majority of service interruptions are a result of failure 

(either due to aging or to damage from severe weather) of equipment rela-

tively near the customer (Table 1.1).      

 Table 1.2 gives statistics for a typical system. The net effect of the changes 

in average size and number of units is that each level contains a greater total 

capacity than the level above it – the service transformer level in any utility 

system has considerably more installed capacity (number of units times aver-

age capacity) than the feeder system or the substation system. Total capacity 

increases as one heads toward the customer because of non- coincidence of 

peak load and equipment guidelines made to accommodate that.      
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  1.5.1      The transmission level 

 The transmission system is a network of three-phase lines operating at volt-

ages generally between 115 and 765 kV. Capacity of each line is between 

50 and 2000 MVA. The term ‘network’ means that there is more than one 

electrical path between any two points in the system. Networks are laid out 

in this manner for reasons of reliability and operating fl ow – if any one ele-

ment (line) fails, there is an alternate route and power fl ow is (hopefully) 

not interrupted. 

 In addition to their function in moving power, portions of the transmis-

sion system – the largest elements, namely its major power delivery lines – 

are designed, at least in part, in order to meet system stability needs. The 

transmission grid provides a strong electrical tie between generators, so that 

each can stay synchronized with the system and with the other generators. 

This arrangement allows the system to operate and to function evenly as the 

load fl uctuates and to pick up load smoothly if any generator fails – what is 

called stability of operation. (A good deal of the equipment put into trans-

mission system design, and much of its cost, is for these stability reasons, not 

solely or even mainly for moving power.)  

 Table 1.1     Equipment/power fl ow unexpected outage data for a 

traditional power system in good condition 

 Level  Number of times/year  Total hours/year 

 Generation  0.01  0.10 

 EHV  0.03  0.10 

 HV  0.10  0.30 

 Distribution bus  0.15  0.15 

 Feeder  0.50  0.50 

 Service  0.50  0.35 

 Customer  0.02  0.15 

 Totals  1.30  1.65 

 Table 1.2     Equipment level statistics for a medium-sized electric system 

 Level of system  Voltage (kV)  Number of 

units 

 Avg. Cap. 

(MVA) 

 Total Cap 

(MVA) 

 Transmission  345, 138  53  250  13 250 

 Sub-transmission  138, 69  192  85  16 320 

 Substations  138/25, 69/12  825  22  18 150 

 Primary Feeders  23.9, 13.8  2550  8  20 400 

 Service Trans.  0.12, 0..24  346 500  0.077  26 681 

 Secondary/Service  0.12, 0..24  1 000 000  0.025  25 000 

 Customer  0.12  1 000 000  0.021  21 000 
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  1.5.2      The sub-transmission level 

 The sub-transmission lines in a system take power from the transmission 

switching stations or generation plants and deliver it to substations along 

their routes. A typical sub-transmission line may feed power to three or 

more substations. Often, portions of the transmission system – bulk power 

delivery lines, lines designed at least in part for stability as well as power 

delivery needs – do this too, and the distinction between transmission and 

sub-transmission lines becomes rather blurred. 

 Normally, sub-transmission lines are in the range of capacity of 30 MVA 

up to perhaps 250 MVA, operating at voltages from 34.5 kV to as high as 

230 kV. With occasional exceptions, sub-transmission lines are part of a net-

work grid – they are part of a system in which there is more than one route 

between any two points. Usually, at least two sub-transmission routes fl ow 

into any one substation, so that feed can be maintained if one fails.  1    

  1.5.3      The substation level 

 Substations, the meeting points between the transmission grid and the dis-

tribution feeder system, are where a fundamental change takes place within 

most T&D systems. The transmission and sub-transmission systems above 

the substation level usually form a network, as discussed above, with more 

than one power fl ow path between any two parts. But from the substation 

on to the customer, arranging a network confi guration would simply be pro-

hibitively expensive. Thus, most distribution systems are radial – there is 

only one path through the other levels of the system. 

 Typically, a substation occupies an acre or more of land, on which the 

various necessary substation equipment is located. Substation equipment 

consists of high- and low-voltage racks and busses for the power fl ow, circuit 

breakers for the T&D level, metering equipment, and the ‘control house,’ 

where the relaying, measurement, and control equipment are located. But 

the most important equipment – what gives this substation its capacity rat-

ing, are the substation  transformers , which convert the incoming power from 

transmission voltage levels to the lower primary voltage for distribution. 

 Individual substation transformers vary in capacity, from less than 10 

MVA to as much as 150 MVA. They are often equipped with tap-changing 

mechanisms and control equipment to vary their windings ratio so that they 

maintain the distribution voltage within a very narrow range, regardless of 

larger fl uctuations on the transmission side. The transmission voltage can 

  1   Radial feed – only one line – is used in isolated, expensive, or diffi cult transmission 

situations, but for reliability reasons it is not recommended.  
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swing by as much as 5%, but the distribution voltage provided on the low 

side of the transformer stays within a narrow band, perhaps only  ±  0.5%. 

 Very often, a substation will have more than one transformer. Two is a 

common number, four is not uncommon, and occasionally six or more are 

located at one site. Having more than one transformer increases reliability – 

in an emergency, a transformer can handle a load much over its rated load 

for a brief period (e.g., perhaps up to 140% of rating for up to 4 h). Thus, 

the T&D system can pick up the load of the outaged portions during brief 

repairs and in emergencies. 

 Equipped with from one to six transformers, substations range in ‘size’ 

or capacity from as little as 5 MVA for a small, single-transformer substa-

tion, serving a sparsely populated rural area, to more than 400 MVA for 

a truly large six-transformer station, serving a very dense area within a 

large city. 

 Often T&D planners will speak of a  transformer unit,  which includes the 

transformer and all the equipment necessary to support its use – ‘one-fourth 

of the equipment in a four-transformer substation.’ This is a much better 

way of thinking about and estimating cost for equipment in T&D plans. For 

while a transformer itself is expensive (between $50 000 and $1 000 000), 

the busswork, control, breakers, and other equipment required to support 

its use can double or triple that cost. Since that equipment is needed in 

direct proportion to the transformer’s capacity and voltage, and since it is 

needed  only  because a transformer is being added, it is normal to associate 

it with the transformer as a single planning unit – add the transformer, and 

the other equipment along with it. 

 Substations consist of more equipment, and involve more costs, than just 

the electrical equipment. The land (the site) has to be purchased and pre-

pared. Preparation is nontrivial. The site must be excavated, a grounding 

mat (wires running under the substation to protect against an inadvertent 

fl ow during emergencies) laid down, and foundations and control ducting 

for equipment must be installed. Transmission towers to terminate incoming 

transmission must be built. Feeder getaways – ducts or lines to bring power 

out to the distribution system – must be added.  

  1.5.4      The primary feeder or Medium Voltage (MV) level 

 Feeders, typically either overhead distribution lines mounted on wooden 

poles or underground buried or ducted cable sets, route the power from 

the substation throughout its service area. Feeders operate at the primary 

distribution voltage. The most common primary distribution voltage in use 

throughout North America is 12.47 kV, although anywhere from 4.2 to 34.5 

kV is widely used. Worldwide, there are primary distribution voltages as low 
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as 1.1 kV and as high as 66 kV. Many distribution systems use several pri-

mary voltages – for example 23.9, 13.8, and 4.16 kV. 

 A primary feeder distributes between 2 MVA and more than 30 MVA, 

depending on the conductor size and the nominal voltage level and the util-

ity’s use of it to serve load. European and American practice differs slightly 

in how primary or MV feeders are laid out. European systems are most often 

built as loops, while American practice is typically a  dendritic  or  dendril-
lic  confi guration – repeated branching into smaller branches as the feeder 

moves out from the substation toward the customers. In combination, all 

the feeders in a power system constitute the  primary feeder system . There 

are typically from two to twelve emanating from one substation – again, 

one purpose of the substation it to reduce voltage and therefore one should 

expect to see the ‘lower voltage and split’ function in a well-designed sub-

station. However, there are some substations with only one feeder. The most 

the author has ever seen from a single substation is 84 (Commonwealth 

Edison’s Northwest substation on the edge of downtown Chicago). 

 The main, three-phase trunk of a feeder is called the  primary trunk  or 

 primary loop  and may branch or have switching options toward several 

branches or alternative main routes. These main branches end at open 

points where the feeder meets the ends of other feeders – points at which 

a  normally open switch  serves as an emergency tie between two feeders. In 

addition, each feeder will be divided, by normally closed switches, into sev-

eral switchable elements. During emergencies, segments can be re-switched 

to isolate damaged sections and route power around outaged equipment to 

customers who would otherwise have to remain out of service until repairs 

were made. 

 By defi nition, the feeder consists of all primary voltage level segments 

between the substations and an open point (switch). Any part of the distri-

bution level voltage lines – three-phase, two-phase, or single-phase – that is 

switchable is considered part of the primary feeder. The primary trunks and 

switchable segments are usually built using three phases, with the largest 

size of distribution conductor (typically this is about 500–600 MCM con-

ductor, but conductors over 1000 MCM is not uncommon, and the author 

has designed and built feeders for special situations with up to 2000 MCM 

conductor) justifi ed for reasons other than maximum capacity (e.g., con-

tingency switching). Often a feeder has excess capacity because it needs to 

provide back-up for other feeders during emergencies. 

 The vast majority of distribution feeders worldwide and within fi rst-world 

nations like the United States are overhead construction: wooden pole with 

wooden cross-arm or post insulator. Only in dense urban areas, or in situ-

ations where esthetics are particularly important, can the higher cost of 

underground construction be justifi ed. In this case, the primary feeder is 

built from insulated cable, which is pulled through concrete ducts that are 
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fi rst buried in the ground. Underground feeder costs from three to ten times 

what overhead does. 

 Many times, however, the fi rst several hundred yards of an overhead 

primary feeder are built underground even if the system is overhead. This 

underground portion is used as the  feeder getaway.  Particularly at large sub-

stations, the underground getaway is dictated by practical necessity, as well 

as by reliability and esthetics. At a large substation, 10 or 12 three-phase, 

overhead feeders leaving the substation means from 40 to 48 wires hanging 

in midair around the substation site, with each feeder needing the proper 

spacing for electrical insulation, safety, and maintenance. At a large-capacity 

substation in a tight location, there is simply not enough overhead space for 

so many feeders. Even if there is, the resulting tangle of wires looks unsightly 

and, perhaps most important, is potentially unreliable – one broken wire 

falling in the wrong place can disable a lot of power delivery capability. 

 The solution to this dilemma is the underground feeder getaway, usually 

consisting of several hundred yards of buried, ducted cable that takes the 

feeder out to a riser pole, where it is routed above ground and connected 

to overhead wires. Very often, this initial underground link sets the capacity 

limit for the entire feeder – the underground cable ampacity is the limiting 

factor for the feeder’s power transmission.  

  1.5.5      The service transformers 

 Service transformers lower voltage from the primary voltage to the utiliza-

tion or customer voltage, normally around 240–250 V in European systems 

and 120/240 V two-leg service in most power systems throughout North 

America. In overhead construction, service transformers are pole-mounted 

and single-phase or three-phase, between 5 and 166 kVA capacity. Since 

power can travel economically only up to about 200 feet at utilization volt-

ages, there must be at least one service transformer located reasonably close 

to every customer; hence, there may be a dozen or more on a European 

primary circuit, or several hundred scattered along the trunk and laterals of 

any given feeder in an American system. 

 Underground service, as opposed to overhead pole-mounted service, is 

provided by padmount or vault type service transformers, again either sin-

gle- or three-phase. The concept is identical to overhead construction, with 

the transformer and its associated equipment changed to accommodate 

incoming and outgoing lines that are underground. 

 While passing through these transformers, power is reduced in voltage 

to the fi nal utilization voltage (120/240 V in the United States, 240 V in 

Europe) and routed onto the secondary system or directly to customers. In 

cases where the system is supplying power to large commercial or industrial 
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customers, or the customer requires three-phase power, between two and 

three transformers may be located together in a transformer bank and inter-

connected in such a way as to provide multiphase power. Several different 

connection schemes are possible for varying situations.  

  1.5.6      The secondary and service level 

 Secondary circuits, fed by the service transformers, route power at utiliza-

tion voltage directly to the customer, usually in an arrangement in which 

each transformer serves a small radial or loop circuit serving from one to 

several dozen homes and businesses, leading directly to the meters of cus-

tomers in the immediate vicinity. At most utilities, the layout and design 

of the secondary level is handled through a set of standardized guidelines 

and tables, which are used by engineering technicians and clerks to pro-

duce work orders for the utilization voltage level equipment. In the United 

States, the vast majority of this system is single-phase.  

  1.5.7      European vs American distribution systems 

 T&D systems used in Europe and North American are broadly similar: cen-

tral-station-oriented, with high-voltage transmission networks and a series 

of three to fi ve voltage layers including the customer service level. A wide 

range of specifi c standards on voltages and equipment types are used, for 

example 400 vs 345 kV, or grounded Y distribution vs delta. European sys-

tems are normally operated at 50 Hz alternating current, while American 

systems operate at 60 Hz. Such differences are important but not funda-

mental. Overall, the structures of systems in both continents, and in places 

around the world that adhere to the standards of either, are as depicted 

earlier in Fig. 1.1. 

 The major difference between American and European systems is at the 

distribution level. Service voltage in Europe is almost exclusively around 

240 V (around 416 V phase-to-phase), whereas in the US it is 120 V (208 V 

phase-to-phase). This is a two-to-one ratio and it makes a substantial dif-

ference in the design limitations that shape the service and primary feeder 

levels. Generally, twice the voltage allows power to be moved twice as far, 

which means distributed at service voltage can cover four times the ground 

area. Thus, service transformers in European systems are, for this reason 

alone, roughly four times the size, and one-fourth the number, of those in 

American systems. Also, this situation makes the use of three-phase service 

level distribution (0.416 kV phase-to-phase) lines practical and economi-

cal, whereas 208 volt phase-to-phase service circuits and wiring are used 

in American systems only in cases where three-phase 208 volt service is 
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desired by the customer. Three-phase lines can move power roughly twice 

as far, with equivalent losses and voltage drop, as single-phase, so that times 

two distance becomes times four, and the ratio or ground area that can be 

effi ciently covered is  sixteen  times more. As a result, European systems have 

far fewer, and far larger, service transformers. In European systems, service 

transformers are typically 250–1500 kVA in size, whereas in the US they are 

15–100 kVA.  

  1.5.8      The lateral level in American systems 

 One consequence of the small service transformers and limited distance 

that 120 V service lines can route power to customers is that American sys-

tems require primary voltage laterals. Laterals, short stubs or line segments 

that branch off the primary feeder, represent the fi nal primary voltage part 

of the power’s journey from the substation to the customer in an American 

system. A lateral is directly connected to the primary trunk and operates at 

the same nominal voltage. A series of laterals tap off the primary feeder as 

it passes through a community, each lateral routing power to a few dozen 

homes. 

 Normally, laterals do not have branches, and many laterals are only one- or 

two-phase – all three phases are used only if a relatively substantial amount 

of power is required, or if three-phase service must be provided to some of 

the customers. Normally, single- and two-phase laterals are arranged to tap 

alternately different phases on the primary feeder, as shown below, in an 

attempt by the distribution planning engineer to balance the loads as closely 

as possible. 

 Typically, laterals deliver from as little as 10 kVA for a small single-

phase lateral to as much as 2 MVA. In general, even the largest laterals 

use small conductors (relative to the primary size). When a lateral needs 

to deliver a great deal of power, the planner will normally use all three 

phases, with a relatively small conductor for each, rather than employ a 

single-phase and use a large conductor. This approach avoids creating a 

signifi cant imbalance in loading at the point where the lateral taps into the 

primary feeder. Power fl ow, loadings, and voltage are maintained in a more 

balanced state if the power demands of a ‘large lateral’ are distributed 

over all three phases. 

 Laterals (wooden poles) are built overhead or underground. Unlike pri-

mary feeders and transmission lines, single-phase laterals are sometimes 

buried directly. In this case, the cable is placed inside a plastic sheath 

(that looks and feels much like a vacuum cleaner hose), a trench is dug, 

and the sheathed cable is unrolled into the trench and buried. Directly 
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buried laterals are no more expensive than underground construction in 

many cases.  

  1.5.9      Dendrillic versus loop systems 

 Another difference between US and European systems is in the layout of 

the primary distribution circuits. US practice is very much to lay out circuits 

in a branching fashion, often called a dendrillic or dendritic layout. A circuit 

leaves the substation and branches and re-branches, so that overall it has a 

sole starting point and many ending points. A few, perhaps as many as six, 

of these end points might be connected to other circuit end points via nor-

mally open switches, for contingency back-up purposes and fi eld switching. 

By contrast, European practice is often to use loop feeders, in which a ‘loop’ 

is fed at two points (both ends) and operated either as a closed loop or with 

an open tie point. In practices, neither paradigm is absolute. There are loop 

feeders used occasionally in American systems, and dendritic feeder topog-

raphy can be found in many European systems, at least in rural areas. 

 To some extent, the larger size and fewer number of service transformers in 

a European system leads to this approach. But partly, the practices of distribu-

tion circuit layout in American and European type systems are just a matter 

of practice: it has been done that way in the past, it works, so why change?   

  1.6     Modern smart distributed power 
distribution systems 

 A confl uence of three major technological development trends has created 

a new type of power system capability that differs noticeably from the tra-

ditional central-station centric system depicted above. The three technolog-

ical trends are: distributed resources, energy storage, and smart systems. 

  1.6.1      Technology trend 1: Improving cost effectiveness of 
distributed resources 

 The LV and MV levels of the traditional power system are, in a very real 

sense, their own distributed resources. The LV utility network in particular 

is distributed over the service territory, reaching every single customer and 

sized locally in direct proportion to local customer energy needs. However, 

the term ‘distributed resources’ in modern power systems is used solely to 

refer to power systems in which the electric energy itself is produced by 

machinery, facilities, or systems that are distributed throughout the ser-

vice area rather than concentrated in a few large central-station generating 
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plants, as was depicted earlier in Fig. 1.2. Distributed resources include small 

generators that might include:

   low head of small hydro-power generation,  • 

  wind energy generation,  • 

  micro-turbine powered generation,  • 

  high- and medium-speed diesel generation,  • 

  photovoltaic power generation,  • 

  small solar thermal and tower generation.    • 

 These small generators are distributed throughout the utility service area, 

although not necessarily in direct proportion to the customer demand. For 

example, in a rural area a three-turbine wind generator facility of 1 MVA 

capability might be located in a tilled fi eld two miles from the farmhouse and 

harvest processing/drying facilities that create the demand for most of that 

power. In an urban area, a 2 MVA PV panel set located on offi ce rooftops 

might produce power that at times is moved several miles to serve nearby 

residential demand. But invariably these distributed generating sources are, 

on average: 

 Closer to the energy consumers than is central-station generation. Hence, • 

power delivery costs are potentially lower, reliability of power trans-

mission is higher and esthetic and environmental impacts of the power 

transmission lines are all lower than for power delivery in a traditional 

system (all three because the pathway for power delivery is, ultimately, 

shorter than in a traditional system). 

 Less effi cient in overall unit cost of power than larger central-station gen-• 

erating plants, as was discussed earlier. The margin might be small or large 

depending on technology and characteristics specifi c to each situation. 

 The usefulness and popularity of distributed resources rests on the eco-• 

nomic, service quality, social, and market advantages that being closer to 

the customer has, as opposed to any disadvantages created by the lower 

potential effi ciency of per-unit power production. 

  Demand response as a distributed resource 

 In some instances, distributed resources (DR) also include non-gener-

ating resources that can be dispatched much like generation. An exam-

ple is demand response, or load control, in which certain loads can be 

switched off for a time to keep system resources and demand in bal-

ance.  2   From the standpoint of many system operating decisions aimed 

  2   Demand response is also abbreviated ‘DR’, in some cases, leading to confusion.  
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at achieving and maintaining that balance, it makes little difference if 

generation is increased or demand reduced. Dispatchable load control, 

whether directly (the appliances and equipment themselves are shut 

down) or indirectly (voltage on a feeder is reduced slightly lowering the 

load of connected loads) the result is the same: at the system operator’s 

request, a change  has been made to help control the ratio of generation 

to load. 

 In some cases, utility planners, managers, and regulators will restrict 

‘demand response’ to methods that are directly dispatchable (controllable 

in near-real time) by the utility or system operator – methods such as direct 

load control or active demand limiters. In other cases, however, the term 

demand response includes programs and load-infl uencing methods that rely 

on customer or automatic (customer programmed) price-sensitive responses 

from the demand, such as real-time-pricing (RTP) methods. These methods 

do not have the temporal immediacy of direct load control – the demand 

reduction may take seconds or minutes to affect, or it might not happen 

at all – customers may override these methods in critical situations, etc. 

Thus they are less certain in their effect and left out of DR considerations 

by some, but sometimes included as ‘demand response’ and ‘distributed 

resources’ by others. It is best to inquire in each instance to avoid ambiguity 

and confusion.   

  1.6.2      Technology trend 2: Effective and economically 
justifi able energy storage 

 It has always been possible to store electric energy, including storing it in 

what is effectively in alternating current form. Even in the fi rst half of the 

twentieth century, alternating current energy could be ‘stored’ overnight 

or for a longer period of times, using lead–acid/rectifi er-inverter sets, com-

pressed air storage, or pumped hydro-power plants. Into the late twenti-

eth century, all three technologies improved in effi ciency and performance/

price. However, these energy storage methods typically did not always have 

a good economic performance on a small scale (distributed) basis. Pumped 

hydro- and compressed-air storage have a very substantial economy of scale 

due to the ‘concentration’ effect discussed earlier as well as for several natu-

ral physical reasons, and those technologies were rather more widely used 

in traditional power systems, but almost exclusively in central-station roles. 

The technology for battery systems and other small energy storage devices 

such as fl ywheels, etc., even into the early 1990s, just did not have a positive 

business case for widespread use. 

 The only exception to this rule was the very widespread adoption of very 

small lead–acid and carbon–zinc based UPSs as back-up for critical loads 
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and energy needs. The use of such very distributed systems skyrocketed in 

the last quarter of the twentieth century. Two key points to the business case 

success of these units are illuminating as to the larger issue of energy storage 

in general. These are:

   1.     The growing number of appliances and equipment that need absolute 

continuity of service, such as digital devices and robotic machinery. 

Overall, the value of reliability and continuity of service as opposed to 

energy itself is increasing.  

  2.     The duty cycle of UPS devices typically has them fully discharging fewer 

than ten times a decade: the unit’s purpose is to standby with available 

power, not provide it on a routine basis. As such UPS batteries do not 

‘fatigue’ or wear out due to daily cycling, as do lead–acid batteries, after 

only a few hundred charge–discharge cycles.    

 In the last decade of the twentieth century, and into the twenty-fi rst, improve-

ments in chemical and energy storage control technologies improved elec-

trical storage (super- and ultra-capacitors), chemical (battery and mixture 

systems) and mechanical storage (fl ywheels, etc.) in nearly every important 

performance category. Energy density improved substantially, to the point 

where batteries and, in some cases, fl ywheels became light and compact 

enough to permit practical electrical vehicles for personal and light com-

mercial use. From the standpoint of power systems, where weight and size 

are far less important criteria, the most important improvement was the 

lifetime cycle counts. Late twentieth century lead–acid batteries could per-

haps go through 500 charge–discharge cycles before ‘wearing out.’ Modern 

lithium ion batteries can go through fi ve to seven times as many, which 

makes for a much better business case for non-UPS applications. In addi-

tion, changes in storage control technology were also important. Brought 

about by digitization and considerable research for the electric vehicle 

industry, these led to a reduction in the economy of scale of power systems 

energy storage units and an ability to control storage quickly enough to 

make it instantly dispatchable and in many cases fast and accurate enough 

in control to be a system stability resource. Increasingly, positive business 

cases could be made for energy storage attached to primary (MV), LV, and 

even customer facilities.  

  1.6.3      Technology trend 3: ‘Smart’ systems 

 Smart systems and smart grid have almost as many defi nitions and interpre-

tations as there are people in the power industry. It is not much of an exag-

geration to say that ‘smart grid’ is always defi ned as the use of a particular 
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company’s or person’s latest technology or idea, in a way that maximizes the 

business case for the purchase of those products and services. But through-

out all ‘smart’ technologies, there are two general areas of improved capa-

bility that combine to make smart power equipment ‘smart,’ and that lead to 

smart grids, whatever they may be. These are discussed as follows. 

  Equipment-to-equipment communication 

 Largely due to improved bandwidth-cost-performance of digital commu-

nications, individual and small units of a power system can communicate 

in near-real time with both a central system if needed and, more impor-

tant, with other nearby equipment. An end-of-feeder power monitor can 

inform the utility’s distribution management system whenever it senses no 

power. It can also inform a nearby switch that there is no power at its site. 

A recloser on one circuit can know the status (open–closed) and loading of 

a recloser on a nearby circuit that forms the alternate route to the loads it 

protects. Such communication is not only possible, but becoming routine, 

made with commodity equipment.  

  Sensors and monitoring equipment 

 Technological advance is widening the range of characteristics in a power 

system that can be measured and tracked, a good example being pha-

sor measurement units – PMUs. In addition, almost across the board, the 

cost of remote sensing of equipment status and power has been greatly 

improved as has the periodicity (frequency) of how often readings can be 

or are taken.  

  System-level anticipation and control 

 These two technology improvements have led to substantial improvements 

in the control and performance of traditional power systems, using schemes 

in which remote monitoring is used to inform a central control (either auto-

mated or human), which will respond via remote control of generation and 

T&D equipment. This has and will continue to make a difference in the 

performance of traditional power systems. 

 But these advances have made an even larger extension to the potential 

for  coordinated  control of DR and the surrounding local distribution sys-

tem. The character of this change is subtle but fundamental. In traditional 

power systems, there were many units of equipment that were  automatic . 

Reclosers and sectionalizers performed rather complicated actions – as they 

were built to do. Capacitor banks could be built with switches to turn them 

on or off depending on voltage, power factor, loading, or a combination. 

Voltage regulators and line-drop compensators varied voltage according to 
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their ‘programming.’ All this equipment was automatic, equipment taking 

actions based on what voltage, current, power factor, or other conditions 

(temperature, time of day) it measured at  its  location. 

 But the two capabilities above, along with the use of cheap digital compu-

tation, now permit equipment to monitor conditions nearby, or elsewhere, 

and respond to that, not just the conditions at its location alone. Thus,  groups 
of equipment  can be programmed to work together to behave in a simi-

larly automatic manner, in a coordinated way. Distribution and customer-

site equipment can be built so that it will ‘understand’ the interactions and 

dependencies it has with neighboring equipment, and essentially reprogram 

its automatic actions in response to local conditions and needs. For example, 

what were reclosers or sectionalizers in the past become ‘smart switches,’ 

aware of the network confi guration, loading, and outages in nearby circuits 

and able to determine how to respond in various contingency and operation 

situations, should they develop. DR systems can vary response and priori-

ties based on local conditions, automatically. The type of control and control 

topology does not matter.  3   

 Potentially, this permits an isolated or local portion of the power system 

to be autonomous in some sense, at least for periods of time and/or under 

certain conditions (such as an outage of equipment upstream). This alone 

would not lead to any substantial change in the status quo of power sys-

tem design, except that when combined with DR discussed earlier, it cre-

ates an  independent micro-grid.   If provided with enough local generation 

and energy storage, the local power distribution system in a neighborhood 

can fend for itself: it can provide for its own energy need, and operate on 

its own. The extreme case for this is the isolated micro-grid: a power sys-

tem covering only a small area and a few customers, and not connected to 

the larger regional power system at all. An electric utility might build such 

a system – in fact is obligated to do so in most regulatory venues – if that 

micro-grid can economically and effi ciently serve a group of customers with 

equivalent service quality to what others in the utility territory are receiv-

ing. But ‘micro-grid’ also can include situations where a group of individu-

ally independent energy consumers (each has suffi cient on-site generation, 

energy storage, and demand response control to meet 100% of their own 

needs) intertie their private systems for purposes of mutual reliability and 

effi ciency improvement. 

  3   The end product is essentially the same regardless of the details of how this control 

is affected: whether this capability is executed through a central hub, or whether 

each device fi gures it out for itself in an independent manner, or if a hierarchi-

cal control consisting of many local hubs operates the system, from a big picture 

result, the end product is the same.  
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 But in addition, one can talk about a  virtual micro-grid,  an area of dis-

tribution within a larger power system that manages the local balance of 

generation, storage, demand, and circuit operation in its neighborhood, so 

that the power transfer across its boundaries is nil. This local distribution 

system is tied to the larger, traditional power system, but does not normally 

exchange power with it due to its generation and storage resources, and 

manner of local control.  4   Figure 1.2 illustrated this concept, an entire utility 

system covered by small neighborhood systems that might or might not be 

inter-tied.    

  1.7     Factors affecting the T&D system of the future 

 This section will discuss trends and factors that infl uence the decisions utili-

ties and consumers will make about electric service and power systems of 

the future. It will then conclude the chapter with a discussion of how these 

might shape the power systems of the future. 

  1.7.1      Economic benefi t of utilizing the existing system 

 The existing system has already been paid for. This might not be strictly, 

completely true, but from a practical sense it is suffi ciently true to be an 

overwhelming factor in many decisions. The utility is ‘stuck’ with its current 

system. Much of the equipment and facilities  are  in place and  are  paid for: 

old enough to be fully depreciated and amortized, but still hopefully not 

so old as to be worn out. Given this, the existing system can and should be 

used to the best effect possible, and so the traditional power system will be 

employed as long as it lasts. 

 The capital investment in a power system is signifi cant. Equipment is 

expensive because it is designed for long life and high levels of safety, and 

thus is very robust. The labor required for construction and installation is 

considerable, and expensive (much if it requires special skills and training). 

A lot of it is neither utilities, consumers, nor society as a whole can afford 

to make wholesale replacements of existing systems just because they are 

obsolete in some ways compared to newer technologies, or because they 

are getting old. Practically speaking, all parties can only make incremental 

investments and changes. The exception is the customer end. Often, cus-

tomers can afford to make investments in UPS, power quality, and on-site 

  4   Exceptions would be during times of emergencies such as when local generation 

has an unexpected outage, when power would fl ow from the system into the neigh-

borhood, or when local generation owners wish to sell power into the regional 

grid, in which case it would fl ow out and up onto the transmission system.  
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generation that provide individually justifi able site- or appliance-specifi c 

benefi ts to their electric service.  

  1.7.2      Increasing need for service reliability 

 Viewed over the very long term – since the beginning of the electric era 

in the late nineteenth century, there has been a continuous growth in the 

need for absolute continuity of electric service and improved power quality 

(voltage regulation, etc.), as measured by the value that reliable and quality 

service has and the willingness of consumers to bear the cost of improved reli-

ability and power quality. The reliability of modern fi rst-world utility power 

systems is quite good – an average of around .75  SAIFI (System Average 

Interruption Frequency Index) and 100 min SAIDI (System Average 

Interruption Duration Index), non-inclusive of natural disasters and major 

storms, a delivery performance of better than 99.98%. Voltage regulation is 

generally within 3%. However, the widespread use of digital controls, robotic 

machinery, and smart systems for many critical infrastructures means that 

electric service interruptions, voltage sags, and high harmonic contents, even 

if infrequent and/or of short duration, can have noticeable, sometimes signifi -

cant, costs and consequences that electric energy consumers wish to avoid. 

 That said, it is not clear that any long-term societal or consumer need for 

even higher levels of electric service reliability and quality will be satisfi ed 

by a general improvement in the performance of utility power systems. The 

aforementioned widespread use of UPS systems shows that appliance- and 

installation-specifi c reliability augmentation is a viable option in many cases. 

Many of the needs can be met by such means. And at some point, the cost 

of improving the reliability of power systems, which serve all consumers and 

all demands, is not justifi ed by the value that reliability provides to those few 

consumers and demands that require improved service reliability. The power 

industry may be near that point. In many cases the marginal cost of reliability 

and power quality per kW is lower when using such equipment that when 

provided it through improvements in the electric grid. The only widespread 

exception is likely to be an increasing regulatory expectation for improved 

storm and energy response: better planning for major storms, quicker and 

more optimally managed damage repair and restoration. This will be enabled 

by smarter distribution management systems (DMS), outage management 

systems (OMS), and fi eld resource management systems (FRMS). 

 Regardless, area-, site-, installation-, and appliance-specifi c UPS and power 

quality equipment options will certainly be an option often, probably increas-

ingly, used in the future, whether owned and/or operated by the utility, the 

consumer, or third party service providers. With regard to future and evolv-

ing power systems, the important points with respect to reliability and power 

quality are: 
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    Demand for high levels of reliability of service and power quality will con-• 

tinue to increase, at least in some industries and some areas of society.  

  What matters is the reliability at the consumer/appliance level. If a hom-• 

eowner’s lights and power do not go out, it is irrelevant to them if the 

distribution feeder circuit serving their neighborhood is out of service. 

Similarly, if the lights do go out, the effect is the same, whether due to the 

utility circuit having a problem or because of a failure in the consumer’s 

UPS. It is the combination of service quality and reliability given by the 

utility and any special service equipment installed locally that is what 

matters to each consumer.  

  Localized ‘solutions’ to reliability and power quality, such as whole-• 

building or even neighborhood-scale UPS and power regulation sys-

tems, or high-reliability local virtual mini-grids, provide the ability for 

utilities and consumers to vary reliability where and as needed. High-

reliability service can be arranged only for those areas/consumers/loads 

that need it and are willing to pay the price. In fact, it is not necessary 

for the utility to be involved and many regulatory venues may decide 

that, beyond providing a satisfactory standard level of reliability, utilities 

are not required or even allowed to address the market for superior lev-

els of reliability. However, it can be diffi cult to separate reliability from 

effi ciency in some ways.  5   For this reason, many regulatory venues may 

permit or even encourage the utility to offer different types of service 

availability at different pricing structures.     

  1.7.3      Growth of demand for electric power 

 Historically, electricity demand has grown steadily from the late nineteenth 

century through to the early twenty-fi rst century, in the total amount of 

power consumed, in the number and variety of devices that use electricity, 

and in the number of people and businesses that wish to use these devices. It 

is worth noting that no one individual, homeowner, or business wants elec-

tric power. They want only the products that its use creates: cold milk and 

beer in a refrigerator, a home heated comfortably and safely in winter, sheet 

steel rolled into pipe, air liquefi ed and separated into its constitute elemen-

tal gases, garage doors raised and lowered, illumination when and where 

  5   A load that is ‘controlled’ – turned off for a period of time – in the interests of 

system or energy effi ciency or due to a resource constraint has been denied service 

and thus is without power. Since RTP demand response systems work on a price–

signal basis, one can view that all interruptions in service have an economic price 

and should be viewed through this one lens, in which case the utility offering very 

high levels of reliability for high prices is only consistent with its demand response 

program.  
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needed, 80 diagonal inches of dazzling three-dimensional moving imagery 

of the evening news, and transportation to and from work each day in a 

zero-emissions car or electric mass transit system. There is every expecta-

tion that these trends will continue unabated for the foreseeable future.  

  1.7.4      Aging infrastructure 

 A very real issue for utilities is aged infrastructure. Many existing power 

systems have considerable amounts of equipment in them that are old and 

nearly worn out, and there are large areas of nearly any major power system 

where most equipment is old. Old equipment breaks down and fails (end of 

life) more often than new equipment: the utility sees an increase in service 

reliability problems and operating costs. To prevent further deterioration 

of performance and reliability, the aged equipment requires more frequent 

maintenance and more extensive service, further raising operating costs. 

And, older equipment may not be as effi cient or competitive (no digital 

controls, no vacuum interrupters, etc.) as modern equipment, leading to a 

service, cost, and net business disadvantage. 

 The challenge for a utility or industrial power system owner is that of the 

proportionality of their problem to the viable business solutions they have. 

Electric power equipment is designed for harsh service and long lifetimes, 

so in almost all cases it is incredibly robust. The average lifetime of most 

categories of power system equipment is longer than might be thought – 

perhaps 50–70 years (not allowing for storm damage of non-failure related 

causes of replacement). But another consequence of that design is that the 

standard deviation of lifetime is also very long, too. Average equipment life-

time for a particular type of equipment in one system might be 70 years, 

but some of that equipment will fail with routine problems at only 30 years, 

while other units will provide good service past 100 years. This variation in 

lifetimes between ‘good’ and ‘bad’ equipment may be signifi cant portion 

of its average lifetime. Add to this the fact that the equipment in a utility 

system was installed over a long period of time – decades – and failures 

and equipment service problems created by wear and tear can appear, both 

perceptually and statistically, to be very random in nature: not predictable 

or manageable. 

 Furthermore, ‘high’ levels of aging equipment failure are not that high. 

The failure (end of life) rate for equipment in a power system in very good 

condition is well below, .1%  in just about every equipment category – less 

than 1 in 1000 units failure per year. A failure rate so high that it is ‘com-

pletely unacceptable’ to all – unaffordable to the utility, unacceptable from 

a service standpoint for consumers and regulators – would be only 0.5% 

annually. Finally, a replacement cost of even 1% of equipment annually, 

�� �� �� �� �� ��



Introduction to transmission and distribution networks   35

© Woodhead Publishing Limited, 2013

whether because it actually failed and had to be replaced, or the utility pro-

actively replaced it in a preventative program, is currently unaffordable to 

most utilities. It would raise the average utility’s capital spending by a notice-

able amount – usually between 20% and 80%. The industry as a whole has 

adjusted to a cost-basis and spending expectation that does not include any 

monies for signifi cant rates of replacement/renewal. Thus, overall, managing 

equipment aging and its effects is very challenging, and replacement rates 

that would permit a utility to renew the type of system or convert to distrib-

uted systems or new technologies are low.  

  1.7.5      Aged metropolitan core systems 

 This situation is likely to become a particularly urgent problem for electric 

utilities in the central portions of many large American and European cities, 

where despite decades of development to a point that electricity demand is 

quite dense, that demand is steadily but slowly growing. In such metropoli-

tan core areas, most T&D facilities and structural elements for the power 

system are often  much  more than half a century old. Further, urban crowd-

ing means expanded substation sites, new ROW, or even more and wider 

underground cable duct space is practically unavailable. The combination 

of aged equipment and facilities with such restrictions on expansion often 

leaves no viable options within the traditional central-station paradigm 

that the utility can take to adequately meet future power delivery needs 

in the area. 

 There is an expectation among those outside the industry, and some 

within, that this situation is actually fortuitous, that utilities will have to 

replace these aged urban power systems with new, distributed resource 

smart systems in the next few decades. Certainly, those technologies will 

contribute, but the load densities and reliability needs of electric consumers 

in metropolitan cores are extreme, often beyond levels that local distributed 

and renewable resources and smart technologies have been tested against, 

and in some cases beyond what they have even conceptually been planned 

to meet. Finally, the cost of any new traditional, nontraditional, or hybrid 

power system that can meet those needs will be very signifi cant: right now 

most utility executives do not see how they can be paid for. And fi nally 

there is a practical challenge: how does one make the transition from one 

to the other, while keeping the lights on and working in a crowded urban 

area where disruptions or traffi c and metro core activity have a ‘cost’ of their 

own? Renewal/replacement/expansion of power systems in these areas is 

likely to be one of the biggest challenges facing retail delivery utilities in the 

twenty-fi rst century.  
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  1.7.6      Consumer control and free retail markets 

 The wholesale power market is de-regulated in many parts of the world, and 

the retail market in some areas. Again, historically, there has been a long-

term trend toward de-regulation of utility markets, most notably telephone. 

One promise of smart technology is that it will permit customized and user-

specifi ed choices or the quality–quantity–timing–price combination that 

each energy consumer wants. At present there is no proof that a viable soci-

etal and market mechanism that satisfi es consumers, regulators, utilities, and 

political considerations has been found, but there is an expectation that in 

the future, energy consumers will have more choice about, and more control 

over, their own energy supply than only controlling its usage.  

  1.7.7      New technology 

 The noted American power engineer Jim Burke often observed that ‘If 

technology makes it possible to do something people will expect you to do 

it.’ As new materials, inventions, systems, and communications capabilities 

become available, individuals and society alike will expect them to be uti-

lized in the electric power industry. For example, ‘everyone’ has been told 

that smart systems will lead to reduced costs, more choice, better service, etc. 

There is an expectation both that smart systems, whatever that means, will 

be used, and that benefi ts, often not fully identifi ed but recognizable when 

they occur, will fl ow from that. 

 The issue for many utilities is in developing a technology-use plan that 

can meet those expectations on the one hand, while not creating a signifi cant 

technology-based business risk on the other.  Investment stranded by obso-
lescence  is increasingly recognized by utility executives as a major source of 

business risk, leading to reluctance to plunge fully into any new technology 

without a plan for recourse and ‘technology diversity.’ They do not want to 

bind their companies too tightly to the long-term use and cost of equipment 

or system technologies that might be eclipsed or to long-term business com-

mitments that may become obsolete or not preferred as new technologies 

become available. The chief problem is that the traditional power industry 

period of equipment usage and fi nancial deprecation is much longer than 

the technological half-life of modern systems. 

 An example is the very great investment some utilities have made in pro-

viding service to ‘data centers’ – huge digital communications control and 

internet server warehouses which have a nearly 24/7 demand of over 40 or 

50 MVA. Many utilities made sizable investments in new circuits and reli-

ability/power quality equipment to serve these data centers, planning to pay 

back that investment with proceeds from the sale of that large amount of 
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power over the next many years. However, it is possible that advances in 

optical computing will lead to a new generation of digital equipment and 

servers with higher computing and switching speeds combined with power/

cooling needs reduced by an order of magnitude. Server companies would 

install such equipment and reduce their demand, and the utility’s revenues 

from that site, before the original investment is paid back.   

  1.8     Conclusion 

 The majority of power systems on this planet are central-station oriented 

systems with layered transmission–substation–distribution-service levels of 

a traditional design. These systems are in place, largely paid for, and too 

expensive to replace quickly. Many are old but replacement rates due to 

wear and tear mean renewal or evolution half-lives are on the order of two 

to three decades at the least. New technologies permit the widespread dis-

tributed generation and demand response systems, energy storage on a cen-

tral and distributed manner, and very responsive monitoring, control, and 

operational fl exibility of both traditional and local mini-grid and off-grid 

power systems. 

 Meanwhile, the demand for electric power is expected to continue to 

grow, as will the need for reliability of service and power quality. Societal 

expectation as well as technology capability will be that customers can have 

choice and control over their power supply, and a role in the management 

of the electric service. DR and smart systems mean that many can, if they 

wish, afford to take over complete ownership and operation of equipment 

to satisfy their energy needs, and go ‘off the grid.’ There is little indication 

that most consumers will: most homeowners can grow food in the backyard, 

face few if any regulatory or legal hurdles in doing so, yet few choose to do 

so. It will likely be the same with home and local power generation. 

 Thus, the power systems of the future will very likely be one that is an 

evolution of the traditional central-station systems in place now, ‘renewed’ 

through good maintenance and repair, life-extension and replacement of 

equipment, and upgrades of control equipment, combined with selective use 

by the utility of DR and storage. Smart equipment and systems will be used 

to coordinate and get the performance needed both globally and locally out 

of all equipment, and to monitor for and solve problems created by aging, 

high demand, and increasing reliability ends. Certain parts of the traditional 

power system will be augmented, added to, and expanded, while other parts 

will be removed or recast in distributed applications, perhaps. Traditional 

power systems will evolve into hybrid central and distributed systems, uti-

lizing their traditional resources plus their DR, energy storage, and smart 

technology so that they are, in places, mini-grids or virtual mini-grids, while 

retaining portions of the high-voltage T&D grids and the large-scale effi cient 
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power generation facilities that have been a staple of the power industry for 

more than a century.  
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  Abstract : This chapter describes the main technical limits that must be 
satisfi ed in the operation of T&D networks and how various system 
elements are controlled to ensure safe, continuous supply of electricity. 
Some discussion is given on the impact of renewable generation and 
the potential contribution of energy storage, along with some other 
developments that promise to provide greater fl exibility to system 
operators. 

  Key words:  power system operation, control, power system stability. 

    2.1     Introduction 

 A power system consists of a very large number of interconnected elements, 

as illustrated in Fig. 2.1, each of which must be adequately controlled, pro-

tected and managed if the fi nal supply of power to users of electricity is 

to be safely and continuously achieved. Inevitably, disturbances to the sys-

tem do occur and, when they do, the system’s ability to continue to operate 

safely is a key measure of its success. 

 In this chapter, we review the main requirements for control and man-

agement. In so doing, we consider the monitoring and measurements that 

are required. Finally, we outline some newer developments that are begin-

ning to facilitate the meeting of the newer challenges outlined elsewhere 

in the book, in particular the accommodation of highly variable and uncer-

tain power from renewables, notably wind and solar. Chapter 3 reviews the 

related topic of the protection of T&D networks. 

  2.1.1      Requirements for network monitoring, 
control and protection 

 In this section, the general control requirements for electric power systems 

and the means by which they are achieved are described. Although each 
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aspect interacts with the others, they can be thought of as falling under a 

number of headings:

   control of system frequency;  • 

  control of voltages around the system;  • 

  control of currents fl owing through different components of the system;  • 

  ensuring stability of the system;  • 

  enabling short-circuit faults to be cleared safely.    • 

 Each of the above aspects makes use of dedicated control equipment or 

particular conventions in respect of operation of the system as a whole. They 

will now be briefl y described in turn.   

  2.2     Control of system frequency 

 One of the key restrictions on the operation of electric power systems has 

been the lack, to date, of some means of storing electrical energy on any 

large scale in an economical way. At the time of writing, the best that is avail-

able is ‘pumped storage’, where surplus electrical energy is used to pump 

water in a lower reservoir up a hill where it is stored in a higher reservoir 

as potential energy until it is needed, at which time it is allowed to fall, the 

kinetic energy being converted to electrical energy by turbines. However, 

the typical power rating of such facilities is of the order of a few hundreds of 

MW with a storage capacity of a few thousands of MWh and requires a sig-

nifi cant capital outlay and the availability of suitable sites for the reservoirs. 

(As can be seen from Part III of this book, the pursuit of cheap and reliable 

storage of electrical energy for use in different contexts is the subject of 

much work.) 

 The current relative lack of storage means that the rate of production 

of electrical energy must match the rate of consumption; in other words, 

generation of power must match demand for it. Because, depending on the 

technology, it takes time to get individual generating units into the condition 

of generating power, the demand for electricity must be forecast and gen-

eration scheduled to start, ramp up its output, ramp down and stop accord-

ingly. As will become evident from the discussion of reserve below, whatever 

the market structure within which electricity supply takes place, at some 

point the scheduling of generation must be coordinated to ensure that, in 

‘real time’, there is neither too much nor too little. Generally, this will entail 

scheduling of power production from the cheapest units (taking into account 

limitations on how often individual units can start and stop and how quickly 

their output can be ramped) along with suffi cient ‘response’ and ‘reserve’. 

Given forecasts of demand, the available generation, a set of costs or prices 

of generation and the technical limits, an optimal schedule can be derived 
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using ‘unit commitment’ and ‘economic dispatch’ software, and the results 

communicated to the operators of each unit. (See, for example, Wood and 

Wollenberg, 1994.) 

 All power systems of any reasonable size in the world at present use alter-

nating current. This is for historical reasons and because of the convenience 

by which transmitted and distributed power can be transformed between 

different voltage levels through exploitation of electromagnetic effects in 

transformers. (Power is transmitted with lower losses at higher voltages 

and transformed back to lower voltages with lower insulation requirements 

for fi nal consumption.) The main consequence of an excess of generation 

relative to demand will be an increase in the frequency at which voltages 

and currents on the system alternate – in effect, excess energy entering the 

system produces an increase in the speed of rotating ‘synchronous genera-

tors’ and of the kinetic energy of the system. On the other hand, a defi cit of 

generation relative to demand will lead to kinetic energy being extracted to 

meet the demand for electrical and hence system frequency falling. 

 Variations in system frequency would not be a problem were it not for the 

fact that much of the equipment connected to the system has been designed 

to operate only within certain frequency limits. This is particularly true of 

the large turbogenerators that continue to provide most of the electrical 

energy in almost all large power systems around the world. Consistency 

between what a power system operator provides and what designers and 

operators of plant connecting to the system can assume about system fre-

quency is ensured by the setting of statutory limits on system frequency, 

typically  ± 1% of nominal. Because of the importance of reliable operation 

of individual generating units and the reality of disturbances to the system 

leading to variations in system frequency (see discussions on disturbances 

and responses later in this section), generation equipment connected to 

transmission systems is generally required to be capable of operating at sys-

tem frequencies outside of those statutory limits, typically  ± 3% of nominal. 

Such requirements are generally defi ned in system specifi c ‘grid codes’ with 

which grid users such as generators must comply, usually enforced by the 

system operator. 

  2.2.1      Contributions to control of system frequency 

 As noted, a system frequency above nominal is indicative of an excess of 

energy entering the system; a system frequency below nominal is indicative 

of a defi cit. Since, in the timescales relevant to control of system frequency, 

that frequency is the same on all parts of the system, it can be readily mea-

sured anywhere on the system. Control of system frequency is most readily 

achieved by appropriate variation of the output of generators; at least in 
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response to small variations, this can be achieved automatically by the action 

of governors on appropriately equipped generators that respond to varia-

tions in system frequency measured locally to the generator by increasing 

the rate of input of energy when the frequency is low and decreasing it when 

it is high. The change in input power relative to a deviation of frequency is 

known as ‘droop’; it is typically set so that there would be a 4% drop in the 

generator’s speed between no load and full load (see Fig. 2.2.). The use of 

droop characteristics on a number of generators allows the response to fre-

quency changes to be shared between them.           

 The physical effect of governor action on plant that relies on steam pres-

sure to drive the turbogenerator is to open a valve to let more steam through 

the turbine (in order to increase the electrical energy produced), or close it 

to let less through. Similarly, for hydro plant, more or less water will be 

allowed to pass and, for wind turbines, the pitch of the blades will be appro-

priately adjusted to change the amount of kinetic energy in the wind that is 

converted to the kinetic energy of the turbine and hence to electricity. 

 Response to a high system frequency – the reduction of electrical output – 

is generally always available. Even if particular generators can only operate 

stably above certain levels of output, in the worst case, they can be tripped. 

In addition, other control systems within the power station should respond 

to the governor action by ensuring that steam pressures back through the 

generation system are not excessive. 

 Any response to a low system frequency depends on it being possible 

to increase the electrical power output of at least some generators. This 

means that they should not already be operating at their maximum power 

output, i.e. some ‘headroom’ should have been made available in advance. 

Normally, generators are most effi ciently operated at their maximum output; 

the owner of the generator would seek recompense for the loss of earnings 

associated with a reduced output in order to make some ‘headroom’ avail-

able. (This is one reason why, although many grid codes require wind farms 

to have the capability to provide frequency response, they are not often 

System
frequency

Turbine mechanical
power output

 2.2      An idealised typical frequency droop characteristic. (The 

mechanical output power from a generator’s prime mover is regulated 

in response to measured values of system frequency.)  
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used – reductions in output, and loss of earnings from renewables incentives 

or subsidies are particularly expensive.) 

 For steam driven generators, the automatic low frequency response 

described above is soon exhausted; opening the valves to let more steam 

through will lead to a reduction in pressure back through the generator sys-

tem if more steam is not generated. For the increased electrical output to 

be maintained, a higher rate of input of fuel will be required which entails 

another action, one that is not always automatic.  

  2.2.2      Response and reserve 

 The above considerations in avoiding an excessive fall in system frequency 

following a disturbance lead to a distinction between ‘response’ – a rela-

tively short-lived but fast increase in generation facilitated by an automatic 

control system action, known in Europe as ‘primary’ control – and ‘reserve’, 

a slower increase in generation output that is not available immediately 

but which can be sustained for a longer period. In Britain, a distinction is 

made between ‘primary response’ – ‘the increase in generation or decrease 

in demand in response to a fall in system frequency that will be released 

increasingly with time over the fi rst 0–10 s and sustainable for a further 

20 s’ – and ‘secondary response’ – ‘the increase in generation or decrease in 

demand in response to a fall in system frequency that will be fully available 

by 30 s from the time of the start of the Frequency fall and be sustainable for 

at least a further 30 min’ (National Grid, 2012). 

 The amount of response and reserve that are required, and how quickly 

it should be delivered, depends on the rate of change of system frequency. 

That, in turn, depends on the total equivalent inertia of the system, which 

is made up of all the rotating mechanical plant that is coupled electrically. 

A large power system serving a very large electrical load will have a large 

number of generators operating. Especially when these are conventional 

steam plant, these have large rotating masses, all of which interact through 

the electromagnetic forces acting across the air gaps within the turbogenera-

tors and transmitted through the electrical network. Similarly, motor loads 

connected to the system are rotating masses that have inertia. Thus, a large 

system operating with a high demand will have a lot of generation operating 

and a much higher inertia than a small system. Moreover, demand on any 

one system varies through the day and hence the amount of generation that 

is operating varies, and so does the inertia. 

 Typically, the biggest challenge to control of system frequency is presented 

by a sudden reduction in the generation that is operating on the system and 

a consequential reduction in system frequency due to the imbalance of total 
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generation and demand. This is usually caused by a failure leading to the 

trip of one or more generating units. Loss of single generator units is not 

uncommon and might be caused by loss of the electrical connection between 

the generator and the network but, more often, is due to some fault within 

the power station. Where there is one prime mover powering more than 

one generating unit, it is clear that failure of that prime mover will cause 

multiple generating units to cease generating. While that is the most likely 

single cause of a multiple loss, multiple events can occur within a short span 

of time. To carry suffi cient reserve to cover all the possible combinations 

would be extremely expensive. System operators make a judgement on how 

much reserve – in the case of safeguarding against under-frequency, the pro-

vision of ‘headroom’ – to schedule. This decision is generally taken centrally 

on behalf of the system as a whole by human operators, albeit informed 

by analytical software tools which, in turn, depend on input of real-time 

or historical measurement data on demand and performance of individual 

generators. As is described in for example Dent  et al.  (2010), a system opera-

tor’s judgement is informed by an assessment of risk: what is the probability 

of different amounts of generation becoming unavailable within different 

time horizons, and what would be the consequences of those losses if there 

was insuffi cient reserve? This permits a cost-benefi t analysis in which the 

cost of making headroom available (which obliges the generators providing 

reserve to not be operating at their most effi cient level) is compared with 

the probability and impact of not being able to meet demand. 

 The longer the time horizon, the greater the uncertainty and the greater 

the risk – there is simply more time for unplanned, ‘bad things’ to happen; 

the shorter the time horizon, the more certain the system operator can 

be about what will be going on. On the other hand, it must be considered 

that much additional generation – reserve – takes some minimum time to 

reach a certain level of output. Generators that are already operating but 

part-loaded – ‘spinning reserve’ – have a certain ramp rate limited by the 

properties of the prime mover. Other generators take time to get ready for 

synchronisation with the system. For example, a cold coal power station 

might take 24 h to warm up and generate enough steam to synchronise with 

the system and start inputting electrical energy to it. Other generators, such 

as open-cycle gas turbines (OCGT) and hydro, can start quite quickly but, 

in the case of OCGT, are very expensive to operate. 

 To help rationalise the above considerations, system operators will tend 

to think of different categories of reserve that need to be made available 

within different periods ahead of time and different quantities of power in 

each; as conditions change on the system, the reserve made available can 

then be either utilised or stood down. The categories defi ned by the sys-

tem operator in Great Britain help to manage a disturbance such as that 
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shown in Fig. 2.3. ‘Response’ (referred to in parts of Europe as ‘primary 

reserve’) takes place automatically through governor action. ‘Fast reserve’ 

and ‘short-term operating reserve’ (often referred to in Europe as ‘second-

ary’ and ‘tertiary’ reserve) are called upon manually by the system opera-

tor, the former to cover short-term variations within a couple of minutes 

of them occurring, and the latter to deal with recovery of system frequency 

after loss of a large infeed of power to the system, e.g. a large generator 

or an interconnector that imports power from another system which, in 

Britain, might cause the system frequency to drop from around 50 Hz to 

around 49.5 Hz. In addition, ‘contingency reserve’ is what is made available 

some hours ahead of time to cover uncertainties around the actual level of 

demand and generators that break down or fail to start.       

  2.2.3      The effect of renewable generation 

 One of the issues raised in Chapter 4 on renewable generation is its vari-

ability and uncertainty. Wind generation is especially challenging in those 

respects: wind speeds are not constant and are diffi cult to predict and, as a 

consequence, so is the output from wind farms. If system frequency is always 

to be kept within limits, suffi cient reserve must be made available to cover 

the variations, subject to a risk and cost-benefi t analysis. However, fl exible 

demand – electricity use that consumers are willing to adapt to the prevail-

ing circumstances, for example by reducing or delaying their consumption – 

may be expected to become a signifi cant contributor to the regulation of 

system frequency as the necessary communication, control and information 

System
frequency

Time
1 2 3 4

 2.3      Classifi cations of reserve in Britain. At time 1, a loss of some 

generation has occurred. Between times 2 and 3, ‘response’ 

operates automatically within a few seconds to arrest the fall in 

system frequency. Between times 3 and 4 (a few minutes after 

the disturbance),other fast spinning reserve and, later, ‘short-term 

operating reserve’ are called upon to restore system frequency to 

normal levels.  
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processing become available to deal with the very large number of potential 

individual participants. 

 Clearly, good forecasting is not only of demand for electricity but also 

available wind power is a prerequisite for optimal scheduling of reserve. Just 

as the error in a forecast is greater, the further ahead is the time for which 

the forecast has been made, so too is the range of generation technologies 

that can be scheduled, as illustrated in Fig. 2.4. Different timescales should 

also be taken into account when utilising fl exible demand to provide low 

frequency reserve since, at some point, that demand for electricity can be 

expected to return, i.e. interrupted loads will be restored.      

 An overview of wind forecasting techniques can be found in Ernst (2012) 

while, at the time of writing, integration of wind forecasts and quantifi cation 

of the associated risk over different time horizons with unit commitment is 

the subject of considerable research (see, for example Gubina  et al ., 2009 ). 

Good wind forecasting depends on a good view of ‘real-time’ wind outputs 

being provided for the system operator that can be used along with outputs 

from within the previous few hours and some characterisation of trends to 

produce a forecast. In some countries (such as, at the time of writing, Ireland 

and Spain), the provision of real-time information on wind farm outputs by 

their operators to the system operator is an obligation. 

Spinning
reserve
pumped
storage

OCGT
start

0.1 0.5 2 8 > 24 Hours

Wind output
confidence limit

CCGT
start open cycle

Warm
thermal

set

Cold
thermal

set

 2.4      Reserve requirements in different periods ahead of time and the 

notice periods required for use of different generators. (The need for 

reserve is directly related to the uncertainty or variability of the balance 

between available generation and the forecast demand.) (CIGRE WG 

C1.3, 2006).  
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 Stored energy does provide an alternative to part-loading of generation 

to provide reserve. For example, this is largely how pumped storage facilities 

are used – when electrical energy is relatively cheap, e.g. when it is windy, 

energy can be stored ready to be released when there is a sudden shortage 

of generation relative to demand. As storage technologies develop, includ-

ing distributed forms of storage, they should play an increasingly important 

part in overall power system balancing.  

  2.2.4      Managing large disturbances 

 It was observed above that trips of multiple generators are rare but can – 

and do – occur. They can lead to excursions of system frequency outside 

not only of statutory limits but also outside the stable operating ranges 

of generators. Where a low frequency excursion has occurred due to a 

shortage of generation relative to demand, this can be disastrous: more 

generation trips making the situation even worse, possibly leading to sys-

tem frequency instability and its collapse; in other words, a blackout. As 

described in, for example IEEE Task Force (2007) and CIGRE WG C1.17 

(2010), this has happened on a number of occasions in different parts of 

the world. 

 To safeguard against frequency instability, ‘under-frequency load shed-

ding’ (UFLS) (IEEE Task Force, 2007) has been installed in many countries. 

This constitutes a number of relays that will act to disconnect particular 

feeders on the distribution system when the system frequency measured 

locally is below a particular threshold. While the control action is local, in 

order to avoid creating local power fl ow problems a number of such relays 

will generally be distributed around the system and set at different frequency 

thresholds. Typically, the number and distribution of UFLS relays and their 

frequency settings will be designed for the system as a whole such that 5% 

of load will be shed at a fi rst value of system frequency, a further 5% at a 

lower frequency and so on, the idea being to reduce total demand to being 

closer to total generation and arrest a fall in frequency without shedding too 

much, inconveniencing an excessive number of consumers and causing an 

over-correction. 

 As previously noted, a system with a low inertia will see a more rapid fall in 

system frequency following a sudden loss of generation (or increase of load) 

than one with a higher inertia. Large continental synchronous areas with high 

inertia, such as those in Western Europe or regions of the United States, tend 

not to experience problems with over- or under-frequency. (The exception, 

as observed in Europe in 2008, for example, is when the system splits into 

�� �� �� �� �� ��



T&D network monitoring and control   49

© Woodhead Publishing Limited, 2013

separate electrical islands for other reasons and, where the system as a whole 

had a good balance between generation and demand, the individual islands – 

which had been exporting power to neighbouring areas or importing it – 

might not.) However, operators on island power systems, either electrically 

isolated from neighbouring areas or connected to them only via high voltage 

direct current links (HVDC – see Chapter 6), must pay a lot of attention to 

control of system frequency and, even if rational reserve scheduling policies 

are in place, can sometimes expect to see frequency excursions. 

 An example of such an event took place in Great Britain in May 2008. 

Within 2 min on one particular day, two large generating units tripped, due 

to events within the respective power stations and independently of each 

other. This led to a dramatic fall in system frequency, so much so that the 

fi rst stage of UFLS operated. 

 While it might appear that the UFLS succeeded in saving the system and 

preventing a further fall in frequency, subsequent investigation using sim-

ulations suggested that the system would, on this occasion, have survived 

without it. However, two unexpected things were noticed: there was a fur-

ther fall in frequency some time after the initial events; and the response in 

terms of increases in output from generators on the transmission system was 

better than expected. The latter was due to more generators than expected 

having their governors in operation; the former was concluded to be due 

to a number of small generators connected within the distribution system 

(so not visible to the transmission system operator) tripping as frequency 

decreased. 

 It has long been anticipated that, on power systems in the industrialised 

world, the proportion of generation that is connected to the distribution sys-

tem, i.e. ‘distributed’ or ‘embedded’ generation of small scale and connected 

at lower voltages, would increase. This was the case for the initial growth in 

wind power through the 1990s. However, one of the reasons why the lights 

have generally stayed on following electricity supply industry liberalisation 

and the disaggregation of ownership of generation has been that individ-

ual, large power stations have continued to contribute to operation of the 

system as whole, through frequency regulation and, as will be described in 

Section 2.4, voltage regulation, driven partly by statutory requirements – 

through grid codes – for control capability and, partly by commercial ‘ancil-

lary service’ arrangements for provision of control. Distributed generation 

has, until now, faced no such obligations or incentives. Furthermore, because 

of safety concerns about continued operation of generation on portions of 

distribution networks that have become isolated from the main grid, they 

have been deliberately tripped when a connection to the main part of the 

system seems to have been lost. 
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 Up to time of writing, in most large power systems control of system fre-

quency remains a task undertaken at a transmission level with distribution 

connected generation operating simply at the maximum available output. 

This is now changing for a number of reasons: distribution connected gen-

eration is growing such that it begins to have a signifi cant infl uence on the 

behaviour of the system as a whole; and if, as some authors have suggested, 

islanded operation of distribution networks is to be viable following faults 

on the connections back to the main grid, it  must  regulate frequency. Also, 

as will be addressed below, it is becoming necessary to restrict operation of 

some distribution connected generation for reasons of network thermal or 

voltage constraints. 

 High rate of change of frequency, so high that there is risk of system fre-

quency going outside limits before corrective action can be taken, is a con-

cern with growing use of wind generation regardless of the voltage at which 

it is connected, especially on island systems such as those in Britain, Ireland 

or Mediterranean islands. The older wind turbines still in operation at the 

time of writing have quite low inertia; the newer ones that use synchronous 

machines connected to the main AC system via back-to-back voltage source 

converters rated for full output of the turbine, i.e. ‘fully rated converters’ 

(FRC) make no ‘natural’ contribution to the inertia of the system at all as 

the power electronic converter makes a complete decoupling between the 

electro-mechanical systems on either side. While it has been suggested that 

a response similar to inertia can be synthesised by appropriate control of 

the converter, concern has been raised that this might still be too slow on 

island systems, especially under low load conditions (CIGRE C1.3, 2006), or 

that excessive extraction of kinetic energy from the rotors would lead to the 

wind turbines shutting down.   

  2.3     Ensuring system stability 

 The IEEE/CIGRE Joint Task Force on Stability Terms and Defi nitions 

(Kundur  et al ., 2004) noted that ‘The power system is a highly nonlinear 

system that operates in a constantly changing environment’. As noted above, 

and elsewhere in this book, disturbances to the system do happen. These 

include outages of generators or network equipment, as well as continual 

variations in the demand for electricity. 

 The IEEE/CIGRE Joint Task Force (Kundur  et al ., 2004) defi ned power 

system stability as: ‘the ability of an electric power system, for a given initial 

operating condition, to regain a state of operating equilibrium after being 

subjected to a physical disturbance’. However, it also noted that, because the 

means of analysing the effects of disturbances and the ways of dealing with 

them might be different, a number of categories of power system stability 

might also usefully be defi ned. These are depicted in Fig. 2.5.      
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 As can be seen from Fig. 2.5, one of the aspects is ‘frequency stabil-

ity’. This concerns whether the frequency of the system remains within 

acceptable limits and is what was discussed in the preceding section of 

this chapter. 

 The two other main aspects are voltage stability and rotor angle stabil-

ity. The former is closely related to control of voltage and reactive power 

and will be discussed in Section 2.4. The latter is often the fi rst thing 

people think of in the context of ‘power system stability’, and concerns 

interactions of the mechanical and electrical sub-systems of the power 

system. 

 The transient aspect of rotor angle stability concerns the system’s imme-

diate response to a large disturbance, such as a short-circuit fault on a 

branch of the network. The immediate consequences of this are perhaps 

most easily understood in terms of a fault near to a particular synchronous 

machine (most of the generators on a modern power system are synchronous 

machines though many new generators, such as wind turbines, are connected 

via power electronic converters which lead to quite different behaviours) 

and the effect on the operation of that machine. In a fi rst approximation, the 

machine can be represented as a voltage source behind a reactance that is in 

turn connected to the grid. The voltage behind the reactance can be referred 

to as the excitation voltage,  E , while the voltage at the point of connection 

to the grid is referred to as  V  (see Fig. 2.6.).      

 The electric power supplied by the generator to the grid can be found to be  

    P
EV
XePP = sinδ        [2.1]   

Power system
stability 

Rotor angle
stability

Small
disturbance

stability

Transient
stability

Small
disturbance

stability

Large
disturbance

stability

Frequency
stability

Voltage
stability

2.5      Classifi cation of power system stability (Kundur  et al ., 2004).  
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 where X is the reactance of the generator,   δ   is the machine rotor angle, i.e. 

the angle between the terminal voltage  V  and the excitation voltage  E  (see, 

for example, Glover  et al ., 2007  1  ). The relationship of  P   e   with   δ   for fi xed val-

ues of  E ,  V  and  X  is as shown in Fig. 2.7.      

 Under steady state conditions, the input mechanical power to the machine, 

 P  mech , that enables the rotor to turn at synchronous speed will be approxi-

mately equal to  P   e  . (Actually,  P   e   will be a bit less than  P  mech  due to losses 

within the machine. However, for the purposes of simplifying the discussion 

below, we will assume that losses can be neglected and, under steady state, 

 P   e   =  P  mech .) For given values of  E ,  V  and  X , the value of  P  mech  determines the 

value of   δ  . 
 A generator’s terminals will typically be connected to the rest of the grid 

via one or more network branches. When a short-circuit fault occurs on the 

network near the generator’s connection with the grid, the voltage  V  seen 

at the generator terminals will fall to zero or near zero (depending on the 

nature and location of the fault). Hence, the electrical output power from 

the generator to the grid is also zero or near zero. Under this condition, and 

assuming the input mechanical power has been unchanged,  P  mech  >  P   e  . This 

E V

IX

 2.6      Representation of a generator as a voltage source behind a 

reactance.  

Pe

Pmech

δA δ

 2.7      Relationship of electrical power output with rotor angle   δ  .  

  1   Strictly,  V  and  E  are ‘root mean squared’ (RMS) voltages rather than the ampli-

tudes of the sinusoidal waveforms. See Section 2.4 for further discussion.  
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surplus input power causes an acceleration of the rotor of the machine, i.e. 

it gains kinetic energy. An acceleration to above synchronous speed means 

that the rotor angle   δ   increases. If the protection system on the grid operates 

correctly (normally affecting fault clearance in less than 100 ms on a trans-

mission system) the fault will quickly be ‘cleared’, i.e. the faulted section of 

the line should be isolated and the current passing into the fault interrupted 

(see Section 2.6 for a discussion of network protection). Let us suppose in 

this case that, during the fault,  V  collapsed to zero (meaning that  P   e   would 

also be zero) and that, by the time the fault is cleared, the rotor angle has 

reached   δ    B   as shown in Fig. 2.8.      

 The total kinetic energy gained by the rotor of the generator during the 

fault is the integral of the difference between the input power  P  mech  and 

the output power  P   e   while the fault exists on the system. Because  P   e   during 

the fault is simply zero and  P  mech  is constant, the integral of the difference 

between  P  mech  and  P   e   can be identifi ed as the shaded area in Fig. 2.8. 

 If the generator had been connected to the grid via two or more lines and 

the fault had affected only one (which has now been isolated), the terminal 

voltage  V  would now be restored. However, its new, post-fault value would 

depend on the impedance to the rest of the grid. Although  P   e   would now be 

non-zero again, it, too, will depend on the post-fault impedance between the 

generator and the rest of the grid. (If the grid connection had been entirely 

lost due to the fault, there would be no sink for the power into the genera-

tor, and generator and prime mover protection would be relied on to reduce 

the input power and safely shut down the generator.) 

 In the post-fault condition, generally with a lower  V  and higher net imped-

ance  X  to the main grid,  P   e   might be described by the second, lower curve 

shown in Fig. 2.9. For   δ  =  δ    B   the electrical output power will be  P   eB  . If  P  mech  

remains at its initial value (not an unreasonable assumption in the approx-

imately 100 ms that would typically have elapsed before fault clearance, at 

least for a transmission fault), there will now be less mechanical input power 

Pe

Pmech

δA δB δ

 2.8      Acceleration of the rotor of a synchronous machine during a 

network fault.  
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than electrical power. Some of the rotor’s kinetic energy is used to meet the 

shortfall, i.e. the rotor now slows down and the rate of increase of   δ   will fall. 

If all the kinetic energy that had been gained during the fault is expended 

before   δ   becomes such that  P  mech  once again exceeds  P   e  , the rotor’s speed 

will fall below synchronous speed and   δ   will continue to reduce. It will do so 

until  P  mech  again exceeds  P   e   and acceleration – a gaining of kinetic energy – 

begins again. On the other hand, if the rotor were still rotating faster than 

synchronous speed at the point at which  P  mech  again exceeds  P   e  , i.e. not all 

the gained kinetic energy has been lost, the renewed acceleration will cause 

  δ   to increase until the machine ‘pole slips’ and completely loses synchronism 

with the system. This is an unstable condition. Generator protection will be 

relied on to shut down the machine safely, and the generator’s infeed of 

power to the power system will have been lost.      

 The point at which   δ   would be such that  P  mech  would exceed  P   e   is shown 

by   δ    C   in Fig. 2.9. However, the loss of kinetic energy during the period in 

which  P   e   exceeds  P  mech  is the integral of the difference between them. All of 

the kinetic energy gained during the fault – area  A  1  in Fig. 2.10 – will have 

been lost if area  A  2  before   δ    C   is reached is greater than  A  1 . The maximum 

rotor angle reached will be that when, in Fig. 2.11, area  A  3  is equal to  A  1 . 

This forms the ‘equal area criterion’ for determining the peak rotor angle 

following the fault.           

 Practical generators will normally be set up with an automatic voltage reg-

ulator (AVR) that will modify the excitation voltage  E  in order to reduce 

the error between the measured terminal voltage and some chosen reference. 

Under fault conditions, when  V  falls to a small value and the error is very 

large, the excitation will have been increased to its maximum value. This would 

change the magnitude of the electrical power output, reduce the amount by 

which the mechanical input exceeds the electrical output, and hence reduce 

the acceleration and the kinetic energy gained. This means that less would 

have to be lost for stability to be retained. (An earlier fault clearing time 

would also reduce the kinetic energy gained, and hence that which needs to 
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 2.9      The second, lower curve shows the electrical power after clearance 

of the fault.  
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be lost.) The same control system (along with power losses within the genera-

tor) should also contribute to damping out the oscillations of   δ   if pole slipping 

has been avoided, thus allowing it to settle to a new, steady value. 

 Normally, the fi rst swing of   δ   would take it to its maximum value and 

determine whether a new steady state can be reached, hence ‘transient sta-

bility’ is often known as ‘fi rst swing stability’. However, under some circum-

stances, especially if the control system is poorly tuned, subsequent swings 

of   δ   might take it to higher and unstable values. 

 In the above discussion, it has been assumed that ‘the grid’ can absorb any 

level of output power from the generator and will provide a strong, constant 

voltage at the receiving end of the generator connection. However, on prac-

tical power systems, other generators (and loads) will show some response 

to the changes and there will be changes to voltages. The interactions will be 

highly complex, hence detailed simulation of all large machines on the sys-

tem and of the changes to voltages and currents around the network will be 

required to determine if stability would be retained following some particu-

lar disturbance. This involves solution of a large set of ordinary differential 

equations for each of a large number of discrete time steps and some appro-

priate treatment of non-linearities such as the saturation of transformer 

magnetic cores or the reaching of limits on controls. 
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δA δB δC δ
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 2.10      Rotor angle transient stability is assured if area  A  2  > area  A  1 .  
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 2.11      Use of the equal area criterion to fi nd the peak rotor angle.  
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 The ability of a generator to survive a particular disturbance will be 

helped by the excitation system being capable of responding very quickly 

and achieving a very high maximum voltage. However, these same charac-

teristics will make the AVR very sensitive to quite small variations in termi-

nal voltage and will hence cause variations in output power. Under certain 

conditions, this might lead to a group of generators in a particular area mak-

ing a response in one direction at the same time as a group in another area 

makes an opposite response. This can lead to oscillations of power between 

the two areas, usually at quite low frequencies (somewhat below the sys-

tem’s nominal frequency). If these oscillations grow in magnitude they can 

lead to the two areas losing synchronism with each other and becoming 

electrically isolated, in turn leading to defi cit or surplus of power in different 

electrical islands. This is an example of ‘oscillatory’ or ‘small signal’ insta-

bility and is usually combatted by the addition of a further control loop on 

the generator, known as a power system stabiliser (PSS). This is designed 

to slow down changes in output power. In addition, on parts of the system 

known to sometimes exhibit power oscillations, specialist monitoring equip-

ment may be installed to allow the system operator to see when the condi-

tion has arisen and to take appropriate corrective action. This is generally to 

reduce the transfer of power across the affected boundary over which the 

power oscillations are taking place.  

  2.4     Control of voltages 

 The magnitudes of voltages on a power system need to be controlled for two 

main reasons:

   1.     to ensure that users of electricity can be confi dent that their equipment 

works correctly without being over-stressed;  

  2.     to ensure that insulation capabilities of power system equipment are not 

exceeded.    

 The above requirements are commonly encoded in statutory voltage lim-

its, typically to ensure that voltages within 5% or 10% of the nominal volt-

age at particular locations on the system, most notably at electricity users’ 

points of connection. In addition, while maximum voltage limits should 

be enforced at all system locations for reasons of safety, power system 

operators tend also to observe minimum voltage limits at locations other 

than users’ points of connection. Although ensuring that such limits can 

be adhered to in a post-fault condition is often regarded as a good proxy 

for ensuring some margin from ‘voltage instability’, it does not actually 

guarantee it. (Voltage instability is described further below). 
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 The majority of sources of power on an AC power system are ‘voltage 

sources’. That is, they can be thought of as having a controllable, constant 

voltage with varying output current. This is generally true of synchronous 

generators, for example. The action of the generator induces a voltage that 

interacts with the voltage on the machine terminals to produce a net volt-

age. The magnitude of the voltage is strongly determined by the voltage 

applied to the rotor of the machine, i.e. the ‘fi eld voltage’ that is a charac-

teristic of the ‘excitation system’. This, in turn, is set by the control system 

mentioned above – an AVR – that compares the measured terminal voltage 

with a reference set by the operator of the generator and changes the excita-

tion voltage in order to minimise the difference between the terminal volt-

age and the reference. The excitation and the conditions on the rest of the 

system determine the current produced by the generator (see, for example, 

Kundur (1994) for a fuller description of the generator, excitation system 

and AVR). 

 The instantaneous voltage and current determine the instantaneous net 

injection of power into the system and, under steady state conditions over 

a cycle of the essentially sinusoidal waveform, the average power injected. 

However, it should be noted that not only can the magnitude of the injected 

current vary, but also its phase angle relationship with the voltage. 

 The relationship between voltage and current at a source of power – a 

generator – will be determined by the voltage and current relationships 

for each of the loads on the system and the fl ow of power on the network. 

The current drawn by a particular load will be determined by the voltage 

supplied to it and its impedance. In general, a load has both inductance 

and capacitance and the fi nal relationship of current to voltage is deter-

mined by their relative magnitudes. If the net impedance of the load is 

inductive, the current will lag the voltage; if it is capacitive, it will lead it. If 

a particular voltage is to be maintained, the source of power must supply 

this current. 

 A convenient way of representing not only steady state magnitudes of 

voltages and currents but also their phase angles relative to each other is 

by means of ‘phasors’, described by complex numbers, the ‘apparent power’ 

(measured in volt-amperes (VA)) being the product of the voltage and the 

current, the real part of it representing the components of voltage and cur-

rent in phase with each other that will do ‘work’ being known as the ‘active 

power’ (measured in watts, or W), and the component perpendicular to this 

being known as ‘reactive power’ (measured in volt-amperes reactive (VAr)). 

Actually, in order that sign conventions for reactive power are respected, the 

apparent power is the product of the voltage and the conjugate of the cur-

rent. An inductive load will absorb reactive power while a capacitive load 

will generate it. 
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 An applied voltage may be described by  

    v t V t( ) = maVV x ωtt       

 and the current through a branch of the circuit to the voltage is applied by  

    i t I( ) = I ( )t +tmaI x ))t +tt       

 where  V  max  is the maximum value of the sinusoidal voltage waveform with 

frequency   ω   (in radians per second),  t  is time,  v  and  i  are the instantaneous 

values of voltage and current respectively,  I  max  is the maximum value of cur-

rent and   ϕ   is the phase angle difference between the voltage and current. 

(A positive value indicates that the current leads the voltage meaning that 

the circuit is capacitive.) Via a series of trigonometric substitutions (see, for 

example, Glover  et al ., 2007), the average active power is then  

    
P V I

VI=
maVV x mII ax

cos

cos

φ

φ
2        [2.2]   

 where  

    V
V

= maVV x

2
       [2.3]   

 is the ‘root mean squared’ (RMS) voltage and  

    I
I

= max

2
       [2.4]   

 is the RMS current. 

 Similarly, the magnitude of the reactive power into and out of a load is  

    Q VIVV sinϕ        [2.5]   

 and the active power,  P , reactive power,  Q , and ‘power factor angle’,   φ  , are 

related to each other and the apparent power,  S , as shown in Fig. 2.12. In 

addition, the ratio of  P  to  S  is known as the ‘power factor’.      
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 On practical, large power systems, sources of power are rarely located 

at the same places as loads; there are some network elements connecting 

the two. These, too, have characteristics that include inductance and capaci-

tance, the former due to a voltage being induced in the conductor that drives 

a current in opposition to the changing current through it, the latter due to 

the charging and discharging of the conductor to a voltage relative to earth. 

These effects are typically represented by series impedance zij and shunt 

susceptances Yii and Yjj in a ‘pi’ model of a branch of the network between 

nodes  i  and  j , the values of impedance and susceptance being determined 

by the nature of the conductor, the length of the network branch and the 

nature of the insulation (see Fig. 2.13).      

 The main diffi culty in the control of voltage lies in the interaction of cur-

rent through a network branch and the voltage at the receiving end. As the 

power consumed by a load increases, the current that must be carried by 

the network must increase to serve it. An increased current along a net-

work branch will cause an increase in the voltage drop along it. This is 

manifested as an increased loss of reactive power on the branch due to its 

inductive effect. On the other hand, the capacitance of the branch (as shown 

in Fig. 2.13, this is typically represented in two lumps of susceptance, one at 

either end) appears as a source of reactive power. 

 The nature of electrical loads is beyond the scope of this chapter, but it 

can be noted that the aggregate load seen at, for example, a ‘grid supply 

S

P

φ

Q

 2.12      Relationship of active, reactive and apparent powers.  

zij

Yii VjVi Yjj

 2.13      ‘pi’ representation of the branch of an AC power network.  
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point’ that is the interface between T&D (typically at a voltage of 110 kV 

or 132 kV), or at a primary substation on a distribution network, is made up 

of a large number of individual items of connected electrical equipment. In 

general, these loads will not be purely resistive, and hence the current drawn 

will be out of phase with the voltage applied, something that, as noted above, 

reveals itself as a demand for reactive power in addition to active power. 

Satisfaction of the demand for reactive power means that the magnitude of 

the current supplied will be greater than it would have been if it had been 

satisfying only a demand for active power. 

 In practice, a ‘voltage source’ such as a generator cannot supply an unlim-

ited current. However, additional reactive power can be generated by the 

connection of banks of capacitors (the current entering the devices leads 

the voltage at the terminal). In addition, changes to the tap ratios of trans-

formers that are equipped with suitable monitoring and control systems and 

tap change mechanisms capable of operating under full load can correct 

differences between a measured voltage and a voltage reference set by the 

system operator. 

 While a fi rst approximation for most loads is to represent them as con-

stant impedances, so that a fall in the supplied voltage is accompanied by 

a fall in the current drawn, the effect of changes of tap ratios to restore 

voltages within a distribution system is to make the aggregate load seen at 

the interface between transmission and distribution seem like a constant 

power load. If suffi cient reactive power is not supplied to it, the voltage at 

the transmission/distribution interface will fall. Normally, this would lead a 

great voltage difference between that location and a nearby voltage source, 

and the drawing of more current from that source. However, it would also 

lead to less reactive power contribution from the capacitances of overhead 

lines and cables between source and the transmission/distribution interface 

and higher series reactive power losses, making the situation worse. It is 

this type of phenomenon that is known as a voltage instability, and means 

that sources of reactive power must be adequately distributed around the 

network and the generation of reactive power suitably shared. This, in turn, 

entails the careful setting of voltage targets so that reactive power resources 

are not exhausted under critical conditions.  

  2.5     Control of currents 

 The passage of current along a conductor that has some resistance (which 

is true for all conductors except superconductors, and, even for supercon-

ductors, superconductivity only takes place at extremely low temperatures), 

leads to heating. If that heat is not dumped somewhere, the temperature of 

the conductor will increase. 
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 The most noticeable effect of an increase in temperature for an overhead 

line is an expansion of the conductor, i.e. a lengthening. For each span of 

the line between successive towers supporting the conductor, it leads to a 

greater sag between the towers and a reduced distance between the con-

ductor and whatever is underneath. If that clearance reduces too much, 

there is a risk that the insulation afforded by the air between the conductor 

and whatever is underneath will be broken down and a current will fl ow 

down through the ground rather than along the conductor. Such fault cur-

rents can be very large indeed  2  ; as well as being extremely dangerous for 

anybody nearby, they can lead to a rise in the potential of ‘earth’ (which, 

in turn, could lead to other currents fl owing through electrical equipment 

connected nearby) and to system stability problems such as those described 

previously. 

 In a generator, transformer or cable, an excessive increase in temperature 

could lead to a failure of the insulating material or even to it igniting. 

 It can thus be seen that it is very important to ensure that currents fl owing 

through any item of equipment are not excessive. However, while it is the 

fl ow of current that is critical, because they are accustomed to thinking of 

loads at particular locations and times of day in power terms, most system 

operators are accustomed to thinking of the fl ow of power around the net-

work and will want to compare these power fl ows with the corresponding 

limits – derived from the current limits and nominal operating voltages – on 

each network branch. These limits are expressed in terms of VA, more gen-

erally tens or hundreds of MVA for high voltage systems, i.e. the apparent 

power, and, in view of heating being the key concern, are often described as 

‘thermal ratings’. 

 In practice, rises in temperature do not happen instantaneously – a cer-

tain amount of heat must be absorbed fi rst. Thus, the maximum current – or 

MVA – that can be tolerated on a particular branch is conventionally artic-

ulated for different durations. For example, a ‘5 min rating’ will be higher 

than a ‘20 min rating’, which will in turn be higher than a ‘continuous rating’. 

Moreover, the current and, hence, the power fl owing through a line that 

can be tolerated will be dependent on the ability to dump heat. This will be 

greater when the temperature of the air around an overhead line conductor 

or the soil around an underground cable is low; thus, different ratings might 

be expressed for different times of the year, with higher ratings in the winter 

and lower ratings in the summer. 

 Of course, temperatures vary through a day, and from day to day. How 

is it then possible to defi ne a single rating? Normally, it would be set 

  2   See Chapter 3 for a discussion of detection and isolation of faults.  
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conservatively, but there will always be some inherent risk due to the pos-

sibility of temperatures in winter being higher than normal (or vegetation 

underneath a line having grown higher than expected, for example). Exactly 

what risk will be tolerated by management in a particular utility will depend 

on their policy and access to information to be able to characterise the risk 

with confi dence. 

 If power fl owing from a source – such as a generator or a neighbouring, 

exporting part of the system – is so high that the ratings of one or more 

branches from that source are likely to be exceeded, the power fl ow should 

clearly be reduced. That would mean reducing the export, which eventually 

means reducing the output of one or more generators. If the overall balance of 

generation and demand is to be maintained, that reduction must be matched 

by an increase somewhere else. Similarly, if the excessive power fl ow is serv-

ing a particular load, there would be no choice but to reduce that load. (At 

a transmission level, in order to avoid physically interrupting supplies, the 

distribution network operator responsible for further fl ow of power down 

to the end consumer might be asked either to reconfi gure their network in 

order to reduce the load at one location and switch it to another, provided it 

is possible, or to reduce voltages on the assumption that the character of the 

fi nal loads is mostly one of constant impedance so that less current will be 

drawn. However, this is only allowable if voltages are still kept within toler-

able limits, except in particular system-critical situations.) 

 Reduction of generation normally means using less power from a cheaper 

source and replacing it with a more expensive one. This is clearly not a 

desirable outcome, especially if it means reducing output from a low car-

bon source of power, such as a wind farm, and replacing it with increased 

output from some fossil-fuelled plant. A network planner will therefore try 

to design the system using suitable network routes and conductors that typi-

cally give particular ratings such that sub-optimal dispatches of power are 

only rarely needed. In practice, there will be a trade-off between the costs 

of imposing constraints on the dispatch of power and the cost of the physi-

cal network equipment needed to enhance the ratings of critical branches. 

Normally, the overall least-cost solution would involve at least some restric-

tion of the dispatch of generation for some limited period of time. 

 The extent of re-dispatch of power could be reduced if branch ratings 

were determined based on actual conditions rather than some percentile of 

the range of conditions that arise in a particular season. This would require 

suitable monitoring of critical branches; for overhead lines that cover 

many kilometres, if the cost of monitoring is not to be excessive, only the 

critical spans (on which limits are most likely to be breached) would be 

monitored. 

 Various researchers, equipment suppliers and utilities have proposed 

different monitoring schemes for quantifi cation of ‘real-time’ or ‘dynamic’ 
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ratings (Adapa  et al ., 2006; Cloet  et al ., 2010; Michiorri  et al ., 2009). These 

might involve any of the following:

   direct measurement of conductor temperatures;  • 

  inference from measurement of conductor strain of what the overhead • 

clearances would be;  

  measurement of actual conductor clearances;  • 

  measurement of ambient conditions and online application of rating cal-• 

culation algorithms.    

 An example of the effects of one particular scheme operated in North Wales 

by Scottish Power Energy Networks is shown in Fig. 2.14. The standard, sea-

sonal ‘static’ ratings are shown as dashed lines for a particular overhead line 

conductor type along with the dynamically calculated ‘real-time’ rating for 

two weeks at the beginning of June in one particular year. The increases in 

safe current-carrying capability over the summer ratings can be clearly seen.      

 The fact that higher loadings on network branches can be tolerated for 

shorter durations than for long periods might be exploited. In Chapter 1, 

it was noted that one way in which system operators have ensured a rela-

tively reliable supply of power has been to operate the system such that 

an unplanned outage of any one item of plant, e.g. an overhead line or a 

generating unit, would not cause any loss of supply to loads or breach of 
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 2.14      The effect of real-time ratings in increasing power transfer capacity on 

an overhead line. ( Source : Courtesy of Scottish Power Energy Networks.)  
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the system limits described in the present chapter. A conservative approach 

to this would be to dispatch generation before any unplanned fault outage 

occurred such that, were the fault to occur, no breaches would take place. 

In respect of branch loadings, this would mean ensuring not only that pre-

fault continuous ratings would be respected  but also post-fault continuous 

ratings for any particular ‘credible’ fault outage. In other words, preven-

tive action would have been taken. The alternative to this would be to take 

action to re-dispatch generation only after a disturbance has occurred, i.e. to 

take corrective action. This is made possible by short-term thermal ratings. 

For example, a power fl ow up to the 5 min post-fault rating can be toler-

ated provided the power fl ow is reduced within that 5 min period to below 

a longer duration rating. (Normally, fl ows would be reduced to below the 

post-fault continuous rating to minimise the need for further action, though 

eventually the system operator should seek to re-secure the system, i.e. to 

make sure it could survive a further fault outage.) 

 Utilisation of 5 min ratings would depend on some automatic responses, 

which, in turn, would depend on real-time monitoring. Otherwise, if the 

operator is depending on receiving information and then making a deci-

sion, it would be wiser to squeeze the system only to, for example, 20 min 

ratings. 

 Some schemes are now being implemented to carry out automatic ‘power 

fl ow management’ (Currie  et al ., 2010) . These are generally most suited to 

situations in which there is a clear relationship between a particular line 

being overloaded and a particular generator re-dispatch being suffi cient 

to relieve it. The value of such a scheme is particularly evident when try-

ing to avoid carrying out a preventive limitation of the output of a wind 

farm, and can be a very cost-effective alternative to reinforcement of the 

network, especially when a wind farm or a group of wind farms operates 

at their maximum output only for some relatively small proportion of the 

time (Ault  et al ., 2007). 

 Other means of controlling power fl ows, at least to some extent, are 

afforded by phase shifting transformers and some ‘fl exible AC transmis-

sion system’ (FACTS) equipment. These have the effect of modifying 

the angle difference between the voltages at the two ends of a branch, 

i.e.   δ   in Equation [2.1], and would hence redirect the sharing of power 

between parallel network branches. FACTS devices are discussed further 

in Chapter 7.  

  2.6     Power system operation and coordination 
of control 

 Practical power systems rely on a high degree of automation in their opera-

tion. The facilities for frequency response and local voltage regulation, 
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described in outline above, and automatic fault detection and isolation have 

been applied for decades. However, the choice of settings or control refer-

ences for individual controls requires coordination. This, in turn, will depend 

either on conservative settings that apply across a wide range of conditions 

under which the system might be operated, or a view of the present state of 

the system at regular intervals. 

 Protection settings can be reasonably well-determined for a wide range of 

system conditions. Moreover, as was described above, given the importance 

of safety, and the need to guarantee operation, that may be a wise course of 

action anyway. 

 The need for coordination in real time can be seen in respect of frequency 

regulation, voltage control and power fl ow control. 

 On a meshed network, such as most transmission systems, the exact fl ow of 

power on any particular branch of the network depends on the combination 

of loads and generation at different locations, and the characteristics of the 

branches. Only the combined effect of a number of generators at different 

nodes might lead to overloads, and then only for certain levels of demand 

for electricity, or only under certain outage conditions – knowing how to 

dispatch one generator depends on knowing how others are dispatched. The 

effectiveness of a generator action in relieving an overload will depend on 

the network confi guration at the time – if there is a particular planned out-

age, it may be considerably less effective. On the other hand, a particular 

action to address an overload on one branch might cause one on another. 

Often, it is suffi cient to know the MW production of different generators to 

know if there might be overloads; however, particular dispatches of genera-

tion might give rise to voltage or stability problems. Resolution of a volt-

age problem might require starting up a generator. For stable performance, 

the prime mover of most conventional, thermal generators requires that it 

operates at some particular level of power. This implies that, in order for its 

reactive power to be available, the cost of production of at least some active 

power must be met and would require a review of the active power dispatch 

of other generators to retain the overall generation/demand balance. 

 Regarding frequency control, suffi cient headroom for low frequency 

response and reserve must be ensured. However, the operator must also 

make sure that to use it would not cause power fl ow problems, i.e. an increase 

in output from some particular generator in order to correct an under-fre-

quency on the system would not cause an overload of any branch. 

 It was noted above that the transfer of reactive power entails larger cur-

rent magnitudes on network branches, which, in turn, would lead to greater 

network reactive power losses. Thus, reactive power sources remote from 

reactive power loads are often quite ineffective. However, careful setting of 

voltage targets – the achievement of which requires generation (or, under 

low load conditions, absorption) of reactive power, can increase the gain 
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from the capacitances of network branches. Finally, while many different 

voltage control devices can regulate voltage effectively, they respond to 

variations at different rates, or might achieve coarse or fi ne grain control. If 

a number of devices within an area are not to fi ght with other, they must be 

coordinated. 

 Thus, it can be seen that while respect of thermal, voltage and stability 

limits for a particular state of the system might each be checked in turn, and 

that only one of those limitations requires some change to the system state, 

fi nally all the limits must be respected. 

 In Chapter 3 it is noted that power networks, especially at transmission 

voltages that carry high amounts of power, often have multiple protection 

devices in order to provide back-up in the event of failure of any of them. 

However, they should be set in such a way that the most discriminating 

devices have the chance to act fi rst, in order not to spread the extent of an 

unplanned outage unnecessarily. 

 Responses to variations of controlled variables might be made by contin-

uously acting control systems (see Kundur (1994) for descriptions of some 

examples) or by discrete actions such as opening or closing of one or more 

circuit breakers, e.g. to isolate a faulted network branch, switch in (or out) a 

bank of capacitance or, via a pre-programmed sequence and the availability 

of suitable communication, automatically trip a generator or reconfi gure the 

connectivity of the network. Some degree of coordination can be achieved 

through the design of the respective controls. For example, large deviations 

of controlled states away from targets might be responded to more quickly 

than smaller ones, with fi ne-tuning taking place only once the system has 

settled down. 

 As described above, respect of the system’s limits while meeting the 

demand for power requires appropriate setting of the whole set of control, 

notably the power outputs and voltage targets of generators. As the sys-

tem’s condition changes, e.g. due to variation in the electrical load, forced 

outages of generation, or faults on network branches, the system operator 

must be sure limits continue to be respected. That requires full visibility of 

all the key system states. This does not actually require measurement of 

everything but of a suffi cient minimum set of measured states – collected via 

the ‘Supervisory Control and Data Acquisition’ (SCADA) system that also 

allows dispatch of certain control settings – that allows others to be derived. 

In practice, as will be discussed in the next section, the measurements are 

generally vulnerable to errors. The procedure for derivation of a single, self-

consistent set of states – ‘state estimation’ – can do so in such a way as to 

place more trust in the less error prone measurements. 

 As power systems develop with a greater number of ‘active’ variables 

that can be chosen, the number of possible combinations of system states 

also increases. In addition, in order not to limit the utilisation of available 
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renewable generation and avoid the building of unpopular new overhead 

lines wherever possible, there is pressure to operate power systems closer to 

their limits, which requires a more precise understanding of what those lim-

its are. This will be aided by more accurate and more prevalent system moni-

toring, but also requires adequate understanding of the complex interactions 

of the large number of system states on meshed systems. On portions of 

power systems that are operated radially, such as most distribution systems, 

the interactions are less complex but, historically, measurements and com-

munication have been much less available. With such distribution system 

developments as ‘fl exible’ or ‘responsive’ load (where consumers of electric 

power can be infl uenced to change their demand, something that promises 

to be extremely useful in responding to variations in the power coming from, 

in particular, wind farms) and much more generation embedded within the 

distribution system (such as photovoltaic cells), a judgement must be made 

as to whether the information gathered by widespread monitoring should 

be brought back to one place for centralised, coordinated decision mak-

ing or whether some form of decentralised control is possible via suitably 

programmed logic devices. If the programs can be written in such a way as 

to give confi dence that correct responses can be ensured for a wide range 

of conditions, critically those that require guarantees of safety, the reduced 

need for reliable communications, and the possibility of faster responses 

than centralised approaches suggest a preference for decentralised solu-

tions. On the other hand, especially within meshed network structures that 

are typically used when seeking to minimise the number of interruptions to 

supply load that might be caused by faults, the need for coordination may 

strictly limit the scope for decentralisation.  

  2.7     Measurement, monitoring and communications  

  2.7.1      Overview of measurement and monitoring 

 The variety of control and operation functions required on power networks 

outlined above requires adequate measurement, monitoring and communi-

cations. Transmission networks, due to the consequences of unexpected fail-

ure, have been, and will continue to be, monitored, controlled and protected 

comprehensively, with an abundance of measurements, often using a degree 

of redundancy in the measurement equipment, being made available both 

locally and remotely by (expensive) voltage and current transformers and 

the associated communications infrastructure and SCADA systems. 

 In contrast, measurements taken at distribution voltage levels (typi-

cally 33 kV and below) are extremely sparse in nature, but this will need to 

change in the future. Until relatively recently, distribution networks were 

almost entirely passive in nature. That is, there were no active decisions 
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made by distribution network operators on a minute-by-minute, or even 

hour-by-hour, basis other than to respond to faults. (Reconfi guration of a 

network to accommodate maintenance outages is typically planned some 

days or weeks in advance.) Under normal circumstances, the behaviour of 

the network downstream of measurement locations could be accurately 

estimated. Accordingly, other than dedicated, and expensive, measure-

ments being provided for protection systems, which for economic reasons 

are only implemented only at certain locations – ideally, protection and 

isolation facilities would be provided at each and every network node, but 

this is not the case – measurements have normally only been taken at loca-

tions such as the outgoing 11 kV feeders from primary substations and 

used for metering and by engineers at centralised control centres to esti-

mate present and future load levels, to check for overloads, and to monitor 

the system performance over long time periods. In some cases, other than 

for metering purposes, almost no measurements have been available from 

the distribution systems. 

 More recently, there has been a growing requirement for a greater num-

ber of measurements to be made in order for a more comprehensive under-

standing of system and device behaviour to be made available. To date, 

this has been driven mainly by two things: growth in small scale generation 

‘embedded’ within the distribution network (sometimes known as ‘distrib-

uted generation’ (DG)); and the need to better utilise existing network assets 

in the face of capital constraints on reinforcement or replacement and, in 

urban areas, limits on the available land. In addition, the expected growth in 

electric vehicles and more electric heating will, if not carefully managed (e.g. 

by means of ‘smart charging’ of electric vehicles), increase loading on the 

network at critical times. Additional measurements are therefore required 

to provide a more comprehensive picture of the state of the network, enable 

monitoring of the condition of plant, and facilitate improved protection with 

higher degrees of discrimination and stability. Voltage and current remain 

the primary quantities of interest, but increasingly, functions that monitor 

other parameters, such as temperature, vibration, partial discharge activity 

and other parameters, are emerging. 

  Measurement of voltage and current 

 As mentioned previously, the main quantities of interest are voltage and 

current, from which a number of other measurements (e.g. real and reactive 

power, frequency, harmonic distortion, etc.) are derived. Voltage transform-

ers (VT) and current transformers (CT) use long-established principles 

based on electromagnetic induction. 

 In the case of VTs, conventional wound transformers (with the entire 

system phase voltage being dropped across the primary winding) can be 
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used up to voltages in the tens of kV range; above this voltage level, use 

of a wound transformer is generally economically prohibitive, so capacitive 

dividers are used to reduce the voltage to a suitable value (10 kV+), and 

then a wound transformer is used to transform this intermediate voltage 

to the standard input levels of monitoring and protection devices (typically 

110 V line-line in a three-phase system). Tuning circuits are required to 

avoid resonance between inductive and capacitive elements of the trans-

former and to ‘tune’ the impedance of the overall circuit to be a minimum 

(i.e. 1 1 2 1ω ω1 2C C1 Lωω( ) ) at the system frequency in order to minimise mea-

surement errors when current is drawn from the secondary terminals. The 

layout of a capacitor voltage transformer is shown above in Fig. 2.15, which 

illustrates the capacitive voltage divider, the tuning inductor and the con-

ventional wound transformer, the secondary terminals of which provide the 

output voltage as an input to monitoring and protection functions.      

 Similarly, CTs also employ conventional transformer technology; in the 

case of a current transformer, the primary ‘winding’ is the conductor itself, 

with a secondary winding arranged around a core through which the pri-

mary conductor (or winding) passes. There is no voltage drop across the 

primary, so such CTs behave as a current source. The output from current 

transformers is usually standardised at 1A or 5A for their rated primary cur-

rents, and CTs are available in a wide range of ratios, from 5:1 up to 2000:1 

(or even greater). 

 CTs, like any transformer, are prone to saturation of the magnetic cir-

cuit under very high fl ux levels and will exhibit losses and measurement 

errors which, if the transformer becomes saturated, can be large and could 

lead to problems, for example, non-operation or unwanted operation of pro-

tection. CTs for different applications (for example, metering as opposed 

to protection) have hugely different construction: protection CTs are by 

Transformer

Secondary
terminals

High voltage
terminal

Ground
terminal

L1
C1

C2

2.15      Schematic of a capacitor voltage transformer (Created by Cedars 

using OmniGraffl e and released into the public domain on Wikipedia).  
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necessity larger than metering transformers, due to their requirement to 

provide accurate measurements at currents far in excess of rated currents, 

for example up to 30 times rated current, which requires a much larger core 

cross-sectional area to avoid saturation. They are therefore costly items of 

plant (as are VTs). 

 There are standards relating to CT and VT performance, and examples of 

these include IEC 60044 and IEEE C67.13.6–2005. 

 As stated, conventional CTs and VTs are relatively expensive items of 

plant. Given the levels of power transferred and the consequences of inter-

ruptions, investment in good coverage of a transmission network is justi-

fi ed. However, the challenge of providing cost-effective measurements for 

the distribution system is one that continues to be faced. Several research-

ers have developed alternative (often termed ‘non-conventional’) methods 

of sensing voltage and current, many of which employ optical, or hybrid 

optical/electromagnetic, sensing techniques, examples of which are based 

on Rogowski coils, polarimetric, interferometric, magnetostrictive and pie-

zoelectric mechanisms (Jiao  et al ., 2006; Niewczas and McDonald, 2007). 

Such sensors offer the potential to provide a relatively much lower cost per 

measurement within power systems and may offer a cost-effective solu-

tion to the future measurement requirements detailed in the next section. 

Conventional CTs and VTs typically possess limited bandwidth, and non-

conventional CTs and VTs often overcome this limitation. Finally, the IEC 

produces standards relating to ‘electronic’ CTs and VTs (i.e. devices produc-

ing outputs directly in digital format) and specifi es how these devices can 

integrate with the ‘digital substation’ (IEC, 2002, 2003). Devices producing 

outputs in a digital format offer opportunities for remote and/or multiple 

uses of the data by several functions.  

  Phasor measurement units 

 Phasor measurement units (PMU) have been the subject of great interest in 

recent years. These devices, which normally interface with conventional VTs 

(and in some cases CTs), use accurate time reference signals provided by the 

Global Positioning System (GPS) so that accurate time-synchronised mea-

surements of voltages (and currents) from a wide geographic area can be 

made available to system monitoring, control and protection functions. The 

applications of PMUs are numerous and are suggested to include (Phadke 

and Thorp, 2008):

   wide area monitoring systems (WAMS): real-time power fl ow monitor-• 

ing, control and detection of instability;  

  post-disturbance analysis and diagnosis;  • 
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  analysis and tuning of PSS performance;  • 

  protection, including loss of mains, out-of-step, UFLS, etc.    • 

 While these devices are costly, the potential that they offer means that they 

will undoubtedly have a large part to play in providing the data required for 

advanced functions in the future. There are a large number of PMU devices 

available, and work continues on standardisation of PMUs, the output data 

format from PMUs and the development and standardisation of other 

devices such as phasor data concentrators (PDCs) (Adamiak  et al ., 2011; 

IEEE, 2006), to enable large-scale PMU systems to be developed. The num-

ber of PMUs deployed has grown signifi cantly, and this growth is expected 

to continue in future. 

 The optimal amount, optimal placement and development of functions 

that can exploit PMUs within power systems remain major research topics, 

and more information on this can be found in Madani  et al . (2011).   

  2.7.2      Future measurement and monitoring 
requirements 

 As mentioned in the previous sections, and elsewhere in this book, a far 

greater and more accurate degree of visibility of system parameters will be 

required to enable effective monitoring, control and protection of future 

systems. Whether this visibility, in the form of measured states (and/or esti-

mated – via state estimation), is provided only locally (e.g. to generator con-

trol systems) or centrally (e.g. for centralised monitoring and management 

of voltage, generation dispatch, monitoring and remedying violation of 

thermal limits of feeders, etc.), is an ongoing debate. Undoubtedly, different 

variations and combinations of centralised and decentralised systems will 

emerge as manufacturers develop products in this area. 

 With the widespread introduction of DG, storage and so-called FACTS 

devices at distribution levels, the behaviour of the distribution network is 

no longer passive, and in order to enable safe and reliable utilisation of 

DG, rapid restoration of any disconnected load following faults, and the 

accommodation of different kinds of loads such as electric vehicles and heat 

pumps, a similar level of visibility and control to that historically found on 

transmission systems, will be required. However, the very large number of 

circuit km, individual substations and loads on a distribution network mean 

that ‘smart grid’ functionality that minimises dependency on human super-

vision will be required. Much of this, e.g. ‘demand side management’, will be 

of great value also to transmission system operators in the accommodation 

of large volumes of highly variable renewable resources. In any case, a large 

quantity of measurements will be needed. 
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 In some cases, the measurements may only be required periodically and 

with low resolution, in others the measurements may require to be con-

tinuous and with high resolution. Furthermore, many ‘smart grid’ functions 

can share data acquired by the same measurement equipment, but this will 

require extensive use of communications and use of standard communica-

tions that will enable sharing of data across multiple functions and with 

equipment provided by several manufacturers. Communications will also 

be required to effect control of equipment from remote locations, and to 

communicate status changes, indications and alarms, in addition to mea-

surements of analogue quantities.  

  2.7.3      Communications requirements 

 Internet based technologies are proposed as being capable of offering cost-

effective solutions for ‘smart grid’ communications, and can provide the low 

latency and high security (and in some cases, deterministic latencies over 

packet-switched networks) required by power system monitoring, control 

and protection applications (Alcatel-Lucent, 2010). 

 For example, Internet Protocol/MultiProtocol Label Switching (IP/MPLS) 

provides a connection-orientated deterministic service which improves on 

the nondeterministic behaviour of traditional Internet Protocol (IP) and 

Ethernet packet communication. The drawback of IP/MPLS solutions is 

that they require a dedicated communications medium, and standard enter-

prise routers are often not capable of implementing IP/MPLS. This is not 

an obstacle in power system applications where it becomes cost effective to 

install a private communication infrastructure employing IP/MPLS capable 

routers, but it does mean that IP/MPLS could not be used presently at the 

domestic level using existing household routers. However, costs are continu-

ally reducing and market players are already promoting offerings that target 

LV smart grid applications. 

 Remote household energy monitoring and control is already being 

employed in smart metering and demand side management schemes. It is 

possible that the technology used in these schemes could be used for other 

functions within the context of a smart grid. 

 There are several different communication protocols and media that are 

being proposed and demonstrated for transferring information between 

smart meters and the point of central data processing/collection – Wi-Fi, 

GPRS, ZigBee, power line carrier and Bluetooth are examples of the 

candidate technologies being proposed. An excellent overview and com-

parison of communications technologies for smart grids is available at 

Aviat Networks. There are also universal metering interfaces (Cambridge 

Consultants Ltd, 2012) available that are capable of interfacing meters to 

different communications systems via peripheral devices. 
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 While there are many pilot implementations, there remains much work to 

be done before the vision of the smart grid can be realised, and standards 

must continue to be defi ned that will allow equipment from different manu-

facturers to inter-operate effectively.   
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  Abstract : This chapter describes the behaviour of power systems during 
faults and illustrates the requirements for power system protection. The 
components of protection systems and the typical schemes used to protect 
power systems are described. An overview of the future challenges 
relating to protection is provided, with specifi c comments relating to the 
impact of distributed generation on network protection systems. 

 Key words: power system protection, faults. 

    3.1     Introduction 

 All electrical power systems require automatic means of detecting the pres-

ence of fault or abnormal conditions and subsequently isolating the faulty 

equipment. Faults may be short circuits or partial short circuits, open circuits, 

unbalanced conditions, or any other circumstances deemed to be undesir-

able, such as operation of an element of the system in islanded mode follow-

ing disconnection from the main grid (loss of mains (LOM)). 

 Short circuit faults are the most common and potentially most damaging 

type of fault, as the resulting excessive current can cause thermal and mechani-

cal damage to the plant carrying it and, if the fault is not removed quickly, the 

overall stability of the system may be compromised, possibly increasing the 

risk of partial or complete system collapse. Historically, a large proportion of 

system blackouts include incorrect (which may be unnecessary) operation of 

protection as a contributing factor (Atputharajah and Saha, 2009). 

 The occurrence of faults is inevitable, because the power system suffers 

from the effects of natural phenomena (e.g. electrical storms), the effects of 

ageing on insulation, human error, etc. The protection system is thus designed 

not to prevent faults, but to respond to their occurrence and minimise their 
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effects. The consequences of faults and other undesirable conditions include 

excessive current fl ows, voltage and/or frequency depressions or deviations 

from normal values, all of which can be measured and used by the protec-

tion systems to detect the presence of faults on the system. 

 This chapter describes the behaviour of power systems during faults, 

how faults may be detected, key elements of protection systems, the per-

formance requirements for protection systems and the components, meth-

ods and schemes that are most commonly used to provide protection for 

power system equipment, along with a brief overview of present and emerg-

ing research challenges and solutions in the fi eld, in the context of power 

systems comprising increasing penetrations of distributed generation (DG) 

(and storage). 

 The approach taken is to describe the main concepts and basic opera-

tion of protection schemes: detailed theory of operation is not presented. 

There are several textbooks focussing solely on protection and the reader is 

advised to consult there for more detailed information regarding the subject 

(Anderson, 1999; Alstom, 2011).  

  3.2     Fault detection and isolation 

 Faults on the power system normally result in a marked change in the mea-

sured voltages and currents in the vicinity of the fault. These can be detected 

by protection systems in order to initiate the actions required to isolate the 

faulted element(s) of the network. The remainder of this section outlines 

the behaviour of the power system during faults, and how faults can be 

detected and isolated. 

  3.2.1     Short circuits on power systems 

 Short circuits on power systems are inevitable and system protection must 

react by detecting the presence of such faults and providing an appropriate 

reaction, which is typically in the form of tripping a circuit breaker, or mul-

tiple circuit breakers, to interrupt all fault current paths from the sources 
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(Low Z)

Line 3
(Low Z)

Source Load
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Load
(High Z)
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 3.1      Simple one-line representation of a section of power system.  
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of fault current to the fault location. Short circuits typically involve break-

down of insulation and arcing and must therefore be removed quickly from 

the system, both to minimise physical damage to plant and surrounding 

equipment and to reduce system integrity risks due to generators becoming 

unstable. 

 Figure 3.1 illustrates a simple one-line single phase representation of a 

power system:      

 Consider a situation where the system above is short circuited, in this case 

via a phase-earth fault (assuming the line at the bottom of the fi gure is a 

combined neutral/earth return path) at the location as shown in Fig. 3.2.      

 For a fault such as this, the current fl owing in the circuit would only be 

restricted by the short circuit capabilities of the source and the impedance 

to the fault, which in this case is represented by the cumulative imped-

ance of Lines 1 and 2. Assuming the system is solidly earthed and that 

the impedance of the fault and the return path are both negligible (which 

would not be the case in a practical situation), then the voltage at the point 

of the fault would effectively be zero. In a practical situation, the imped-

ance of the fault and the return path would both require to be taken into 

account, and this normally entails the use of simulation software which can 

provide a reasonably accurate estimation of the fault currents (and voltage 

depressions) within a large interconnected power system for faults at vari-

ous locations.  

  3.2.2     Detection of faults on the system 

 The detection of faults on the system is invariably achieved through mea-

surements of voltage, current, or both. These measurements are processed 

by relays, which are provided with inputs from current transformers (CT) 

and/or voltage transformers (VT). The relay is responsible for making a 

decision as to whether a fault is present on the system, and, if so, what sub-

sequent action should be taken (if any is deemed necessary) in response to 

the detected fault. Modern relays are numerical (i.e. microprocessor based) 

Line 1
(Low Z)

Line 2
(Low Z)

Line 3
(Low Z)

Source Load
(High Z)

Load
(High Z)

Load
(High Z)

Load
(High Z)

Line 4
(Low Z)

 3.2      Simple one-line representation of a faulted power system.  
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and are increasingly replacing their electromechanical and electronic pre-

decessors, although there are still a large number of older relays in service, 

particularly at the lower voltage levels in the system. 

 CTs and VTs measure directly from the T&D systems and provide their 

associated relay(s) with standardised inputs, typically of 110 V line-line volt-

age for VTs (for nominal input voltages) and 1 A or 5 A for CTs (for nomi-

nal current rating of the CT). CTs and VTs are available in a wide range of 

ratios, for VTs from 11 kV:110 V up to 750 kV (or more):110 V, while CTs 

are available with transformation ratios up to 2000:1 or more. Standards for 

the performance of CTs and VTs are available (IEEE, 2005). Conventional 

CT and VT construction and operation has remained relatively unchanged 

in recent years and is based on derivations of electro-magnetic power trans-

formers; however, ‘non-conventional’ CTs and VTs, largely employing opti-

cal sensing techniques, have been developed and applied in an increasing 

number of cases. Finally, the IEC 61850 standard (which is published in sev-

eral parts) encompasses the provision of measurement data to protection 

relays in a digital format, and this enables CTs, VTs and relays to commu-

nicate via a digital substation/process bus. An introduction to the standard 

is available at IEC (2003). A simple representation of a protection system 

is presented in Fig. 3.3, where it is shown how a protection relay continu-

ally monitors inputs (obtained directly or via some form of communica-

tions system) of current (and/or voltage) from a measurement transformer 

(or transformers). The protection relay detects the presence of faults and, 

if deemed necessary, sends signals to trip its associated circuit breaker(s) 

when the appropriate conditions are detected. In some cases, as also illus-

trated in Fig. 3.3, communications may be used. Depending on the particular 

protection system, this may be for the purposes of exchanging measurement 

data with other protection relays, to provide facilities to remotely trip other 

circuit breaker(s), or to send information such as indications of operation, 

alarms and recorded fault data to remote locations.       

Relay

Communications

Trip signal

Circuit
breaker

Measurement
transformer

 3.3      Main components of a protection system.  
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  3.2.3     Isolation of faults from the system 

 In transmission systems, the degree of interconnection invariably means 

that, for a fault on a transmission line, circuit breakers at both ends of 

the faulted line must be opened. If the line is a multi-terminal circuit, 

then circuit breakers at all line ends must be opened when a fault is 

detected. Other system components, such as generators, busbars and 

power transformers, must also be protected, and this is usually provided 

by protection schemes dedicated to the protection of the components, 

tripping circuit breakers to provide isolation of the faulted equipment 

when required. 

 Traditionally, for a fault on the power distribution system (i.e. the sys-

tem at 33 kV (sometimes 132 kV) and below in the UK), fault currents 

fl ow ‘down’ to the fault position from the ‘upstream’ transmission system, 

to which generators (the sources of fault current) are connected. In such 

cases, only the immediately ‘upstream’ circuit breaker from the fault loca-

tion requires to be tripped in the event of a fault. However, this relatively 

simple situation has now been complicated by the fact that DG is being 

increasingly connected to the distribution system, meaning that fault cur-

rents may now fl ow from locations both ‘upstream’ and ‘downstream’ of the 

fault, requiring more complex and costly network protection systems. The 

DG must, of course, also be protected and its protection systems must coor-

dinate with network protection to ensure that the appropriate generators 

are quickly disconnected from (or in some cases, remain connected to) the 

system in the event of a fault on the adjacent network. 

 The presence of DG or storage can also infl uence network fault levels and 

this can, in some cases, adversely affect the operation of network protec-

tion, potentially leading to loss of coordination, non-operation of network 

protection devices for network faults, or spurious operation of protection 

devices for faults on the system to which they should not normally react. 

LOMs (or anti-islanding) protection is also a requirement in most utility 

networks for distributed generators that can operate in parallel with the 

utility supply system. This also complicates the overall protection function, 

and is discussed later in Section 3.8 .   

  3.3     Protection system requirements 

 The protection system must fulfi l the requirements of:

   rapidly and automatically disconnecting the faulty item(s) of plant or • 

section of the power network;  

  minimising the disconnection of non-faulted equipment, thus ensur-• 

ing maximum availability and security of supply to consumers, and 
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minimising the potential for overload on the remainder of the system 

following a fault event.    

 The degree to which any protection system satisfi es these requirements can 

be described by four interrelated parameters – discrimination, stability, sen-

sitivity and operating time.  

    • Discrimination  is the degree of ability of the protection system to select, 

on the basis of the power system conditions (e.g. current, voltage, etc.) 

whether or not to operate for a given measured system state, that is, to 

send a trip signal to its associated circuit breaker(s). A protection system 

that is highly discriminative would, for example, be capable of identify-

ing faults that are located on the protected plant item (e.g. a transmis-

sion line) as opposed to those not located on the protected plant item 

(e.g. a fault on the immediately adjacent line to that being protected). A 

highly discriminative protection system always operates when it should, 

and never operates when it should not.  

   • Stability  is a measure of the ability of the protection system to remain 

inoperative under certain faulty conditions, because the fault is of such 

a nature that some other protection system is intended to affect trip-

ping. Additionally, there is also the potential for normal system tran-

sients, such as motor starts and transformer magnetising inrush currents, 

for which the protection system should not operate. Thus, stability in 

this context is related to discrimination, and a stable protection system 

would never operate when it should not.  

   • Sensitivity  is a measure of the ability of the protection system to iden-

tify the presence of a fault or other undesirable condition, even though 

that condition may be only slightly different from an apparently healthy 

condition. For example, if a protection scheme is based on the measure-

ment of primary system current, then a sensitive protection scheme 

would operate for currents slightly higher than the rated system current, 

whereas a relatively insensitive protection scheme would only operate 

for currents approaching the maximum possible fault current levels for 

that particular part of the power system. A sensitive protection system 

always operates when it should.  

   • Operating time  is the total time taken from the onset of the fault to 

the protection relay sending a trip signal to the circuit breaker(s). It is 

not possible to state simply that low operating times are good and high 

operating times are bad, because high and low are relative terms in this 

context. All operating times must be low enough to ensure the safety of 

plant, equipment and personnel, but the use of intentional time delays in 

the operation of the protection system offers useful means of discrimi-

nation in certain applications (described later in this section).    
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 Figure 3.4 can be used to clarify the concepts of discrimination, stability and 

sensitivity.        The fi gure depicts two serially connected lines, each protected by 

relatively simple overcurrent protection systems, which would be typical of 

a distribution system protection arrangement. Also illustrated on the fi gure 

are the components of each protection system, which in this case comprises 

a measurement (current) transformer, protection relay and circuit breaker 

which is operated by a signal from the relay upon detection of a fault that 

it should clear. 

 For the faults shown in the fi gure, the  sensitivity  of both protection sys-

tems must be high enough to detect faults on their protected feeders, but 

not so sensitive that it will operate incorrectly for temporary overloads or 

short term transient overcurrents, e.g. due to motors starting or transformer 

inrush. Furthermore, in the case shown in the fi gure, the relay at A must be 

sensitive enough to detect faults on both feeders, as it must operate (albeit 

after a time delay) if a fault on Line B-C is not cleared due to the failure of 

the protection system at B. 

 Ensuring adequate sensitivity for a protection system can be challenging. 

For example, a resistive fault, which may be encountered when the fault 

current returns to the source via vegetation that has impinged on the live 

conductor and caused a connection to earth, may result in fault currents that 

are not much higher (and indeed in some cases may be lower) than maxi-

mum load currents. In such cases, alternative methods of protection, such as 

detection of imbalance between the three phases, may be required to facili-

tate detection of these types of faults. 

 Discrimination and stability can be explained by considering the faults at 

Locations 1 and 2. Fault 1 should be cleared by the relay at A, while Fault 2 

should be cleared by the relay at B to maximise supply availability to con-

sumers and isolate only the faulted element of the system. The relay at A 

must be able to  discriminate  between the faults at 1 and 2: for Fault 1, the 

relay at A should operate relatively quickly, while for Fault 2, it should only 

operate after a time delay, during which, if everything functions correctly, 

the relay at B will clear the fault and the relay at A will not operate, but will 

reset after clearance of the fault by the relay at B. 

Fault 1 Fault 2

Relay B

Line A–B Line B–C

Relay A

 3.4      Protection arrangements for a multi-section radial feeder.  
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 Similarly, for Fault 1, the relay at B must remain  stable , and never operate. 

This should not be diffi cult in this case, under the assumption that fault cur-

rent fl ows only from left to right on the system depicted in the fi gure, that is, 

the source is ‘upstream’ of Relay A, which is typical of a distribution system 

containing no DG. However, if the system were interconnected and/or had 

DG, then the relay at B may be required to operate in such cases. 

 Stability and discrimination can also be challenging. For example, if the 

fault is very close to Location B (e.g. a few metres either side of it), then 

the questions of how both relays can discriminate between these locations, 

if they are only measuring current magnitude, and how can Relay B remain 

stable if the fault is just ‘behind’ it, must be addressed. Furthermore, other 

phenomena, such as large motors starting and transformers drawing large 

inrush currents upon energisation, can also present challenges to the dis-

crimination and stability of protection systems. 

 The operating time, sensitivity, discrimination and stability performance 

characteristics of each of the most popular methods of protection are dis-

cussed in more detail later in this chapter. 

  3.3.1     Economic considerations 

 Protection systems can be relatively simple and cheap, or they can be 

extremely complex and expensive. The choice of the complexity (and hence 

cost) of the protection system to be applied to a particular item, or items, of 

a power system plant depends mainly on two factors:

   the cost of faults;  • 

  the desired level of supply security.    • 

 Fault costs are a combination of the potential cost of damage to plant, the 

cost of lost revenue through supply disconnection, the cost of replacement 

plant (e.g. generation) and the cost of loss of consumer goodwill. Economic 

considerations dictate that the higher the fault costs, then the greater the 

expense invested in providing adequate protection. Generally this means 

that the higher the mega-volt-amperes (MVA)  rating of the plant to be 

protected, the more complex and costly will be the protection system. This 

general trend is evident by considering the protection schemes applied at 

various levels in the power system, as summarised in Section 3.6.1 .   

  3.4     Protection system components and philosophies 

 A protection system consists of a number of individual components and 

these components are normally arranged such that the protection scheme 
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behaves in accordance with one of two main operating philosophies. 

The components and philosophies are described in the remainder of this 

section. 

  3.4.1     Overview of protection system components 

 As illustrated earlier in this chapter in Fig. 3.3, the majority of protection 

systems contain the following main subsystems:

   equipment for measuring/monitoring the power system conditions (e.g. • 

CTs and VTs);  

  equipment for translating the signals derived by the measuring equip-• 

ment into decisions on the state of the power system and subsequently 

taking actions if fault or undesirable conditions are deemed to exist (i.e. 

protection relays);  

  circuit breakers and other switchgear, which disconnect and isolate the • 

faulty item(s) of plant in response to signals from the protection relays;  

  communications systems for acquiring measurement data, sending trip-• 

ping signals, and for communicating with remote locations for data/

information transfer.     

  3.4.2     Protection system philosophies 

 There are two main protection philosophies to which all protection systems 

adhere. 

  Unit protection 

 The philosophy of unit protection defi nes that the protection system should 

only detect and react to primary system faults within the zone of protection, 

while remaining inoperative for external faults. The protection scheme illus-

trated in Fig. 3.5 represents a simple unit protection scheme. Unit schemes 

Fault 1 Fault 2

Relay B

Zone of protection

Line A–B

Communications linkRelay A

 3.5      Unit protection system (current differential protection).  
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typically involve protection relays that monitor the primary system condi-

tions at each ‘end’, or boundary, of the protected zone. The relays measure 

some parameter (normally current – in terms of magnitude, phase, or both) 

and perform a comparison with the parameter(s) being measured by the 

other relay(s) within the unit scheme. If some threshold criterion is violated, 

for example the measured currents are not equal or the vector summation 

of the measured currents is not equal to zero (neglecting capacitive charg-

ing currents associated with the protected line), then the protection relay(s) 

initiate the process which will lead to isolation of the plant within the pro-

tected zone. Because of this requirement for comparison (or some other 

function) of parameters from each ‘end’ of the protected zone, almost all 

unit protection schemes have a requirement for relay-to-relay communica-

tions facilities, which may be achieved using a number of methods.      

 For the system above, the zone of protection is clearly defi ned. To be 

exact, the zone of  detection  is between the measurement points, while the 

zone of  protection  is between the circuit breakers; normally, the CTs and 

circuit breakers are at almost identical locations. If, for example, each relay 

in the system above was comparing the magnitude of its measured current 

with the other relay’s measured current (a form of current differential pro-

tection), then for Fault 1, the currents would not be equal and the relays 

would trip. 

 For the case of Fault 2, while both measured currents would be far in excess 

of normal load current levels, they would still be equal, and the protection 

relays should remain stable. Unit protection systems offer high levels of dis-

crimination and stability, ensuring that the protection system only operates 

for faults within the protected zone, while remaining are inoperative for 

‘external’ faults. The main negative aspect associated with unit schemes is 

that they do not possess backup protection capabilities, and there is a con-

siderable expense associated with the use of communications. Furthermore, 

reliance on communications for operation gives rise to concern over the reli-

ability of the communications link, which is sometimes addressed through 

the use of multiple communications systems, further increasing costs. The 

Fault 1 Fault 2

Zone of protection

Line A–B

Relay A

 3.6      Non-unit protection system (overcurrent protection).  
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lack of backup capabilities is usually addressed through the use of non-unit 

schemes in addition to the unit scheme.  

  Non-unit protection 

 The protection scheme arrangement shown in Fig. 3.6 represents a simple 

non-unit protection scheme. The main difference between unit and non-unit 

schemes is that individual non-unit schemes do not independently protect 

one clearly defi ned part (or zone) of the system.      

 In Fig. 3.6, the zone of protection (as illustrated by the depth of the shad-

ing within the zone), certainly covers Fault 1, but in this case, the ‘zone’ 

gradually ‘fades’ on the second line and, for Fault 2, it appears that the pro-

tection may provide coverage, but in the case above, this is not certain. The 

‘reach’ of non-unit schemes can be varied by altering the settings on the 

relay (more details are included later in this section of relay settings), but 

non-unit schemes invariably exhibit characteristics whereby the reaction 

of the protection system varies as the location of the fault changes. In the 

example above, if the protection relay were an overcurrent relay, then it 

would operate quickly for Fault 1, but with an increasing time delay as the 

fault location moved further along the system to the right, operating with a 

relatively longer time delay for Fault 2, and ceasing to operate as the fault 

moved further along Line 2. 

 Impedance, or distance protection, is also a non-unit scheme, but rather 

than a continuously decreasing operation time, it exhibits a stepped char-

acteristic, operating with fi xed delays as the fault position moves from one 

(not exactly defi ned) zone to another in terms of its distance from the relay’s 

measurement point (more on this later in this section). 

 Adjacent non-unit protection schemes on an interconnected power sys-

tem have an element of overlap with respect to their respective zones of 

protection as shown in Fig. 3.7.      

 This overlap is useful for providing backup protection in the event of fail-

ure of one element of the overall protection system. However, the crite-

rion of selectivity, or discrimination, must still be satisfi ed and the non-unit 

scheme(s) closest to the fault should always trip before any other non-unit 

Relay BRelay A

 3.7      Overlapping zone of protection in a non-unit arrangement 

(overcurrent).  
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schemes, which must remain stable until the closest schemes have operated, 

only operating (in backup mode) if the primary protection (i.e. the relay(s) 

closest to the fault) fails to operate. Non-unit schemes, when compared to 

unit schemes, do not offer such high levels of discrimination and stability, 

but, as already mentioned, provide valuable backup protection capabilities.    

  3.5     Overview of protection techniques 

 Using measurement inputs from CTs and VTs, protection relays detect the 

presence of a fault on the system using a number of techniques. From the 

previous discussion of unit and non-unit schemes, it is clear that both catego-

ries of protection are required. Both unit and non-unit are used (in parallel) 

at transmission levels to provide high levels of discrimination and stability 

from the unit schemes, with backup being provided by non-unit schemes, 

although it is important to emphasise that non-unit schemes can also oper-

ate extremely quickly, depending on the settings employed. At distribution 

and consumer voltage levels, non-unit schemes are normally employed. 

 Each of the three main categories of fault detection and protection that 

are used to protect networks and components are summarised below, with 

descriptions of their applications and operating characteristics in terms of 

operating time, discrimination and stability. 

  3.5.1     Overcurrent protection 

 As the name suggests, this method is based on measurement of current mag-

nitudes, and a fault may be deemed to exist when the measured current 

exceeds a pre-determined threshold level. It is a non-unit scheme as it does 

not have exact boundaries defi ning its zone of protection. Overcurrent relays 

may respond with different time delays, i.e. the delay from initial fault detec-

tion until a tripping command is issued to the associated circuit breaker(s), 

for different levels of measured fault current. This characteristic is normally 

used to ensure that relatively fast reactions and tripping are achieved for 

faults closer to the measurement point (indicative of a fault relatively close 

Fault 1 Fault 2

Relay B

Line A–B

Decreasing fault current

Line B–C

Relay A

 3.8      Overcurrent protection for two serially connected feeders.  
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to the relay), with a longer time delay before tripping for lower values of 

measured current (still above the threshold, so indicative of a fault, but per-

haps further away from the relay location). 

 The slower response time normally allows another relay (or other relays) 

situated closer to the fault to trip its breaker fi rst, upon which the relay(s) 

operating with longer time delays will observe the drop in current due to 

fault clearance and reset. Several relays can therefore be confi gured to pro-

vide primary and backup protection within a network. Consider the section 

of system illustrated in Fig. 3.8.      

 If it is assumed that Relays A and B are standard overcurrent relays, then 

they will have operational characteristics similar to that shown in Fig. 3.9 

below. This time-current characteristic is standardised according to, for 

example (IEEE, 1997), and various shapes of standard characteristics, with 

accompanying equations, are available. An approximated view of a standard 

inverse characteristic is shown in Fig. 3.9.      

 As shown in Fig. 3.9, the relay will begin to operate when the measured 

current exceeds the threshold (or ‘pickup’) current, and the time of opera-

tion will decrease according to the inverse characteristic as the measured 

current increases. Accordingly, such relays are extremely useful for distri-

bution system applications, where the fault current magnitude generally 

decreases as the location of the fault moves further away from the source(s) 

of fault current, which are typically the transformer(s) that supply a section 

of the distribution network from the transmission system. 

 The operation of overcurrent relays can be infl uenced via two confi gu-

rable settings. The fi rst is the ‘pickup’ or ‘plug’ setting, which modifi es 

the level at which the relay will begin to operate, effectively shifting the 

Time

CurrentIpickup

 3.9      Simplifi ed time-current characteristic of standard inverse 

overcurrent protection.  
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characteristic curve in the horizontal plane in Fig. 3.9. The second setting 

is the ‘time’ or ‘time multiplier’ setting, which modifi es the time that the 

relay will take to trip for a given input current that exceeds the pickup 

setting. 

 Using these settings, and the fact that fault current decreases within a 

distribution system as the location of the fault moves further from the 

source(s) of fault current, a number of overcurrent relays can be confi gured 

to protect a series of feeder sections effectively, with the closest upstream 

relay acting to isolate faults on its protected feeder, while other upstream 

relay(s) can be confi gured to operate with a relatively longer time delay in 

order to provide backup should the relay that is intended to clear the fault 

fails to operate. 

 Referring once again to Fig. 3.8, Relays A and B would have settings that 

would result in the characteristics as shown above in Fig. 3.10, where both 

relays’ characteristics are plotted on the same graph, along with indicative 

fault current magnitudes (on the x axis) associated with Faults 1 and 2 on 

Fig. 3.8.      

 Referring to the Fig. 3.10 and considering the faults at Locations 1 and 2 

as shown on Fig. 3.8, it is clear that the current associated with Fault 1 is rela-

tively higher than the current for Fault 2, due to the increased impedance 

between the source(s) of fault current and the fault location for Fault 2. If 

the relays’ settings are correctly confi gured, then the characteristic for Relay 

 A  (the upstream relay) will always be ‘above’ the characteristic for Relay B 

(and any other protective devices situated further downstream) when plot-

ted on the same time-current graph, which is usually represented using a 

log-log scale. The characteristic curves of relays should never intersect; if 

Time

Relay A

Relay B

CurrentIpickup B Ipickup A Ifault 2 Ifault 1

 3.10      Time-current characteristics with settings and fault currents for two 

coordinated overcurrent relays.  
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they do, then proper coordination for all fault situations cannot be guar-

anteed. In such cases, both Relays A and B may operate, or Relay A may 

operate before Relay B for a fault downstream from Relay B, which are 

obviously undesirable situations. 

 The general guidelines for the setting of overcurrent relays are to ensure 

that the relays will only begin operating at a current greater than 125–150% 

of the protected line’s rating, with the fastest operating time possible being 

desired for the furthest downstream relay, taking into account that it may 

be required to coordinate with other downstream protection devices (for 

example, protection on the low voltage (LV ) side of a distribution trans-

former, consumer device protection systems, etc.). 

 The major benefi t of overcurrent protection schemes is that relatively 

fast clearance is provided for faults, but a drawback is that, particularly for 

multi-section feeders employing several relays, the operating time of the 

protection increases as the fault location moves closer to the source; this 

drawback is compounded by the fact that such faults involve relatively 

higher fault currents. Consequently, faults closer to the source, involving rel-

atively higher fault currents than for faults at downstream locations, will 

remain on the system for relatively longer durations before being isolated, 

which is obviously undesirable from the perspectives of the increased risk 

of permanent physical damage at the point of the fault and the increased 

duration of undervoltages and possible disruption to consumers’ supplies in 

the system local to the fault location. 

 To mitigate this problem and enhance the overall operation of the pro-

tection scheme, inverse overcurrent protection is often used in conjunction 

with ‘instantaneous’ (or ‘high set’) protection. This function is often embed-

ded within the same protection relay device as the overcurrent function, 

and is set to operate instantaneously for fault currents that are indicative 

of faults that are defi nitely on the protected line (and not on the next line). 

Such schemes are only applicable to systems where there are relatively 

large differences in fault level between adjacent relay locations. The pickup 

setting of instantaneous overcurrent relays (which, for obvious reasons, 

have no time setting) is typically set to a value of approximately 130% of 

the fault current at the next downstream relay’s location; this setting being 

selected to ensure that the instantaneous element will never operate for 

faults on the next line. More information on this is contained in Chapter 9 

of Alstom (2011). 

 Figure 3.11 shows the arrangement of Fig. 3.10, but with an instantaneous 

element being deployed in addition to the inverse element within Relay A.      

 In this case, faults with a current higher than the setting (A inst ), equating to 

all faults located to the left of ‘ Relay  A inst ’ on Line A – B in Fig. 3.11 (assuming 

bolted short circuits with zero fault impedance) will lead to instantaneous 

operation of Relay A, and will not result in delayed operation, as would be 

�� �� �� �� �� ��



90   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

the case if the instantaneous element was not used. This addresses the afore-

mentioned problem of long time delays in operation for faults closer to the 

source, although this method of setting the instantaneous element means 

that the relay at A will still operate with a time delay for faults towards the 

end of the protected line (i.e. between the location of  Relay  A inst  and the 

substation at B, with a time delay that is shown on the top half of Fig. 3.11 

as the segment of Relay A’s time-current characteristic curve between  I  fault2  

and the point at  Relay  A inst ). 

 Distribution networks can be complex and the volume of circuits and eco-

nomic considerations dictate that overcurrent protection relays and circuit 

breakers cannot be used to protect every section of the network. Figure 3.12 

illustrates a typical section of UK distribution network and indicates the 

protection arrangements used.      

 In Fig. 3.11, overcurrent relays are used at the head of each feeder where 

it connects to the main 11 kV busbar at the primary 33/11 kV distribution 

substation (R-A, R-B and R-C in the fi gure). These are coordinated with 

Time

Relay A

Relay Ainst

Relay B

CurrentIpickup B Ipickup A Ifault2 Ifault1

Relay Ainst

Relay B

Line A–B

Decreasing fault current

Line B–C

Relay A

 3.11      Illustration of operation of instantaneous overcurrent protection.  

�� �� �� �� �� ��



Protection of transmission and distribution networks   91

© Woodhead Publishing Limited, 2013

the downstream pole mounted auto recloser (PMAR) devices (PMAR-A, 

PMAR-B and PMAR-C in the fi gure) and with the protection on the spurs, 

which may be either by fuses sized to coordinate with upstream protec-

tion, or by section switches, which often have embedded software to detect 

the fl ow of fault current and can provide isolation of faulted sections of 

the network by opening (while an upstream breaker is open) after a pre-

determined number of auto-reclose attempts have been detected. There are 

also switches (shown as empty boxes in the fi gure) which are not capable of 

interrupting fault current, but that can be used to alter the confi guration of 
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 3.12      Typical section of UK distribution network with protection 

arrangements.  
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the network. The ‘NOP’ switches in the network indicate ‘Normally Open 

Points’. 

 Auto-reclose is often used on overhead networks (deployed with both the 

relays at the heads of feeders and with the PMARs) as many faults are tem-

porary in nature, for example being caused by conductors clashing in high 

winds, lightning induced fl ashovers to earth, vegetation or animals causing 

a connection between phases and/or between phases and earth. Once the 

fl ow of fault current is interrupted, the arc or connection that caused the 

fault will not exist upon subsequent restoration of supply, and the system 

is returned to normal service. Some faults (e.g. those caused by animals or 

vegetation) may require a number of reclosures to effectively burn away 

the debris causing the short circuit, and for this reason, multi-shot reclose 

schemes, often employing variable (increasingly longer) durations of reclose 

attempts, are used to affect fault clearance. 

 If, after a number of failed auto-reclosure attempts, the system remains 

faulted, then the protection scheme will ‘lock out’, the fault is deemed to be 

permanent, and subsequent remedial action is required before the system 

can be restored. 

 Figure 3.12 can be used to summarise the operation of an auto-reclose 

scheme for two scenarios. If Fault 1 (downstream from PMAR-A) is con-

sidered to be transient in nature, then the operation of the system is sim-

ple. PMAR-A will quickly trip to interrupt the fl ow of fault current, with 

overcurrent relay R-A ‘beginning’ to operate (in order to provide backup to 

PMAR-A) but not tripping, as PMAR-A operates before this can happen. 

As the fault is transient, and assuming it clears after the fi rst interruption 

of fault current, then PMAR-A will simply reclose successfully after a pre-

determined time delay and the system will be returned to normal service. 

 If Fault 2 (on Spur C4) is assumed to be a permanent fault, then PMAR-C 

will open and reclose a number of times. If a fuse is used to protect the 

spur and it is correctly sized, then it will melt during one of the (failed) 

reclosure attempts while fault current fl ows, and the subsequent reclosure 

will be successful as the fuse at C4 will have isolated the permanent fault 

on the spur. As already mentioned, many network operators are now using 

‘smart’ section switches instead of fuses, and if one of these was used to pro-

tect C4 instead of a fuse, then it would use its internal logic to open after a 

pre-determined number of failed reclosure attempts (during a period when 

PMAR-C is opened), isolating the faulted element and allowing the subse-

quent reclosure to be successful. If for some reason the fuse/section switch 

failed, then the PMAR-C would simply lock out after its maximum number 

of reclosure attempts had been exhausted. Gers and Holmes (2004) con-

tains an excellent overview of the protection of distribution networks. 

 In transmission systems, overcurrent protection relays are normally used 

as a ‘last line of defence’ backup, and they are not normally required to 
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coordinate with other relays in the system, being confi gured with settings 

that will allow for clearance of faults on the feeder, normally in less than 1 s, 

at minimum fault level conditions, e.g. a fault at the remote end of the feeder 

with minimum infeed conditions. 

 Overcurrent protection is used to provide backup protection for trans-

formers, generators and busbars in transmission systems, and as the main 

means of protecting these components in distribution systems.  

  3.5.2     Impedance or distance protection 

 This method of protection is based on measurement of currents and volt-

ages, in terms of both magnitudes and phases. It relies on the fact that the 

measured impedance (calculated from the measured voltages and currents) 

will drop if a fault is on the system, and if the measured impedance is below 

certain thresholds, it can be deduced that there is a fault close to the relaying 

point that may require tripping. 

 As with overcurrent protection, distance protection is classed as a non-

unit scheme, as it does not have exact boundaries defi ning its zone of pro-

tection, although communications facilities can be used to enhance the 

performance of distance schemes, effectively changing the distance scheme 

from being non-unit to unit in nature, with the zone of protection clearly 

defi ned as the element(s) of the primary between the communicating relays. 

Normally, in modern numerical relays, some form of Fourier transform is 

used to allow the relative magnitudes and phases of the measured voltages 

and currents to be calculated and therefore a measure of the complex sys-

tem impedance from the perspective of the relay’s measurement point can 

be made available. 

 Using knowledge of the protected lines’ impedances, which are used to 

calculate the settings of the relay, the measured value of impedance can be 

used to ascertain whether there is a fault on the system, and if so, the approx-

imate location of (or distance to) the fault with respect to the relay’s loca-

tion. For example, if the impedance measured by a distance relay protecting 

a single transmission line equates to 90% of the (known) line impedance, 

then it can be deduced that there is a fault on the line, located at approxi-

mately 90% of the length of the line from the perspective of the measure-

ment end, assuming a fault with zero fault impedance has occurred. 

 Measurement errors and variability in fault resistance mean that there 

will always be a degree of uncertainty associated with the exact location of 

faults, and for this reason, distance relays are normally set to react instanta-

neously to faults that have an impedance of less than 80% of the protected 

line’s impedance. The 80% fi gure, as opposed to 100%, arises from assum-

ing maximum errors of 5% in the current and voltage measurements, a 5% 

error in the relay’s computations, and a 5% error in the impedance data 
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for the line, which result in a cumulative maximum error of 20%, hence the 

80% fi gure used. 

 Distance relays normally have a number of individual settings that can be 

used to protect different elements of the system. Typical settings employed 

are 80% of the main protected line’s impedance for Zone 1 (instantaneous 

operation), 125–150% of the line’s impedance for Zone 2 (delayed opera-

tion – e.g. 500 ms) and 200–250% of the line’s impedance for Zone 3. 

 Care must be taken with settings to ensure that the ‘reach’ of the relay 

does not extend into the distribution system through the distribution trans-

formers in a transmission line protection application. For example, if the 

lines that are connected in an onward fashion from the main protected line 

are very short, or if there is a transformer feeding the distribution system 

connected at the end of the protected line, then the Zones 2 and 3 set-

tings may require to be reduced to prevent the protection system operating 

incorrectly for faults on the distribution system, or faults located on the 

third or fourth line ‘away’ from the relaying location (which should never 

be reacted to). 

 Figure 3.13 presents a simple distance protection scheme in terms of its 

zones of protection and the time delays associated with operation of the 

relay for faults detected in each zone.      

 In the above example, if the transmission line being protected has a com-

plex impedance of 8 + j20  Ω  (equivalent to an impedance of 21.5  Ω  magni-

tude with an angle of 68.2 °  in polar form), then the zone settings, assuming 

the settings policy is to set the zones to 80%, 125% and 220% reach settings, 

would be 6.4 + j16  Ω , 10 + j25  Ω  and 17.6 + j44  Ω , respectively. 

 Figure 3.14 below illustrates the zone boundaries for each of the three 

zones in the complex impedance plane. Assuming a fault with zero fault 

impedance occurred at Location B, then the impedance measured at the 

relay (located at A) would be 8 + j20  Ω   and the relay would therefore trip 

in Zone 2, with a 500 ms time delay. The reason that the zone boundaries 

are circular is historical. When electromechanical relays were used, they 

effectively compared only the magnitudes (and not the relative phases) 

of the measured currents and voltages, and thus could only determine the 

a

Zone 1 Zone 2
(500 ms)

Zone 3
(500 ms)(Instantaneous)

b c

 3.13      Zones of protection of distance protection with indicative time 

delays of operation for faults detected in each zone.  
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magnitude of the impedance, which equates to a circle when plotted in the 

impedance plane as shown in Fig. 3.14. This circular characteristic is also a 

useful feature, as resistive faults can also be detected to a certain degree. 

For example, if a fault in the middle of Line 1 had a resistive element, then 

the locus of the measured impedance may lie in the vicinity of the cross 

indicated in Fig. 3.14, and would still be detected. Modern microprocessor 

relays can of course determine the real and imaginary components of the 

measured impedance by computing the magnitudes and relative phases 

of the measured voltages and currents, so in theory any shape of charac-

teristic is achievable using software. Figure 3.15 illustrates a selection of 

common impedance characteristics that are available in modern distance 

protection relays.           

 To overcome the major shortcoming of distance protection, which is the 

fact that, for reasons of security, only 80% of the line is protected (with 

an instantaneous tripping reaction), a number of methods can be used. All 
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 3.14      Illustration of distance protection zone boundaries in the complex 

impedance plane.  
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methods require that there are distance protection relays at each end of the 

protected line, both looking ‘into’ the line, and communications are used to 

enhance the performance of the overall scheme. For the purposes of this 

book, only one method will be presented, although there are several meth-

ods in use. 

 The particular method described here is referred to as ‘accelerated’ dis-

tance protection, or as a ‘permissive under-reach transfer tripping scheme’. 

The basic confi guration and operation of the system is illustrated below in 

Fig. 3.16. 

 For the confi guration above, the fault lies within the protected line, but is 

detected by Relay A in Zone 2, and by Relay B in Zone 1. The acceleration 

scheme operates through each relay sending an ‘acceleration’ signal to the 
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No Trip
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No Trip

No Trip No Trip
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 3.15      A selection of commonly used distance protection characteristics.  

A B

Communications link

Relay A zone 2 (500 ms)
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Relay B zone 1 (instantaneous)

Fault 1

 3.16      Distance protection scheme employing communications to 

enhance performance.  
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other upon local detection of a fault in Zone 1. Each relay monitors its com-

munications link for receipt of an acceleration signal from the other relay(s). 

If any relay detects a fault in Zone 2,  and  the acceleration signal is received, 

then it overrides the time delay normally associated with Zone 2 and trips 

instantaneously, thereby speeding up the clearance of faults located in the 

‘last’ 20% of the line end that the relay (that receives the acceleration sig-

nal) is protecting. 

 This (Zone2  and  acceleration signal receipt) logic is used to prevent spu-

rious operation (for example if an acceleration signal was incorrectly sent 

by one relay) and thereby increases the security of the system. 

 As already mentioned, there are other methods of using communications 

to enhance the operation of distance schemes, and more information relat-

ing to such schemes can be found in Chapter 12 of Alstom (2011). 

 Distance protection is used as one of the main means of protecting trans-

mission lines and to provide backup protection for transformers, generators 

and busbars in transmission systems, and in some cases as a means of pro-

viding main and backup protection for distribution systems.  

  3.5.3     Differential protection 

 This method of protection relies on the continuous comparison of mea-

surements (normally of current, but in some cases voltage is used) to 

establish whether there is a fault on the protected equipment. It is a unit 

scheme, highly discriminative and stable, but does not possess any inher-

ent backup capabilities, although modern multi-functional relays may also 

include overcurrent protection for backup purposes. Differential protec-

tion relies on communications between relays to perform the protection 

function. 

 The measurements are taken from the boundaries of the protected zone 

(i.e. the ends of a protected line, the terminals of a protected busbar, the high 

Relay

Irelay

I1 I2

Zone of protection

 3.17      Single-relay current differential protection scheme.  
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voltage (HV)  and LV terminals of a power transformer, the ends of a pro-

tected generator winding, etc.) and compared. If a difference in magnitude 

and/or phase is detected between the measurements, then it is deemed that 

there is a fault in the protected equipment and tripping is instructed. In con-

trast with non-unit schemes, there are no deliberately applied time delays to 

the operation of differential schemes and such schemes can normally affect 

tripping very quickly. 

 Differential protection may be implemented as a single-relay scheme, as 

shown in Fig. 3.17, which may be applied to the protection of single items of 

plant (e.g. busbar, transformer, generator) or relatively short lines, and uses 

direct connections between the relay and the CTs. Multiple relay schemes, 

as shown in Fig. 3.18, are typically used for the protection of relatively longer 

lines, where direct connection of CTs would not be feasible.           

 The principles of operation of both schemes shown in Figs 3.17 and 3.18 

are identical; only the implementation differs. In the single-relay scheme, 

known as a circulating current scheme, it is clear that the current presented 

to the relay,  I  relay , is the vector sum of  I  1  and  I  2 , which is zero for no-fault situ-

ations and for external faults, but non-zero for internal faults (referring to 

Fig. 3.17,  I  relay  =  I  1    −  I  2 ). 

 For an external fault, the values of  I  1 and  I  2  will be much larger than nor-

mal, but still equal in magnitude and phase, so the condition  I  relay  =  I  1    −  I  2  = 

0 will remain satisfi ed. For an internal fault, the values of  I  1  and  I  2  will be 

different. If there is only one source of fault current (e.g. to the left of the 

fi gure), then  I  1  will represent the fault current in the faulted phase(s), while 

 I  2  will be 0 on the faulted phase(s). There will be a clear difference in the 

measured currents,  I  relay  will be non-zero and the relay will trip. If the system 

is interconnected and fault current is fed from both ends of the protected 

zone, then the values of  I  1  and  I  2  will again be different, but  I  2  will be non-

zero and will be 180 °  out of phase with  I  1 . So again there will be a clear 

difference in the measured currents,  I  relay  will be non-zero and the relay will 

trip. For the arrangement presented in Fig. 3.18, the principle is the same, but 

rather than the relays measuring the currents directly, the values are mea-

sured locally and communicated, as encoded messages, to the other relay(s) 

in the scheme for comparison. 

Relay B

Zone of protection

Communications link
Relay A

 3.18      Dual relay current differential protection scheme.  
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 Some differential schemes compare only current magnitudes, some com-

pare magnitudes and phases, and others compare only the phases of the 

measured currents. 

 The main area of concern associated with differential protection is the 

potential for incorrect operation of the scheme for an external fault condi-

tion, when the currents measured by each CT are much higher than nom-

inal values. The potential for CT errors is greater at such levels of primary 

current, leading to the potential for a differential current to be incorrectly 

detected and for the scheme to operate for external faults. The method of 

mitigating this risk is known as biasing, and this effectively means that the 

differential current required for operation is increased when the absolute 

levels of measured current are higher. 

 Consider Fig. 3.19, which illustrates the concept of biasing. As stated 

above, the amount of differential current to cause tripping is higher at 

higher values of measured current and this is illustrated by the sloped 

boundary characteristic dividing the ‘trip’ and ‘no trip’ regions on the 

right hand side of the fi gure. Consider the three cases (no fault, inter-

nal and external fault), numbered as 1, 2 and 3, respectively on Fig. 3.19, 

it is clear that the external fault leads to an erroneous measurement of 

differential current (due to CT errors at such high levels of current) and 

this would cause tripping in the non-biased case. Introducing the bias 

eliminates the risk of such tripping. Biasing can be introduced via mod-

ern relays’ software algorithms. In electromechanical relays, biasing was 

achieved through passing the measured current through a winding, which 

acted to restrain the relay from operating as the measured current levels 

increase (i.e. it was in direct opposition to the coil carrying the differen-

tial, or operating, current).      

1: No fault (load current) condition
2: Internal fault condition
3: External fault condition

Non-biased

1 1

3 3

2 2

Trip

No trip

Trip

No trip

BiasedIdifferential

Imeasured Imeasured

Idifferential

Isetting Isetting

 3.19      Use of biasing to enhance the stability of differential protection.  
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 It should also be noted from the fi gure that there is an element of the 

characteristic which is not biased (towards the origin of the graph on 

the right hand side of the fi gure). This is necessary so that very small 

values of differential current, e.g. due to line charging currents or small 

CT errors at rated load currents, will not cause spurious operation of the 

protection. 

 The main settings on a modern differential relay are the differential cur-

rent setting (the value of differential current for the non-biased portion of 

the characteristic), the value of measured current at which the biased (sloped 

characteristic) will be introduced (i.e. its starting point on the x axis in the 

fi gure) and a value which is used to specify the gradient of the biased char-

acteristic (e.g. steeper slopes may be required if the CT errors are known to 

be relatively large). 

 Differential protection is used as the primary means of protection for 

transformers, generators and busbars in transmission systems (such compo-

nents would be protected using non-unit schemes at distribution voltages). 

It is applied in distribution systems when the consequences of faults (if not 

cleared quickly) are deemed to be grave enough to warrant the expense of 

differential schemes, or the nature of the system dictates that differential 

protection is required. Further information relating to different protection 

can be found in Alstom (2011).   

  3.6     Typical protection schemes and further 
considerations 

 This section outlines the typical protection arrangements as applied in the 

UK at the various voltage levels. 

  3.6.1      Summary of typical protection schemes and 
applications 

  Consumer level (400 V in UK) 

 Fuse-based protection of individual items of equipment and circuits is 

used to protect the LV network to which domestic consumers connect. 

It should be noted that the fuse is a remarkable device, acting as a com-

bined CT, protection relay and circuit breaker, while also limiting fault 

current. 

 Also employed at this level are miniature circuit breakers (MCB) with 

selectable overcurrent tripping characteristics. Residual current devices, 

which measure the live and neutral currents and trip when an imbalance is 

detected (indicative of an earth fault, where the supply current is returning 

via earth and not through the neutral), are extensively employed to protect 
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consumers’ circuits and individual devices. Backup is provided on a system-

wide basis by adjacent non-unit protection devices.  

  Distribution level (11, 33 and 132 kV in UK) 

 Fuses remain common, particularly at 11 kV, for the protection of spurs 

connected to main feeders, although fuses are being replaced with section 

switches and other disconnecting devices, which provide disconnection 

(but not interruption of fault current) of the faulted section, often as part 

of a distribution automation scheme. For main 11 kV feeders radiating 

from 33/11 kV primary substations, overcurrent relays, often in conjunc-

tion with auto-reclosers and fuses and/or section switches, as described 

earlier in Section 3.5.1 , are used to provide fault detection and interrup-

tion, with the aforementioned fuses and section switches providing isola-

tion of the faulted network section if it is located downstream from these 

devices. 

 At 132 kV, which can be classed as either distribution or transmission 

network, the protection that is akin to that used for the protection of trans-

mission networks is employed. Current differential and/or distance protec-

tion (sometimes employing communications) is normally used to provide 

main protection, with backup being provided by distance and overcurrent 

protection.  

  Transmission level (275 and 400 kV in UK) 

 The consequences of plant damage and loss of availability of part of the 

network are so high that complex and expensive protection schemes are 

typically used at transmission voltages. The protection must be fast in order 

to maintain system stability (this problem increases with system voltage and 

line MVA capacity) and must possess high levels of discrimination in order 

to minimise disconnection of non-faulted equipment and the risk of supply 

disruption. Every part of the transmission network is under the supervi-

sion of more than one protection system. Typically, two (or in some cases, 

three) main protection systems, usually one differential and one distance, 

are applied, with an additional backup protection system (or systems) also 

being used for the protection of a single item of transmission system plant. 

Backup may also be provided by dedicated circuit breaker fail protection, 

which checks for current fl ow after the protected circuit breaker has been 

instructed to trip, and if current still fl ows then the circuit breaker fail pro-

tection will directly trip all other circuit breakers required to provide isola-

tion of the fault, using communications to trip remote circuit breakers. 

 In summary, for a fault on a transmission line or item of plant, at least 

two (and sometimes three) main protection systems will detect the fault 
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and ‘race’ to trip the breakers, normally within 70–80 ms of the fault occur-

ring. If a circuit breaker fails to open when instructed to do so by the main 

protection(s), then adjacent distance protection, backup overcurrent pro-

tection, and circuit breaker fail protection will all act to remedy the situ-

ation by tripping other circuit breakers, all normally within 500 ms or less. 

Using such redundant arrangements, the frequency of occurrence of cata-

strophic system failures due to non-operation is minimised (but such events, 

of course, occur on occasion).    

  3.7     Standard requirements for protection of 
generators and their interfaces to the utility 
network 

 In the UK, there are a number of standards relating to the connection of 

generators. The main document that contains recommended practice for 

DG is G59/2 (Energy Networks Association, 2011), which outlines a num-

ber of stipulations and recommendations for the operation, control and 

protection of generators (of different capacities and connected at different 

voltage levels) when connected to the electrical system of licensed distribu-

tion network operators (DNO) in the UK. Grid codes and other similar 

documents are used by power utility companies throughout the world to 

stipulate how generators (and consumers and other users of the system) 

must connect and operate. 

 From a protection perspective, the G59/2 recommendation concentrates 

on the protection of the interface between the generators and the DNO’s 

system and recommends a number of protection functions and settings, 

which are summarised below:

   LOMs (using a variety of optional methods – voltage vector shift, rate of • 

change of frequency, neutral voltage displacement)  

  short circuit overcurrent protection and provision of backup protection • 

for network faults  

  reverse power protection  • 

  under- and over-voltage and frequency  • 

  phase unbalance protection  • 

  requirements for synchronising.    • 

 In addition to the protection requirements summarised above, the document 

also contains information relating to connection applications and arrange-

ments, earthing, the design of the connection, power quality, stability, opera-

tion in islanded modes, control, testing and commissioning. 
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 In the UK, a primary objective is to ensure that DG does not operate in 

islanded mode, as this could lead to the operation of the islanded system 

with no intentional earth connection (and therefore no means of detecting 

earth faults), the possibility of reclosing of two non-synchronised systems, 

excessive variations in system fault levels, etc. 

 The G59/2 recommendation therefore specifi es that some suitable form 

of LOM protection is provided, which is typically based on monitoring the 

system frequency to identify when there is a rate of change in the mea-

sured frequency that indicates that the system is no longer grid connected. 

LOM protection is important as, if the system is allowed to operate (inad-

vertently) in islanded mode, then the islanded element of the system may 

be out of synchronism with the main system, and if a reconnection of the 

(presumed non-energised) island and the main system is made, this could 

result in damage to the reclosing circuit breaker and/or the generator(s) in 

the island due to the unsynchronised reclose, presenting an obvious safety 

hazard. There may also be uncertainty surrounding the identify of all circuit 

breakers that would be involved in reconnecting the islanded part of the 

system to the main system, and installing synchronism-checking equipment 

on all circuit breakers would not be economically viable. Furthermore, an 

inadvertently islanded system may operate with generators that do not have 

a deliberate connection to earth, rendering the system unsafe as earth faults 

may not be detectable. Furthermore, the fault levels in an island may be 

markedly reduced, meaning that any faults in the island may not be cleared 

safely by the protection systems.  

  3.8     Future trends: Impact of distributed generation 
(DG) and storage on protection 

 The scope of this book and chapter does not permit a detailed treatment of 

the potential issues and problems that may be encountered as the penetra-

tion of DG and storage increases. However, a summary of the main issues, 

with references to guide the reader to more information on each of the 

potential issues, is included. 

 As the penetration of DG on distribution networks increases, it is impor-

tant to ensure this will not adversely infl uence the operation of the net-

work protection. Furthermore, the DG units themselves must also have 

the capability to ‘ride through’ network faults in certain circumstances. As 

mentioned in the previous section, there are several standards and recom-

mendations, for example G59/2 in the UK (Energy Networks Association, 

2011) and a variety of grid codes (Eirgrid, 2011; EON Netz, 2006) in Europe 

and elsewhere relating to protection of DG and the DG-utility interface. 

While some of these standards are defi ned and some are in the process of 
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being refi ned, it is clear from the activities of the research and industrial 

communities that there are fears over the ability of future networks, incor-

porating large penetrations of DG (and energy storage), to be protected 

adequately, with specifi c concerns being expressed over network protection 

discrimination, coordination, speed of operation and stability (Brahma and 

Girgis, 2004; Dysko  et al ., 2007; Laaksonen, 2010). 

 Furthermore, the protection of the DG interface is also subject to inves-

tigation, with researchers reporting problems relating to the ability of the 

DG interface to operate correctly under all encountered scenarios, with 

protection discrimination and selectivity, stability, ride through and reduc-

tion of unnecessary disconnection and fi nally, the ever-present concern over 

LOMs protection all being cited as potential problems (Jennett, Coffele 

and Booth, 2012). At the transmission level, increased connection of large 

wind farms, usually via some form of power converter interface, has been 

causing some concern over the impact that this may have on the stability 

of the system; for example, through reduced system inertia as mentioned in 

Section 3.2, which may require faster protection operation times in order 

to preserve system stability during and after fault events. Frequency based 

LOM protection may also suffer as a result of the increase in DG (and due 

to the increased connection of converter-interfaced wind energy at trans-

mission levels). The reduced inertia of the system could lead to increased 

magnitudes of frequency perturbations during non-LOM events, leading 

to unnecessary operation of LOM protection. One solution may be to 

decrease the sensitivity of the LOM protection, but this could also cause 

problems in that the protection may not operate during actual LOM events, 

which is obviously undesirable. Increased penetration of renewables may 

also lead to system fault levels reducing (or in some cases increasing) from 

their present levels, perhaps requiring protection settings to be revised or 

adapted. 

 Figure 3.20 illustrates a number of the protection-related issues that may 

be encountered through the increased penetration of DG and, to a certain 

extent, storage, if the storage unit acts to contribute signifi cantly to fault 

current.      

 Referring to the fi gure below, the fault at the position indicated would, 

without DG being connected, result in fault current that would be supplied 

solely from the grid, and this current would be limited in magnitude by the 

source impedance and the impedance of the path to the fault. The overcur-

rent protection at B would operate to clear the fault, with the protection at 

A providing backup if required. 

 However, the presence of DG at B and E as shown may increase the total 

fault current, perhaps speeding up the operation of the protection at A to 

levels where coordination may become an issue. The increased fault current 
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measured by Relay A may violate the instantaneous protection setting at 

A, leading to unnecessary tripping at A for a fault beyond B. Furthermore, 

if there was signifi cant DG at B, this could reduce the amount of current 

supplied by the grid, perhaps, in extreme situations, leading to the ‘blinding’ 

of the protection at A to Fault 1, possibly compromising backup protection 

operation.      

 Finally, the undervoltage that would be apparent at Locations B and E 

(and all other locations in the vicinity of the fault) during the fault could 

lead to problems associated with unnecessary ‘sympathetic tripping’ of 

the DG units if the fault were not cleared quickly enough by the network 

protection. Furthermore, as a consequence of the DG being unnecessarily 

removed, loads on the conductors upstream from the DG could increase to 

beyond overload levels, leading to yet more tripping and possibly to wide-

spread disruption. These, and other problems, remain the subject of research, 

and many proposals for solutions to remedy these problems, including the 

use of directional protection, communicating protection and adaptive solu-

tions, have been made by researchers working in this fi eld (Hussain, Sharkh, 

Hussain and Abusara, 2010). 

 The increase in fault levels that accompanies large penetrations of DG 

has led to the research and development of fault current limiting tech-

nology, including the use of superconducting material (which transits to 

a resistive state above critical current levels), saturated magnetic circuits, 

extremely fast-acting fuses and switching devices. Some devices are now 

installed as prototypes at locations throughout the world (Xin  et al ., 2009).  

Source
(Grid)

IF_Grid

IF_DG

A

D DG

DG

E

B C

Fault 1

 3.20      Potential impact of DG on protection .  
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  Abstract : This chapter describes the behaviour of power systems during 
faults and illustrates the requirements for power system protection. The 
components of protection systems and the typical schemes used to protect 
power systems are described. An overview of the future challenges 
relating to protection is provided, with specifi c comments relating to the 
impact of distributed generation on network protection systems. 

 Key words: power system protection, faults. 

    3.1     Introduction 

 All electrical power systems require automatic means of detecting the pres-

ence of fault or abnormal conditions and subsequently isolating the faulty 

equipment. Faults may be short circuits or partial short circuits, open circuits, 

unbalanced conditions, or any other circumstances deemed to be undesir-

able, such as operation of an element of the system in islanded mode follow-

ing disconnection from the main grid (loss of mains (LOM)). 

 Short circuit faults are the most common and potentially most damaging 

type of fault, as the resulting excessive current can cause thermal and mechani-

cal damage to the plant carrying it and, if the fault is not removed quickly, the 

overall stability of the system may be compromised, possibly increasing the 

risk of partial or complete system collapse. Historically, a large proportion of 

system blackouts include incorrect (which may be unnecessary) operation of 

protection as a contributing factor (Atputharajah and Saha, 2009). 

 The occurrence of faults is inevitable, because the power system suffers 

from the effects of natural phenomena (e.g. electrical storms), the effects of 

ageing on insulation, human error, etc. The protection system is thus designed 

not to prevent faults, but to respond to their occurrence and minimise their 
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effects. The consequences of faults and other undesirable conditions include 

excessive current fl ows, voltage and/or frequency depressions or deviations 

from normal values, all of which can be measured and used by the protec-

tion systems to detect the presence of faults on the system. 

 This chapter describes the behaviour of power systems during faults, 

how faults may be detected, key elements of protection systems, the per-

formance requirements for protection systems and the components, meth-

ods and schemes that are most commonly used to provide protection for 

power system equipment, along with a brief overview of present and emerg-

ing research challenges and solutions in the fi eld, in the context of power 

systems comprising increasing penetrations of distributed generation (DG) 

(and storage). 

 The approach taken is to describe the main concepts and basic opera-

tion of protection schemes: detailed theory of operation is not presented. 

There are several textbooks focussing solely on protection and the reader is 

advised to consult there for more detailed information regarding the subject 

(Anderson, 1999; Alstom, 2011).  

  3.2     Fault detection and isolation 

 Faults on the power system normally result in a marked change in the mea-

sured voltages and currents in the vicinity of the fault. These can be detected 

by protection systems in order to initiate the actions required to isolate the 

faulted element(s) of the network. The remainder of this section outlines 

the behaviour of the power system during faults, and how faults can be 

detected and isolated. 

  3.2.1     Short circuits on power systems 

 Short circuits on power systems are inevitable and system protection must 

react by detecting the presence of such faults and providing an appropriate 

reaction, which is typically in the form of tripping a circuit breaker, or mul-

tiple circuit breakers, to interrupt all fault current paths from the sources 

Line 1
(Low Z)

Line 2
(Low Z)

Line 3
(Low Z)

Source Load
(High Z)

Load
(High Z)

Load
(High Z)

Load
(High Z)

Line 4
(Low Z)

 3.1      Simple one-line representation of a section of power system.  
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of fault current to the fault location. Short circuits typically involve break-

down of insulation and arcing and must therefore be removed quickly from 

the system, both to minimise physical damage to plant and surrounding 

equipment and to reduce system integrity risks due to generators becoming 

unstable. 

 Figure 3.1 illustrates a simple one-line single phase representation of a 

power system:      

 Consider a situation where the system above is short circuited, in this case 

via a phase-earth fault (assuming the line at the bottom of the fi gure is a 

combined neutral/earth return path) at the location as shown in Fig. 3.2.      

 For a fault such as this, the current fl owing in the circuit would only be 

restricted by the short circuit capabilities of the source and the impedance 

to the fault, which in this case is represented by the cumulative imped-

ance of Lines 1 and 2. Assuming the system is solidly earthed and that 

the impedance of the fault and the return path are both negligible (which 

would not be the case in a practical situation), then the voltage at the point 

of the fault would effectively be zero. In a practical situation, the imped-

ance of the fault and the return path would both require to be taken into 

account, and this normally entails the use of simulation software which can 

provide a reasonably accurate estimation of the fault currents (and voltage 

depressions) within a large interconnected power system for faults at vari-

ous locations.  

  3.2.2     Detection of faults on the system 

 The detection of faults on the system is invariably achieved through mea-

surements of voltage, current, or both. These measurements are processed 

by relays, which are provided with inputs from current transformers (CT) 

and/or voltage transformers (VT). The relay is responsible for making a 

decision as to whether a fault is present on the system, and, if so, what sub-

sequent action should be taken (if any is deemed necessary) in response to 

the detected fault. Modern relays are numerical (i.e. microprocessor based) 

Line 1
(Low Z)

Line 2
(Low Z)

Line 3
(Low Z)

Source Load
(High Z)

Load
(High Z)

Load
(High Z)

Load
(High Z)

Line 4
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 3.2      Simple one-line representation of a faulted power system.  
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and are increasingly replacing their electromechanical and electronic pre-

decessors, although there are still a large number of older relays in service, 

particularly at the lower voltage levels in the system. 

 CTs and VTs measure directly from the T&D systems and provide their 

associated relay(s) with standardised inputs, typically of 110 V line-line volt-

age for VTs (for nominal input voltages) and 1 A or 5 A for CTs (for nomi-

nal current rating of the CT). CTs and VTs are available in a wide range of 

ratios, for VTs from 11 kV:110 V up to 750 kV (or more):110 V, while CTs 

are available with transformation ratios up to 2000:1 or more. Standards for 

the performance of CTs and VTs are available (IEEE, 2005). Conventional 

CT and VT construction and operation has remained relatively unchanged 

in recent years and is based on derivations of electro-magnetic power trans-

formers; however, ‘non-conventional’ CTs and VTs, largely employing opti-

cal sensing techniques, have been developed and applied in an increasing 

number of cases. Finally, the IEC 61850 standard (which is published in sev-

eral parts) encompasses the provision of measurement data to protection 

relays in a digital format, and this enables CTs, VTs and relays to commu-

nicate via a digital substation/process bus. An introduction to the standard 

is available at IEC (2003). A simple representation of a protection system 

is presented in Fig. 3.3, where it is shown how a protection relay continu-

ally monitors inputs (obtained directly or via some form of communica-

tions system) of current (and/or voltage) from a measurement transformer 

(or transformers). The protection relay detects the presence of faults and, 

if deemed necessary, sends signals to trip its associated circuit breaker(s) 

when the appropriate conditions are detected. In some cases, as also illus-

trated in Fig. 3.3, communications may be used. Depending on the particular 

protection system, this may be for the purposes of exchanging measurement 

data with other protection relays, to provide facilities to remotely trip other 

circuit breaker(s), or to send information such as indications of operation, 

alarms and recorded fault data to remote locations.       

Relay

Communications

Trip signal

Circuit
breaker

Measurement
transformer

 3.3      Main components of a protection system.  
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  3.2.3     Isolation of faults from the system 

 In transmission systems, the degree of interconnection invariably means 

that, for a fault on a transmission line, circuit breakers at both ends of 

the faulted line must be opened. If the line is a multi-terminal circuit, 

then circuit breakers at all line ends must be opened when a fault is 

detected. Other system components, such as generators, busbars and 

power transformers, must also be protected, and this is usually provided 

by protection schemes dedicated to the protection of the components, 

tripping circuit breakers to provide isolation of the faulted equipment 

when required. 

 Traditionally, for a fault on the power distribution system (i.e. the sys-

tem at 33 kV (sometimes 132 kV) and below in the UK), fault currents 

fl ow ‘down’ to the fault position from the ‘upstream’ transmission system, 

to which generators (the sources of fault current) are connected. In such 

cases, only the immediately ‘upstream’ circuit breaker from the fault loca-

tion requires to be tripped in the event of a fault. However, this relatively 

simple situation has now been complicated by the fact that DG is being 

increasingly connected to the distribution system, meaning that fault cur-

rents may now fl ow from locations both ‘upstream’ and ‘downstream’ of the 

fault, requiring more complex and costly network protection systems. The 

DG must, of course, also be protected and its protection systems must coor-

dinate with network protection to ensure that the appropriate generators 

are quickly disconnected from (or in some cases, remain connected to) the 

system in the event of a fault on the adjacent network. 

 The presence of DG or storage can also infl uence network fault levels and 

this can, in some cases, adversely affect the operation of network protec-

tion, potentially leading to loss of coordination, non-operation of network 

protection devices for network faults, or spurious operation of protection 

devices for faults on the system to which they should not normally react. 

LOMs (or anti-islanding) protection is also a requirement in most utility 

networks for distributed generators that can operate in parallel with the 

utility supply system. This also complicates the overall protection function, 

and is discussed later in Section 3.8 .   

  3.3     Protection system requirements 

 The protection system must fulfi l the requirements of:

   rapidly and automatically disconnecting the faulty item(s) of plant or • 

section of the power network;  

  minimising the disconnection of non-faulted equipment, thus ensur-• 

ing maximum availability and security of supply to consumers, and 
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minimising the potential for overload on the remainder of the system 

following a fault event.    

 The degree to which any protection system satisfi es these requirements can 

be described by four interrelated parameters – discrimination, stability, sen-

sitivity and operating time.  

    • Discrimination  is the degree of ability of the protection system to select, 

on the basis of the power system conditions (e.g. current, voltage, etc.) 

whether or not to operate for a given measured system state, that is, to 

send a trip signal to its associated circuit breaker(s). A protection system 

that is highly discriminative would, for example, be capable of identify-

ing faults that are located on the protected plant item (e.g. a transmis-

sion line) as opposed to those not located on the protected plant item 

(e.g. a fault on the immediately adjacent line to that being protected). A 

highly discriminative protection system always operates when it should, 

and never operates when it should not.  

   • Stability  is a measure of the ability of the protection system to remain 

inoperative under certain faulty conditions, because the fault is of such 

a nature that some other protection system is intended to affect trip-

ping. Additionally, there is also the potential for normal system tran-

sients, such as motor starts and transformer magnetising inrush currents, 

for which the protection system should not operate. Thus, stability in 

this context is related to discrimination, and a stable protection system 

would never operate when it should not.  

   • Sensitivity  is a measure of the ability of the protection system to iden-

tify the presence of a fault or other undesirable condition, even though 

that condition may be only slightly different from an apparently healthy 

condition. For example, if a protection scheme is based on the measure-

ment of primary system current, then a sensitive protection scheme 

would operate for currents slightly higher than the rated system current, 

whereas a relatively insensitive protection scheme would only operate 

for currents approaching the maximum possible fault current levels for 

that particular part of the power system. A sensitive protection system 

always operates when it should.  

   • Operating time  is the total time taken from the onset of the fault to 

the protection relay sending a trip signal to the circuit breaker(s). It is 

not possible to state simply that low operating times are good and high 

operating times are bad, because high and low are relative terms in this 

context. All operating times must be low enough to ensure the safety of 

plant, equipment and personnel, but the use of intentional time delays in 

the operation of the protection system offers useful means of discrimi-

nation in certain applications (described later in this section).    
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 Figure 3.4 can be used to clarify the concepts of discrimination, stability and 

sensitivity.        The fi gure depicts two serially connected lines, each protected by 

relatively simple overcurrent protection systems, which would be typical of 

a distribution system protection arrangement. Also illustrated on the fi gure 

are the components of each protection system, which in this case comprises 

a measurement (current) transformer, protection relay and circuit breaker 

which is operated by a signal from the relay upon detection of a fault that 

it should clear. 

 For the faults shown in the fi gure, the  sensitivity  of both protection sys-

tems must be high enough to detect faults on their protected feeders, but 

not so sensitive that it will operate incorrectly for temporary overloads or 

short term transient overcurrents, e.g. due to motors starting or transformer 

inrush. Furthermore, in the case shown in the fi gure, the relay at A must be 

sensitive enough to detect faults on both feeders, as it must operate (albeit 

after a time delay) if a fault on Line B-C is not cleared due to the failure of 

the protection system at B. 

 Ensuring adequate sensitivity for a protection system can be challenging. 

For example, a resistive fault, which may be encountered when the fault 

current returns to the source via vegetation that has impinged on the live 

conductor and caused a connection to earth, may result in fault currents that 

are not much higher (and indeed in some cases may be lower) than maxi-

mum load currents. In such cases, alternative methods of protection, such as 

detection of imbalance between the three phases, may be required to facili-

tate detection of these types of faults. 

 Discrimination and stability can be explained by considering the faults at 

Locations 1 and 2. Fault 1 should be cleared by the relay at A, while Fault 2 

should be cleared by the relay at B to maximise supply availability to con-

sumers and isolate only the faulted element of the system. The relay at A 

must be able to  discriminate  between the faults at 1 and 2: for Fault 1, the 

relay at A should operate relatively quickly, while for Fault 2, it should only 

operate after a time delay, during which, if everything functions correctly, 

the relay at B will clear the fault and the relay at A will not operate, but will 

reset after clearance of the fault by the relay at B. 

Fault 1 Fault 2

Relay B

Line A–B Line B–C

Relay A

 3.4      Protection arrangements for a multi-section radial feeder.  
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 Similarly, for Fault 1, the relay at B must remain  stable , and never operate. 

This should not be diffi cult in this case, under the assumption that fault cur-

rent fl ows only from left to right on the system depicted in the fi gure, that is, 

the source is ‘upstream’ of Relay A, which is typical of a distribution system 

containing no DG. However, if the system were interconnected and/or had 

DG, then the relay at B may be required to operate in such cases. 

 Stability and discrimination can also be challenging. For example, if the 

fault is very close to Location B (e.g. a few metres either side of it), then 

the questions of how both relays can discriminate between these locations, 

if they are only measuring current magnitude, and how can Relay B remain 

stable if the fault is just ‘behind’ it, must be addressed. Furthermore, other 

phenomena, such as large motors starting and transformers drawing large 

inrush currents upon energisation, can also present challenges to the dis-

crimination and stability of protection systems. 

 The operating time, sensitivity, discrimination and stability performance 

characteristics of each of the most popular methods of protection are dis-

cussed in more detail later in this chapter. 

  3.3.1     Economic considerations 

 Protection systems can be relatively simple and cheap, or they can be 

extremely complex and expensive. The choice of the complexity (and hence 

cost) of the protection system to be applied to a particular item, or items, of 

a power system plant depends mainly on two factors:

   the cost of faults;  • 

  the desired level of supply security.    • 

 Fault costs are a combination of the potential cost of damage to plant, the 

cost of lost revenue through supply disconnection, the cost of replacement 

plant (e.g. generation) and the cost of loss of consumer goodwill. Economic 

considerations dictate that the higher the fault costs, then the greater the 

expense invested in providing adequate protection. Generally this means 

that the higher the mega-volt-amperes (MVA)  rating of the plant to be 

protected, the more complex and costly will be the protection system. This 

general trend is evident by considering the protection schemes applied at 

various levels in the power system, as summarised in Section 3.6.1 .   

  3.4     Protection system components and philosophies 

 A protection system consists of a number of individual components and 

these components are normally arranged such that the protection scheme 
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behaves in accordance with one of two main operating philosophies. 

The components and philosophies are described in the remainder of this 

section. 

  3.4.1     Overview of protection system components 

 As illustrated earlier in this chapter in Fig. 3.3, the majority of protection 

systems contain the following main subsystems:

   equipment for measuring/monitoring the power system conditions (e.g. • 

CTs and VTs);  

  equipment for translating the signals derived by the measuring equip-• 

ment into decisions on the state of the power system and subsequently 

taking actions if fault or undesirable conditions are deemed to exist (i.e. 

protection relays);  

  circuit breakers and other switchgear, which disconnect and isolate the • 

faulty item(s) of plant in response to signals from the protection relays;  

  communications systems for acquiring measurement data, sending trip-• 

ping signals, and for communicating with remote locations for data/

information transfer.     

  3.4.2     Protection system philosophies 

 There are two main protection philosophies to which all protection systems 

adhere. 

  Unit protection 

 The philosophy of unit protection defi nes that the protection system should 

only detect and react to primary system faults within the zone of protection, 

while remaining inoperative for external faults. The protection scheme illus-

trated in Fig. 3.5 represents a simple unit protection scheme. Unit schemes 

Fault 1 Fault 2

Relay B

Zone of protection

Line A–B

Communications linkRelay A

 3.5      Unit protection system (current differential protection).  
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typically involve protection relays that monitor the primary system condi-

tions at each ‘end’, or boundary, of the protected zone. The relays measure 

some parameter (normally current – in terms of magnitude, phase, or both) 

and perform a comparison with the parameter(s) being measured by the 

other relay(s) within the unit scheme. If some threshold criterion is violated, 

for example the measured currents are not equal or the vector summation 

of the measured currents is not equal to zero (neglecting capacitive charg-

ing currents associated with the protected line), then the protection relay(s) 

initiate the process which will lead to isolation of the plant within the pro-

tected zone. Because of this requirement for comparison (or some other 

function) of parameters from each ‘end’ of the protected zone, almost all 

unit protection schemes have a requirement for relay-to-relay communica-

tions facilities, which may be achieved using a number of methods.      

 For the system above, the zone of protection is clearly defi ned. To be 

exact, the zone of  detection  is between the measurement points, while the 

zone of  protection  is between the circuit breakers; normally, the CTs and 

circuit breakers are at almost identical locations. If, for example, each relay 

in the system above was comparing the magnitude of its measured current 

with the other relay’s measured current (a form of current differential pro-

tection), then for Fault 1, the currents would not be equal and the relays 

would trip. 

 For the case of Fault 2, while both measured currents would be far in excess 

of normal load current levels, they would still be equal, and the protection 

relays should remain stable. Unit protection systems offer high levels of dis-

crimination and stability, ensuring that the protection system only operates 

for faults within the protected zone, while remaining are inoperative for 

‘external’ faults. The main negative aspect associated with unit schemes is 

that they do not possess backup protection capabilities, and there is a con-

siderable expense associated with the use of communications. Furthermore, 

reliance on communications for operation gives rise to concern over the reli-

ability of the communications link, which is sometimes addressed through 

the use of multiple communications systems, further increasing costs. The 

Fault 1 Fault 2

Zone of protection

Line A–B

Relay A

 3.6      Non-unit protection system (overcurrent protection).  

�� �� �� �� �� ��



Protection of transmission and distribution networks   85

© Woodhead Publishing Limited, 2013

lack of backup capabilities is usually addressed through the use of non-unit 

schemes in addition to the unit scheme.  

  Non-unit protection 

 The protection scheme arrangement shown in Fig. 3.6 represents a simple 

non-unit protection scheme. The main difference between unit and non-unit 

schemes is that individual non-unit schemes do not independently protect 

one clearly defi ned part (or zone) of the system.      

 In Fig. 3.6, the zone of protection (as illustrated by the depth of the shad-

ing within the zone), certainly covers Fault 1, but in this case, the ‘zone’ 

gradually ‘fades’ on the second line and, for Fault 2, it appears that the pro-

tection may provide coverage, but in the case above, this is not certain. The 

‘reach’ of non-unit schemes can be varied by altering the settings on the 

relay (more details are included later in this section of relay settings), but 

non-unit schemes invariably exhibit characteristics whereby the reaction 

of the protection system varies as the location of the fault changes. In the 

example above, if the protection relay were an overcurrent relay, then it 

would operate quickly for Fault 1, but with an increasing time delay as the 

fault location moved further along the system to the right, operating with a 

relatively longer time delay for Fault 2, and ceasing to operate as the fault 

moved further along Line 2. 

 Impedance, or distance protection, is also a non-unit scheme, but rather 

than a continuously decreasing operation time, it exhibits a stepped char-

acteristic, operating with fi xed delays as the fault position moves from one 

(not exactly defi ned) zone to another in terms of its distance from the relay’s 

measurement point (more on this later in this section). 

 Adjacent non-unit protection schemes on an interconnected power sys-

tem have an element of overlap with respect to their respective zones of 

protection as shown in Fig. 3.7.      

 This overlap is useful for providing backup protection in the event of fail-

ure of one element of the overall protection system. However, the crite-

rion of selectivity, or discrimination, must still be satisfi ed and the non-unit 

scheme(s) closest to the fault should always trip before any other non-unit 

Relay BRelay A

 3.7      Overlapping zone of protection in a non-unit arrangement 

(overcurrent).  
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schemes, which must remain stable until the closest schemes have operated, 

only operating (in backup mode) if the primary protection (i.e. the relay(s) 

closest to the fault) fails to operate. Non-unit schemes, when compared to 

unit schemes, do not offer such high levels of discrimination and stability, 

but, as already mentioned, provide valuable backup protection capabilities.    

  3.5     Overview of protection techniques 

 Using measurement inputs from CTs and VTs, protection relays detect the 

presence of a fault on the system using a number of techniques. From the 

previous discussion of unit and non-unit schemes, it is clear that both catego-

ries of protection are required. Both unit and non-unit are used (in parallel) 

at transmission levels to provide high levels of discrimination and stability 

from the unit schemes, with backup being provided by non-unit schemes, 

although it is important to emphasise that non-unit schemes can also oper-

ate extremely quickly, depending on the settings employed. At distribution 

and consumer voltage levels, non-unit schemes are normally employed. 

 Each of the three main categories of fault detection and protection that 

are used to protect networks and components are summarised below, with 

descriptions of their applications and operating characteristics in terms of 

operating time, discrimination and stability. 

  3.5.1     Overcurrent protection 

 As the name suggests, this method is based on measurement of current mag-

nitudes, and a fault may be deemed to exist when the measured current 

exceeds a pre-determined threshold level. It is a non-unit scheme as it does 

not have exact boundaries defi ning its zone of protection. Overcurrent relays 

may respond with different time delays, i.e. the delay from initial fault detec-

tion until a tripping command is issued to the associated circuit breaker(s), 

for different levels of measured fault current. This characteristic is normally 

used to ensure that relatively fast reactions and tripping are achieved for 

faults closer to the measurement point (indicative of a fault relatively close 

Fault 1 Fault 2

Relay B

Line A–B

Decreasing fault current

Line B–C

Relay A

 3.8      Overcurrent protection for two serially connected feeders.  
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to the relay), with a longer time delay before tripping for lower values of 

measured current (still above the threshold, so indicative of a fault, but per-

haps further away from the relay location). 

 The slower response time normally allows another relay (or other relays) 

situated closer to the fault to trip its breaker fi rst, upon which the relay(s) 

operating with longer time delays will observe the drop in current due to 

fault clearance and reset. Several relays can therefore be confi gured to pro-

vide primary and backup protection within a network. Consider the section 

of system illustrated in Fig. 3.8.      

 If it is assumed that Relays A and B are standard overcurrent relays, then 

they will have operational characteristics similar to that shown in Fig. 3.9 

below. This time-current characteristic is standardised according to, for 

example (IEEE, 1997), and various shapes of standard characteristics, with 

accompanying equations, are available. An approximated view of a standard 

inverse characteristic is shown in Fig. 3.9.      

 As shown in Fig. 3.9, the relay will begin to operate when the measured 

current exceeds the threshold (or ‘pickup’) current, and the time of opera-

tion will decrease according to the inverse characteristic as the measured 

current increases. Accordingly, such relays are extremely useful for distri-

bution system applications, where the fault current magnitude generally 

decreases as the location of the fault moves further away from the source(s) 

of fault current, which are typically the transformer(s) that supply a section 

of the distribution network from the transmission system. 

 The operation of overcurrent relays can be infl uenced via two confi gu-

rable settings. The fi rst is the ‘pickup’ or ‘plug’ setting, which modifi es 

the level at which the relay will begin to operate, effectively shifting the 

Time

CurrentIpickup

 3.9      Simplifi ed time-current characteristic of standard inverse 

overcurrent protection.  
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characteristic curve in the horizontal plane in Fig. 3.9. The second setting 

is the ‘time’ or ‘time multiplier’ setting, which modifi es the time that the 

relay will take to trip for a given input current that exceeds the pickup 

setting. 

 Using these settings, and the fact that fault current decreases within a 

distribution system as the location of the fault moves further from the 

source(s) of fault current, a number of overcurrent relays can be confi gured 

to protect a series of feeder sections effectively, with the closest upstream 

relay acting to isolate faults on its protected feeder, while other upstream 

relay(s) can be confi gured to operate with a relatively longer time delay in 

order to provide backup should the relay that is intended to clear the fault 

fails to operate. 

 Referring once again to Fig. 3.8, Relays A and B would have settings that 

would result in the characteristics as shown above in Fig. 3.10, where both 

relays’ characteristics are plotted on the same graph, along with indicative 

fault current magnitudes (on the x axis) associated with Faults 1 and 2 on 

Fig. 3.8.      

 Referring to the Fig. 3.10 and considering the faults at Locations 1 and 2 

as shown on Fig. 3.8, it is clear that the current associated with Fault 1 is rela-

tively higher than the current for Fault 2, due to the increased impedance 

between the source(s) of fault current and the fault location for Fault 2. If 

the relays’ settings are correctly confi gured, then the characteristic for Relay 

 A  (the upstream relay) will always be ‘above’ the characteristic for Relay B 

(and any other protective devices situated further downstream) when plot-

ted on the same time-current graph, which is usually represented using a 

log-log scale. The characteristic curves of relays should never intersect; if 

Time

Relay A

Relay B

CurrentIpickup B Ipickup A Ifault 2 Ifault 1

 3.10      Time-current characteristics with settings and fault currents for two 

coordinated overcurrent relays.  
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they do, then proper coordination for all fault situations cannot be guar-

anteed. In such cases, both Relays A and B may operate, or Relay A may 

operate before Relay B for a fault downstream from Relay B, which are 

obviously undesirable situations. 

 The general guidelines for the setting of overcurrent relays are to ensure 

that the relays will only begin operating at a current greater than 125–150% 

of the protected line’s rating, with the fastest operating time possible being 

desired for the furthest downstream relay, taking into account that it may 

be required to coordinate with other downstream protection devices (for 

example, protection on the low voltage (LV ) side of a distribution trans-

former, consumer device protection systems, etc.). 

 The major benefi t of overcurrent protection schemes is that relatively 

fast clearance is provided for faults, but a drawback is that, particularly for 

multi-section feeders employing several relays, the operating time of the 

protection increases as the fault location moves closer to the source; this 

drawback is compounded by the fact that such faults involve relatively 

higher fault currents. Consequently, faults closer to the source, involving rel-

atively higher fault currents than for faults at downstream locations, will 

remain on the system for relatively longer durations before being isolated, 

which is obviously undesirable from the perspectives of the increased risk 

of permanent physical damage at the point of the fault and the increased 

duration of undervoltages and possible disruption to consumers’ supplies in 

the system local to the fault location. 

 To mitigate this problem and enhance the overall operation of the pro-

tection scheme, inverse overcurrent protection is often used in conjunction 

with ‘instantaneous’ (or ‘high set’) protection. This function is often embed-

ded within the same protection relay device as the overcurrent function, 

and is set to operate instantaneously for fault currents that are indicative 

of faults that are defi nitely on the protected line (and not on the next line). 

Such schemes are only applicable to systems where there are relatively 

large differences in fault level between adjacent relay locations. The pickup 

setting of instantaneous overcurrent relays (which, for obvious reasons, 

have no time setting) is typically set to a value of approximately 130% of 

the fault current at the next downstream relay’s location; this setting being 

selected to ensure that the instantaneous element will never operate for 

faults on the next line. More information on this is contained in Chapter 9 

of Alstom (2011). 

 Figure 3.11 shows the arrangement of Fig. 3.10, but with an instantaneous 

element being deployed in addition to the inverse element within Relay A.      

 In this case, faults with a current higher than the setting (A inst ), equating to 

all faults located to the left of ‘ Relay  A inst ’ on Line A – B in Fig. 3.11 (assuming 

bolted short circuits with zero fault impedance) will lead to instantaneous 

operation of Relay A, and will not result in delayed operation, as would be 
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the case if the instantaneous element was not used. This addresses the afore-

mentioned problem of long time delays in operation for faults closer to the 

source, although this method of setting the instantaneous element means 

that the relay at A will still operate with a time delay for faults towards the 

end of the protected line (i.e. between the location of  Relay  A inst  and the 

substation at B, with a time delay that is shown on the top half of Fig. 3.11 

as the segment of Relay A’s time-current characteristic curve between  I  fault2  

and the point at  Relay  A inst ). 

 Distribution networks can be complex and the volume of circuits and eco-

nomic considerations dictate that overcurrent protection relays and circuit 

breakers cannot be used to protect every section of the network. Figure 3.12 

illustrates a typical section of UK distribution network and indicates the 

protection arrangements used.      

 In Fig. 3.11, overcurrent relays are used at the head of each feeder where 

it connects to the main 11 kV busbar at the primary 33/11 kV distribution 

substation (R-A, R-B and R-C in the fi gure). These are coordinated with 

Time

Relay A

Relay Ainst

Relay B

CurrentIpickup B Ipickup A Ifault2 Ifault1

Relay Ainst

Relay B

Line A–B

Decreasing fault current

Line B–C

Relay A

 3.11      Illustration of operation of instantaneous overcurrent protection.  
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the downstream pole mounted auto recloser (PMAR) devices (PMAR-A, 

PMAR-B and PMAR-C in the fi gure) and with the protection on the spurs, 

which may be either by fuses sized to coordinate with upstream protec-

tion, or by section switches, which often have embedded software to detect 

the fl ow of fault current and can provide isolation of faulted sections of 

the network by opening (while an upstream breaker is open) after a pre-

determined number of auto-reclose attempts have been detected. There are 

also switches (shown as empty boxes in the fi gure) which are not capable of 

interrupting fault current, but that can be used to alter the confi guration of 
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 3.12      Typical section of UK distribution network with protection 

arrangements.  
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the network. The ‘NOP’ switches in the network indicate ‘Normally Open 

Points’. 

 Auto-reclose is often used on overhead networks (deployed with both the 

relays at the heads of feeders and with the PMARs) as many faults are tem-

porary in nature, for example being caused by conductors clashing in high 

winds, lightning induced fl ashovers to earth, vegetation or animals causing 

a connection between phases and/or between phases and earth. Once the 

fl ow of fault current is interrupted, the arc or connection that caused the 

fault will not exist upon subsequent restoration of supply, and the system 

is returned to normal service. Some faults (e.g. those caused by animals or 

vegetation) may require a number of reclosures to effectively burn away 

the debris causing the short circuit, and for this reason, multi-shot reclose 

schemes, often employing variable (increasingly longer) durations of reclose 

attempts, are used to affect fault clearance. 

 If, after a number of failed auto-reclosure attempts, the system remains 

faulted, then the protection scheme will ‘lock out’, the fault is deemed to be 

permanent, and subsequent remedial action is required before the system 

can be restored. 

 Figure 3.12 can be used to summarise the operation of an auto-reclose 

scheme for two scenarios. If Fault 1 (downstream from PMAR-A) is con-

sidered to be transient in nature, then the operation of the system is sim-

ple. PMAR-A will quickly trip to interrupt the fl ow of fault current, with 

overcurrent relay R-A ‘beginning’ to operate (in order to provide backup to 

PMAR-A) but not tripping, as PMAR-A operates before this can happen. 

As the fault is transient, and assuming it clears after the fi rst interruption 

of fault current, then PMAR-A will simply reclose successfully after a pre-

determined time delay and the system will be returned to normal service. 

 If Fault 2 (on Spur C4) is assumed to be a permanent fault, then PMAR-C 

will open and reclose a number of times. If a fuse is used to protect the 

spur and it is correctly sized, then it will melt during one of the (failed) 

reclosure attempts while fault current fl ows, and the subsequent reclosure 

will be successful as the fuse at C4 will have isolated the permanent fault 

on the spur. As already mentioned, many network operators are now using 

‘smart’ section switches instead of fuses, and if one of these was used to pro-

tect C4 instead of a fuse, then it would use its internal logic to open after a 

pre-determined number of failed reclosure attempts (during a period when 

PMAR-C is opened), isolating the faulted element and allowing the subse-

quent reclosure to be successful. If for some reason the fuse/section switch 

failed, then the PMAR-C would simply lock out after its maximum number 

of reclosure attempts had been exhausted. Gers and Holmes (2004) con-

tains an excellent overview of the protection of distribution networks. 

 In transmission systems, overcurrent protection relays are normally used 

as a ‘last line of defence’ backup, and they are not normally required to 
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coordinate with other relays in the system, being confi gured with settings 

that will allow for clearance of faults on the feeder, normally in less than 1 s, 

at minimum fault level conditions, e.g. a fault at the remote end of the feeder 

with minimum infeed conditions. 

 Overcurrent protection is used to provide backup protection for trans-

formers, generators and busbars in transmission systems, and as the main 

means of protecting these components in distribution systems.  

  3.5.2     Impedance or distance protection 

 This method of protection is based on measurement of currents and volt-

ages, in terms of both magnitudes and phases. It relies on the fact that the 

measured impedance (calculated from the measured voltages and currents) 

will drop if a fault is on the system, and if the measured impedance is below 

certain thresholds, it can be deduced that there is a fault close to the relaying 

point that may require tripping. 

 As with overcurrent protection, distance protection is classed as a non-

unit scheme, as it does not have exact boundaries defi ning its zone of pro-

tection, although communications facilities can be used to enhance the 

performance of distance schemes, effectively changing the distance scheme 

from being non-unit to unit in nature, with the zone of protection clearly 

defi ned as the element(s) of the primary between the communicating relays. 

Normally, in modern numerical relays, some form of Fourier transform is 

used to allow the relative magnitudes and phases of the measured voltages 

and currents to be calculated and therefore a measure of the complex sys-

tem impedance from the perspective of the relay’s measurement point can 

be made available. 

 Using knowledge of the protected lines’ impedances, which are used to 

calculate the settings of the relay, the measured value of impedance can be 

used to ascertain whether there is a fault on the system, and if so, the approx-

imate location of (or distance to) the fault with respect to the relay’s loca-

tion. For example, if the impedance measured by a distance relay protecting 

a single transmission line equates to 90% of the (known) line impedance, 

then it can be deduced that there is a fault on the line, located at approxi-

mately 90% of the length of the line from the perspective of the measure-

ment end, assuming a fault with zero fault impedance has occurred. 

 Measurement errors and variability in fault resistance mean that there 

will always be a degree of uncertainty associated with the exact location of 

faults, and for this reason, distance relays are normally set to react instanta-

neously to faults that have an impedance of less than 80% of the protected 

line’s impedance. The 80% fi gure, as opposed to 100%, arises from assum-

ing maximum errors of 5% in the current and voltage measurements, a 5% 

error in the relay’s computations, and a 5% error in the impedance data 
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for the line, which result in a cumulative maximum error of 20%, hence the 

80% fi gure used. 

 Distance relays normally have a number of individual settings that can be 

used to protect different elements of the system. Typical settings employed 

are 80% of the main protected line’s impedance for Zone 1 (instantaneous 

operation), 125–150% of the line’s impedance for Zone 2 (delayed opera-

tion – e.g. 500 ms) and 200–250% of the line’s impedance for Zone 3. 

 Care must be taken with settings to ensure that the ‘reach’ of the relay 

does not extend into the distribution system through the distribution trans-

formers in a transmission line protection application. For example, if the 

lines that are connected in an onward fashion from the main protected line 

are very short, or if there is a transformer feeding the distribution system 

connected at the end of the protected line, then the Zones 2 and 3 set-

tings may require to be reduced to prevent the protection system operating 

incorrectly for faults on the distribution system, or faults located on the 

third or fourth line ‘away’ from the relaying location (which should never 

be reacted to). 

 Figure 3.13 presents a simple distance protection scheme in terms of its 

zones of protection and the time delays associated with operation of the 

relay for faults detected in each zone.      

 In the above example, if the transmission line being protected has a com-

plex impedance of 8 + j20  Ω  (equivalent to an impedance of 21.5  Ω  magni-

tude with an angle of 68.2 °  in polar form), then the zone settings, assuming 

the settings policy is to set the zones to 80%, 125% and 220% reach settings, 

would be 6.4 + j16  Ω , 10 + j25  Ω  and 17.6 + j44  Ω , respectively. 

 Figure 3.14 below illustrates the zone boundaries for each of the three 

zones in the complex impedance plane. Assuming a fault with zero fault 

impedance occurred at Location B, then the impedance measured at the 

relay (located at A) would be 8 + j20  Ω   and the relay would therefore trip 

in Zone 2, with a 500 ms time delay. The reason that the zone boundaries 

are circular is historical. When electromechanical relays were used, they 

effectively compared only the magnitudes (and not the relative phases) 

of the measured currents and voltages, and thus could only determine the 

a

Zone 1 Zone 2
(500 ms)

Zone 3
(500 ms)(Instantaneous)

b c

 3.13      Zones of protection of distance protection with indicative time 

delays of operation for faults detected in each zone.  
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magnitude of the impedance, which equates to a circle when plotted in the 

impedance plane as shown in Fig. 3.14. This circular characteristic is also a 

useful feature, as resistive faults can also be detected to a certain degree. 

For example, if a fault in the middle of Line 1 had a resistive element, then 

the locus of the measured impedance may lie in the vicinity of the cross 

indicated in Fig. 3.14, and would still be detected. Modern microprocessor 

relays can of course determine the real and imaginary components of the 

measured impedance by computing the magnitudes and relative phases 

of the measured voltages and currents, so in theory any shape of charac-

teristic is achievable using software. Figure 3.15 illustrates a selection of 

common impedance characteristics that are available in modern distance 

protection relays.           

 To overcome the major shortcoming of distance protection, which is the 

fact that, for reasons of security, only 80% of the line is protected (with 

an instantaneous tripping reaction), a number of methods can be used. All 
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 3.14      Illustration of distance protection zone boundaries in the complex 

impedance plane.  
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methods require that there are distance protection relays at each end of the 

protected line, both looking ‘into’ the line, and communications are used to 

enhance the performance of the overall scheme. For the purposes of this 

book, only one method will be presented, although there are several meth-

ods in use. 

 The particular method described here is referred to as ‘accelerated’ dis-

tance protection, or as a ‘permissive under-reach transfer tripping scheme’. 

The basic confi guration and operation of the system is illustrated below in 

Fig. 3.16. 

 For the confi guration above, the fault lies within the protected line, but is 

detected by Relay A in Zone 2, and by Relay B in Zone 1. The acceleration 

scheme operates through each relay sending an ‘acceleration’ signal to the 
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 3.15      A selection of commonly used distance protection characteristics.  

A B

Communications link

Relay A zone 2 (500 ms)

Relay A zone 1 (Instantaneous)

Relay B zone 2 (500 ms)

Relay B zone 1 (instantaneous)

Fault 1

 3.16      Distance protection scheme employing communications to 

enhance performance.  
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other upon local detection of a fault in Zone 1. Each relay monitors its com-

munications link for receipt of an acceleration signal from the other relay(s). 

If any relay detects a fault in Zone 2,  and  the acceleration signal is received, 

then it overrides the time delay normally associated with Zone 2 and trips 

instantaneously, thereby speeding up the clearance of faults located in the 

‘last’ 20% of the line end that the relay (that receives the acceleration sig-

nal) is protecting. 

 This (Zone2  and  acceleration signal receipt) logic is used to prevent spu-

rious operation (for example if an acceleration signal was incorrectly sent 

by one relay) and thereby increases the security of the system. 

 As already mentioned, there are other methods of using communications 

to enhance the operation of distance schemes, and more information relat-

ing to such schemes can be found in Chapter 12 of Alstom (2011). 

 Distance protection is used as one of the main means of protecting trans-

mission lines and to provide backup protection for transformers, generators 

and busbars in transmission systems, and in some cases as a means of pro-

viding main and backup protection for distribution systems.  

  3.5.3     Differential protection 

 This method of protection relies on the continuous comparison of mea-

surements (normally of current, but in some cases voltage is used) to 

establish whether there is a fault on the protected equipment. It is a unit 

scheme, highly discriminative and stable, but does not possess any inher-

ent backup capabilities, although modern multi-functional relays may also 

include overcurrent protection for backup purposes. Differential protec-

tion relies on communications between relays to perform the protection 

function. 

 The measurements are taken from the boundaries of the protected zone 

(i.e. the ends of a protected line, the terminals of a protected busbar, the high 

Relay

Irelay

I1 I2

Zone of protection

 3.17      Single-relay current differential protection scheme.  
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voltage (HV)  and LV terminals of a power transformer, the ends of a pro-

tected generator winding, etc.) and compared. If a difference in magnitude 

and/or phase is detected between the measurements, then it is deemed that 

there is a fault in the protected equipment and tripping is instructed. In con-

trast with non-unit schemes, there are no deliberately applied time delays to 

the operation of differential schemes and such schemes can normally affect 

tripping very quickly. 

 Differential protection may be implemented as a single-relay scheme, as 

shown in Fig. 3.17, which may be applied to the protection of single items of 

plant (e.g. busbar, transformer, generator) or relatively short lines, and uses 

direct connections between the relay and the CTs. Multiple relay schemes, 

as shown in Fig. 3.18, are typically used for the protection of relatively longer 

lines, where direct connection of CTs would not be feasible.           

 The principles of operation of both schemes shown in Figs 3.17 and 3.18 

are identical; only the implementation differs. In the single-relay scheme, 

known as a circulating current scheme, it is clear that the current presented 

to the relay,  I  relay , is the vector sum of  I  1  and  I  2 , which is zero for no-fault situ-

ations and for external faults, but non-zero for internal faults (referring to 

Fig. 3.17,  I  relay  =  I  1    −  I  2 ). 

 For an external fault, the values of  I  1 and  I  2  will be much larger than nor-

mal, but still equal in magnitude and phase, so the condition  I  relay  =  I  1    −  I  2  = 

0 will remain satisfi ed. For an internal fault, the values of  I  1  and  I  2  will be 

different. If there is only one source of fault current (e.g. to the left of the 

fi gure), then  I  1  will represent the fault current in the faulted phase(s), while 

 I  2  will be 0 on the faulted phase(s). There will be a clear difference in the 

measured currents,  I  relay  will be non-zero and the relay will trip. If the system 

is interconnected and fault current is fed from both ends of the protected 

zone, then the values of  I  1  and  I  2  will again be different, but  I  2  will be non-

zero and will be 180 °  out of phase with  I  1 . So again there will be a clear 

difference in the measured currents,  I  relay  will be non-zero and the relay will 

trip. For the arrangement presented in Fig. 3.18, the principle is the same, but 

rather than the relays measuring the currents directly, the values are mea-

sured locally and communicated, as encoded messages, to the other relay(s) 

in the scheme for comparison. 

Relay B

Zone of protection

Communications link
Relay A

 3.18      Dual relay current differential protection scheme.  
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 Some differential schemes compare only current magnitudes, some com-

pare magnitudes and phases, and others compare only the phases of the 

measured currents. 

 The main area of concern associated with differential protection is the 

potential for incorrect operation of the scheme for an external fault condi-

tion, when the currents measured by each CT are much higher than nom-

inal values. The potential for CT errors is greater at such levels of primary 

current, leading to the potential for a differential current to be incorrectly 

detected and for the scheme to operate for external faults. The method of 

mitigating this risk is known as biasing, and this effectively means that the 

differential current required for operation is increased when the absolute 

levels of measured current are higher. 

 Consider Fig. 3.19, which illustrates the concept of biasing. As stated 

above, the amount of differential current to cause tripping is higher at 

higher values of measured current and this is illustrated by the sloped 

boundary characteristic dividing the ‘trip’ and ‘no trip’ regions on the 

right hand side of the fi gure. Consider the three cases (no fault, inter-

nal and external fault), numbered as 1, 2 and 3, respectively on Fig. 3.19, 

it is clear that the external fault leads to an erroneous measurement of 

differential current (due to CT errors at such high levels of current) and 

this would cause tripping in the non-biased case. Introducing the bias 

eliminates the risk of such tripping. Biasing can be introduced via mod-

ern relays’ software algorithms. In electromechanical relays, biasing was 

achieved through passing the measured current through a winding, which 

acted to restrain the relay from operating as the measured current levels 

increase (i.e. it was in direct opposition to the coil carrying the differen-

tial, or operating, current).      

1: No fault (load current) condition
2: Internal fault condition
3: External fault condition

Non-biased

1 1

3 3

2 2

Trip

No trip

Trip

No trip

BiasedIdifferential

Imeasured Imeasured

Idifferential

Isetting Isetting

 3.19      Use of biasing to enhance the stability of differential protection.  
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 It should also be noted from the fi gure that there is an element of the 

characteristic which is not biased (towards the origin of the graph on 

the right hand side of the fi gure). This is necessary so that very small 

values of differential current, e.g. due to line charging currents or small 

CT errors at rated load currents, will not cause spurious operation of the 

protection. 

 The main settings on a modern differential relay are the differential cur-

rent setting (the value of differential current for the non-biased portion of 

the characteristic), the value of measured current at which the biased (sloped 

characteristic) will be introduced (i.e. its starting point on the x axis in the 

fi gure) and a value which is used to specify the gradient of the biased char-

acteristic (e.g. steeper slopes may be required if the CT errors are known to 

be relatively large). 

 Differential protection is used as the primary means of protection for 

transformers, generators and busbars in transmission systems (such compo-

nents would be protected using non-unit schemes at distribution voltages). 

It is applied in distribution systems when the consequences of faults (if not 

cleared quickly) are deemed to be grave enough to warrant the expense of 

differential schemes, or the nature of the system dictates that differential 

protection is required. Further information relating to different protection 

can be found in Alstom (2011).   

  3.6     Typical protection schemes and further 
considerations 

 This section outlines the typical protection arrangements as applied in the 

UK at the various voltage levels. 

  3.6.1      Summary of typical protection schemes and 
applications 

  Consumer level (400 V in UK) 

 Fuse-based protection of individual items of equipment and circuits is 

used to protect the LV network to which domestic consumers connect. 

It should be noted that the fuse is a remarkable device, acting as a com-

bined CT, protection relay and circuit breaker, while also limiting fault 

current. 

 Also employed at this level are miniature circuit breakers (MCB) with 

selectable overcurrent tripping characteristics. Residual current devices, 

which measure the live and neutral currents and trip when an imbalance is 

detected (indicative of an earth fault, where the supply current is returning 

via earth and not through the neutral), are extensively employed to protect 
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consumers’ circuits and individual devices. Backup is provided on a system-

wide basis by adjacent non-unit protection devices.  

  Distribution level (11, 33 and 132 kV in UK) 

 Fuses remain common, particularly at 11 kV, for the protection of spurs 

connected to main feeders, although fuses are being replaced with section 

switches and other disconnecting devices, which provide disconnection 

(but not interruption of fault current) of the faulted section, often as part 

of a distribution automation scheme. For main 11 kV feeders radiating 

from 33/11 kV primary substations, overcurrent relays, often in conjunc-

tion with auto-reclosers and fuses and/or section switches, as described 

earlier in Section 3.5.1 , are used to provide fault detection and interrup-

tion, with the aforementioned fuses and section switches providing isola-

tion of the faulted network section if it is located downstream from these 

devices. 

 At 132 kV, which can be classed as either distribution or transmission 

network, the protection that is akin to that used for the protection of trans-

mission networks is employed. Current differential and/or distance protec-

tion (sometimes employing communications) is normally used to provide 

main protection, with backup being provided by distance and overcurrent 

protection.  

  Transmission level (275 and 400 kV in UK) 

 The consequences of plant damage and loss of availability of part of the 

network are so high that complex and expensive protection schemes are 

typically used at transmission voltages. The protection must be fast in order 

to maintain system stability (this problem increases with system voltage and 

line MVA capacity) and must possess high levels of discrimination in order 

to minimise disconnection of non-faulted equipment and the risk of supply 

disruption. Every part of the transmission network is under the supervi-

sion of more than one protection system. Typically, two (or in some cases, 

three) main protection systems, usually one differential and one distance, 

are applied, with an additional backup protection system (or systems) also 

being used for the protection of a single item of transmission system plant. 

Backup may also be provided by dedicated circuit breaker fail protection, 

which checks for current fl ow after the protected circuit breaker has been 

instructed to trip, and if current still fl ows then the circuit breaker fail pro-

tection will directly trip all other circuit breakers required to provide isola-

tion of the fault, using communications to trip remote circuit breakers. 

 In summary, for a fault on a transmission line or item of plant, at least 

two (and sometimes three) main protection systems will detect the fault 
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and ‘race’ to trip the breakers, normally within 70–80 ms of the fault occur-

ring. If a circuit breaker fails to open when instructed to do so by the main 

protection(s), then adjacent distance protection, backup overcurrent pro-

tection, and circuit breaker fail protection will all act to remedy the situ-

ation by tripping other circuit breakers, all normally within 500 ms or less. 

Using such redundant arrangements, the frequency of occurrence of cata-

strophic system failures due to non-operation is minimised (but such events, 

of course, occur on occasion).    

  3.7     Standard requirements for protection of 
generators and their interfaces to the utility 
network 

 In the UK, there are a number of standards relating to the connection of 

generators. The main document that contains recommended practice for 

DG is G59/2 (Energy Networks Association, 2011), which outlines a num-

ber of stipulations and recommendations for the operation, control and 

protection of generators (of different capacities and connected at different 

voltage levels) when connected to the electrical system of licensed distribu-

tion network operators (DNO) in the UK. Grid codes and other similar 

documents are used by power utility companies throughout the world to 

stipulate how generators (and consumers and other users of the system) 

must connect and operate. 

 From a protection perspective, the G59/2 recommendation concentrates 

on the protection of the interface between the generators and the DNO’s 

system and recommends a number of protection functions and settings, 

which are summarised below:

   LOMs (using a variety of optional methods – voltage vector shift, rate of • 

change of frequency, neutral voltage displacement)  

  short circuit overcurrent protection and provision of backup protection • 

for network faults  

  reverse power protection  • 

  under- and over-voltage and frequency  • 

  phase unbalance protection  • 

  requirements for synchronising.    • 

 In addition to the protection requirements summarised above, the document 

also contains information relating to connection applications and arrange-

ments, earthing, the design of the connection, power quality, stability, opera-

tion in islanded modes, control, testing and commissioning. 
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 In the UK, a primary objective is to ensure that DG does not operate in 

islanded mode, as this could lead to the operation of the islanded system 

with no intentional earth connection (and therefore no means of detecting 

earth faults), the possibility of reclosing of two non-synchronised systems, 

excessive variations in system fault levels, etc. 

 The G59/2 recommendation therefore specifi es that some suitable form 

of LOM protection is provided, which is typically based on monitoring the 

system frequency to identify when there is a rate of change in the mea-

sured frequency that indicates that the system is no longer grid connected. 

LOM protection is important as, if the system is allowed to operate (inad-

vertently) in islanded mode, then the islanded element of the system may 

be out of synchronism with the main system, and if a reconnection of the 

(presumed non-energised) island and the main system is made, this could 

result in damage to the reclosing circuit breaker and/or the generator(s) in 

the island due to the unsynchronised reclose, presenting an obvious safety 

hazard. There may also be uncertainty surrounding the identify of all circuit 

breakers that would be involved in reconnecting the islanded part of the 

system to the main system, and installing synchronism-checking equipment 

on all circuit breakers would not be economically viable. Furthermore, an 

inadvertently islanded system may operate with generators that do not have 

a deliberate connection to earth, rendering the system unsafe as earth faults 

may not be detectable. Furthermore, the fault levels in an island may be 

markedly reduced, meaning that any faults in the island may not be cleared 

safely by the protection systems.  

  3.8     Future trends: Impact of distributed generation 
(DG) and storage on protection 

 The scope of this book and chapter does not permit a detailed treatment of 

the potential issues and problems that may be encountered as the penetra-

tion of DG and storage increases. However, a summary of the main issues, 

with references to guide the reader to more information on each of the 

potential issues, is included. 

 As the penetration of DG on distribution networks increases, it is impor-

tant to ensure this will not adversely infl uence the operation of the net-

work protection. Furthermore, the DG units themselves must also have 

the capability to ‘ride through’ network faults in certain circumstances. As 

mentioned in the previous section, there are several standards and recom-

mendations, for example G59/2 in the UK (Energy Networks Association, 

2011) and a variety of grid codes (Eirgrid, 2011; EON Netz, 2006) in Europe 

and elsewhere relating to protection of DG and the DG-utility interface. 

While some of these standards are defi ned and some are in the process of 
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being refi ned, it is clear from the activities of the research and industrial 

communities that there are fears over the ability of future networks, incor-

porating large penetrations of DG (and energy storage), to be protected 

adequately, with specifi c concerns being expressed over network protection 

discrimination, coordination, speed of operation and stability (Brahma and 

Girgis, 2004; Dysko  et al ., 2007; Laaksonen, 2010). 

 Furthermore, the protection of the DG interface is also subject to inves-

tigation, with researchers reporting problems relating to the ability of the 

DG interface to operate correctly under all encountered scenarios, with 

protection discrimination and selectivity, stability, ride through and reduc-

tion of unnecessary disconnection and fi nally, the ever-present concern over 

LOMs protection all being cited as potential problems (Jennett, Coffele 

and Booth, 2012). At the transmission level, increased connection of large 

wind farms, usually via some form of power converter interface, has been 

causing some concern over the impact that this may have on the stability 

of the system; for example, through reduced system inertia as mentioned in 

Section 3.2, which may require faster protection operation times in order 

to preserve system stability during and after fault events. Frequency based 

LOM protection may also suffer as a result of the increase in DG (and due 

to the increased connection of converter-interfaced wind energy at trans-

mission levels). The reduced inertia of the system could lead to increased 

magnitudes of frequency perturbations during non-LOM events, leading 

to unnecessary operation of LOM protection. One solution may be to 

decrease the sensitivity of the LOM protection, but this could also cause 

problems in that the protection may not operate during actual LOM events, 

which is obviously undesirable. Increased penetration of renewables may 

also lead to system fault levels reducing (or in some cases increasing) from 

their present levels, perhaps requiring protection settings to be revised or 

adapted. 

 Figure 3.20 illustrates a number of the protection-related issues that may 

be encountered through the increased penetration of DG and, to a certain 

extent, storage, if the storage unit acts to contribute signifi cantly to fault 

current.      

 Referring to the fi gure below, the fault at the position indicated would, 

without DG being connected, result in fault current that would be supplied 

solely from the grid, and this current would be limited in magnitude by the 

source impedance and the impedance of the path to the fault. The overcur-

rent protection at B would operate to clear the fault, with the protection at 

A providing backup if required. 

 However, the presence of DG at B and E as shown may increase the total 

fault current, perhaps speeding up the operation of the protection at A to 

levels where coordination may become an issue. The increased fault current 
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measured by Relay A may violate the instantaneous protection setting at 

A, leading to unnecessary tripping at A for a fault beyond B. Furthermore, 

if there was signifi cant DG at B, this could reduce the amount of current 

supplied by the grid, perhaps, in extreme situations, leading to the ‘blinding’ 

of the protection at A to Fault 1, possibly compromising backup protection 

operation.      

 Finally, the undervoltage that would be apparent at Locations B and E 

(and all other locations in the vicinity of the fault) during the fault could 

lead to problems associated with unnecessary ‘sympathetic tripping’ of 

the DG units if the fault were not cleared quickly enough by the network 

protection. Furthermore, as a consequence of the DG being unnecessarily 

removed, loads on the conductors upstream from the DG could increase to 

beyond overload levels, leading to yet more tripping and possibly to wide-

spread disruption. These, and other problems, remain the subject of research, 

and many proposals for solutions to remedy these problems, including the 

use of directional protection, communicating protection and adaptive solu-

tions, have been made by researchers working in this fi eld (Hussain, Sharkh, 

Hussain and Abusara, 2010). 

 The increase in fault levels that accompanies large penetrations of DG 

has led to the research and development of fault current limiting tech-

nology, including the use of superconducting material (which transits to 

a resistive state above critical current levels), saturated magnetic circuits, 

extremely fast-acting fuses and switching devices. Some devices are now 

installed as prototypes at locations throughout the world (Xin  et al ., 2009).  

Source
(Grid)

IF_Grid

IF_DG

A

D DG

DG

E

B C

Fault 1

 3.20      Potential impact of DG on protection .  
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  Abstract:  This chapter discusses the technical issues of successful 
integration of distributed energy resources (DER) to the grid. The effects 
of DER on the power system operation and protection are fi rst identifi ed, 
and then the technical requirements arising from these effects are 
introduced. Also the relevant grid codes and standards are discussed. 

  Key words:  distributed generation, power systems, grid interconnection. 

    4.1     Introduction 

 Interest in small scale renewable energy sources has increased rapidly over 

the last 15 years. The main reason for this is concern about global climate 

change and the need to reduce the CO 2  emissions from fossil fuels. From the 

electricity distribution point of view, the use of local small generators means 

transition from traditional centralised system to a decentralised system. This 

provides several technical challenges, which are discussed in this chapter. 

 Distributed generation (DG), sometimes also referred to as embedded 

generation (Jenkins  et al ., 2000), means primarily small size generation 

connected to the distribution network. Typical for these technologies are 

modular production units, which are relatively small in size (from 10 kW 

up to about 10–20 MW) and located near the consumption of energy. Many 

of the generation technologies are based on primary energy sources that 

are not available continuously. A good example of this is wind power. In 

order to have higher security for the power supplied from such sources, it 

has become evident that some kinds of energy storage facilities are needed. 

Considering both the DG and energy storage facilities, the term DER is pre-

ferred here. Frequently demand response (DR), which covers the means to 

manage customers’ power consumption, is included in DER as well (Rahimi 

and Ipakchi, 2010). 

 In this chapter the main focus is on the technical issues of successful inte-

gration of DER with the grid. First the different DER technologies and 
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their effect on the grid are introduced. After that, the requirements for grid 

connection of DER units are discussed. The various grid codes and stan-

dards relating to the topic are also covered. Special attention is paid to elec-

tricity distribution networks, where the integration of DER causes certain 

fundamental changes in the system operation and protection.  

  4.2     DER technologies 

 There are several DG technologies, which are actually in different develop-

ment phases. For example, wind power is now in rapid growth stage, while 

fuel cells are still awaiting a breakthrough. On the other hand, the use of 

local renewable energy sources, such as waste or wood, has boosted the use 

of downscaled traditional generating technologies in the form of small com-

bined heat and power (CHP) plants. In the following, some most interesting 

generation technologies are briefl y introduced for further reference. After 

that, an overview of the energy storage technologies is given. 

 Wind power technology is developing rapidly, and the size of the units 

has increased from below 1 kW up to 5 MW. In the power range below 

1 MW, a typical design has been the fi xed speed stall regulated wind tur-

bine with asynchronous generator. In order to withstand the mechanical 

stress, most wind turbines above 1 MW are equipped with a variable speed 

system, incorporating power electronics in combination with pitch control. 

During past years, this has become the most common concept in new instal-

lations (Ackermann, 2005). There are several ways to realise variable speed 

functionality, but the most common are the doubly fed induction generator 

(DFIG) and permanent magnet generator with full power converter (FPC). 

In the DFIG concept, only part of the generator power is fed through the 

converter, while in systems applying FPC technology all the power fed to 

the grid goes through a converter. DFIG had previously been a widely used 

concept, but FPC is now becoming the more common solution (Troedson, 

2009). A typical FPC-based wind power plant consists of a permanent 

magnet synchronous generator (PMSG), AC/DC converter (the generator 

converter), DC intermediate circuit (usually a capacitor) and the DC/AC 

converter (the grid converter) as shown in Fig. 4.1.      

 Photovoltaic (PV) systems consist of solar cells, which are grouped in to 

larger modules more commonly known as solar panels. The silicon-based 

solar cells convert sunlight radiation directly into electricity. These cells are 

connected together in series and parallel in order to give the desired output. 

A PV panel outputs direct current that is almost directly proportional to the 

intensity of sunlight (Jayarama, 2010). This current is fed into grid applying 

fi rst a DC/DC converter in order to achieve desired voltage level and then 

DC/AC converter to get proper AC output. 
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 Reciprocating internal combustion engines (ICE) were developed more 

than 100 years ago, and they are considered to be the earliest DG technol-

ogy. Nowadays, ICEs are widely applied and are the most inexpensive DG 

solution (Masters, 2004). They are used on many scales, ranging from small 

units of 1 kVA to large, several tens of MW, power plants. Reciprocating 

engines are usually fuelled by diesel or natural gas. Typically, synchronous 

generators are applied with ICEs, although some examples can be found 

where induction generators are applied. 

 The basic CHP plant consists of a system with boiler and steam turbine. 

In the boiler the incoming water is transformed into dry steam under high 

pressure. The steam is transmitted to the turbine where it expands and, as a 

result of this, electricity is produced by the generator. The wet steam leaves 

the turbine and passes through a heat condenser where it exchanges heat 

with water in the heating system. There are different types of steam boilers 

and almost any fuel can be used. The CHP plants are usually driven by the 

heat demand so that the electricity is a by-product. Thus the controllability 

of the electric power output is usually limited. 

 Micro-turbines represent a new modular generation technology that is 

also capable of operating in CHP mode. For each kilowatt-hour of electric-

ity produced, a micro-turbine will produce 2 kWh of heat. A typical con-

struction of a micro-turbine consists of a turbine mounted on the same shaft 

as the compressor and a high-speed generator rotor. The shaft spins up to 

100 000 rpm. The generated high frequency AC needs to be rectifi ed to DC 

and then converted back to a three-phase AC with grid frequency. 

 Fuel cells generate power through the electrochemical reaction between 

hydrogen and oxygen. The conversion is highly effi cient and leaves only 

water and heat as by-products, which is the main motivation for the increas-

ing interest in this technology. All fuel cells generate a direct current, and 

Connection to
the grid

DC/ACAC/DCPMSG

 4.1      An example of the FPC concept for wind power plant.  
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the output voltage depends on the cell voltage and the number of cells in 

series. Furthermore, the voltage varies with the load and also to some extent 

with time as the fuel cell stack ages. To obtain AC output, a DC-to-AC con-

verter is needed. 

 The grid connected energy storages are still not very commonly applied 

mainly due to economic reasons. However, recent surveys about the benefi ts 

and costs of energy storages, (Eyer and Corey, 2010; Schoenung, 2011), indi-

cate that situation is about to change. One of the oldest storage technologies 

is the pumped hydro, which uses large water reservoirs. Flywheels are also 

applied as energy storages, especially when high power is required for a short 

duration. Battery technology is developing rapidly, due to mobile applica-

tions and, more recently, electric vehicle development. Battery energy stor-

age is not yet widely applied in power grid applications, but it is expected 

to play a signifi cant role in future smart grids employing large amounts of 

renewable energy sources (Divya and  Ø stergaard, 2009). Traditionally, bat-

tery energy storage has been used in uninterruptible power supply (UPS) 

applications, but there exists technology that enables large scale (several 

megawatts) grid connected energy storage. From the grid connection point 

of view the energy storages are usually based on DC/AC converters at the 

grid interface. In the pumped hydro applications directly connected rotat-

ing machines were earlier common, but the trend is towards variable speed 

applications due to better controllability (Suul  et al ., 2008). In such a case, 

the grid interface is again based on the DC/AC converter. 

 As can be seen from the above, DER technologies can be categorised 

from the grid point of view into two groups. In the fi rst, the grid interface 

is based on a power electronic device: the power converter. In the second, 

the AC power is generated by a rotating machine. Furthermore, two types 

of rotating machines are usually applied: synchronous generators and asyn-

chronous generators. Most of the issues relating to grid integration can be 

studied considering only these three grid interface technologies (power con-

verters, synchronous generators and asynchronous generators), omitting the 

primary energy source. The given division of grid interface technologies is 

not unambiguous, but it will be used here for convenience. There are also 

technologies that do not fi t in these categories, such as DFIG or the directly 

driven permanent magnet generator.  

  4.3     Effects of DER on the grid 

 The effects of DER are signifi cant only in distribution networks where 

traditionally there have rarely been any generation facilities. The distribu-

tion networks are usually designed to have unidirectional power fl ow, i.e. 

the power fl ows from a high voltage transmission grid to a medium volt-

age (MV) network and further down to a low-voltage (LV) network and 
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customers. Another key aspect of traditional distribution systems is that a 

radial topology is applied. There are only relatively few backup connections, 

and despite the partial ring topology, the system is always radially operated. 

This means that there are open switches in certain places of the system, 

so that the operational topology is always radial. This makes it easier to 

manage the voltage levels in various parts of the system, and simplifi es the 

protection arrangement. 

 If there is generation in some part of the distribution system, the direction 

of the power fl ow may vary depending on the power balance, i.e. the differ-

ence between power produced and power consumed. Thus, the generation 

placed in the distribution system makes the system confi guration always 

non-radial, practically approaching a meshed system like the high voltage 

transmission networks. 

 In addition to the changed confi guration, the generation placed into the 

distribution network may cause several power quality issues:

   too high voltage level,  • 

  large and frequent voltage variations, and  • 

  harmonics.    • 

 The fi rst refers to a situation where the power fl ow in the system is reversed, 

causing also a reversed voltage drop along feeders. This may raise the volt-

age at the customer site beyond the allowed limits. This is illustrated in the 

Fig. 4.2.      

 Voltage rise is a problem only in cases where the network is relatively 

weak when compared to the size of the generator. Thus, there is always a 

certain limit for the size of the generator that can be placed on the network, 

and that size depends on the characteristics of the network. However, the 
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 4.2      The effect of DG on the voltage level at the electricity distribution 

system.  
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voltage problems can be mitigated if the generator actively participates in 

the network voltage control. This is achieved simply by producing or consum-

ing suitable amounts of reactive power. Of course, the applied generation 

technology must be capable and equipped for this, and also the regulatory 

and energy market environment must enable this kind of activity. 

 Depending of the type of generator, there may be large uncontrollable 

variations in the power output. These may be caused, e.g., by the wind speed 

variations in a wind power plant. Variations in power output cause corre-

sponding variations in the voltage of the network. In a weak network the 

voltage variation is larger than in a strong network with high short circuit 

level. Also, the start-up and shut-down of power generation units may cause 

voltage variations. The rapid voltage variations experienced by the custom-

ers are called fl icker, for which there are limits defi ned in power quality 

standards. The possible fl icker emission from the power generating plant 

must be taken into account even in the design phase. 

 If the grid interface of the generating unit is based on the power converter 

the possible harmonics must be taken into account. The output current from 

a converter always contain harmonics and they should be properly fi ltered 

out. Usually passive fi lters are applied consisting of serial inductances and 

parallel capacitances. Despite the fi ltering there may be situations where 

harmonics in the grid increase due to resonances in certain frequencies. 

 In addition to voltage waveform distortions, supply outages can be also 

considered a power quality problem. Electricity supply interruptions have 

adverse effects on many activities in modern society, and thus the require-

ments on power system reliability are increasing. The effect of DER in the 

power system reliability is a complicated issue, as indicated, e.g., in Dugan, 

(2002). Local generation can act as a backup supply in case of grid failure, 

which increases supply reliability. On the other hand, it may be argued that 

the increased system complexity increases the number failures. Ultimately, 

it is the protection system that has the central role in maintaining the level 

of supply reliability. 

 The protection system ensures that the effects of a fault in the system 

are minimised. Modern microprocessor-based protection relays, nowadays 

often called intelligent electronic devices (IED), are the brain of the protec-

tion system. They are responsible detecting the fault, locating it and discon-

necting the faulty part of the system. The connection of DER to the grid 

may have adverse effects on the correct operation of the protection system 

if the effects of the DER are not taken into account. Problems may arise, 

especially in the radially operated distribution networks. These kinds of sys-

tem enable also quite a straightforward protection concept. Especially in 

overcurrent protection, it can be assumed that the only source for the fault 

current is behind the protection equipment. If some DG is added into the 

network, the situation is different. There are now several sources of fault 
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current in the network, and therefore a more complex protection system 

design is necessary. 

 Studies have shown that DG causes several potential problems to the 

protection of distribution networks. The most commonly mentioned prob-

lems are the following (Kauhaniemi and Kumpulainen, 2004):

   false tripping of feeders,  • 

  nuisance tripping of production units,  • 

  blinding of protection,  • 

  increased or decreased fault currents,  • 

  unwanted islanding,  • 

  prohibition of automatic reclosing, and  • 

  unsynchronised reclosing.    • 

 The appearance of these problems depends on both the characteristics of 

the network and DER. In short-circuit faults a DER unit generates fault 

current that depends strongly both on the grid interface technology (or 

generator type) and the network confi guration. Synchronous generators are 

able to feed a large sustained fault current, while power converter based 

systems may be controlled so that their output is limited to only 2–3 times 

the rated current (Loix  et al ., 2009). 

 When a large production unit, or several small ones, are connected to 

an MV feeder, the fault current seen by the feeder protection relay at the 

substation may be reduced, which can prevent or delay the operation of the 

overcurrent relay (blinding of the protection). This is also called protection 

under-reach. 

 A typical example of false tripping is shown in Fig. 4.3. The short-circuit 

fault occurs in the Feeder 2, but the relay at the beginning of Feeder 1 is also 

tripped because of the overcurrent fed by the generation unit at the feeder. 

False tripping (sympathetic tripping) is typically caused by synchronous gen-

erators, which are capable of feeding sustained short-circuit current. False 

tripping of healthy feeders can be solved by directional overcurrent relays, 

but also the protection against the bus faults may have to be changed. There 

should be a transfer trip from the main infeed relays (overcurrent relays 

at secondary side of the primary transformer) and from the arc protection 

relays to the feeder relays for all the feeders having a signifi cant amount of 

DG connected.      

 In the case of sudden loss of grid connection, a part of the distribution 

network may keep on operating as an island with the help of local genera-

tors. This kind of situation is not desirable, especially considering the safety 

of maintenance personnel, so loss-of-main (LOM) or anti-islanding protec-

tion is usually considered necessary. LOM protection is usually specifi cally 

required in the grid codes. Basic LOM protection is based on detecting 
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abnormal system voltage or frequency. Immediately after transition to the 

island operation, the power production tries to match the power consump-

tion in the islanded part of the system. This usually causes deviations and 

transients in the voltage and frequency of the islanded part of the system. 

However, if the power mismatch in the islanded part of the system is close to 

zero, the passive LOM methods based on voltage and frequency are not able 

to detect the islanding. This is called the non-detection zone (NDZ). The 

islanding detection time and NDZ can be decreased with so-called active 

methods, but they are considered to decrease power quality and system sta-

bility (Lee and Park, 2009). An ideal way to arrange the LOM protection is a 

transfer trip scheme, which requires a telecommunication link between the 

primary substation and the generating unit. A more detailed description of 

LOM methods can be found, e.g., in Geidl (2005). 

 The problems with LOM protection are closely linked with the problems 

with the auto-reclosing. The auto-reclosing function of protection relays 

takes care of large amount of temporary faults occurring in overhead line 

feeders. The extinction of fault arcs is possible when the auto-reclosing 

function switches off the voltage for few hundreds of milliseconds. The 

Feeder 1 Feeder 2

G

 4.3      An example of false tripping.  
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 auto-reclosing will fail to remove the fault if there are generators maintain-

ing voltage in the feeder. 

 From the grid operation point of view, it is essential to maintain system 

stability. Basically, this means that the amount of power produced must 

continuously match the power consumed. Fortunately, there is certain 

fl exibility in the system so that in case of some major changes, e.g., due to 

faults in some parts of the system, it is still possible that the system will 

reach a new equilibrium after short transients. However, if the change is 

large enough, system stability may be endangered and a larger blackout is 

resulted. Recently, when the amount of DER, especially wind power, has 

increased in some countries, the effect of DER on the system stability has 

become an issue. Earlier, the DER units were protected against grid faults, 

so that when the voltage drops below some threshold the unit is tripped off. 

This is part of the LOM protection, but it also prevents any damage that the 

abnormal voltage may cause to the generating unit. From the system stabil-

ity point of view, this kind of behaviour is not benefi cial when the amount 

of DER is signifi cantly high. When a severe three-phase short-circuit fault 

in the system, a voltage dip is experienced in a relatively wide area, and 

this may lead to a situation where a large amount of DER is lost due to a 

single failure. From the system stability point of view, it is necessary that as 

much generating power stays on the grid during the fault as possible. For 

this reason, many of the grid companies defi ne so-called fault ride through 

(FRT) or low voltage ride through (LVRT) requirements. These are further 

discussed in Section 4.5. 

 Another problem from the grid operation point of view is the intermittency 

of some of the DER technologies. For example, the output of a wind power 

plant depends on the wind speed, which can fall to zero during calm periods. 

The output is not controllable and does not usually match the consumption 

pattern. The only thing that can be done is to limit the output power of the 

DER units if the system capacities are exceeded. This means in practice loss 

of energy sales for the DER owner. A solution for this is the use of energy 

storage in order to capture the energy during hours of over-production.  

  4.4     DER connection to transmission and 
distribution networks 

 In order to mitigate the adverse effects of DER to the grid, the grid compa-

nies usually defi ne a set of rules and guidelines for making the connection. 

These are presented as grid codes, which are further discussed in Section 4.5. 

In this section the focus is on the various technical requirements that need 

to be taken into account when connecting DER either to the transmission 

or to the distribution network. 
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 When connecting DER to transmission networks, generally the same 

requirements apply as for conventional power plants. The generation unit 

should be capable of participating in the grid control functions by adjusting 

its real and reactive power according to the system state. However, this might 

not be possible for certain types of DER, e.g., wind power, and therefore it is 

often treated separately in the requirements. In practice, this means that the 

active power produced by a wind power plant may be limited, depending 

on the system state, to some value below the available power. On the other 

hand, for the reactive power there are certain minimum limits that depend 

on the active power exchange (Ackerman, 2005; de Alegr í a  et al ., 2007). 

 Voltage level control is usually required in the transmission systems, 

where the generators should respond to the voltage variation by adjusting 

their reactive power output. At the distribution networks, voltage control is 

traditionally very simple. The voltage level is controlled by the on-load tap-

changer (OLTC) at the primary substation, and the voltage drop along the 

lines is designed to be low enough to achieve a suitable voltage level at the 

customer site. DER increases the voltage variation if no additional measures 

are taken. To handle the voltages at the distribution system, an active volt-

age control system is required, where distribution system operator (DSO) 

also utilises the capabilities of DER units for voltage control. This requires 

that the system state is monitored, and also that the control and measure-

ment signals are transmitted between various locations in the system. This 

kind of advanced voltage control system proposed in Caldon  et al . (2004) is 

illustrated in Fig. 4.4. In this system, the master regulator adjusts the voltage 

setting of the OLTC controller and gives a power factor (cos φ ) references 

to the DG units based on the measured average network voltage. A prior 

condition for this kind of ancillary service is that suitable regulatory and 

commercial arrangements have been developed (Pe ç as Lopes  et al ., 2007).      

Vset Qset

Vmeas G

Master
regulator

 4.4      Coordinated voltage control system for distribution network 

containing DG.  
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 As presented earlier, the protection problems caused by DER arise mainly 

in the distribution networks. These problems were identifi ed in Section 4.3, 

where some suggestions for solutions were also given. Most problems are 

avoided by careful design of the needed protection system revisions when a 

DER unit is connected to the network. In many cases, the proper operation 

of the protection system requires new devices to be installed and applica-

tion of more advanced protection functions. Ultimately, this affects also the 

training requirements of the grid company’s personnel. 

 Especially in the case of larger DER units, the grid company may require 

suitable communication capability between the DER unit and company’s 

central control room. At least the billing measurements are collected by 

remote read meters, but for various grid control and management functions 

various status information and on-line measurements of voltage, current and 

power may be required as well. Furthermore, a possibility to connect and 

disconnect the generating unit remotely might be required. For ensuring the 

interoperability and easier integration of the grid company’s supervisory 

control and data acquisition (SCADA) system and the control system at 

the DER unit, specifi c telecommunication standards have been developed 

recently. For wind power plants there is IEC 61400–25, while IEC 61850-7-

420 covers various kinds of DER systems. 

 Summarising the requirements for grid connection of DER, the following 

three categories of requirements can be identifi ed:

   operational requirements,  • 

  protection requirements, and  • 

  communication requirements.    • 

 The operational requirements are related to the normal operation of the 

DER unit. They defi ne the generator output in various system states. The 

protection requirements are necessary for maintaining the safe operation of 

the network protection. One of the basic requirements is that the DER unit 

should not keep on feeding the fault in the grid. On the other hand, from 

the point of view of system stability, the DER unit should support the grid if 

the fault is elsewhere in the network. The communication requirements are 

necessary to ensure that the system operator has access to all the informa-

tion needed in the control and operation tasks.  

  4.5     Grid codes and standards 

 A grid code is a set of rules, requirements and procedures to enable effi -

cient, economical and coordinated planning, development and operation 

of the grid. For a transmission grid the codes are set by the transmission 

system operator (TSO) and for the distribution network they are set by the 

local DSO. Multinational grid codes are necessary to maintain conformity 
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of practice within a large interconnected power system. In such a case, the 

grid code is defi ned in cooperation with several TSOs. Furthermore, certain 

aspects of transmission grid codes should also be taken into account in the 

distribution network codes. The practices relating to the distribution net-

work codes made by DSOs differ from country to country. Obviously, it is 

benefi cial to target compliance with the rules at the national, and even at the 

international, level. For this purpose, the codes should be based on interna-

tional standards when possible. 

 In practice, the grid codes cover a wide range of topics including planning, 

operation, measurements, data exchange, etc. Here the focus is on the grid 

connection of DER, and for that purpose the grid code includes typically a 

separate ‘connection code’. The connection code establishes all the require-

ments for connection of a generating unit. It includes the technical, design 

and operational requirements for the generating units to be connected. 

Detailed requirements are also defi ned to many other issues such as the 

communication and automation system and the planning and agreement 

procedures. 

 In the past, small scale production and the characteristics of DER were 

not taken into account in the grid codes. However, the situation has changed 

during the last 10–20 years and new codes are being developed especially for 

the DER and DG. Sometimes specifi c codes for certain type of generating 

plants, e.g., wind power, have been developed separately (Alt í n  et al ., 2010). 

A good example of a technology specifi c connection code is the Danish code 

‘Wind turbines connected to grids with voltages below 100 kV – Technical 

regulations for the properties and the control of wind turbines’, which is 

intended especially for wind power plants (Elkraft and Eltra, 2004). The 

German guidelines are also frequently referred to when discussing the grid 

connection of wind power. The Danish and German codes have been used 

as a basis for many codes made later in other countries (de Alegr í a  et al ., 
2007). 

 It is also worth noticing that since the related technology has been rap-

idly developing, as well as the amount of DER is increasing, the codes are 

also being revised regularly. The stage of development seems to differ from 

country to country, depending on the amount of DER in the grid. From the 

manufacturer’s point of view, this can be seen as problematic since the tech-

nical requirements are different in different market areas, which makes the 

development of global concepts diffi cult. In Europe, the joint association of 

TSOs, European Network of Transmission System Operators for Electricity 

(ENTSO-E), is developing a harmonised grid connection code, of which the 

draft version (ENTSO-E, 2011) is available at the time of writing this. It will 

greatly reduce the variability of the codes among European countries, but 

also enable the consideration of the local grid characteristics specifying, e.g., 

different limits for different regions and leaving some issues to be specifi ed 

by the local TSO. 
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 From the technical point of view, the connection code ensures that the 

connected generating unit will operate as part of the whole system without 

degrading system security, reliability and stability. This is also the main con-

cern of the TSO or DSO. On the other hand, the primary target of the DER 

owner is to get connected with the minimum cost. This is best achieved with 

easy and standardised solutions, such as the plug-and-play concept pro-

posed in the CERTS MicroGrid Concept (Lasseter  et al ., 2003). However, 

these kinds of solutions are not easy to achieve, especially in the distribution 

networks, where the characteristics of the connection point may vary drasti-

cally depending on the location. 

 The standardisation has an important role for lowering the technical 

barriers against the DER, since it enables harmonisation of the grid codes 

among different countries. In the grid codes it is very convenient to only 

refer to the standards to be applied. One of the earliest standards for DG 

interconnection was the IEEE standard 1547 (IEEE, 2003). It is applicable 

for generating units up to 10 MVA that are connected to distribution net-

works. In Europe the standard EN 50438 (2007) for generators connected 

to LV networks has been introduced for units rated up to 16 A per phase. 

For a three-phase system, this means rated power up to 11 kVA. European 

Committee For Electrotechnical Standardization (CENELEC) is also pre-

paring European standards for units above 16 A per phase, and also require-

ments for generators connected to MV distribution networks. In the Europe 

there are certain differences in the distribution systems in different coun-

tries, and thus it is necessary to specify some national deviations. Typically, 

these are introduced in the appendices of the associated standard. 

 In addition to the general grid connection standards, there are specifi c 

standards for different types of generators. A large number of standards 

have been developed, for example, for wind power. These standards specify 

many aspects relating not only to the grid connection but also to the whole 

generating plant. In addition to this, various measurement methods and test 

procedures have been defi ned so that conformance with the requirements 

given can be validated. 

 Due to the large variety of the connection codes and their constant evolu-

tion, only some key requirements given in the codes will be introduced in 

the following. The focus is on the requirements relating to the operation and 

protection of the DER. From the grid operation point of view the require-

ments for a generating unit are typically as follows:

   It should be possible to limit the active power output.  • 

  The up or down control of active power should be possible with certain • 

ramping rates or within some short time frame.  

  The active power control based on the system frequency must be • 

possible.  
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  The reactive power must be either controllable to zero (at the intercon-• 

nection point) or it should be controllable based on the system voltage.    

 The codes also defi ne the operating ranges of generators in terms of system 

frequency and voltage. Figure 4.5 shows the principle of defi ning the normal 

operation area. Beyond this area, there are ranges (grey boxes in the fi gure) 

where the generators must stay connected at least for a specifi ed time (e.g. 

30 min). A more complex example of the operating ranges may be found in, 

e.g., the Nordic grid code (Nordel, 2007).      

 The above-mentioned conditions are applicable in normal operating state. 

Considering the non-normal operating states, disturbances or faults, there 

are requirements relating to fault tolerance and specifi cations for the pro-

tection. Since a short-circuit fault causes in the system a voltage dip, which 

can be seen to some extent throughout the system, it is vital that the genera-

tor tolerates short voltage dips. This is usually defi ned by the FRT require-

ments, which are given as voltage-time curves. The principal format of these 

curves is illustrated in Fig. 4.6. The FRT curves essentially defi ne the condi-

tions where the generator should stay connected during the voltage dip. The 

voltage dip starts at  t  0  and the generator must stay connected as long as the 

voltage stays above the curve. The time from  t  0  to  t  1  is usually 150 ms, which 

is a typical operating time of protection relays and during that time the gen-

erator must tolerate a minimum voltage  V  min , which may vary from zero to 

0.25 p.u. depending on the specifi c code (Alt í n  et al ., 2010). In the curve the 

slope between t 1  and t 2  ranges typically from 1 to 1.5 s from the start of the 

dip. It should also be noticed that many codes employ some more compli-

cated form of the curve, as can be seen in Alt í n  et al . (2010). Furthermore, 

the grid code may contain some requirements relating to the output of the 
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 4.5      Principle of defi ning normal operating ranges in grid codes.  
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generator during the voltage dip. For example, it may be required that the 

generator should produce a certain amount of reactive power during the 

voltage dip (Tsili  et al ., 2008). It is also worth noticing that FRT and LOM 

requirements are interrelated, since they both defi ne the behaviour of the 

DG unit under abnormal grid states. While the LOM was the main concern 

earlier, the FRT requirements were fi rst adopted in areas with a high amount 

of wind power (European Wind Energy Association (EWEA), 2005) and 

are currently widely applied (Tsili  et al ., 2008). The FRT requirements are in 

many areas only applicable for wind parks connected to high voltage (HV) 

network (Tsili  et al ., 2008) and not for small units like, e.g., domestic PV 

installations, for which only the LOM requirements are applied.      

 For many types of DER the control of the active power output is primar-

ily dictated by the availability of power from the primary energy source. 

However, from the power system point of view it is necessary to contin-

uously maintain the balance between the produced and consumed electric 

power. Any imbalance is indicated by the system frequency deviation from 

the nominal value, and thus the power control of generators can be based 

on frequency measurements. In an interconnected power system there must 

be always enough generating units participating to the primary frequency 

control, which is based on a simple frequency droop. This means that when 

the frequency deviates from the nominal frequency  f  0  the output power of 

the generator is changed in proportion to the deviation (Fig. 4.7).      

 If the DER is based on a primary energy source that cannot be controlled 

(such as wind or solar) the realisation of frequency droop control is com-

plicated. In principle this means that a certain margin must always be left 

between the available power and the actual output. This in turn means lost 
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 4.6      A voltage-time curve defi ning FRT requirements.  
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revenues for the DER owner if there is no monetary compensation for the 

participation to the primary frequency control. 

 The reactive power should preferably be produced near the location of 

the consumption and therefore it is usually desirable to have the reactive 

power output of a generator either at zero or equal to the local reactive 

power consumption. From the system control point of view the target is to 

keep the voltage within given limits in various parts of the system and the 

voltage level can be controlled by the reactive power. If the voltage tends to 

be too high it is desirable that the generator consumes reactive power. On 

the other hand, if the voltage is below the target value, the generator should 

support the voltage by injecting reactive power to the network. Since the 

reactive power capabilities are not dependent on the primary energy source 

any type of DER unit can be equipped with suitable voltage dependent 

reactive power control if required. The grid codes defi ne control bands for 

the reactive power output that are dependent on the active power output 

level. 

 As said before, the protection of DER units is considered problematic, 

especially at the distribution network level. The associated standards and 

codes usually give only the voltage and frequency ranges beyond which the 

generator must be disconnected. In addition to this, a specifi c LOM protec-

tion may be required: the generator should be disconnected from the local 

network when the connection to the main grid is lost. Thus the required 

protection functions are usually the following:

   under- and over-voltage,  • 

  under- and over-frequency, and  • 

  LOMs.    • 

Frequency (Hz)

Active power (kW)

f0

P0

 4.7      Frequency droop control of generator active power.  
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 In the codes and standards, the setting ranges and maximum operating times 

for these functions are given. In terms of LOM protection, at least the mini-

mum time for detecting the islanding is specifi ed and sometimes also a spe-

cifi c type of the protection function is recommended or required (Str å th, 

2005). 

 The requirements included in the codes and standards depend on the size 

of the DER unit and also the voltage level. For units connected to the LV 

network, the requirements are somewhat different from those at higher volt-

age levels. At the LV level, the main concern is to maintain acceptable power 

quality and to ensure the safety. Therefore, e.g., the requirements regarding 

harmonics are usually considered more important than power controllabil-

ity. Also, the specifi cations relating to LOM protection are always included 

in the requirements, while the FRT requirements are still seldom extended 

to LV level.  

  4.6     Challenges and future trends 

 The increasing use of DER creates different kind of challenges for the 

industry, depending on the phase of development. The phase of develop-

ment here means the relative amount of DER in the grid. For certain areas, 

this amount can be stated by so-called penetration degree (Gomes  et al ., 
2009), which denotes the ratio of local generation to the total amount of 

consumption in the area. In the fi rst phase of development, the fi rst DER 

units are introduced and the system operator has to adopt suitable codes and 

guidelines. At this phase the main concern is making the interconnection as 

simple as possible without endangering the safe and secure operation of 

the grid. In the second phase the penetration degree increases, so that the 

DER must be taken into account in the system operation. This necessitates 

the creation of rules and practices for various management functions con-

sidering the power and energy management as well as for the voltage level 

control. In the third phase the DER units are considered as an integrated 

part of the system. Very often the term ‘active distribution networks’ is men-

tioned in this context (Chowdhury  et al ., 2009). This means that there are 

large numbers of active elements in the system taking care of the above-

mentioned management tasks. In addition to the DER units, the active cus-

tomer participation has a key role as well. Ultimately the future smart grid 

is achieved where all management and control actions are based on the use 

of modern information and telecommunication technology. In practice, this 

means that in parallel with the primary system there is a telecommunication 

network that enables the seamless communication with all the intelligent 

nodes in the system. 

 One of the most interesting technologies in the future employing DER 

is the microgrid concept fi rst introduced in Lasseter (2001). Since then, 
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microgrids have been researched and piloted in many international projects. 

Recently, the research focus in power industry has transferred more towards 

smart grids, while microgrids are considered as one of the building blocks of 

the smart grids (Giga, 2010; Colson and Nehrir, 2011). Microgrids provide 

a way to accomplish the self-healing feature of the smart grids. When there 

is a fault in the main grid the microgrid can continue the operation as an 

island. This is possible if there is enough generation capacity in the islanded 

microgrid. Furthermore, in order to ensure stable operation of the micro-

grid, there must be enough fast responding generating capacity, which is 

most conveniently achieved by suitable energy storage systems. In addition 

to technical diffi culties, also the legislation, lack of standards, and high costs 

are seen as barriers to microgrid development (Chowdhury  et al ., 2009). 

Despite this, the latest news indicates fi rst signs of a trend from pilot and 

research installations towards commercial projects (Pike Research, 2011). 

Still, it seems apparent that microgrids will stay for quite a long time as a 

special solution, suitable for remote locations or small communities having 

vast amount of local renewable energy sources. 

 To achieve the future scenario illustrated above, it must be ensured that 

no extra barriers exist against the use of DER, considering among others the 

interconnection rules and applied technology. The basis of rules and techni-

cal solutions should preferably be based on international standards, which 

enable globally compatible system solutions and equipment, and reduce the 

need for costly solutions tailored for local requirements. An ultimate solu-

tion would be a plug-and-play grid interconnection, which might be one of 

the techniques employed in the future smart grid. In practice, this would 

require the defi nition and development of an interface that exchanges not 

only electric energy but also management, control and energy market data.  

  4.7     Conclusion 

 In this chapter the grid interconnection issues of DER were introduced from 

the technical point of view. A major concern in the grid interconnection 

is to enable the operation of a DER unit without endangering any of the 

operational or safety requirements put on the transmission or distribution 

network. From the network operation point of view, both the normal and 

faulted operating states must be taken into account. In normal state the 

main target is to maintain system stability and, for this purpose, the DER 

units need to be equipped with real and reactive power control facilities. 

As a result of a fault situation, stable operation may also be lost if a large 

amount of DER is disconnected from the grid during the fault. In order to 

avoid this, DER units need to meet specifi c FRT requirements. Considering 

the safe and secure operation of the system, it is also essential that the pro-

tection system at the DER interconnection point is compatible with the 
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network protection. It should be also noted that in many cases the distribu-

tion network protection system must also be redesigned to maintain proper 

operation after the connection of DER. This means usually slightly more 

complex protection systems than have been traditionally used in distribu-

tion networks. However, this can also be seen as a fi rst step towards the 

future smart grids, where DER takes an active role in the grid management 

functions.  

  4.8     Sources of further information and advice 

 One of the fi rst books written about DG was the ‘Embedded Generation’ 

by Jenkins  et al . (2000). A comprehensive review of wind power technology 

can be found in Ackermann (2005). Since the majority of DER are power 

converter based grid inverter a good source of further information is the 

recent white book about grid converters by DERlab (Strauss, 2009). Future 

microgrids and active distribution networks are discussed in the book by 

Chowdhury  et al.  (2009). 

 Among the grid codes published by the system operator the most well-

known are the Danish (Elkraft and Eltra, 2004) and German rules. The lat-

est version of German rules is published by BDEW and also an English 

translation is now available (BDEW, 2008). The fi rst standard relating to 

the DER interconnection was the IEEE standard 1574 (IEEE, 2003). There 

is also an EN standard 50438 for DER units connected to LV network (EN 

50438, 2007). 

 Further sources of information are the web-sites maintained by relevant 

organisations or research projects etc. A selection of recommended sites is 

given below:

   DERlab – European DER Laboratories e.V.: http://www.der-lab.net/  • 

  US     DOE Energy Effi ciency and Renewable Energy (EERE): http://• 

www.eere.energy.gov/  

  Smart Grids: European Technology Platform: http://www.smartgrids.eu/    • 

 It is also worth noticing that up to date information about grid codes and 

guidelines is available from the www-sites of relevant TSOs and DSOs and 

latest standards are available on the www-sites of the standardisation organ-

isations IEC, CENELEC and IEEE.  
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  Abstract:  The evolution of electricity T&D networks over the last 
few decades has greatly advanced research in the fi eld of material 
engineering.   This chapter reviews the use of state-of-the-art materials 
for high voltage (HV) applications, focusing on circuit breakers.   The 
fi rst section will discuss the switchgear principle and the roles materials 
can play in this process, and will review the ways that the interaction arc 
and materials used can infl uence the endurance of HV circuit breaker 
chambers. Examples of arcing contact materials will also be discussed, and 
composite and thermoplastic insulation, and ester oil, are presented. The 
fi nal section of this chapter describes some of the challenges and future 
trends predicted in the development of advanced materials, as the result 
of research into the T&D network. 

  Key words:  high voltage (HV) switchgear, circuit breaker, arcing contact, 
contact material, carbon contact, composite insulators, insulation, ester 
oil, eco-design. 

    5.1     Introduction 

 SF 6  HV circuit breakers have undergone major developments since they 

were fi rst patented 40 years ago (Dufournet  et al.,  2003). However, despite 

the extensive optimization of materials, (Aeschbach  et al.,  2002), a great 

deal of research continues to be undertaken to fi nd new technologies and 

materials for arcing contacts, which must be inexpensive and have good 

switching performances. 

 Various principles can be applied to electrical interrupting apparatus 

(Browne, 1984). For circuit breakers to cope with currents under regular 

network service conditions, as well as to ensure the required interrupting 

performances under fault conditions, optimized application of materials 

with highest possible life endurance and designs requiring reduced drive 

energies, are necessary. 
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 Figure 5.1 shows the switching operation during the high current phase. 

In blast devices, the current is interrupted by separating two contacts. The 

current is then carried through the arc, before it is interrupted by a blast 

of gas, which causes the arc to cool. In SF 6  ‘puffer’ devices, the pressure 

rise is obtained by compressing the gas with a piston and cylinder. For 

high current interruption, arc energy is used to produce the overpres-

sure necessary to generate an effi cient blast that cools the arc, leading 

to an interruption in current. This high overpressure is produced in the 

expansion volume; it closes the valve that isolates this volume from the 

compression volume mainly used for low current interruption. The over-

pressure necessary for breaking the current is obtained through the opti-

mal use of the thermal effect, and of the nozzle-clogging effect produced 

when the cross-section of the arc signifi cantly reduces the exhaust of gas 

in the nozzle.      

 To optimize the region where the hot gas puffs take place, and also to pre-

dict successful or unsuccessful switching, sophisticated numerical programs 

are now used (Robin-Jouan and Kairouani, 2002).  

  5.2     Switchgear materials: properties, types and 
performances 

  5.2.1      Generalities 

 In the arcing chamber of a circuit breaker, the nozzle and arcing contacts are 

the main parts. The materials used are selected specifi cally for their designed 

use, which must cope with the stresses imposed during the switching opera-

tions: the materials must withstand the high temperature (that may exceed 

Thermal
volume

Closed
Low current

breaking
High current

breaking
Open

Compression
volume

 5.1      Self-blast interrupting principle (Think T&D).  
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some thousands of K for high currents), the HV or electrical strength, ultra-

violet (UV) radiation induced by the de-excitation of gas molecules, and 

must withstand other arc constituents such as metal vapour and material 

eroded from the nozzle and ablation of the chamber walls, as well as metal-

lic vapours and droplets. 

 The main properties needed in the arcing contacts in this very aggressive 

environment are: suffi cient electrical conductivity, good mechanical proper-

ties, and a low friction coeffi cient, as well as good thermal resistance during 

the arc switching period. 

 The microstructure of the contact materials infl uences the performance 

of the arc extinction, because the presence of the arc induces, on the one 

hand, the extraction of metallic particles from the contacts and their mixing 

with the insulating gas and, on the other hand, the ablation of the nozzle due 

to the interaction with the UV radiation (Ferry  et al ., 1996).  

  5.2.2      Contact materials and parts 

 Electrical contacts allow current to pass from one conductor to another, 

and therefore the contact materials used have to be soft, show high-conduc-

tivity, and be oxidation-resistant. Electrical contacts and contact materials 

are available in many different forms, and have wide electrical applications. 

They often have a second phase in order to provide anti-welding and/or arc 

resistance. 

 Current, conductivity, resistivity, tensile strength, fl exural strength, outer 

diameter (OD), length, width, and thickness are important parameters to 

consider when selecting electrical contacts and contact materials. Good 

contact materials include aluminium, copper, gold, nickel, silver, and tin 

(Table 5.1).       

 Table 5.1     Specifi c characteristic of some conducting materials 

 Density  Specifi c capacity 

(300 K) 

 Electrical 

resistivity (300 K) 

 Thermal 

conductivity (300 K) 

 (g/cm 3 )  (J.mol  − 1 .K  − 1  )  (n Ω .m)  (W.m  − 1 .K  − 1  )

 Al  27  24.20  28.20  237 

 Cu  8.94  24.44  16.78  401 

 Ag  10.49  25.35  15.87  429 

 Ni  8.91  26.07  69.30  90.9 

 Sn  5.77–7.37  27.11  115  66.8 
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  5.2.3      Insulation 

 The materials used as electric insulators in electric switchgear have to be 

able to block the fl ow of electric current across it. The electric insulator 

separates electrical conductors from one another and redirects electric cur-

rents. This non-conductive material provides the equipment with electrical, 

mechanical, and heat-dissipation functions. 

 Insulators can be solid, fl uid, or gaseous. Most commonly used insulating 

materials are glasses, porcelain, polymeric materials, SF 6 , and fl uorocarbons 

(such as C 2 F 6 , C 4 F 8 ). Critical factors in selecting electrical insulation materi-

als are their resistivity, dielectric strength (breakdown voltage), and dielec-

tric constant (relative permittivity). 

 Insulators also have to be able to transfer the heat that is generated in the 

electrical devices.   

  5.3     Development and impact of advanced 
switchgear materials 

  5.3.1      Arcing materials 

 In the arcing chamber, the interaction between the different materials and 

the arc will have an impact on the erosion rate of the contacts and nozzles. 

This will in turn have impact on the mechanical and electrical endurance of 

the HV circuit breaker, and will also introduce surface pollution through 

contact erosion (in droplets, metallic vapours, and other components). The 

combined effects of these can have a negative infl uence on the general 

behaviour of the arcing chamber (Aeschbach  et al. , 2002). 

 Taking into account all the material requirements mentioned above, the 

range of arcing materials from which to choose is very poor. Copper/tung-

sten (W-Cu) materials are quite common in the HV fi eld. These materi-

als have a composite structure consisting of a tungsten skeleton fi lled with 

copper. Figure 5.2 illustrates the homogeneous distribution of the tungsten 

particles in the matrix. The porous surface of the material is fi lled in with 

copper to increase the conductivity of the material.      

 Carbon materials for arcing contacts have also been used for over 20 years. 

However, in order to improve the performances of the arcing contacts, new 

technologies such as copper/carbon composites (C-Cu) have to be devel-

oped. For such materials the microstructure of the materials is different 

from that of the copper/tungsten material. 

 Figure 5.3 illustrates a composite made of carbon fi bres interlaced in three 

directions; copper is used to fi ll in the pores and thus increases the electrical 

conductivity of the material.       
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  5.3.2      Composite insulators 

 For HV circuit breakers, composite insulators are used increasingly in place 

of ceramic insulators. Indeed, composite insulators are light, resilient, do 

not explode under impact, have good seismic behaviour, and withstand pol-

lution well. However, the ageing of such insulators is not well known, and 

their air-tightness is diffi cult to manage. The design of insulators, as well 

as choice of contact material, must be considered, because when the arc is 

 5.2      Microstructure of W-Cu material.  

 5.3      Microstructure of composite C-Cu. The white zone represents the 

copper.  
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formed, metal droplets of contact and nozzle materials will be in contact 

with decomposed and polluted SF 6  (Domejean  et al ., 1997). 

 Composite insulators used in HV circuit breakers generally comprise a 

composite tube (a), metal fl anges (b), and elastomeric silicon sheds (c) – see 

Fig. 5.4. The composite is made of glass fi bres and epoxy resin. The sheds are 

made out of silicone rubber.      

 During their lifetime of about 30 years, insulators must withstand the 

temperature requirements and heavy atmospheric conditions, and support 

mechanical stresses. Therefore, the qualifi cation procedures of such insula-

tors are very demanding, and are described in the IEC 61462 International 

Standard.  

  5.3.3      Thermoplastic insulators 

 Growing eco-design initiatives are aimed at taking account of environmen-

tal constraints at the design stage of the products (Froelich, 2000). Among 

the different aspects of eco-design, improving the recyclability of the HV 

apparatus is a major concern for the manufacturers, and is especially impor-

tant in the case of polymeric materials. 

 In gas insulated substations (GIS), thermosets – epoxy resins are used 

to manufacture support insulators. To improve their recyclability, it is 

best to replace the thermoset with a thermoplastic material (Huet  et al. , 
2005). 

 Considering the main physical, mechanical, and electrical character-

istics of the material, polyethyleneterephtalate (PETP) is considered a 

good candidate for replacing the current solution based on alumina fi lled 

(a)

(b)

(c)

 5.4 (a–c)      Composite insulator structure. See text for explanation.  
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epoxy resins. Under operating conditions, it has been shown that the main 

electrical properties of the material are not affected by ageing in the pres-

ence of SF 6 . Crystalline PETP presents good electrical and thermal capa-

bility (Shugg, 1995) and is commercially available in thick plate form. It is 

also recyclable. Thus, the drawbacks of epoxy, such as poor recyclability, 

moulding cost, and shrinkage, can be avoided by using PETP. 

 For some applications, technical thermoplastics such as polyoxymethylene 

(POM) or polyetherimide (PEI) are also used in HV switchgear. However, 

these materials are expensive, and must be manufactured with an injection 

process. 

 Polyethylene (PE) is largely used in HV and medium voltage (MV) poly-

meric insulated cables (in the form of cross-linked material cross link poly-

ethylene, XLPE). However, for application as a support insulator in HV 

switchgear, PE lacks the necessary mechanical characteristics. 

 Polyimide (PI), such as Kapton, is also used to a large extent, but this 

product in only available in the form of fi lm.  

  5.3.4      Ester oils 

 Oil circuit breakers have signifi cant use in our power systems. Thanks to 

their lubricating power for moving parts, as well as to their resistance to fi re 

in some cases, they can be used as an arc extinguishing medium  . 

 Immersing the interrupting contacts in oil will not prevent arc formation, 

but the heat of the arc immediately evaporates the surrounding oil, which 

dissociates in carbon and gaseous hydrogen. Oil has the following advan-

tages as an arc extinguishing medium: formed hydrogen helps the arc extin-

guishing process, and also provides insulation for the live exposed contacts 

from the earthed portion of the container. 

 Ester oil has a high insulating capability and has replaced mineral oil 

in electric power apparatus because of its environmental advantages, as 

well as its high dielectric strength. Esters are also non-toxic to aquatic 

life, readily biodegradable, and have a lower volatility and higher fl ash 

points than mineral oil. Commonly used oils are rapeseed ester oil, lenne, 

and soya. The specifi cations for ester oils with electrical use are defi ned 

in IEC 61009.   

  5.4     Challenges and future trends 

 In the last 10 to 20 years, electricity markets and the electricity sup-

ply industry have made remarkable advances globally. The increase in 
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energy consumption per capita, the growing world population, and the 

ageing of the networks have had the effect of increasing congestion and 

decreasing the power quality. In addition, energy deregulation, including 

unbundling of national markets, greenhouse gas reduction schemes, and 

the increase in use of renewable energy, has also changed the approach 

that electricity networks must now take. This renewal is a driving force 

behind fi nding advanced solutions and technologies in the fi eld of elec-

tricity networks, encouraging energy effi ciency as well as cost-effi cient 

solutions and environmentally friendly infrastructures. The sections 

below review briefl y three advances in the area of switchgear materials 

for T&D networks. 

  5.4.1      Simulations 

 The interruption of high short-circuit currents depends on the intensity of 

the gas blast (characterized by the volume in pressure Vt) at the instant of 

current passage through zero (Dufournet, 2002).  

  5.4.2      Use of nano-materials 

 Nano-technologies are gaining increasing importance in various economic 

sectors, including the fi eld of energy production. Research into this area 

focuses on structures from hundreds of nanometres down to a few nanome-

tres in size, with many potential applications, such as new conducting and 

insulating materials and coatings, and high-performance dielectrics. 

 Being able to create structures and materials at the atomic level has 

enhanced the development of materials that have less weight and improved 

stability and functionality, which in turn increases the effi ciency of energy 

production. Recent developments include improvements in fi re retardation 

and increased resistance to surface arcing, biodegradability, and resistance 

to corrosion, as well as improved mechanical and dielectric performance. 

There are, in fact, a number of areas where nano-technology fi nds useful 

application. Advanced performance nano-composites, using nanofi llers 

instead of microfi llers, demonstrate a number of attractive qualities, includ-

ing improved resistance to surface discharge and thus a greater resistance 

to erosion. Nanostructures, for example inexpensive nano-diamond, could 

be used as particulates in dielectric fl uids to increase thermal conductivity, 

which in turn increases the power densities in power transformers. Their 

use has also been explored in oil recovery. However, there are some limi-

tations and there is still no set of parameters for the practical application 

of nano-materials. Nanostructures lack specifi cation, purity, quality, and 
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reproducibility, and it is currently only possible to produce them on a rela-

tively small scale. Although nano-composites have great potential, we need 

to fully understand their properties and long-term ageing behaviour before 

their use in critical applications.  

  5.4.3      Eco-friendly design 

 Eco-friendly design aims at reducing the environmental impact of products 

and systems throughout a product’s life cycle (from raw material extraction 

to the fi nal disposal), in order to provide solutions consistent with the needs 

of customers involved in the operation and development of power systems 

and ensuring the security of supply (Directive 2005/32/EC, 2005). 

 Future practice, and growing environmental initiatives, will lead to the 

development of products and services which have environmental advan-

tages, such as wider recyclability, lower energy consumption, and a longer 

life time (Froelich, 2000).   
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 Abstract: HVDC is a technology which has been used for long-distance 
bulk power transfer, connecting different synchronous zones or 
submarine connections. Lately, HVDC has experienced a revival. In 
Europe, this revival is being driven by the strong increase in generation 
from renewable energy sources, the liberalization of the energy system, 
and the diffi culty in investing in new overhead transmission. In countries 
such as China, India and Brazil, the development is driven by a fast 
growth in energy consumption and the need for large amounts of 
energy, often from remote locations.   HVDC transmission uses power 
electronic converters to interface between the alternating current (AC) 
grid and the direct current (DC) grid. Two types of HVDC exist: the 
traditional line commutated converter (LCC), which uses thyristors, and 
the voltage source converter (VSC), which uses insulated gate bipolar 
transistors (IGBT). LCC HVDC has the highest available ratings, but 
VSC offers better controllability and easier integration of cross-linked 
polyethylene (XLPE) cables for bidirectional power fl ow.   HVDC is 
seen as the transmission technology of the future, specifi cally as the 
connection technology for renewable energy sources but also for a new 
backbone system. This new backbone system is expected to be in the 
form of a DC grid, with considerable parts of it being built using cable 
connections. 

  Key words:  high voltage direct current (HVDC), electric power 
transmission, grid development. 

    6.1     Introduction 

 HVDC electric power transmission systems use DC for bulk transmission of 

electrical power, as opposed to the common AC systems. 

 Most of the early power systems were based on DC, but due to the 

invention of AC motors and transformers in mid 1880s, the famous ‘War of 

Currents’ broke out, involving not only Edison and Tesla, but a large number 

companies in Europe and North America whose investments in one type of 
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system led them to hope that the use of the other type would decline. In 

the early 1890s it was clear that AC had won and that power systems would 

continue developing mostly on AC technology, which indeed was the case. 

Nevertheless, DC technology never died out, and recently DC systems have 

been growing in importance in modern power systems. 

 HVDC allows power transmission between unsynchronized AC systems, 

and can increase system stability by controlling power fl ow and help to pre-

vent failures typical for AC grids. For long-distance transmission, HVDC 

systems may be less expensive as they suffer lower losses. For (under-

water) power cables, HVDC avoids the problems caused by the cable’s 

capacitance. 

 The fi rst transmission of electrical energy over a large distance used DC. 

The Miesbach-Munich Power Transmission was developed in 1882, connect-

ing a steam engine situated near Miesbach and the glass palace of Munich, 

where world’s fi rst international electricity exhibition was held. 2.5 kW of 

power was successfully transmitted with a 2 kV DC line over a distance of 

57 km (Arrillaga, 1998). 

 However, AC became the main technology to transmit power because of 

the ease of changing voltage levels, the possibility to form a rotating fi eld, 

and the ease of interrupting AC currents (compared to DC). 

 In the 1950s, DC technology made a comeback. Early commercial instal-

lations on HVDC lines include a 100 km, 200 kV, 30 MW line between 

Moscow and Kashira, and a 98 km line between Gotland and mainland 

Sweden, respectively built in 1951 and 1954 (Hingorani, 1996). 

 The longest HVDC links in the world are currently the Xiangjiaba-

Shanghai 2071 km, 6400 MW link connecting the Xiangjiaba Dam to 

Shanghai (China) which has been in operation since 2010, and the Rio 

Madeira link connecting the Amazonas to the S ã o Paulo area, where the 

length of the DC line is over 2500 km. This installation was expected to be 

completed in 2012.  1   

 A large number of HVDC lines are present in the European power sys-

tem and many more are expected in the near future (see Fig. 6.1).      

  6.1.1      Traditional uses of HVDC 

 Existing high voltage transmission systems consist largely of AC lines, with 

a few DC connections. There are three important cases in which it is prefer-

able to use HVDC over AC:

  1   Information about reference projects can be found on the websites of the main 

manufacturers: ABB (http;//www.abb.com/hvdc), Alstom Grid (http://www.als-

tom.com/grid/products-and-services/engineered-energy-solutions/hvdc-transmis-

sion-systems/) and Siemens (http://www.energy.siemens.com/us/en/power-trans-

mission/hvdc/index.htm)  
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   1.     The fi rst application is the connection of asynchronous networks. It is 

clear that systems at a different frequency cannot be connected using an 

AC connection. Even systems operating at the same frequency, but not 

operating synchronously, cannot be connected using AC technology. 

HVDC by contrast separates the two systems by a DC link, making the 

connection feasible. In some cases, a back-to-back HVDC connection is 

used, with the two converter stations directly connected to each other.  

  2.     A second application is the use of long-distance cable. As the length of an 

AC cable increases, the charging current increases. At a certain point this 

charging current ‘fi lls the cable’ with reactive current. As a consequence, 

no more ‘useful’ power can fl ow through the line. Therefore, long cable 

connections need reactive compensation, spread over the length of the 

cable. This compensation usually takes the form of shunt reactors. For 

submarine cables, installing this compensation is not trivial.  

  3.     The third application is the transmission of bulk power over long dis-

tances. AC is signifi cantly cheaper over short distances, while HVDC is 

more economical over longer distances. The ‘break-even’ point is about 

400–800 km for land connections, and 40–80 km for submarine cables. 

Also, as stated before, there are no length limitations for DC connec-

tions (Section 6.2).     

  6.1.2      Revival of HVDC technology 

 Although HVDC has been in use for well over 50 years, its application has 

been limited. Recently, different evolutions have driven the development of 

HVDC technology. 

 6.1      List of installed HVDC systems in northern Europe (full lines) 

and proposed HVDC lines (dashed lines). ( Source : Adapted from 

J. Messerly, ‘HVDC Europe’, Wikimedia Commons. Released under 

Creative Commons Attribution – ShareAlike.)  
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 In the developed world, and especially in Europe, the targets given by 

energy policy are aimed at a more sustainable energy system that is com-

petitive and cost-effective and, at the same time, offers suffi cient security 

of supply. This has resulted in a considerable increase in renewable energy 

production, specifi cally wind and solar, which are variable in nature. The 

increased penetration of undispatchable distributed generation resources 

(e.g. wind power and heat driven combined heat and power) gives rise to a 

high amount of uncertainties in the international grid. Variable energy gen-

eration results in variable energy fl ows throughout the meshed power sys-

tem. Furthermore, the large and concentrated renewable sources are often 

placed at locations far from the load centres (e.g. offshore wind farms), and 

thus require additional transmission lines. The liberalization of the electric-

ity sector has resulted in unbundled systems in which more market play-

ers are active. This causes decoupling of generation and load planning, and 

increasing transmission distances as well as reduced (free) control options 

for the system operator. Furthermore, market operations, with hourly com-

mitments of generation and load based on price incentives, also increase the 

variable energy fl ows. 

 Although these developments have increased the need for electricity 

transmission as the system is working closer to its limits, investments in new 

transmission lines have been lacking, mainly because of opposition to new 

overhead lines, and regulatory issues in obtaining permits. 

 HVDC is seen as a potential solution, because HVDC cable solutions 

are possible whereas AC solutions are not. An example is the INELFE pro-

ject between France and Spain: after a permission struggle of more than 

20 years, it was decided to develop the line using VSC HVDC. This new 

circuit will be roughly 60 km in length, using underground cables (Labra 

Francos, 2012). 

 Another example is the recent development of offshore wind. As the loca-

tions are increasingly farther from shore, for these systems, HVDC forms 

the most techno-economical solution, and several such projects are currently 

ongoing (e.g. Borwin 1 and 2, Dolwin 1 and 2), with more being planned. 

 In countries in which the development of the economy is causing a fast 

growth in the energy consumption, such as China, India and Brazil, HVDC 

is seen as a viable solution for the transmission of bulk electricity over large 

distances. The fast evolution in these countries is driving the development 

of HVDC towards larger systems, both electrically (power and voltage) and 

with respect to line lengths.   

  6.2     AC or DC? 

 When installing a new transmission line, the grid owner or the investor has 

to decide which technology is going to be used: AC or DC. AC systems have 
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the advantage of being a well-known technology, offering a cheap and reli-

able solution for high power transmission using classic overhead lines. AC 

systems are capable of carrying large quantities of electric power over large 

distances when ultrahigh voltage (UHV), 1000 kV AC or even higher, is 

used. AC systems using UHV voltages were developed in the 1970s, and 

are now planned and installed in China and Japan. However, the higher the 

voltage is, the larger are the towers, thus requiring more space and leading 

to higher visibility. Given the existing objections against overhead transmis-

sion lines, it is very diffi cult to get approval (and permits) for such invest-

ments (Van Hertem, 2010). 

 The technical reasons why UHV AC is experiencing a reduced accep-

tance as a suitable transmission system investment technology compared to 

HVDC are:

   DC lines have lower losses (no skin effect, no proximity effect);  • 

  DC systems have no practical length limitations. When AC cable con-• 

nections are used, a line of some tens of km is already considered long 

(at transmission voltages);  

  over longer distances, DC systems are cheaper to build and operate;  • 

  DC systems do not emit varying electromagnetic fi elds;  • 

  HVDC offers an inherent active power control, making it more fl exible • 

(controllable) in use. HVDC can be used to alleviate overloads else-

where in the system;  

  AC cables experience a continuous high charging current which limits • 

their length;  

  long AC cables at very high voltages are diffi cult to construct and are • 

expensive;  

  offshore resources, as well as connections outside the main continent, • 

are virtually inaccessible when using AC.    

 A simple economic comparison shows the benefi ts of DC cables over AC 

(Fig. 6.2). The power that can be transmitted through a DC connection 

(three DC circuits, six wires) is 1.5 (overhead lines) to three (cables) times 

that of an AC link (two AC circuits, six wires) when the same insulation level 

and equal losses are considered. When comparing an equal power transfer, 

DC link losses are 0.3 (cable) to 0.7 (overhead line) times that of a compara-

ble AC line. However, power electronic converters have signifi cantly higher 

losses than the corresponding AC substation.      

 HVDC systems also have a number of disadvantages:

   power electronic converters are (very) expensive;  • 

  power electronic converters have considerable losses (0.8–1% per • 

converter);  
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  depending on the scheme (see Sections 6.4.1 and 6.4.2), harmonics are • 

generated which need to be fi ltered, signifi cant reactive power compen-

sation might be needed and commutation failures might occur;  

  the ability to control the HVDC link makes system operations more • 

complex, especially if multiple devices are present and when multiple 

zones are infl uenced;  

  creating multi-terminal confi gurations or even grids is not as simple as • 

with AC grids.     

  6.3     HVDC configurations 

 A HVDC connection can be built in different confi gurations, depending on 

the earthing, converter connections, asymmetric or symmetric connections, 

etc., (Fig. 6.3).      

 An asymmetric monopolar link, or simply monopole, has one conduc-

tor at a high DC voltage and uses the ground or the sea as the return path. 

In many cases, a separate return wire is used, also called metallic return, 

which avoids currents through the ground under normal operation. Since 

the corona effect is more signifi cant with positive than negative voltages, the 

monopolar link is normally operated at negative polarity in case overhead 

lines are used (and when the fl ow is predominantly in a single direction). 

 Although systems with a single conductor and earth or sea return are 

a technically easy and economically benefi cial solution, they are less used 

AC OHL (Europe)

DC cable

AC cable

Cost

DC OHL (Europe)

AC OHL (China/India)

DC OHL (China/India)

Line length500–600 km± 400 km30–40 km

 6.2      Comparing AC and DC technology costs, both for overhead and 

cable systems. The difference between costs for Europe and China/India 

are based on the additional requirements that are posed to overhead 

lines, and which in Europe often lead to additional costs or detours. 

OHL, Overhead line.  
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  6.3      Possible confi gurations of HVDC systems (a) monopolar, (b) 

monopolar with metallic return, (c) bipolar, (d) bipolar with metallic 

return, (e) symmetric monopolar, (f) multi-terminal.  

Udc

(a)

Udc

Metallic return

(b)

Udc

–Udc

(c)

because of the possible effects of corrosion on metallic pipes in the ground, 

and the possible negative environmental effects on living creatures. However, 

several monopolar confi gurations are currently in operation, amongst oth-

ers the Baltic cable (connecting Germany and Sweden power systems) and 

the GRITA connection between Italy and Greece. 
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Udc
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Udc
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Udc

DC multi-terminal system(f)

AC grid 1 AC grid 2 AC grid 3 AC grid 4

+Udc

–Udc

6.3 Continued

 The Basslink, the connection between Australia and Tasmania (in use 

since 2005), is also of the monopolar type with metallic return. Also the 

connection between Sweden and Poland (SwePol) is of this type. 

 With the advent of VSC HVDC, symmetrical monopoles were intro-

duced. This confi guration uses a monopole (a single converter per 
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terminal) with a midpoint earth connection. As such, the voltage on the 

transmission lines is equal but opposite (as in a bipolar confi guration). 

In case of an outage on a single line, the earth cannot be used as a return 

wire. 

 The bipolar link is the most commonly used topology for modern HVDC 

connections of high power ratings. Each terminal has two converters of 

equal rating. Between the converters, the midpoint can be grounded on one 

or both sides. In case both sides are grounded, there is no current fl owing 

through the ground during normal operation and the two converters are 

operated symmetrically. If one line is out due to a fault, the other circuit can 

remain in operation and the system works at half capacity. Here the ground 

serves as an emergency conductor. 

 The advantage of systems with a metallic return wire is that the metallic 

return only has to be insulated for a very low voltage (few kV, R·I). This 

signifi cantly reduces the need for insulation material around that wire, and 

hence the cost. However, this needs to be weighed against the following con-

sideration: for the same power transfer, the maximum voltage rating (and 

with it the insulation) of a single conductor ‘under voltage’ has to be double 

that of the two conductors in a bipolar set-up. The metallic return is more 

commonly used as a backup connection so that during maintenance/fault of 

one module/cable of a bipolar link, 50% of the power can still be delivered. 

It is also used when a staged development occurs (fi rst monopolar and later 

bipolar confi guration). 

 In a back-to-back connection, the two converters are located in close 

proximity to each other. The typical application is the separation of two 

independent power systems. These systems need not be synchronized 

and can operate on a different nominal frequency. The DC voltage in the 

intermediate circuit can be selected freely at HVDC back-to-back stations 

because of the short conductor length. Because of the short distance, the 

line resistance is low, and the DC voltage is kept relatively low. This allows 

for a small valve hall and avoids parallel switching of valves. For these rea-

sons, HVDC back-to-back stations use valves with the highest available 

current rating. 

 Multi-terminal connections have multiple (parallel) connections in which, 

generally, power can be injected or withdrawn from the DC system. Multi-

terminal HVDC will be addressed in greater detail in Section 6.6.  

  6.4     HVDC equipment and components 

 An HVDC system converts the three-phase AC into DC using power elec-

tronic converters called rectifi er. A DC circuit then transports the energy 

towards another power electronic converter which in turn converts the DC 
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power into AC. The latter device is called the inverter. This section describes 

the different components, technologies used and their limitations. 

  6.4.1      Two types of converter technologies 

 Converters are the most important component of the DC system as they 

transform AC into DC and vise versa. Power electronic AC–DC converters 

(for transmission systems) can be divided into two main categories (Fig. 6.4): 

Current Source Converter (CSC) and VSC. The difference is related to the 

choice of power electronic components (valves or switches) and their oper-

ation. This choice in technology also has an infl uence on the DC bus voltage 

and current and the equipment that is needed.      

 For HVDC applications, the CSC converter is more widespread. It uti-

lizes the thyristor as a switching device. Installations using this topology are 

usually referred to as LCC HVDC, or as classical HVDC (Fig. 6.5). 

 Basic VSC converter technology has been available for quite a long time, 

as it is also used in variable speed drives. However, only after the develop-

ment of self-commutating power electronic components, such as the gate 

turn–off thyristor (GTO) and the IGBT, for suffi ciently high power ratings, 

together with the increased computational power of digital signal proces-

sors (DSP), it was possible to use this technology in power transmission. The 

fi rst VSC HVDC system was built at the end of the 1990s (Arrilaga, 2011). 

 As both technologies have a different set-up and use different equipment, 

they will be treated separately.  

  6.4.2      LCC HVDC 

  Converters 

 LCCs use thyristor valves to perform the conversion from AC to DC and 

vice versa. Thyristors can be switched on using an impulse, but need current 

DC grid

Constant
current

L

Constant
voltage

C + filter

Current source converter Voltage source converter (VSC)

Constant
current

L

Constant
voltage

DC gridAC grid AC grid

CSC CVSC

 6.4      CSC (LCC) and VSC for HVDC systems.  
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to pass through zero in order to switch off. Figure 6.6a depicts the basic 

circuit of an LCC HVDC connection: an AC transformer is connected to 

a 6-pulse thyristor bridge. The voltage waveforms for the 6-pulse bridge 

are given in Fig. 6.7. In order to reduce harmonics in the AC system, addi-

tional harmonic fi lters are needed. A signifi cant reduction of the harmonics 

can also be obtained by utilizing converters with a higher order of pulses: 

12-, 18- or even 24-pulse converters. Most LCC HVDC confi gurations use 

12-pulse converters (Fig. 6.6b), which cancel out the 5th, 7th, 17th, 19th, … 

(6*k +/ −  1) harmonics.            

DC reactor

Converter
AC switchyard

AC filter

DC filter

Y/Y

Y/Δ

 6.5      LCC HVDC system confi guration.  

 

(a)

(b)

 

 6.6      Confi guration of LCC HVDC converter. (a) 6-pulse converter, (b) 

12-pulse converter.  
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  Thyristors 

 The thyristor valves have to perform the following tasks:

   connect AC and DC sides;  • 

  conduct the rated current when switched on (no parallel operation • 

within one converter arm); up to 4.5 kA is available;  

  block a high voltage when not conducting (rated voltages up to 10 kV • 

are available);  

  control the DC voltage via the ignition angle;  • 

  fault tolerant and robust.    • 

 Since the DC voltage in HVDC installations is higher than the maximum 

blocking voltage of a single thyristor, several thyristors are placed in series. 

Similarly, the current capabilities of a single thyristor can ask for the connec-

tion of several thyristors in parallel, which however is not needed. Normally 

the thyristors are installed in modules, which are stacked to make mainte-

nance easier.  

  Transformers 

 Theoretically, transformers are not always needed in an HVDC installation. 

However, they are (virtually) always used in order to optimize the voltage 

of the DC transmission grid independently of the AC system. Furthermore 

they allow the use of tap-changers, which reduce the losses through optimal 

voltage control, using rectifi ers with a higher pulse number, and they limit 

the short circuit current. 

0 30 60 90 120 150α

μ

180 210 240 270 300 330 360

T1 T3 T5

T6 T2 T4

 6.7      Voltage waveform of a 6-pulse thyristor bridge with fi ring angle   α  , 

and commutation angle   μ  .  
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 Depending on the situation, different transformers and rectifi ers can be 

used to obtain a techno-economically optimal solution. Because of their size, 

the choice of a transformer often depends on the available transport means, 

the end location, the construction site, or a combination of the above.  

  Filters and reactive compensation 

 An LCC HVDC link requires several fi lters and reactive compensa-

tion devices. As the current is always lagging the voltage due to the fi r-

ing angle delay of the converters, the LCC HVDC link always consumes 

reactive power. If there are no nearby generators that can compensate 

for this power, additional capacitors, a Static Var Compensator (SVC) or 

STATCOM (Static Compensator) has to be installed. Furthermore, the 

switching of thyristors causes high harmonic distortions on the power sys-

tem voltage. These harmonics have to be mitigated by additional fi lters. 

These installations add a considerable cost and considerable volume to 

the substation. 

 On the DC side, another fi lter is placed to smooth the current. This fi lter 

is formed by a large DC reactor.   

  6.4.3      VSC HVDC 

 The development of new self-commutated semiconductor switches for high 

power applications, especially the IGBT, has led to the emergence of VSC-

based applications and has provided a new HVDC technology (Fig. 6.8).           

 Both VSC and LCC HVDC enable full active power fl ow control. An 

additional advantage of the VSC HVDC technology is its ability to con-

trol the reactive power at both end terminals, independently of the active 

power fl ow (within the operating limits). Furthermore, the control of a VSC 

HVDC link can be far more dynamic than that of an LCC HVDC link. A 

result of this improved control is the possibility to connect to weak power 

systems, and even to provide a rotating fi eld for offshore wind farms. This is 

not possible when using LCC HVDC as the thyristors are not able to com-

mutate unless a strong AC grid is present. 

Converter

Phase reactor

AC
Filter

AC substation

Transformer
DC cable

DC capacitors and reactor

 6.8      VSC HVDC confi guration.  
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 Currently, the maximum installed power rating is 400 MW using  ±  200 kV. 

This limit is still rising as more installations are being built. At the moment, 

VSC HVDC installations of up to 1.2 GW are available and planned. 

However, the VSC HVDC installations come at a higher cost and incorpo-

rate higher losses. The losses in the newest VSC HVDC systems are around 

1% per converter at full load, while LCC systems have about 0.8% losses 

per converter. 

 The fi rst VSC HVDC installation started its operation in 1997. It has a 

rating of 3 MW, with a  ± 10 kV DC voltage, and was a prototype. Currently 

there are about ten active installations worldwide, with several new projects 

ongoing or planned. 

  IGBT valves 

 Although theoretically other semiconductor valves, such as MOSFETs or 

GTOs, could be used, VSC HVDC always uses voltage-driven IGBT tech-

nology. Currently, IGBTs are available up to 6 kV, although usually valves 

with a lower rating are used. Depending on the current rating, a number of 

IGBTs are placed in parallel (usually 2, 4 or 6). According to the desired 

DC voltage, several IGBTs are installed in series. For a 150 kV converter 

station, this implies about 300 series components. A few extra, redundant 

components are placed in the series chain in order to reduce the number 

of shutdowns due to IGBT failure. In the Cross Sound VSC HVDC (New 

York, USA) installation, an average IGBT failure rate of 0.25%/year was 

measured during seven years of operation (Dodds, 2010). 

 In order to improve the electromagnetic compatibility, the valves are 

shielded by a steel and aluminium enclosure. To carry away the losses, the 

IGBTs need to be water cooled.  

  VSC converter 

 The fi rst VSC HVDC converters used PWM modulation, very similar to 

traditional variable speed drives. The switching frequency of these convert-

ers can be up to 2 kHz. This high frequency reduces the generated harmon-

ics signifi cantly, so that transformers with tertiary windings (such as with 

the 12-pulse confi guration) are not needed. However, as each switching 

operation causes losses, the high switching frequency increases total losses. 

Switching losses are the most important losses in existing converter stations. 

In Fig. 6.9 a two-level 3-phase bridge is depicted.           

 Free-wheeling diodes are added in parallel to the switching devices to 

ensure reverse current capability and to prevent the application of reverse 

voltage. The IGBTs are switched at a fi xed multiple (typically higher than 

20) of the fundamental grid frequency. For a two-level bridge, the AC 
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voltage waveform is built out of positive and negative DC pulses as shown 

in Fig. 6.9b. In order to lower the harmonic distortion of the output volt-

ages, higher level converter bridges are used. A three-level neutral point 

clamp was used for second-generation VSC HVDC confi guration such as 

the Murray Link in Australia and the Cross Sound Cable (USA). 

 The current trend is to move towards multi-level converters, which consist 

of a number of series-connected cells that individually switch their compo-

nents to obtain the three-phase waveform. The multi-level converters reduce 

not only the harmonic content of the AC signal, but also have signifi cantly 

lower losses as they reduce the number of switching operations per switch. 

However, with multiple levels of switches that are operated differently, the 

converter complexity increases rapidly with the number of voltage levels. 

These higher level topologies have the following advantages:

   additional degrees of freedom (amplitude);  • 

  fewer switching operations;  • 

(a)

    

1.5(b)

1

0.5

0

–0.5

–1

–1.5

   6.9    (a) 6-pulse bridge for the VSC HVDC converter and the PWM signal.

(b) An AC voltage waveform built out of positive and negative DC 

pulses for a two-level bridge.  
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  lower voltage per switch;  • 

  lower power losses.    • 

 The three manufacturers of VSC HVDC (ABB, Alstom Grid and Siemens) 

have recently moved towards the multi-level converter topology, each dif-

ferent on a power electronic level, but operating in a similar manner towards 

the AC and DC grid side. These different implementations of VSC convert-

ers are described in more detail in respectively Jacobson (2010), Alstom 

Grid (2011) and Dorn (2008), and a review comparing them is provided in 

Glasdam (2012) and Ahmed (2011). In this chapter, only a short description 

of the different topologies and their schematics is given. 

 The traditional 2- (or 3)-level converter switches the entire (or half) the 

DC voltage at a high frequency. These high voltage steps at high frequen-

cies are the cause of higher losses, higher fi lter requirements and additional 

requirements for the transformers. 

 The Modular Multilevel Converter (MMC or M2C), that was proposed 

by Lesnicar and Marquardt (Lesnicar, 2003) and fi rst introduced for HVDC 

by Siemens, is now gaining popularity due to its advantages over conven-

tional topologies. The basic component of an MMC is called a submodule. 

The number of submodules can be increased or decreased as the number of 

levels increases or decreases to get the desired output voltage. 

 The MMC technology (Fig. 6.10a) avoids the high switching voltages by 

individually switching the submodules and, as such, creating smaller voltage 

steps. These separate voltages are not only smaller, the required frequency is 

also considerably lower (100–150 Hz compared to 1–2 kHz), both having a 

positive effect on the losses and the equipment requirements. The cascaded 

two-level topology developed by ABB uses a similar concept to the MMC 

topology. One important difference is that it uses press-pack IGBTs in the 

valves as in the traditional two-level converter.      

 The multi-level topology as commercialized by Alstom is called ‘MaxSine’. 

Alstom has also proposed a second-generation converter (Fig. 6.10b), which is 

a hybrid converter. It tries to take advantage of the MMC (lower losses and 

lower equipment requirements), as well as from the traditional two-level con-

verter (fewer power electronic components). This is done by using a two-level 

converter with a low switching frequency as the main switching component 

and adding the remainder of the sinus waveform with a multi-level converter. 

 Although the different multi-level designs show differences regarding the 

components used and the internal controls (switching of the components), 

the system characteristics are similar. The converter topologies are, how-

ever, continuously evolving. One potential evolution is the move towards 

full-bridge converters instead of half-bridge converters (Fig. 6.10a). The full-

bridge converter is able to limit currents during faults, but it is more expen-

sive and experiences higher losses.  
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 6.10      Concept schematic of (a) the VSC multi-level converter, which 

can make use of the standard half-bridge or full-bridge modules (b) a 

hybrid multi-level converter.  
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  AC equipment 

 The VSC converter delivers a much cleaner AC waveform, which has conse-

quences on the equipment needed. 

 Firstly, there is no need for a 12-pulse transformer confi guration, and 

hence no special three-winding transformers are needed. Transformers also 

do not need to handle harmonics and can be regular transformers. 

 However, the transformer needs to be equipped with a tap-changer to 

assist the voltage control. 

 Contrary to LCC, VSC HVDC does not generate harmonics of lower 

orders. Only high frequency PWM signals have to be fi ltered. This can be 

done using a single, relatively small fi lter. These limited requirements con-

cerning fi lters signifi cantly reduce the footprint of the VSC HVDC installa-

tion compared to LCC HVDC. 

 An additional device is the AC phase reactor. This coil, which is placed 

in series, has a typical impedance of about 0.15 pu, and is mostly cooled by 

forced air. The AC reactor has two main functions: fi rstly it forms a fi lter 

for the high frequency switching signal, and secondly it facilitates voltage 

control. 

 The AC reactors block the PWM signal from entering the power system, 

limit the rise rate of the short circuit current and provide a constant funda-

mental frequency for the control of the power fl ow. The control of the power 

exchange at the terminals is treated in detail in Section 6.5.   

  6.4.4      Lines and cables 

 Both DC overhead lines and cables are used in practice. When comparing 

AC and DC overhead lines, DC lines are more susceptible to fl ash-overs 

due to the dust on insulators and the constant polarization of the air sur-

rounding the conductors. When using HVDC, the Right-of-Way (RoW) is 

reduced. 

 The permissible load of an overhead line, at a given operating voltage, is 

limited by thermal expansion (and consequently its sag) and the annealing 

temperature of the conductor. Cables by contrast, are mainly limited by the 

ageing of insulator material. In order to assure the same life expectancy of 

cables and overhead lines, the cable must be operated at lower tempera-

tures than bare overhead conductors. 

 Furthermore, the heat produced by the cable has to be transferred through 

the insulator (which is nearly always a material which is both a good electrical 

and thermal insulator), and in the case of direct burial, the surrounding soil. 

 The conducting material can be copper or aluminium for cables as well 

as for overhead lines. Copper has a higher conductivity, resulting in thin-

ner cables, while aluminium has a lower density and cost per kilogram. This 
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lower density is especially important for overhead lines as it reduces the 

weight. 

 Currently the relative pricing of both materials makes aluminium the pre-

ferred choice, especially for overhead lines where almost no copper is found 

anymore. Copper is still used for cable connections with very high power 

ratings to avoid the cables becoming too thick. 

 Since the heat requirements of a cable system are more stringent than 

those of an overhead line, a cable must have a higher conductor section for 

an equal power. As a consequence, the cable resistance is typically lower 

than that of overhead lines of equal rating. 

 Because of the narrower spacing possible with cables, the inductance is 

generally lower. However, a cable has a much higher capacitance as the 

distance between the conductor and the ground/shielding is much smaller. 

As a consequence, the charging current of cables is signifi cantly higher, even 

up to a degree in which 400 kV systems need reactive compensation every 

20–40 km. Of course, inductance, capacitance and charging current are less 

important when considering DC connections. As such, one of the main 

applications of HVDC is long interconnections where no overhead connec-

tion is possible, such as long-distance underwater cables. 

 There are three main types of cable used for HVDC connections: mass 

impregnated, self-contained fl uid fi lled (SCFF) and extruded (Peschke, 

1999). 

  Mass impregnated (MI) cables 

 MI cables are the most commonly used and reliable cable solution for 

HVDC systems. The insulation material is paper, impregnated with a high 

viscosity compound. These cables are available for up to 500 kV DC, with 

a maximum cable section of 2500 mm 2 . This large cross-section makes the 

cable very heavy (30–60 kg/m) and diffi cult to install. The maximum length 

of a single section segment of land cable is not limited by production limita-

tion or the reactive properties of the cable, but by the maximum weight and 

diameter of the cable drum. This means that the thickest cables are limited 

to about 1 km. The different pieces are connected using joints. The jointing 

of the different pieces forms an important part of the costs and the dura-

tion of the laying process and the reliability of the cable. Submarine cables 

can be much longer (up to 100 km) as they can be placed on special cable 

boats.  

  Self-contained fl uid fi lled (SCFF) 

 SCFF cables also use paper as the insulating material, but instead of high 

viscosity oil, low viscosity oil is used. They are used for very high voltages 
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(up to 600 kV qualifi ed, up to 500 kV used) and for short connections, in 

which there are no hydraulic limitations in order to cool the cable during 

thermal transients. The SCFF cable is available in sizes up to 3000 mm 2  and 

typically weighs 40–80 kg/m for the largest sections. The diameter of a single 

conductor can be up to 160 mm.  

  Cross-linked polyethylene (XLPE) 

 A new development for HVDC applications, mainly for VSC HVDC, is 

the use of extruded cables (XLPE). Compared to oil-fi lled cables, these 

cables are currently only available for relatively low voltages (200 kV 

installed, 320 kV available), and can only be used when the power fl ow 

can be reversed without reversing the voltage polarity on the cable. This 

is important because the extruded insulation (and PE material in general) 

can be subjected to an uneven distribution of charges, which can migrate 

inside the insulation due to the electric fi eld. Therefore, these charges can 

accumulate in localized areas inside the insulation (space charges) which, 

especially with rapid reversal of the voltage polarity, can give rise to high 

localized stress. This in turn leads to accelerated ageing of the insulation 

material. The main problems of the XLPE cable for DC are given by 

Terashima (1998):

   the DC breakdown strength at high temperatures is low and largely • 

depends on the insulation thickness;  

  the DC breakdown strength drops sharply when the polarity reverses, • 

or when an opposite polarity lightning is superposed on the DC pre-

stress.    

 These properties make the use of extruded cables inappropriate in systems 

in which the voltage polarity changes regularly. Since power reversal with 

LCC HVDC is done by changing the voltage polarity, XLPE cables are less 

suited for this type of HVDC. With VSC HVDC on the other hand, the 

voltage keeps the same polarity, independent of the power fl ow direction. 

This makes extruded cables better suited for VSC HVDC applications. 

Extruded cables for HVDC are still under active development. 

 The use of XLPE cables also has the following advantages:

   lighter;  • 

  smaller bending ratio;  • 

  no environmental risks (e.g. oil spill);  • 

  easier and faster installation and maintenance;  • 

  cheaper.    • 
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 Currently, all except one VSC HVDC schemes are developed using XLPE 

cables. The exception is an overhead line in the Caprivi system between 

Zambia and Namibia. The main reasons for using cable connections are:

   low RoW and visibility resulting in faster permitting;  • 

  lower costs for VSC HVDC cables (XLPE) compared to oil-fi lled cables, • 

making the price difference smaller; as overhead lines are more prone 

to lightning strikes, the VSC installation needs extra protection, which is 

also quite costly.    

 Unlike LCC HVDC, a VSC-based system has no inherent capability to clear 

DC line faults. A line-to-line or line-to-ground fault causes the VSC DC 

capacitor to be discharged. The fault current is maintained through the free-

wheeling diodes until the AC protection clears the DC line. Using cables 

reduces the number of such interruptions. 

 No need for extra protection against lightning strikes which could dam-

age the power electronic devices; and, especially, the reduced environmental 

and social effects of these cables, which is one of the major selling points. 

 The XLPE cables can be put in close proximity and installation can be 

quite straightforward by ‘ploughing’ the cable in the ground.   

  6.4.5      Ratings 

 In Fig. 6.11, the current ratings for HVDC systems are given, and both LCC 

and VSC systems, as well as overhead lines such as XLPE and MI cable 

types, are depicted. It is important to note that in general the voltage and 

current dependency need to be dealt with separately. The voltage limit is 

mostly related to the cable technology as the power electronic converters 

are expected to be able to handle larger voltages without innovative changes 

in converter design. The current limit, however, is limited by the maximum 

current through the power electronic components.      

 Although overhead lines for LCC HVDC are commonly used, for VSC 

HVDC systems only one such system exists: the Caprivi link between 

Zambia and Namibia. The fi gure shows that the voltage limit for cables is 

the limiting factor for the development of VSC HVDC of high power rat-

ings. Higher voltage ratings (up to 500 kV) for DC XLPE cables are under 

development. The numbers provided are indicative, as they are subject to 

the installation and the environmental conditions. Specifi cally for cables, 

the ratings are dependent on a number of factors, such as the burial (direct 

burial, sea burial, tunnel, etc.) and the material used (copper or aluminium). 

Oil-fi lled cables are not suited for long-distance transmission as they require 

regular oil refi lling (Van Hertem, 2010).   
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  6.5     Operation of HVDC 

 HVDC connections offer signifi cant control freedom which enable the sys-

tem operator to optimize his controls to the actual grid situation. In this sec-

tion the operation of the converters, the link as a whole and the contribution 

to dynamic stability are addressed. 

  6.5.1      Control of the HVDC system 

 An HVDC scheme can be represented by a simple DC network. The LCC 

and VSC converters operate differently. Where the LCC operates with 

a constant current, the VSC operates with a constant voltage (in normal 

steady-state operation). In Fig. 6.12, the simplifi ed scheme for the LCC and 

the VSC connection is shown.      

 For both systems, Ohm’s law is valid: the current through the DC line 

is equal to the difference of the voltage at the rectifi er ( U  rec ) and inverter 

( U  inv ) side, divided by the resistance of the line.  

    I
U U
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=     [6.1]   
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 6.11      Available ratings for HVDC equipment.  
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 The power through the DC system can be expressed in a very similar 

manner:  

    P PloPP ss rec iPPnv        [6.2]   

 or  

    U U I U I U Irec iU nv dc rec dI c iU nv dc( )⋅ I ⋅ I ⋅        [6.3]   

 The LCC system operates by altering the fi ring angle of the thyristors 

and thereby changing the voltage at both sides of the DC link. A feedback-

loop keeps the current constant and by altering the fi ring angle, the power 

fl owing through the DC link is altered. An important consequence of this 

operation is the power reversal. In order to achieve this, the polarity of the 

voltage needs to be changed. This brings additional stress on cable systems, 

which require special power reversal schemes. Also the use of XLPE cables 

is not possible for this reason. 

 The VSC HVDC system operation is the dual form of the LCC system, as 

the voltage at the nodes is kept constant through altering the current in the 

inner control loop. This is possible because the VSC converter uses IGBT 

switches that can shape the waveforms as they can both open and close the 

valve. 

 Also the behaviour of the DC link towards the AC side is different for the 

LCC and VSC converter. The current towards the LCC converter is always 

lagging the voltage because of the thyristor bridge confi guration. The con-

verter always consumes reactive power as a function of the switching angle. 

The reactive power needs to be compensated elsewhere in the grid. Typically 

capacitor banks, SVCs or STATCOMs are used. 

 The behaviour of the VSC converter towards the AC system can best be 

compared with a synchronous machine. The AC voltage at the converter 

RdcIdc

Urec Uinv

LCC HVDC

RdcIdc

Urec Uinv

VSC HVDC

6.12      The simplifi ed DC system representation for the LCC and VSC link, 

respectively.  
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side can be fully controlled in both amplitude and phase angle. The AC 

waveforms at the converter side are shaped independently to obtain the 

desired operation. The simplifi ed equivalent circuit of Fig. 6.13 can be used. 

The basic equation for the transport of electrical power over an inductive 

transmission line is:  

    P
U U

X
= ( )grid vsc

sin δ ))        [6.4a]    

    Q
U

X

U U

X
= − ( )grid grid vsc

2

cos δ))     [6.4b]        

 In Equation [6.4],  U  grid  is the system voltage RMS value, and  U  vsc  is the 

voltage RMS value of the sine wave generated by the converter. The imped-

ance  X  is that of the AC circuit between converter and grid, i.e. AC phase 

reactor and transformer.   δ   is the angle between the voltages  U  grid  and  U  vsc . 

 Equation [6.4] shows that both active and reactive power can be con-

trolled by the VSC link as both   δ   and  U  vsc  can be altered through the con-

trols of the converters. Clearly, the actual converter control schemes are 

more complex than this, involving the control of the switches, the current 

through the converter, the power or DC voltage controller, additional grid 

related converters and the necessary limiters and special control schemes 

for non-normal behaviour. 

 The active power exchanged between DC link and AC transmission sys-

tem can be altered by introducing a phase angle between the AC voltage and 

the VSC voltage. Changing the RMS value of the VSC voltage has only a 

minor infl uence on the active power fl ow. The control of the AC system volt-

age is therefore independent of the active power fl ow control. As shown by 

Equation [6.4b], the reactive power exchange is more directly linked to the 

voltage amplitudes and less to the angle between them (when considering 

XI

IδUVSC

UVSC

Ugrid

j · I · X

Ugrid

 6.13      Equivalent scheme and phasor diagram of the VSC terminal. The 

VSC terminal acts in a similar manner as a synchronous machine.  
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the voltage angles to remain relatively low, and the voltage amplitudes close 

to 1 pu). 

 Equation [6.4] can be rewritten to describe a circle in the PQ-plane 

(Fig. 6.14). The VSC HVDC system can deliver the desired active and reac-

tive power whenever they are within this circle. Clearly the VSC HVDC 

terminal can operate in all four quadrants. In Quadrant 1, it delivers active 

and reactive power (behaving as a capacitor) to the system. In Quadrant 

2 it absorbs active, and delivers reactive power. In Quadrants 3 and 4, the 

terminal absorbs reactive power (behaving as an inductance), while it with-

draws, respectively delivers, active power from/to the grid. The active power 

exchanges at both terminals are linked:  P  Terminal1   −   P  Terminal2  =  P  Loss . However, 

the reactive power outputs at both sides of the DC link are independent.      

Q

P
O

0.2 pu/div

Ugrid = 1pu

Ugrid
2

X

(0, –Ur, grid 
2)

UVSC • Ugrid

X

 6.14      PQ circle for the VSC converter.  
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 The control of the VSC link is limited by the following physical properties 

of the converter:

   The maximum current through the converter. With the impedance • 

between converter and grid side being constant, this results in a maxi-

mum voltage  Δ  U  =  U  vsc   −   U  grid  across this component. In the PQ diagram 

of Fig. 6.14 the maximum current is represented by a circle around O. 

As the grid voltage increases, the maximum power fl ow increases, for an 

equal voltage drop across the converter impedance.  

  The maximum voltage across the IGBTs, and consequently the maxi-• 

mum AC voltage at converter side  U  VSC .  

  The maximum DC voltage and current the DC cable can withstand.    • 

 Next to the design properties, also the voltage at the grid side  U  grid  has an 

infl uence on the power control range. In normal grid conditions, the voltage 

can vary between 0.9 and 1.1 pu across the semiconductors. 

 The advanced controllability of the VSC HVDC link makes it more suitable 

for smaller systems, for instance wind farms. The VSC converter also has a 

smaller impact on the AC grid (when controlled correctly). An important 

secondary advantage is the small footprint of the VSC converter compared 

to the LCC converter. This is especially important for offshore applications 

where space is expensive.  

  6.5.2      Operation of the HVDC link 

 Contrary to AC lines, HVDC links are fully controllable. This has a conse-

quence that the power fl ow through the line (and in case of VSC HVDC 

also the voltage at the terminals) is now a variable which can be set by 

the line owner or operator. The HVDC line as such allows the operator to 

adjust the system, based on the objective of the operator. Possible objectives 

are minimization of losses, keeping a fi xed transfer, minimizing the conse-

quences of contingencies, etc. 

 As the HVDC link infl uences the power fl ows through the system fun-

damentally, the control of the link must be integrated in the grid sched-

uling. In case multiple grid operators are involved (directly or indirectly), 

this becomes an important parameter to take into account. This is especially 

so when the link is not operated by the transmission system operator, but 

rather by a merchant investor. As the fl ow through the HVDC link can be 

changed signifi cantly, the potential infl uence of these changes on the opera-

tional security in the power system(s) must be taken into account. 

 The mutual infl uence of multiple HVDC links in close proximity further 

complicates the control of HVDC lines. Furthermore again, the situation 
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becomes more complex when multiple operators are present, each setting 

the control of their link. 

 Nevertheless, the additional degrees of freedom give the grid operators 

the opportunity to adjust the system to the current situation (e.g. high wind 

or solar infeed from a certain region for a number of hours), while main-

taining operational security. Greater fl exibility comes at the cost of higher 

complexity.  

  6.5.3      Contribution to system stability 

 The HVDC connection is a highly dynamic component which interacts with 

the AC systems. Without going into detail on the dynamics of HVDC sys-

tems, it is important to recognize that the interaction of HVDC with the 

remainder of the system needs to be carefully investigated. Through proper 

control, an HVDC link is often able to improve the overall dynamic behav-

iour of the power system. As examples, the voltage control of the VSC 

HVDC link can be used to damp oscillations at the AC side, and the HVDC 

link can provide frequency support to other asynchronous zones through 

adequate control of the power fl ow through the link.   

  6.6     HVDC grids 

 The development of VSC HVDC was a turning point in the transmission of 

electrical energy. It allows the connection of remote energy sources (such as 

offshore wind parks) and it facilitates long cable connections to locations 

which were previously not reachable by traditional AC connections or LCC 

HVDC. The use of VSC HVDC to achieve these connections is now in the 

stage of deployment. 

 The next step in the development is the move towards DC grids. DC grids 

are DC systems with multiple terminals connected to a single DC circuit. 

The DC grid in its simplest form is a multi-terminal system, but meshed DC 

grids are also possible. The advantage of DC grids over point-to-point DC 

lines is the reduced number of converters needed, which results in lower 

investment costs. For many, the VSC HVDC grid is seen as the key driver 

for the future development of a sustainable energy supply (see for instance, 

Desertec (2007) and Woyte (2008)). 

 Regardless of the potential, there are still a number of questions remain-

ing with respect to VSC HVDC based grids. For example, it is not clear what 

the optimal confi guration or layout of the grid connection of offshore wind 

farms is, and how the actual controls of the VSC converters in the DC grid 

will be implemented (Jovcic, 2011). Some specifi c concerns are related to 
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protection, reliability and control of these fundamentally new transmission 

systems.  

  6.7     Future trends 

 The development of HVDC is happening in different domains. A fi rst evo-

lution is the increase in rated power of the equipment. The current limita-

tions are related to the converter voltage for systems with overhead lines 

and the cable voltage for cable systems. XLPE cables, but also other types 

of cables, are available for increasingly higher ratings. The improvements 

which are needed are a higher voltage rating for cables, and this is through 

better insulation materials. As the cable for transmission systems require a 

signifi cant amount of insulation, the thickness of that material (and in turn 

the admissible voltage gradient (kV/cm)) is of utmost importance to allow 

the cable system to be manageable during installation and production. A 

further innovation which would benefi t the cable technology is the devel-

opment of an insulation material which is good insulator against electricity, 

but a good conductor for heat. 

 A second evolution is related to the HVDC converter stations. Especially 

VSC HVDC converters are still being developed, with the aim of lower 

losses and cheaper designs. 

 A third development is the use of new semiconductor materials for the 

valves. As well as the improvement of existing valves, new types of power 

electronic valves are also being developed. Wide-bandgap semiconductor 

devices are constantly under development, and have the potential to replace 

the existing power electronics in transmission systems. They have several 

advantages over traditional power electronic components: they can with-

stand higher reverse voltages for the same layer thickness, they have lower 

conduction losses, the junction temperature can be higher, the devices are 

less infl uenced by the temperature and they can be switched faster. Main 

materials used for these developments are silicon carbide (SiC) and gallium 

nitride (GaN), for both of which small scale tests have been developed, but 

no commercial application at transmission voltages exists. 

 The control and utilization of VSC HVDC in a more dynamic manner 

is also of interest to the research community. Especially with regard to the 

control of systems with low inertia, e.g. offshore wind farms, an optimal con-

trol of the VSC terminal can result in a higher yield and a more reliable 

operation. 

 A fi nal research item for the HVDC community is the development of 

the HVDC grid. A signifi cant number of researchers, transmission sys-

tem operators and other stakeholders are considering offshore grids, and 

even a pan-European Supergrid (also called the pan-European Electricity 
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Highways System 2050) based on HVDC technology. If successful, this DC 

grid could become the backbone of Europe’s electric power transmission 

(Van Hertem, 2010; Cigr é  B4-52, 2012).  

  6.8     Conclusion 

 This chapter provides an introduction to HVDC transmission systems. First, 

the drivers for HVDC development are given. This is often due to the policy 

that aims at sustainable and competitive power systems that offer suffi cient 

security of supply. At the same time, traditional investments have been dif-

fi cult. In developing areas, the driver is often the fast increase in energy con-

sumption which demands new transmission lines to be built. Because of the 

large quantities and the long distances, HVDC is the preferred technology. 

 The two main technologies for HVDC have been described. The tra-

ditional technology is LCC HVDC which is still the most commonly used. 

It also presently has the highest available power ratings. VSC HVDC on the 

other hand is more dynamic and allows the use of XLPE cables. This makes 

this option more suitable for such applications as offshore wind farms. The 

equipment that is needed for HVDC systems is covered in detail. 

 The HVDC system offers additional control to the grid operators, allow-

ing it to optimize the grid operation, yet this comes at a cost of a more com-

plex operation of the system. 

 HVDC is not a new technology; already in the nineteenth century, early 

electric power systems were based on DC technology. Over time, AC tech-

nology became dominant; yet in the 1950s, HVDC technology started to 

play an important role in connecting power systems that could not be con-

nected by AC lines. Still it remained a ‘special’ solution. In recent years, the 

importance of HVDC is again rapidly growing. The development of VSC 

HVDC has opened the possibility to develop an HVDC grid. This HVDC 

grid can develop into a future offshore grid connecting major renewable 

energy sources, or even a new backbone of the transmission system.  
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  Abstract:  This chapter describes the primary modern FACTS devices 
currently deployed worldwide. Modern FACTS devices are based on the 
concept of the voltage source converter (VSC) to inject a controllable 
AC waveform at the fundamental frequency into the power system to 
alter the power fl ow at a bus or across a transmission line. This chapter 
reviews the three primary modern FACTS devices: the static synchronous 
compensator (STATCOM), the static synchronous series compensator 
(SSSC), and the unifi ed power fl ow controller (UPFC). The state-space 
nonlinear model is provided for each device as well as a typical control 
method. The chapter concludes with a brief overview of future trends in 
FACTS devices including the interline power fl ow controller and VSC-
based high voltage DC systems. 

  Key words:  fl exible AC transmission systems, power electronics, power 
system control, voltage source converters. 

    7.1     Introduction 

 In bulk power transmission systems, the use of power electronics-based 

devices can potentially overcome limitations of the present mechanically 

controlled transmission system. These fl exible networks help delay or mini-

mize the need to build more transmission lines and enable neighboring utili-

ties and regions to economically and reliably exchange power. 

 In the decentralized control of transmission systems, FACTS devices offer 

increased fl exibility. As the vertically integrated utility structure is phased 

out, centralized control of the bulk power system will no longer be the only 

option. Transmission providers will be forced to seek means of local con-

trol to address a number of potential problems, such as uneven power fl ow 

through the system (loop fl ows), transient and dynamic instability, subsyn-

chronous oscillations, and dynamic overvoltages and undervoltages. 

 The use of FACTS devices in a power system can potentially overcome 

the limitations of the present mechanically controlled transmission systems. 
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By facilitating bulk power transfers, these interconnected networks help 

minimize the need to enlarge power plants and enable neighboring utilities 

and regions to exchange power. The stature of FACTS devices within the 

bulk power system will continually increase as the industry moves toward a 

more competitive posture in which power is bought and sold as a commod-

ity. As power wheeling becomes increasingly prevalent, power electronic 

devices will be utilized more frequently to ensure system reliability and sta-

bility, and to increase maximum power transmission along various transmis-

sion corridors. 

 The rapid development of the high power electronics industry has made 

FACTS devices viable and attractive for utility applications. FACTS devices 

have been shown to be effective in controlling power fl ow and damping 

power system oscillations (Hingorani and Gyugyi, 1999; Zhang  et al ., 2010). 

 Several installations of FACTS devices are currently in service in Japan, 

Brazil, the United States, and other locations worldwide. 

 This chapter is organized as follows. First, a brief overview of the VSC 

is presented. The VSC is the primary structural component of the modern 

FACTS device. Both conduction mode and pulse width modulation switch-

ing strategies are briefl y presented. The following sections focus on the more 

prevalent FACTS devices: the STATCOM, SSSC, and UPFC. The fi nal sec-

tion introduces several hybrid applications.  

  7.2     The voltage source converter 

 The primary building block of the modern FACTS device is the VSC. A VSC 

consists of a voltage source (battery or capacitor) to provide a near constant 

DC voltage. Power injection or absorption is controlled by the direction 

of the DC current into or out of the converter. Most FACTS controllers 

utilize a three-phase, full-wave VSC to interface between the DC and AC 

sides of the converter. A typical three-phase converter is shown in Fig. 7.1. 

Although the transistor switches may be triggered independently, the typi-

cal ideal switching pattern is such that a a a b b b1 2a 1 2b=a2a = bb ,b, b1 2b     and c c c1 2c =c2c    . 

The alternating voltage waveforms can be synthesized by the choice of 

switching patterns. For example, if  a  = 1 (on),  b  = 1 (on), and  c  = 0 (off), then 

the converter has the topology shown in Fig. 7.2. Note that in this topology, 

V   ab   = 0,  V   bc   =  V   DC  , and  V   ca   = − V   DC   (highlighted). The various switching com-

binations are given in Table 7.1. The resulting line-line voltage waveform is 

shown in Fig. 7.3. This is often called ‘6-pulse’ operation since there are six 

different voltage levels possible in the line-line voltage.                     

 If the converter is connected to the AC system through a delta-connected 

or ungrounded-wye transformer, there are no zero sequence components 

in the voltage and subsequently all triplen ( 3n ) harmonics are suppressed, 

leaving only harmonics of  6n   ±  1 with amplitudes of 1/5, 1/7, etc. Therefore, 
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 Table 7.1     Switching states 

 Switch  Voltage 

  a    b    c    V   ab     V   bc     V   ca   

 0  0  0  −  −  − 

 0  0  1  0  − V   DC     V   DC   

 0  1  0  − V   DC     V   DC    0 

 0  1  1  − V   DC    0   V   DC   

 1  0  0   V   DC    0  − V   DC   

 1  0  1   V   DC    − V   DC    0 

 1  1  0  0   V   DC    − V   DC   

 1  1  1  −  −  − 

a b c +

–

VDC

a b c

 7.2      Three-phase, full-wave VSC with  a  = 1 (on),  b  = 1 (on), and  c  = 0 (off) 

with  V   ca   highlighted.  

a1 b1 c1

NVDC

+

–a2 b2 c2

 7.1      Three-phase, full-wave VSC.  
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the phase to neutral voltage at the transformer secondary will be lacking the 

triplen harmonics (shown in Fig. 7.4). The corresponding line-to-line voltage 

is given by:  

V V t t t t tabVV V + t + −t⎡2 3 1

5
5

1

7
7

1

11
11

1

13
13

π
ω ωt tt t ω ωtttt ωtttDCVVVV cosωtttt cos 7ωttt cos

⎣⎣⎢
⎡⎡
⎣⎣⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦   

 [7.1]        

 The rms value of the fundamental is given by:  

    V V V1VV
6

0 78=V
π DCVVVV DCVV     [7.2]   

VDC

Time

–VDC

7.4      Phase to neutral voltage of the 6-pulse converter.  

Time

VDC

–VDC

7.3      Line-to-line voltage of the 6-pulse converter.  
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 where the phase to neutral voltage is given by:  

  

 V V t t t t tabVV V t − + −t⎡⎡
⎣

2 1
V ⎡
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1
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⎦⎦
  

   [7.3]   

 The harmonic content can be further reduced by introducing an addi-

tional converter with a 30 °  phase shift with respect to the fi rst converter. 

If the output voltages of these two converters are added together then 

a subsequent 12-pulse staircase waveform can be obtained with har-

monics on the order of 12 n   ±  1 with amplitudes of 1/11, 1/13, etc. Such 

an arrangement is shown in Fig. 7.5, in which two 6-pulse converters are 

connected in parallel on the same DC bus. One has an ungrounded-wye 

secondary; the other has a delta-connected secondary with 3    times the 

turns of the wye-connected secondary. The output line-to-line voltage is 

shown in Fig. 7.6. As the harmonics are shifted to higher frequencies, the 

passive components required to fi lter the harmonics become smaller and 

less expensive. Therefore, it is desirable to shift the harmonics as high as 

possible in the frequency spectrum. Harmonics can be further reduced 

N

1

3

VDC

+

–

 7.5      12-pulse VSC.  

Time

 7.6      Line-to-line voltage of the 12-pulse converter.  
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and higher voltages are achieved by combining 12-pulse converters to 

achieve a 24-pulse converter. Two 12-pulse converters, each phase-shifted 

by 15 °  can produce a 24-pulse waveform with harmonics shifted to 24 n   ±  

1 with amplitudes of 1/23, 1/25, etc. Similarly, a 48-pulse converter can be 

constructed using smaller converters and various phase-shifted transform-

ers. Although the harmonics are signifi cantly increased as the number of 

pulses increases, the magnetic confi guration of the transformers becomes 

increasingly complex.           

 Another method of decreasing harmonic content is to use pulse width 

modulated (PWM) switching of the converters. This is only possible if the 

power electronics devices from which the converter is constructed can 

switch suffi ciently quickly. This has still not been achieved for extremely 

high voltage converters, but devices at the distribution level are viable. In 

a PWM-switched 6-pulse converter, the output voltage can be controlled 

by varying the width of the voltage pulses. The resulting harmonic content 

is then determined by the frequency of the modulation frequency, moving 

the harmonics into the kHz range, making fi lter construction considerably 

less expensive. The drawback to the PWM switching is that if the devices 

are switched while they are conducting (known as ‘hard switching’) consid-

erable active power losses may result, thereby reducing the effi ciency of the 

converter. 

 The most common PWM method is the ‘sine-triangle’ method, in which a 

triangle waveform is superimposed on the reference three-phase sinusoidal 

waveforms as shown in Fig. 7.7. The switches are then activated whenever 

the carrier triangle waveform crosses the reference sinusoidal waveform. 

The resulting waveforms are still three-level waveforms (consisting of volt-

age levels of  V   DC  , 0, and − V   DC  ) but rapidly switched between the levels as 

shown in Fig. 7.8. When the high-frequency waveform is fi ltered using an 

appropriate low-pass fi lter, the resulting waveform shown in Fig. 7.9 is sinu-

soidal. Further refi nement can also be achieved by using multilevel PWM-

switched converters (Corzine, 2002).                

 There are several compelling reasons to consider a multilevel converter 

topology for FACTS. These well-known reasons include lower harmonic 

injection into the power system, decreased stress on the electronic compo-

nents due to decreased voltages, and lower switching losses. Various multi-

level converters also readily lend themselves to a variety of PWM strategies 

to improve effi ciency and control. 

  7.2.1      The cascaded converter 

 A cascaded multilevel FACTS converter is shown in Fig. 7.10. This converter 

uses several full bridges in series to synthesize staircase waveforms. Because 
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V
a

V
b

Time

 7.8      The PWM-switched waveforms of  V   a   and  V   b  .  

Time

 7.7      Reference and triangular carrier waveforms.  
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every full bridge can have three output voltages with different switching 

combinations, the number of output voltage levels is 2 N  + 1 where  N  is the 

number of full bridges in every phase. The converter legs are identical and 

therefore modular.      

Time

V
ab

 7.9      PWM line-to-line voltages of the 6-pulse converter, pre-fi ltering 

(square traces) and post-fi ltering (smooth (sinusoidal) trace).  

To power system

 7.10      Cascaded multilevel converter.  
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 The cascaded converter has several attractive features (Rodriguez  et al ., 
2002). One such feature is that it can be easily controlled to mitigate the 

charge balancing problems that plague many multilevel converter topolo-

gies. A charge imbalance originates from the uneven charging and discharg-

ing of the multiple DC sources at different voltage levels, causing a voltage 

imbalance. A DC voltage imbalance will degrade the quality of the voltage 

output; in severe cases, this could lead to the complete collapse of the power 

conversion system. The output voltage is a staircase waveform synthesized 

by alternating the contributions of the multiple H-bridges at each half cycle. 

Since during each half cycle, the conduction time for each battery is differ-

ent, the batteries will have different charge and discharge intervals. In the 

cascaded converter, the imbalance can be mitigated by introducing a rotated 

switching scheme in which the conduction period of each voltage source is 

interchanged with the adjacent voltage sources in the subsequent half cycle 

(Du  et al ., 2006). Therefore each capacitor will have the same charge and 

discharge period over the complete cycle, thus balancing the voltage. 

 The cascaded converter also has the attractive feature that it can be 

reconfi gured to exploit the modularity of the converter topology. A fi ve-

level cascaded converter with unequal voltage levels can be converted into 

a nine-level converter (Liu  et al ., 2000). For example, if the batteries of the 

fi ve-level converter are rearranged such that the DC voltages  V  1  and  V  2  are 

unequal, then a nine-level staircase output voltage waveform can be synthe-

sized. By careful selection of the DC voltages, the nine-level converter can 

provide superior harmonic performance. The corresponding nine-level out-

put waveform for  V  1  = 0.6 V and  V  2  = 0.4 V is shown in Fig. 7.11.       

  7.2.2      Diode-clamped converter 

 The diode-clamped multilevel converter shown in Fig. 7.12 uses a series string 

of capacitors to divide the DC side voltage into several levels. Normally an 

 N -level diode-clamped multilevel inverter has  2 ( N  − 1) main switches and 

2( N  − 1) main diodes per phase. The switches of each phase leg are con-

nected via power diodes to the different voltage level points set by the DC 

capacitors. When operating, two adjacent switches (for a three-level con-

verter) in each phase leg are ‘on’ to provide a respective voltage level, there-

fore the line voltage waveforms are synthesized by different combinations 

of switches. Diode-clamped converters are used less frequently in indus-

trial applications than cascaded converters due to the potential for charge 

imbalance of the capacitors. However, recent advances in charge balanc-

ing methods have made the diode-clamped converter more attractive (Lin, 

2000; Peng, 2000). The two most common approaches for charge balancing 

are to introduce an external balancing circuit or to use space vector modu-

lation (Botao  et al ., 2002; Marchesoni and Tenca, 2002).        
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  7.3     The static synchronous compensator (STATCOM) 

 The STATCOM is a shunt-connected FACTS device that is used primarily for 

reactive power control. The STATCOM has two possible steady-state oper-

ating modes: inductive (lagging) and capacitive (leading). STATCOMs have 

been widely accepted to improve power system operation. The STATCOM 

consists of a single VSC and its associated shunt-connected transformer. 

The STATCOM capability is similar to that of the rotating synchronous 

condenser or static VAR compensator (SVC) and is typically used for pro-

viding reactive power compensation for voltage support (IEEE Power 

Engineering Society FACTS Application Task Force, 1996). The STATCOM 

achieves this objective by drawing (or injecting) a controlled reactive cur-

rent from the line. In contrast with a conventional static VAR generator, 

the STATCOM also has the ability to exchange active power with the line 

through the charge and discharge of the DC link capacitor. However, unless 

an external energy storage system is available (such as a battery), the active 

power must be actively controlled to a value that is zero on average, and 

departs from zero only to compensate for the losses in the system (Schauder 

and Mehta, 1993). 

Fundamental frequency output voltage
V1 + V2

V1 – V2

–(V1 + V2)

–(V1 + V2)

–V2

–V1

V1

V2

0

Converter output voltage

Time

A
C

 o
ut

pu
t v

ol
ta

ge

 7.11      Nine-level waveform constructed from fi ve-level cascaded 

converter.  
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 By injecting a current of variable magnitude in quadrature with the line 

voltage, the STATCOM can inject reactive power into the power system. 

The STATCOM does not employ capacitor or reactor banks to produce 

reactive power as does the SVC, but instead uses a capacitor to maintain a 

C1

C2

C3

Vout

C4

 7.12      Diode-clamped converter (single phase).  
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constant DC voltage for the inverter operation. An equivalent circuit for the 

STATCOM is shown in Fig. 7.13.      

 The loop equations for the fundamental frequency circuit can be written 

in vector form as:  

    
d

dt
i

R
L

i
L

E Vabc
s

s
abc

s
abc aVV bc= − E+ ( )1

       [7.4]   

 where  R   s   and  L   s   represent the STATCOM transformer losses,  E   abc   are the 

inverter AC-side phase voltages,  V   abc   are the system-side phase voltages, and 

i   abc   are the phase currents. The fundamental frequency STATCOM voltage 

is given by:  

    E kV ta +tkVDCVVVV (( )ω αt +tt ))    [7.5]   

 where  V   DC   is the voltage across the DC capacitor,  k  is the modulation gain, 

and   α   is the injected voltage phase angle. This model can be simplifi ed by 

converting it to a synchronously rotating reference frame. The reference 

frame coordinate system is defi ned in which the  d -axis is always coincident 

with the instantaneous system voltage vector and the  q -axis is in quadrature 

with it. 

 The fi rst stage of dynamic model development is the transformation 

that converts the three-phase vector from the  abc  frame into the two-axis 

orthogonal stationary frame.  
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7.13      Equivalent circuit of the STATCOM.  
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 where  

    C1

2
3
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2
3

1
3

3
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2
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− −1

−
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 and  

    C CT
1

1
1

3

2
        

 If the three-phase system is balanced, then the zero sequence components 

are zero and the instantaneous power can be expressed in terms of   αβ   quan-

tities as follows:  

    P ( )V I V IV I
3

2
VV IVV I VV I        [7.7]    

    Q ( )V I V IV I
3

2
VV IV I VV I        [7.8]   

 The second stage is the transformation which converts the   αβ   vector from 

the two-axis orthogonal  

    
V
V C V

V
I
I C I

I
dVV
qVV

d

q

⎡
⎣⎢
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⎦⎦

= ⎡
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⎡⎡
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⎦⎦2C2 V I⎣⎢⎣⎣ ⎦⎥⎦⎦ ⎣⎢⎣⎣ ⎦⎥⎦⎦

=αVV
βVVV

α
β

    [7.9]   

 where  

    C t2
⎡
⎣⎣⎣

⎤
⎦⎦⎦

cos
sin

sin
,

θ
θ

θ⎤⎤
θ⎦⎦

θ ωtt
cos

     

 and  

    C CT
2

1
2         

 Note that the matrix  C  2  is time-varying since the  dq -axes are not station-

ary and rotate with synchronous frequency   ω    s  . Similarly, the instantaneous 

power in terms of  dq  quantities becomes:  
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    P ( )V I V Id dVV q qVV IV IdVV I
3

2
       [7.10]    

    Q ( )V I V Id dVV I q qVV IV IdV I
3

2
       [7.11]   

 Figure 7.14 shows the phase vectors under  abc ,   αβ  , and  dq  reference 

frames. The axes of the  abc  and   αβ   frames are stationary but the phase vec-

tors are varying. The axes of the  dq  frame are rotating but the phase vectors 

are constant.      

 The nonlinear STATCOM state equations for the equivalent circuit model 

shown in Fig. 7.13 in the  dq  reference frame are given by:  

    
1

ω
ω
ω

α θ θ
sω d

s

s
d

sω q
s

iθ i

s
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dt
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i i
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= − +qi ( )DCVV co ciα θiθθs( ) − os     [7.12]    
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i i
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7.14      Synchronously rotating  dq  reference frame.  
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 where  i   d   and  i   q   are the injected  dq  STATCOM currents,  V   DC   is the voltage 

across the DC capacitor,  R   DC   represents the switching losses,  R   s   and  L   s   are 

the coupling transformer resistance and inductance, respectively, and the 

STATCOM rms bus voltage is  V   i   ∠   θ    i  . The STATCOM power balance equa-

tions at Bus  i  are:  

    0
1

= ( ) ( )−
=
∑V ( V) − V Yi (VV ( i) VV) j iV YV Yj (iYY
j

cos+++ −        [7.15]    

    0
1

= ( ) ( )−
=
∑V ( V) − V Yi (VV ( i) VV) j iV YV Yj (iYY
j

sin− −        [7.16]   

 where the summation terms represent the power fl ow equations, YijYY ij∠φii     is 

the ( i , j )-th element of the admittance matrix and  n  is the number of buses 

in the system. The fi rst set of terms indicate the active and reactive pow-

ers injected by the STATCOM (respectively), whereas the summation of 

power terms on the right are the power fl ow equations of the power system. 

Note that Equations [7.15] and [7.16] represent the only coupling of the 

STATCOM states with the power system. 

 The control objectives for the STATCOM are to provide independent 

reactive power support and to maintain constant DC capacitor voltage. This 

is best accomplished by regulating the PWM switching commands to alter 

the modulation index and phase angle in Equation [7.5]. Since its inception, 

a variety of control approaches have been proposed for STATCOM dynamic 

control (Schauder and Mehta, 1993; Lehn and Iravani, 1998; Rao  et al ., 2000; 

Sahoo  et al ., 2002; Wang  et al ., 2002; Liu  et al ., 2003; Dong  et al ., 2004; Soto 

and Pena, 2004; El-Moursi and Sharaf, 2005; Cheng  et al ., 2006; Jain  et al ., 
2006; Lu and Ooi, 2007; Mohagheghi  et al ., 2007; Saeedifard  et al ., 2007; 

Song  et al ., 2007, 2009; Sternberger and Jovcic, 2009; Hatano and Ise, 2010; 

Liu and Hsu, 2010; Spitsa  et al ., 2010; Wang and Crow, 2011). The majority of 

approaches involve traditional linear control techniques, in which the non-

linear equations of the VSC average value model are linearized at a specifi c 

equilibrium (Schauder and Mehta, 1993; Lehn and Iravani, 1998; Rao  et al ., 
2000; Liu  et al ., 2003; Dong  et al ., 2004; El-Moursi and Sharaf, 2005; Cheng 

 et al ., 2006; Saeedifard  et al ., 2007; Sternberger and Jovcic, 2009; Hatano and 

Ise, 2010). 

 A proportional-integral (PI) STATCOM controller structure was ini-

tially proposed in Schauder and Mehta (1993). Since that time, numerous 

PI controllers have been reported to exhibit satisfactory performance when 

the parameters are fi ne-tuned, whether in the applications of two-level 

converter (Lehn and Iravani, 1998; Rao  et al ., 2000; Dong  et al ., 2004) or 

the multilevel converter (El-Moursi and Sharaf, 2005; Cheng  et al ., 2006; 
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Saeedifard  et al ., 2007; Hatano and Ise, 2010). The drawback of PI control-

lers is that their performance might degrade with a change of operating 

conditions, especially a large disturbance such as sudden load change or 

nearby short-circuit fault. 

 To compensate for a change of operating conditions, a variety of controls 

have been reported that provide satisfactory performance over a wide range 

of operating conditions (Sahoo  et al ., 2002; Liu  et al ., 2003; Soto and Pena, 

2004; Lu and Ooi, 2007; Song  et al ., 2007, 2009; Spitsa  et al ., 2010; Wang 

and Crow, 2011). One approach is to adaptively change the gains of the 

PI controller in response to changes in operating condition. A number of 

intelligent techniques have been proposed to adapt the PI controller gains 

of STATCOMs such as artifi cial immunity (Wang  et al ., 2002), neural net-

works (Mohagheghi  et al ., 2007), and particle swarm optimization (Liu and 

Hsu, 2010). Adaptive control and linear robust controls have been reported 

in the literature (Jain  et al ., 2006; Spitsa  et al ., 2010; Wang and Crow, 2011). 

In Jain  et al . (2006), a gradient-based estimation of the load conductance 

is proposed to account for the load variations. The concept of calculating 

a complete set of the admissible feedback gains is proposed in Spitsa  et al . 
(2010). 

 One easily implemented control is shown in Fig. 7.15. In this control, the 

input signals  V   DC   and  Q  are compared against reference values and used 

to compute the error signals in  i   d   and  i   q  . A PI-based control is then used to 

produce the control signals  k  and   α  . In reality, both the fi ring angle   α   and 

modulation gain  k  are impacted by changes in  i   d   and  i   q  . However, since   α   is 

more strongly correlated to changes in  i   q   and  k  is more strongly correlated 

to changes in  i   d  , the cross-coupling terms can be neglected ( K   d    = K   q   = 0), 

leading to a decoupled control approach.       
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 7.15      STATCOM PI control.  
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  7.4     The static synchronous series 
compensator (SSSC) 

 The SSSC is a VSC-based serial FACTS device that can provide capacitive 

or inductive compensation independent of the line current (Larsen  et al ., 
1994; Gyugyi  et al ., 1997). The SSSC typically has the same power electronics 

topology as the STATCOM. However, it is incorporated into the AC power 

system through a series coupling transformer, as opposed to the shunt trans-

former found in the STATCOM. The series transformer is used to inject an 

independently controlled voltage in quadrature with the line current for the 

purpose of increasing or decreasing the overall reactive voltage drop across 

the line and thereby controlling the transmitted power. In essence, the SSSC 

may be considered to be a controllable effective line impedance (Gyugyi 

 et al ., 1997). Since the SSSC has a VSC topology, the DC capacitor is used to 

maintain the DC voltage, giving the SSSC the ability to increase or decrease 

the transmitted power across the line by a fi xed fraction of the maximum 

power, independent of the phase angle. As a result of the SSSC’s ability for 

reactive power generation or absorption, it makes the surrounding power 

system impervious to classical subsynchronous resonances. 

 Figure 7.16 shows an SSSC located at the midpoint of a transmission line. 

The transmission line is modeled with lumped impedances and connects 

the sending end bus with voltage  V   S   ∠   θ    S   and the receiving bus with voltage 

 V   R   ∠   θ    R  . The voltages  V   1   ∠   θ    1   and  V   2   ∠   θ    2   are the midpoint voltages on each 

side of the SSSC, and  V   inj   ∠   θ    inj   represents the voltage injected by the SSSC 

controller.      

 When PWM switching is used to govern the switching of VSC, then:  

    V kV k m VainVV j DkVVn C tk r Dm VVa CkVkVV     [7.17]    

    θ θ αinθθ jn +θ1θθ        [7.18]   

VSC

Vs θs
R

X
2

j+ R
X
2

j+
V1 θ1 Vinj θinj

V2

Pinj

Pout

Qinj

Qout

θ2 VR θR

 7.16      Two-bus system with midpoint SSSC.  
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 where  k  and   α   are the PWM modulation gain and phase shift. The modu-

lation gain  k  is proportional to the modulation index  m   a   and  k   tr   which are 

determined by the modulation method and the serial coupling transformer 

winding ratio. The range of  m   a   and   α   are constrained by the steady-state 

reactive power capabilities of the controller. Figure 7.17 gives the related 

phasor diagram of the SSSC, where it has been assumed that  V   S    = V   R    = V  

and   δ  =  θ    S    −  θ    R  . The phase shift   α   is referenced to   θ    1   since it is not practical to 

synchronize the injected voltage to the system reference. This diagram can 

be used as a basis from which to derive a control approach. If resistive losses 

are neglected, then the injected power  P  inj  and  Q  inj , and the output powers 

P  out  and  Q  out  can be determined.      

 The injected powers are given by:  

    S V
V V

jX
P jQinj iVVn nj inj ijX
PPn j injn∠ViVV nj

∠⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

= PPPθi

δδ 0
*

       [7.19]    

    

P
V V

X
V

X

inPP jn

inVV jn= ( )injn ( )inj −

=
( )E Eq q d− EqE

injn ( iinjn −i j ))
))EdEd

    [7.20]    

    

Q
V

X
VE VEd q d

injn

inVV jn= ( )V V ViVV nj injnV ( )injn( ) V

=
−

ViVV nj −ViVV nj

cos

injn )) i

δ δVEqV+ VE sqVE+ VEqVE i ++ V

X
inVV jn
2

    [7.21]   

 where 

E Vq inVV j in njsinθi    , E Vd inVV j in njsin ,injθi     and V E Ed qinVV jn
2 2E 2+Ed

2E    . 

VS =
 V a
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2
δ
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V2

7.17      SSSC phasor diagram.  
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 Since  P  inj  = 0, Equation [7.20] indicates that θ π δinθθ jn ( ) ( )2δ2) + (    . Similarly, 

the output powers are given by:  

    
P

V

X
V VEVV

X
q

outPP inj in nj=

=

2

2

i

i

δ VVinVVδ θVV j in sVVinVV jn in

δ        [7.22]    

    
Q

V VV

X
VE V

X
q d

outQQ
inVV jn inVV jn

inVV jn

=
VVinVV jn ( )inj

=
+

2

2

2

2
2VEq

2

i

i−

δ δVEdVVE2+ cdVEVEdVE+ os
       [7.23]   

 Note that the compensated SSSC voltage phasor  V   2   will remain on the 

line  ab  in Fig. 7.17 since the injected voltage  V  inj  must be perpendicular to 

the current  I  at all times. The phasor diagram and the relationships described 

above provide a framework in which to develop a systematic control scheme 

for the SSSC. 

 The SSSC model is similar to that of the STATCOM when transformed 

into the  dq  frame. The nonlinear SSSC state equations for the equivalent 

circuit model shown in Fig. 7.16 in the  dq  reference frame are given by:  

  

 
1 1
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d
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s
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L
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L
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C

t
V k i k i

V
Rs

d qi
DC

DCVV DCVV

DC

d

dωs

α θ α θ( ) αk ( ) −cos iα θ( ) kk i1 dθ ) id kθθ ) k     [7.26]   

 where  V  1   ∠  θ   1  and  V  2   ∠  θ   2  are the terminal voltages of the SSSC,  i   d   and  i   q   are 

the injected  dq  SSSC currents,  V   DC   is the voltage across the DC capacitor, 

 R   DC   represents the switching losses, and  R   s   and  L   s   are the coupling trans-

former resistance and inductance, respectively. The power balance equa-

tions at the sending end of the SSSC (Bus 1) are given by:  

    0 1 1 1

1

= ( )1 ( )1 1−
=
∑V11 ( V1)1 − V Y11 j j1V YV 1 1

j

cos+ 11 +1 +1 1 − 1111        [7.27]    
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    0 1 1 1

1

= ( )1 ( )1 −
=
∑V11 ( V1)1 − V Y1V Y1 j j1V YV 1

j

sin11 −11 1 −        [7.28]   

 and at the receiving end (Bus 2)  

    0 2 2 2

1

= ( )2 ( )2 2−
=
∑V22 ( V2)2 − V Y22 j j2V YV 2 2

j

cos+ 22 +2 +2 2 − 2222        [7.29]    

    0 2 2 2

1

= ( )2 ( )2 −
=
∑V22 ( V2)2 − V Y2V Y2 j j2V YV 2

j

sin22 −22 2 −        [7.30]   

 where the summation terms represent the power fl ow equations, YijYY ij∠φii     is 

the ( i , j )-th element of the admittance matrix, and  n  is the number of buses 

in the system. 

 The power fl ow control capability of an SSSC is constrained by its pure 

reactive power compensation capability during steady-state operation. The 

traditional approach to PWM-based SSSC control is to use the modulation 

index  m   a   to adjust the compensated apparent impedance, while using the 

phase shift to charge or discharge the DC capacitor (Rigby, 1998). Since 

the control effect of  m   a   and   α   interact with each other, it is desirable to 

introduce two new constrained decoupled control variables  Δ  E   d   and  Δ  E   q   to 

obtain the control target, where  

    Δ = ( )ΔP
V
Xinjn − ))+ Δ+ Δ         

 Under normal operations, the phase angle between adjacent buses is rela-

tively small. Therefore, since   δ   is small, then 1 0δ     and  

    Δ ≈ ΔP
V
X

Edinjn sinδ        [7.31]   

 Limited by the lack of an active power source on the DC side from 

which to absorb or inject energy, it is therefore important to control the 

injected active power close to zero to maintain near constant DC volt-

age across the VSC capacitor. A nearly constant DC voltage is impor-

tant, since it directly affects the control speed and effectiveness of the 

SSSC. From Equation [7.31],  Δ  E   d   is the main factor affecting the injected 

active power, thus  Δ  E   d   can be used to adjust the DC capacitor voltage 

around its reference value. By combining the controls for DC voltage and 
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 transmission line active power fl ow, a constrained decoupled PI control 

algorithm for the SSSC is given by:  

    Δ Δ Δ∫E k= P k+ P tq pk p1 2ΔP k+p outP outPP d        [7.32]    

    Δ Δ Δ∫E k= V k+ V td qk= q2ΔV k+q CVV DCVV d     [7.33]   

 In implementation, these quantities are combined with the initial operat-

ing point and converted into a modulation index  m   a   =k/k  tr  and phase shift   α   
such that:  

    m
E E
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2 2

tr DCVV
    [7.34]    
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 where E E Eq q q+EqE Δ0 ,   E E Ed d d+EdE Δ0 ,   E k m Vq a0ak m 1k m Vk mk m ( )DCVVVV si α θ1+ , and 

E k m Vd0 0tk r am 1k m Vk mtk rm ( )DCVVVV cos α θ1+ . This control is summarized in Fig. 7.18.       

  7.5     The unified power flow controller (UPFC) 

 The UPFC is the most versatile FACTS device. It consists of a combina-

tion of a shunt and series branches (STATCOM and SSSC) connected 

through the DC capacitor. The series-connected inverter injects a voltage 

with controllable magnitude and phase angle in series with the transmis-

sion line, thereby providing real and reactive power to the transmission line. 

The shunt-connected inverter provides the real power drawn by the series 

branch and the losses, and can independently provide reactive compensa-

tion to the system. Since the UPFC is a combination of both the STATCOM 

and the SSSC, it can be used for either, or both, control functions of these 

devices. The UPFC can increase or decrease the amount of active power 
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transmitted over the line, increase the magnitude of the voltages at either 

end (i.e. voltage support), and/or reduce or increase the reactance of the line 

(i.e. line compensation). 

 To understand the basic capabilities of the UPFC, consider the two-bus 

AC transmission system shown in Fig. 7.19, where  V   S   is the sending end 

voltage,  V   R   is the receiving end voltage, and  X  is the line impedance of the 

adjacent transmission line. The line resistance is assumed to be negligible 

for simplicity. By convention, the UPFC is installed on the sending end bus.      

 Converter 2 (the SSSC) provides active and reactive power control by 

injecting a series voltage source  V  inj  with controllable magnitude and phase. 

The voltage  V   F   is the voltage at a fi ctional bus that sits on the line side of the 

UPFC series converter. The UPFC itself cannot generate or absorb active 

power. Therefore, the active power exchanged with the transmission sys-

tem by Converter 2 must be compensated by Converter 1 (the STATCOM) 

through the common DC link. If the UPFC losses are neglected, then  P  conv2  

=  P  conv1 . This relationship describes the power balance constraint of the 

UPFC. Because of the variability of the magnitude and angle, the UPFC 

can be considered to be a variable series voltage source with arbitrary mag-

nitude and phase angle V VinVV j iVVn nj∠ViVV nj ( )δ ρ+ )   , where 0 ≤ V V≤inVV jn inVV jn
max    and 0 ≤ ≤ρ π≤     

as shown in Fig. 7.20.      
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7.18      SSSC PI control.  
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7.19      UPFC system.  

�� �� �� �� �� ��



196   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

 Figure 7.21 shows the corresponding phase diagram of the UPFC two-

bus system. The voltage  V   F   can be freely controlled within the dashed circle 

centered at  V   S   with a radius of length VinVV jn
max    . The area of the triangle ( V   S   OV   R  ) 

represents the uncompensated receiving end active power  P   r0  , the area of 

triangle ( V   F   OV   R  ) represents the compensated active power  P   r  , and the area 

of triangle ( V   S   V   R   V   F  ) represents the injected power  P  conv2 .      

 The active power  P  inj  (=  P  conv2 ) is the active power injected into the system 

by UPFC Converter 2. Therefore, the total active power absorbed or sup-

plied by the UPFC must be zero. Hence,  P  inj  =  P  conv2  =  P  conv1 . 

 The receiving end complex power is  
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 where S jQR RPP RQQ0 0P 0+PRPP0P     is the uncompensated complex power at the receiving 

end, P V V XR sP VP V RVV0 ( )sinδ     is the uncompensated active power at the receiv-

ing end, Q V V XR SQ VQ V R RV VV V0 2V V VV VSVV VVV V(( )δ     is the uncompensated reactive power at 

the receiving end, P PR RPP +PRPP ( )V V XRVV ( )0 VV sin δ ρ+ )    is the active power at the 

receiving end, and Q QR RQ QQ Q +QRQ ( )
)

V V XRVV ( )0 VV cos δ ρ+ )    is the reactive power at 

the receiving end. 

 The receiving end active power  P   R   and reactive power  Q   R   form a circle 

in the  P–Q  plane with a radius V V XRVV inVV jn     and center given by S jQR RPP RQQ0 0P 0+PRPP0P    , 

which is the uncompensated complex power at the receiving end. Similarly, 

the sending end complex power is  
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 where S jQS SP SQQ0 0P 0+PSPP0P     is the uncompensated complex power at sending end, 

P V V XS SP VP V RVV0 ( )sinδ     is the uncompensated active power at the sending end, 

Q V V V XS SQ VQ V S RV VV V0 2 −VSVV 2(( )cosδ ))     is the uncompensated reactive power at the send-

ing end, P PS SPP +PSPP ( )
)

V V XSVV ( )0 VV sin δ ρ+ ))    is the active power at the sending 

end, and Q QS SQ QQ Q +QSQ ( )
( ))

V V XSVV0 VV sin( )δ ρ+ ))    is the reactive power at the sending 

end. 

 The sending end active power  P   S   and reactive power  Q   S   form a circle on 

the  P–Q  plane with a radius V V XSVV inVV jn     and center given by S jQS SP SQQ0 0P 0+PSPP0P    , 

which is the uncompensated complex power at the sending end. 

 The injected power is given by:  
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 The operating characteristic of the injected power is a circle on  P – Q  plane 

with a radius of X( )V V VS RV VV V VV     and center given by ( )0 2,V X2
inVV jn    . 
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 Lastly, the fi ctional bus complex power is given by:  
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 which has an elliptical operating characteristic on the  P–Q  plane centered 

at ( )
pp

P QS SP QP Q0 0Q + ( )V X2VV    . 

 The UPFC model is a combination of the synchronous static compensator 

(STATCOM) and SSSC models:  
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 The currents  i   d 1  and  i   q 1  are the  dq  components of the shunt current. The 

currents  i   d 2  and  i   q 2  are the components of the series current. The voltages 

 V  1   ∠  θ   1  and  V  2   ∠  θ   2  are the shunt and series voltage magnitudes and angles, 

respectively. The UPFC is controlled by varying the phase angles (  α   1 ,  α   2 ) 
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and magnitudes ( k  1  , k   2  ) of the converter shunt and series output voltages, 

respectively, and  L   s 1  , L   s 2  are the shunt and series transformer inductances; 

 R   s 1 ,  R   s 2  are the shunt and series transformer resistances;  R   DC   is the resis-

tance representing converter losses; and   ω  ,   ω    s   are the bus and synchronous 

frequency (in radians). 

 Many different UPFC control methods have been proposed that are 

based on Equations [7.40]–[7.44]. Just as the effectiveness of the UPFC 

depends on the gating control (the ability of the VSC to synthesize a refer-

ence waveform), the effectiveness also depends on the accuracy of the ref-

erence waveform magnitude and phase. This accuracy is the  internal  control 

of the UPFC and the ability of the controller to accurately convert system 

level setpoints into the shunt and series injected voltages. Most internal con-

trol methods for the UPFC are based on linear control techniques (Gyugyi 

 et al ., 1995; Liu  et al ., 2007). These controls arise from small perturbation 

linearization about the equilibrium of the nonlinear equations of the VSC 

average value model. Therefore, the feedback gains of linear control strat-

egies may have to change with operating conditions; otherwise the nonlin-

earities of the VSC may cause the performance of the controller to degrade 

outside the linearization region. 

 A considerable amount of effort has been devoted to compensate for a 

change of operating conditions so that the controller can provide satisfactory 
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performance over a wide range of operating conditions (Dash  et al ., 2000, 

2004; Al-Awami et al., 2007; Ray and Venayagamoorthy, 2008). Many intel-

ligent techniques have been reported to adaptively change the PI control-

ler gains of UPFC, such as fuzzy logic (Dash  et al ., 2004), neural networks 

(Dash  et al ., 2000; Ray and Venayagamoorthy, 2008), and particle swarm 

optimization (Al-Awami  et al ., 2007). 

 One of the simplest to implement is the decoupled PI control shown in 

Fig. 17.22. This control adjusts the switching signal reference to track desired 

active and reactive power outputs, the sending end bus voltage magnitude, 

and the DC link voltage. This control works well for slowly changing refer-

ence values.       

  7.6     Hybrid flexible AC transmission system 
(FACTS) technologies 

 The voltage source converter provides considerable fl exibility in application 

and topology. By connecting converters and transmission lines in different 

ways, a number of hybrid topologies can be realized. Two recently proposed 

hybrid controllers are the interline power fl ow controller and the multiter-

minal HVDC system. 

  7.6.1      The interline power fl ow controller 

 The VSC is the basic component of the modern FACTS device, and the 

UPFC shows how individual shunt and series converters can be intercon-

nected via a common DC link to provide increased fl exibility and control. 

The interline power fl ow controller (IPFC), fi rst proposed in Gyugyi  et al . 
(1999), is constructed from two or more SSSC models connected on adja-

cent lines that may or may not share a common sending end bus and do not 

share a receiving end bus as shown in Fig. 7.23. The literature on the IPFC is 

far more limited than for the STATCOM, SSSC, and UPFC. Reported work 

on the IPFC considers aspects such as power fl ow and constraints (Zhang, 

2003; Zhang  et al ., 2006), and comparison with other FACTS devices (Arabi 

 et al ., 2002). In the IPFC, only one line has the ability to control both active 

and reactive power (called the  master  converter). All other lines can con-

trol only the active or the reactive power ( slave  lines). It can be anticipated 

that the IPFC may be used to solve the complex transmission network con-

gestion management problems that transmission companies are now facing 

in the transmission open-access environment. This is the case of the con-

vertible static compensator (CSC) installed at the Marcy Substation of the 

New York Power Authority (NYPA) as party of project that will increase 
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power transfer capability and maximize the use of the existing transmission 

network (Arabi  et al ., 2002).       

  7.6.2      Multiterminal HVDC 

 Another application of VSC-based devices is HVDC transmission. The 

development of VSC-based HVDC systems (shown in Fig. 7.24) opens new 

opportunities. In contrast to the traditional thyristor-based HVDC system, 

the VSC–HVDC system has the following features: (1) it is very easy to 

make multiterminal connections; (2) it has the ability to independently con-

trol active and reactive fl ows at its terminals; (3) it has the option to control 

its terminal bus voltages instead of reactive powers; (4) the costs for fi ltering 

of harmonics may be signifi cantly reduced if suitable PWM techniques are 

used; and (5) construction and commissioning of a VSC–HVDC system takes 

less time than that for a traditional thyristor-based HVDC system (Zhang, 

2004). Presently the capacity of the VSC–HVDC is limited to 300–500 MW, 
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 7.23      The IPFC.  
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 7.24      HVDC system based on VSC technology.  
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but with larger insulated-gate bipolar transistor (IGBT) switches and emerg-

ing silicon carbide-based high temperature switches, the capacity of the new 

VSC–HVDC will rapidly exceed the traditional HVDC system capacity. This 

suggests a new role for VSC–HVDC in the future AC network.      

 One of the most promising applications of VSC–HVDC models is the 

development of multiterminal (M-VSC–HVDC) installations (Zhang, 

2004). A multiterminal installation is when two or more converters are 

directly connected with a common DC link and co-located in a substation. 

Figure 7.25 shows a three-terminal M-VSC–HVDC that has one sending 

end terminal and two receiving ends. Note that in M-VSC–HVDC ‘sending’ 

and ‘receiving’ end notation is merely for reference since both active and 

reactive power can fl ow in either direction.        

  7.7     Conclusion 

 This chapter described the family of modern FACTS devices, which are 

based on the concept of the VSC. The basic description of the VSC is given 

along with a brief introduction to various switching schemes and multilevel 

topologies. The three primary FACTS devices (the STATCOM, SSSC, and 

UPFC) were described in depth and the fundamental frequency state-space 

models were presented along with simple control strategies. Furthermore, 

two hybrid devices, the IPFC, and the multiterminal HVDC line, were intro-

duced and briefl y described. The VSC-based modern FACTS device holds 

considerable potential for improved steady-state and dynamic control of 

increasingly complex power transmission networks.  
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Receiving end 2

AC S

AC R2
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 7.25      Three-terminal M-VSC–HVDC.  
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  Abstract : This chapter fi rst describe the nature of nanodielectrics, before 
moving on to consider the range of properties that these material systems 
are capable of exhibiting and what potential benefi ts these confer in high 
voltage electrical equipment used in power transmission applications. 
A key feature is that if signifi cant property enhancements are to be 
achieved, then optimal control of the nano-particulate dispersion, the 
particle-polymer matrix interface and processing are essential. Methods 
for preparing and characterizing nanodielectrics are also described and 
the potential benefi ts of their application in enhancing the performance 
of high voltage equipment is discussed. 
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    8.1     Introduction 

 Dielectric materials constitute critical elements within electrical and elec-

tronic devices that range in size from microscopic fi eld effect transistors in 

integrated circuits to multi-tonne supergrid transformers. As the technology 

has evolved, the demands placed upon the dielectric within such devices 

have increased. For example, the earliest power cables were installed in 

the second half of the nineteenth century to transmit electrical energy at 

just a few thousand volts, and relied upon natural materials for their insula-

tion. 1  Modern cable systems using synthetic polymer materials are designed 

to transmit AC power at voltages up to 500 kV, which requires the use of 

highly refi ned superclean polymers that are expected to operate reliably 

for decades under electric fi elds in excess of 10 kV mm −1 . However, major 

challenges still exist, for example in connection with the DC power trans-

mission at comparable voltages, that require a radical new approach to the 
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development of materials across a wide range of power transmission appli-

cations requiring novel combinations of physical properties, and it is this 

need that has driven recent interest in so-called nanodielectrics. 

 Nanocomposites may involve the inclusion of a fi ller that is nanoscopic, 

within a host matrix; the term nanodielectric commonly refers to a nanocom-

posite where the dielectric properties are of primary interest. In the case of 

technologically relevant systems, these materials generally involve a nanoscopic 

inorganic fi ller with dimensions in the size range 1–1000 nm dispersed within 

a polymeric matrix. More generally, it can relate to one or more structural ele-

ments in the material that are nanoscopic, including organic and inorganic 

polymer, oligomer, dendrimer and other structures in addition to inorganic 

fi llers. These elements may be randomly volume dispersed, or they may be 

structurally ordered via processes of aggregation and self-assembly, or they 

may form pseudo-lattices – providing a range of structural ordering types. 

 Much of the current interest in nanocomposites was initiated by work at 

Toyota in the late 1980s, 2  in connection with the dispersion of a layered clay 

material into a polymeric host, in such a way as to break up the primary 

clay aggregates into their constituent aluminium silicate layers. The result 

was a nanostructured composite material with improved macroscopic phys-

ical properties, particularly mechanical and permeation properties. Since 

then, interest in composites based upon nanofi llers within a host matrix has 

grown exponentially such that, while the ISI Web of Knowledge database 

identifi es just two papers containing the term  ‘ nanocomposite ’  in 1986, 3021 

papers are found for 2006 and 4952 papers for 2009. The reason for this 

is that the addition of a nanofi ller to a base resin is able to improve not 

just one material characteristic but, rather, can be used to generate material 

systems that exhibit combinations of properties that are not attainable by 

more conventional means. Also, these property enhancements are gener-

ally seen at very low fi ller loading levels (1–10%), which raises the possibil-

ity, ultimately, of being able to design unique materials through the use of 

combinations of nanofi ller additives. Examples where dielectric properties 

directly impact technological advances range from all-organic fl exible dis-

play devices, which require thin fi lm transistors incorporating fl exible, high 

dielectric constant, low leakage current gate dielectrics, to high electrical 

power density generators, where the dielectric must exhibit a plethora of 

characteristics, including high electrical breakdown strength, high thermal 

conductivity, high resistance to partial discharge (PD) activity, low dielectric 

loss, good thermal stability and good mechanical properties, etc. 

 This chapter will fi rst describe the nature of nanodielectrics, before 

moving on to consider the range of properties that these material systems 

are capable of exhibiting and what potential benefi ts these confer in high 

voltage electrical equipment. A key feature is that if signifi cant property 

enhancements are to be achieved – or even deterioration in performance 
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is to be avoided – then optimal processing is essential. But what is optimal 

processing? To answer such a question requires one of the most fundamen-

tal challenges of materials science to be addressed: an understanding of the 

connectivity between chemistry, processing, material structure and material 

properties. The next section therefore considers methods for preparing and 

characterizing nanodielectrics since, without mastery of these topics, the 

technological exploitation of this class of materials is fraught with diffi culty. 

The potential pitfalls of such a strategy are fi nally outlined, in order to high-

light the challenges that are still faced.  

  8.2     Nanodielectric materials  

 This section discusses the essential structure of nanodielectrics, the impor-

tance of the interphase region between the nanoparticle and the matrix, 

and how this relates to the enhancement of physical properties, the con-

trol of space charge  and the production of high voltage performance 

improvements. 

  8.2.1      Structural elements 

 As with all material types, the macroscopic behaviour of a nanodielectric is 

determined by its structure, which, in turn, is dictated by its composition and 

processing history. In the case of clay-based nanocomposites, for example, 

the fi ller is composed of thin sheets that are nanoscopic in one dimension 

and microscopic in two; for systems containing carbon nanotubes (CNT), 

the fi ller is nanoscopic in two dimensions and microscopic in one; parti-

cles of metal oxides, such as alumina or titania, are nanoscopic in all three 

dimensions. Thus one can immediately consider nanocomposites in terms of 

their nanoscopic dimensionality, and this has a direct impact on properties 

and potential application areas. Sheet-like systems, for example, have been 

considered for inclusion into polymers as a means of improving gas barrier 

properties for packaging applications, while the addition of CNTs produces 

a material with an electrical percolation threshold as low as 0.0025% 3  as a 

consequence of the high aspect ratio of the conducting phase. Similar strat-

egies can be envisaged as a means of increasing the thermal conductivity of 

an insulating polymer, provided attention is paid to the problem of phonon 

scattering at interfaces. 

 However, in reality, it is insuffi cient to consider these materials as simple 

two-phase systems since, as pointed out by Lewis, 4,5  a key feature that defi nes 

any nanocomposite is the interface between the nanofi ller and the matrix. 

Consequently, it is necessary to include at least one interphase region 6  where 

the structure, chemistry and properties are typical of neither of the bulk 

phases that were combined to generate the composite. While this is true of the 
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interface between any two chemically distinct materials, it is the enormous 

specifi c surface area of nanoparticles that means that, even at low volume 

percentages of fi ller, the fraction of the material that must be attributed to 

the interphase region can be extremely large in a nanocomposite. This point 

is illustrated in Fig. 8.1, which shows plots of interphase volume fraction as 

a function of particle volume fraction for a random array of different sized 

particles from 2.5 to 16 nm diameter. For 16 nm diameter nanoparticles, if the 

interphase surrounding each particle is just 10 nm thick, then it would consti-

tute close to 50% of the total material volume for a composite containing 5% 

by volume of the nanofi ller. Similar conclusions have been drawn previously 

for the less physically realistic cases of regular arrays of spheres. 5,7        

  8.2.2      Permittivity 

 The response of a dielectric to an AC electric fi eld can be characterized 

in terms of a complex permittivity, where the real part,   ε′  , is related to the 

energy stored in the dielectric and the imaginary part,   ε″  , is related to vari-

ous processes that dissipate energy, such as coupling between polar moieties 

within the system and the applied fi eld. As such, the approach can provide 

much useful information. 8,9  
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 8.1      Interphase volume fraction as a function of nanoparticle volume 

fraction for different diameter spherical nanoparticles.  
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 The potential signifi cance of the interphase was recognized early in the 

history of nanodielectrics and models, such as that proposed by Tanaka, 10  

have been developed. As illustrated in Fig. 8.2, this envisages a nanoparticle 

embedded within matrix to be surrounded by three structurally distinct lay-

ers, superimposed upon which is a diffuse, Gouy-Chapman charge layer. The 

two layers immediately adjacent to the nanoparticle are proposed to consist 

of immobilized species that are either covalently bonded to, or interacting 

strongly with, their inner neighbour. Between these largely immobilized 

shells and the unperturbed matrix is a region characterized by increased 

free volume and enhanced chain mobility. All of these various features have 

a marked effect on the dielectric behaviour of what is, in effect, a three-

phase system.      

 Many analyses of the behaviour of composite systems are based upon the 

concept of rules of mixing. That is, that for a composite of two materials, A 

and B, the property of interest will fall some way between the value exhib-

ited by A and that exhibited by B. In the case of   ε′   for a composite system, 

a number of options have been proposed 11,12  but these all indicate a mono-

tonic variation in the real part of the permittivity with composition. In the 

case of nanocomposites, however, experimentally observed behaviour dif-

fers signifi cantly from this, when the percentage of nanofi ller is low (below 

~5%). For example, the real part of the permittivity value was reported as a 

function of composition for polypropylene/iso-octyl polyhedral oligomeric 

silsesquioxane (POSS) systems; the value of   ε′   fell from ~2.33 for the unfi lled 

system to ~2.19 at 5% fi ller before increasing again to close to 2.33 at 10%. 13  

Srisuwan  et al.  14  examined the dielectric behaviour of nanocomposites based 
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 8.2      Core-shell layer interfacial model for nanodielectrics.  
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upon polyimide and silica hybrid, reporting increasing the fraction of nano-

silica from 0.06% to 5.58% caused a reduction in   ε′   from 3.27 to 2.26. Recent 

studies by Andritsch  et al.  15  have mapped out the dielectric response of a 

range of different functionalized nanofi llers within an epoxy matrix, which 

show in detail the form of the local minimum in   ε′   for each composite type. 

Many other examples of similar behaviour can be found in the literature; 16–20  

although it is generally assumed that this effect is related in some way to 

interfacial effects in nanocomposites, we are not aware of any quantitative 

theory that is able to explain the behaviour described above.  

  8.2.3      Molecular relaxations 

 In addition to providing a measure of the frequency dependence of the per-

mittivity, dielectric spectroscopy is a powerful technique for the study of 

molecular dynamics in polar materials and consequently has been used to 

support the concept that the presence of interfaces does signifi cantly affect 

molecular mobility. Nelson  et al.  21  contrasted the dielectric response of epoxy/

titania composites containing 10% of nanoscopic and microscale fi ller and 

showed that these two systems exhibit markedly different forms of behaviour. 

Specifi cally, no signifi cant dispersion peaks were evident in the mid-frequency 

range in the microcomposite data, whereas broad peaks were seen in the case 

of the nanocomposite, which shifted to higher frequencies as the temperature 

increased. These data were interpreted as showing that the polymer in the 

nanocomposite has enhanced mobility above the glass transition. Interestingly, 

this paper also considers the effect of degree of cure on measurements of   ε′  , 
showing that the value of this parameter increases with crosslink density. It 

has been shown in the case of polyethylene/silica systems that varying the 

surface chemistry to the silica, and hence the nature of the interface, can have 

a marked effect on the dielectric spectrum of the material. 22  

 However, all nanocomposites, irrespective of the nanosilica surface chem-

istry, were found to exhibit evidence of reduced chain mobility, compared 

with micro-fi lled equivalents. Sengwa  et al . 23  examined the dielectric proper-

ties of montmorillonite (MMT) clay fi lled poly(vinyl alcohol)/poly(ethylene 

oxide) blend nanocomposites, similarly concluding that the presence of 

well-dispersed MMT clay within the polymers matrix resulted in inhibited 

polymer chain dynamics. Conversely, a study of PMMA-based system con-

taining nanosilica suggested that the polymethylmethacrylate (PMMA) and 

its nanocomposites exhibited comparable segmental dynamics; however, the 

nanocomposites were found to display signifi cantly accelerated physical age-

ing. 24  Numerous other studies relating to the intrinsic dielectric response of 

nanocomposites have been described in the literature, 24–29  but a complete dis-

cussion of the multitude of effects that have been reported goes beyond the 

scope of this review. Nevertheless, one additional extrinsic process is worthy of 
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brief mention, and likely to be of great importance in the practical utilisation 

of nanodielectrics, which is related to the exposure of materials composed of 

relatively polar nanoparticles within a relatively non-polar matrix related  to 

ambient water. The related topic of water treeing provides graphic evidence 

of the way in which the presence of local hydrophilic inclusions can lead to 

dielectric failure. 30  In epoxy-based nanocomposites containing absorbed 

water, the low frequency dielectric response has been interpreted as indicat-

ing percolation conductivity and a  ‘ water shell ’  has been proposed to account 

for this. 31  Zhang and Stevens 32  contrasted the effect of water absorption on 

the dielectric response of alumina nanocomposites based upon two polymers: 

an epoxy resin, which absorbs water readily, and polyethylene, which does not. 

The presence of the alumina in polyethylene was found to give rise to a low 

frequency dielectric loss peak, which increases in frequency as the nanoalu-

mina content increases, as shown in Fig. 8.3. Fr é chette  et al . 33  have shown that 

the presence of water resulted in a signifi cant increase in both the real and 

imaginary parts of the permittivity, the dielectric loss of epoxy-based compos-

ites, containing both micro quartz and a layered aluminosilicate nanoclay.        

  8.2.4      Short term dielectric breakdown 

 A key characteristic of any material for use in dielectric applications is its 

ability to withstand the applied electric fi eld. In addressing this, it is conve-

nient to divide breakdown processes into short term failure modes, which 

provide some measure of a material’s breakdown strength, and longer term 

mechanisms, which result in progressive degradation prior to failure. 

 The effect on the AC breakdown strength of adding MMT to polyethyl-

ene-based systems has been reported in a number of papers. Green  et al. , 34  

for example, showed that, provided the presence of the MMT does not serve 

adversely to affect the crystallization of the polymer, a signifi cant increase 

in breakdown strength can be achieved. This result is shown in Fig. 8.4. 

Similar improvements in performance have been reported for low density 

polyethylene (LDPE)/MMT systems. 35  Conversely, Stefanescu  et al . 36  report 

that, for multi-functional PMMA/ceramic composites containing mixtures 

of MMT and calcium copper titanate (CCTO), the breakdown decreases 

linearly with fi ller loading, due, they suggest, to the resultant increase in the 

density of ionic carriers and dipolar species within the system.      

 Similar reduction in breakdown strength in epoxy-based systems contain-

ing MMT or barium titanate has also been reported. 37  Roy  et al . 22  examined 

the DC breakdown strength of crosslinked polyethylene (XLPE)/silica sys-

tems and demonstrated that while the addition of nanosilica can lead to an 

increase in breakdown strength, tailoring the nanoparticle surface chemistry 

can yield further benefi ts. In contrast, including micrometric silica results in 
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a marked decrease in performance. Similar results obtained by Smith  et al . 38  

for voltage endurance behaviour are shown in Fig. 8.5.      

 Where the breakdown strength of systems containing poorly dispersed 

nanofi llers has been determined, similar reductions in performance have 

been reported. 39,40  Numerous studies have considered the topic of break-

down in nanodielectrics and, taking these as a whole, it is not easy to deduce 

any generally applicable trends, since the response seen is likely to be highly 

dependent upon the extent of the nanoparticle dispersion, which is rarely 
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 8.3      Effect of water absorption on broad band dielectric response of 

nanoalumina fi lled polyethylene as a function of fi ller content from 0% 

to 10% b.w.: (a) 10 ° C and (b) 70 ° C.  
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considered in detail. The recent review article by Li  et al . 41  provides a good 

summary of both the short and long-term breakdown behaviour of nano-

dielectrics. Finally, a topic that is beginning to attract increasing attention 

is the use of nanoparticles as reinforcement for conventional highly fi lled 

microcomposites. Imai  et al. , 42  for example, report that the dispersion of a 

layered silicate into an epoxy-based microcomposite results in a 7% increase 

in breakdown strength.  

  8.2.5      Electrical treeing 

 The long-term electrical breakdown of polymeric dielectrics occurs through 

the evolution of tree-like fractal objects, termed trees, which grow through 

the progressive erosion of the dielectric as a result of PD activity within the 
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extended, gas-fi lled tubules that make up the structure. As such, the process 

of dielectric breakdown by electrical treeing can be divided into two distinct 

regimes: initiation and subsequent growth. In a study of LDPE containing 

various nanoparticles of different dimensionalities (spherical, fi brous and 

layered), 43  both time for tree initiation, as judged from the onset of PD 

activity, and time to breakdown were examined. Above 15 kV, all the sys-

tems studied were found to exhibit some evidence of increased initiation 

times, together with shorter times to failure, compared with unfi lled LDPE. 

However, these effects were not ascribed to the direct role of the nanopar-

ticles but rather, it was suggested, that these changes in treeing characteris-

tics are caused by changes in polymer morphology resulting from polymer/

nanofi ller interactions. No detailed morphological study is presented to 

support this, suggesting that this assertion should be treated with caution. 

Below 15 kV the tree initiation time and time to breakdown increased in 

the nanocomposites containing the fi brous and layered nanoparticles, but 

decreased in the system containing particulate silica. 
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 8.5      Voltage endurance results presented as breakdown fi eld as a 

function of logarithmic time for crosslinked polyethylene unfi lled (◼), 

with untreated nanosilica (● ) and vinylsilane treated nanosilica (◆) 

showing two orders of magnitude improvement in time to failure. 

( Source : Adapted from Smith  et al . 38 )  
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 As shown in Fig. 8.6 Raetzke  et al . 44  compared electrical tree initiation in 

epoxy-based nanocomposites containing 5% of the layered silicate bentonite 

with the behaviour of an unfi lled epoxy reference, reporting that the intro-

duction of the nanofi ller increased the tree initiation by about one order of 

magnitude. Although this paper provides some evidence to suggest that the 

inclusion of nanoparticles can serve to reduce tree growth rate, scatter in 

the data makes any conclusive analysis impossible. Where increased time to 

breakdown is reported, this is commonly explained in terms of the nanofi ller 

particles acting as barriers to tree growth. 45  Since much of the epoxy resin 

that is used technologically contains a large proportion of micrometric fi ller, 

the treeing behaviour of nano-reinforced microcomposites has also been 

studied. In such a system, the inclusion of 5–10% of a nanoalumina fi ller has 

been reported to increase tree initiation time dramatically and, thereafter, to 

have a marked effect on the structure of the trees that form. 46  The effect of 

adding a layered silicate to a conventional epoxy/silica microcomposite has 

also been reported ; 47  while the addition of micrometric silica reduced the 

tree initiation time, the inclusion of 9.8 parts of nanofi ller per hundred parts 

resin resulted in a system that exhibited signifi cantly improved performance, 

compared with the unfi lled resin. This study also considered the response of 

the various materials to PD erosion, and demonstrated a correlation between 
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tree initiation time and PD resistance, leading the authors to conclude that 

tree formation processes involve degradation of the dielectric by PDs.       

  8.2.6      Surface erosion and partial discharge resistance 

 The aspects of nanodielectrics considered thus far have concerned bulk prop-

erties. However, the response of nanocomposites to surface discharges and 

corona has also been considered and signifi cant improvements have been 

reported for many systems. Exposure of the surfaces of a polymer-based 

material to energetic events will tend to degrade the organic components of 

the system and, therefore, it is not surprising that adding an inorganic fi ller 

will improve performance. What is worth noting is the fact that the inclusion 

of very small quantities of nanofi ller can have a dramatic effect. 

 For example, Maity  et al . 48  studied the effect on surface erosion of adding 

either nanoalumina or nanotitania to an epoxy resin matrix, showing that even 

though the 0.5 volume per cent of fi ller was present, it served signifi cantly 

to enhance performance. These authors suggest that this effect is related to 

a number of factors: the nanoparticles themselves are resistant to electrical 

erosion and, as the surrounding epoxy is removed, their surface concentration 

increases; epoxy molecules tightly bound to the nanoparticles are also resistant 

to erosion; the epoxy matrix between neighbouring particles is eroded to give a 

rough surface topography, and this also inhibits further matrix degradation. 

 As in previous sections, the formation of a stable surface layer that is resis-

tant to further erosion appears to be associated with the interface between 

the polymer and the nanofi ller. Silane coupling agents and pre-treatment of 

the nanofi ller to remove bound water are reported to improve performance, 

suggesting that good interfacial adhesion and/or dispersion are important 

factors. 49–51  Similar improvements in performance have been reported in 

many other studies of both nanocomposites and materials containing mix-

tures of nanoscopic and micrometric fi llers. 52–55  An example is shown in 

Fig. 8.7 which illustrates the effect of nanoparticle surface treatment and 

the infl uence of micro-nano mixtures on erosion resistance to continuous 

surface discharge on epoxy resin materials. 56        

  8.2.7      Space charge 

 The increasing interest in the transmission of electrical power over long dis-

tances and the desire to establish pan-continental power grids, has increased 

interest in the high voltage DC transmission of power. However, when a 

dielectric is exposed to a high DC fi eld for a prolonged period, charges may be 

injected into the material from the electrodes or from ionization, and charge 

separation may occur within the bulk. The consequence of the resulting 
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space charge is that the local fi eld is intensifi ed at some point within the 

system leading to accelerated ageing and the initiation of degradation. 

Consequently, the modifi cation of dielectrics in order to suppress space 

charge accumulation has attracted considerable attention. Ishimoto  et al . 57  

compared the space charge behaviour of LDPE with LDPE containing 

micrometric and nanoscopic magnesium oxide fi llers. In the unfi lled sample, 

signifi cant quantities of positive space charge were observed throughout the 

sample, immediately after application of a fi eld of 150 kV mm −1 . In the con-

ventional microcomposite, the application of the same fi eld resulted in the 

formation of negative charge, which was seen to move progressively toward 

the anode; in contrast, little space charge was observed in the equivalent 

nanocomposite. Other papers where benefi cial effects of adding nanopar-

ticles have been reported are included in the references. 58–61  An example is 

shown in Fig. 8.8, taken from the work of Chen and Stevens, 58  which shows 

that the presence of 10% nanotitanium in polyimide reduces the internal 

space charge in corona charged fi lms.      
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 8.7      The effect of nanofi lling, organic modifi cation and mixed micro/

nano fi ller addition to anhydride cured epoxy resin, showing 

progressive improvement in surface discharge induced erosion as a 

function of exposure time. ( Source : Adapted from Reference 56.)●  – 

base epoxy resin material acid anhydride cured. ◆ – organically 

modifi ed nanofi ller. ◼ – solubilized nanocomposite preparation. ▲ – 

micro and nano mixed fi lled material.  
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 8.8      The effect of adding nanoparticles on the space charge distribution 

decay in polyethylene following removal of surface corona charging 

and short circuiting the specimen; (a) pure PI fi lm, (b) PI/TiO2 – 5 wt% 

nanocomposite fi lm, and (c) PI/TiO2 − 10 wt% nanocomposite fi lm. 

Note: time after short circuiting (1): 10 s; (2): 30 s; (3): 50 s; (4): 70 s; (5): 

90 s; (6): 210 s; and (7): 1790 s, for the same ageing time (10 h).  
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 The effect on space charge accumulation of adding nanoparticles to linear 

low density polyethylene (LLDPE) has been investigated using nanosilicas 

with different surface chemistries. 62  In this case, the space charge profi le of 

the unfi lled LLDPE exhibited signifi cant homocharge concentrations adja-

cent to each electrode, whereas in the nanocomposite containing untreated 

nanosilica, damaging heterocharge dominated; similar results have been 

reported for a polypropylene nanoclay system. 63  However, both of the 

samples containing surface-treated nanosilica were found to contain greatly 

reduced levels of homocharge. While it is suggested that these changes may 

occur as a direct result of changes in nanofi ller surface chemistry directly 

infl uencing the density of charge carrier traps or their energy distribution, 

the authors also point out that indirect effects associated with nanoparticle-

induced changes in the morphology of the matrix polymer may also contrib-

ute to the effects they report. 

 Fabiani  et al . 64  examined the effect of nanofi ller aspect ratio and 

absorbed water of the dielectric response of ethylene/vinyl acetate (EVA)-

based nanocomposites. The reported results indicate that increased space 

charge occurs in samples that have not been appropriately dried in the 

case of systems containing high aspect ratio layered silicates. In the case 

of EVA/bohemite nanocomposites, no comparable behaviour was seen. As 

a result, these workers suggested that the establishment of a percolating 

nanofi ller network can have a marked effect on the dielectric response of 

a nanodielectric; the higher the aspect ratio of the nanoparticles, the larger 

the percolation probability. Evidently numerous factors can infl uence the 

observed behaviour and, consequently, not all have concluded that add-

ing nanoparticles to a polymer results in a material with improved space 

charge characteristics; Smaoui  et al . 65  examined epoxy resin/zinc oxide 

nanocomposites, concluding that the magnitude of the space charge den-

sity in the epoxy nanocomposite samples has increased compared with the 

unfi lled polymer.   

  8.3     Development of nanodielectrics 

 A feature that is evident in the account of properties is that there are 

numerous examples in the literature which demonstrate contradictory 

trends. Undoubtedly, the reason for this is that differences in material 

processing methodology have generated materials that are structurally 

different, even when superfi cially they appear equivalent. This a key 

challenge in the future development of nanodielectrics, for their reliable 

technological use relates to (a) the development of reliable processing 

strategies, and (b) means by which the resulting materials can be ade-

quately characterized. 
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  8.3.1      Processing of nanodielectrics 

 Many different strategies have been developed to generate systems com-

posed of nanoparticles dispersed within a polymeric matrix, the most direct 

of which involves combining the chosen fi ller material in the form of nano-

particles and mixing it with the required matrix polymer in liquid form 

in some continuous process, such as extrusion, or via batch mixing. When 

adopting such a strategy, a key issue concerns the interactions that occur 

between the polymer and the nanofi ller, plus any added solvent. As with 

any mixing process, if the mixed system is to be thermodynamically stable, 

then the Gibbs function of the mixed system must be less than that of the 

two separate components. So, for example, polar water and non-polar oil are 

immiscible, unless a surfactant is added. This analogy has much in common 

with many polymer nanocomposites, where the desire is to introduce polar 

nanoparticles into a non-polar polymer. 

 Epoxy resins are technologically important materials and, to aid disper-

sion of materials such as nanoalumina, silane compatibilizers are often used 

to increase interactions between the two components, and thereby ease dis-

persion, which is often accomplished through combinations of high shear 

mixing and sonication, with or without added solvents, which are used to 

adjust the viscosity of the system. 66–68  An example of these effects is shown 

in Fig. 8.9, which shows transmission electron microscopy (TEM) images of 

a well-dispersed surface-treated nanofi ller in resin (a sol–gel sourced nano-

silica system) with a non-surface-treated nanoalumina in epoxy, which pro-

duces dendritic aggregation at a microcluster level. 32       

 An area where management of the interactions between the polymer 

and the nanofi ller is particularly important is in connection with nanocom-

posites based upon polar clay-like systems. Since clays initially exist in the 

form of aggregates of sheets, processing of the nanocomposite must break 

up these primary objects and disperse the constituent layers (exfoliate) into 

the host matrix. In the case of polar materials such as polyamides, the exis-

tence of intrinsic clay/matrix interactions assists in dispersion but, for non-

polar polymers such polyethylene, it is necessary to modify the fi ller and/

or the host matrix. Clays are generally modifi ed by replacing the sodium 

cations that reside within the interlayer galleries with appropriate compati-

bilizer molecules, which resemble surfactants. That is, they are composed of 

a polar head group, which interact with the clay, plus an organophilic tail 

which interacts with the polymer. The structure of the molecule must be 

carefully designed if optimal behaviour is to be achieved. 69–71  Additionally, 

the introduction of some polar character into the polymer can also be ben-

efi cial, such as the grafting of maleic anhydride into the polar backbone 72–74  

or through copolymerization with a suitable polar monomer. 75–77  Although 

such chemical modifi cation eases processing and dispersion of the clay 
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platelets, if the resultant polymer/nanofi ller interactions are insuffi cient re-

aggregation can occur. 78  

 One possible mechanism by which nanofi llers become dispersed within 

a polymer matrix involves the initial diffusion of polymer molecules into 

the interlayer galleries (intercalation), such that interlayer adhesion is 

decreased and adjacent layers are more easily separated. A problem with 

this concerns the sheer size of the polymer molecules and, therefore, an 

alternative strategy is to diffuse monomers into interlayer galleries and 

polymerize them  in situ . Although an appealing approach, it is subject to a 

number of constraints, related to the compatibility of polymerization cata-

lysts and aluminium silicate systems, which is often low, and the fact that the 

fi ller and polymerization chemistries are often incompatible. Nevertheless, 

such problems can be overcome and numerous systems have been pro-

duced successfully, 79–81  although post-synthesis re-aggregation processes 

can still occur if the resulting system is not appropriately stabilized and if 

the kinetics allow. 

 An extension of the idea of  in situ  production of polymer molecules 

described above is the formation of nanoparticles within a polymeric host 

using sol–gel chemistry. In this, appropriate metal alkoxide monomers are 

reacted together to form nanostructured polymer/ceramic composites; the 

 in situ  production of nanosilica from tetra-alkoxysilane in the presence of 

 8.9      Comparison of well distributed nanosilica in epoxy resin – TEM 

images of a cured resin sample with 5% b.v. SiO 2  nanoparticles 

produced in a sol–gel dispersion route (top micrograph) with low level 

clustering and dendritic aggregation (bottom micrograph) – TEM – 5% 

b.w. nanoalumina in an epoxy resin.  
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polar polymers that readily hydrogen bond with the evolving silica phase 

has been studied extensively. 82–84  For non-polar polymers, compatibility is 

again an issue, and common strategies to overcome this involve the use of 

amphiphilic solvents, the introduction of appropriate chemical functionality 

into the evolving silica phase through the use of silane coupling agent, or 

chemical modifi cation of the polymer. 85–87  Alternative nanofi llers that have 

been generated using similar chemical routes include titania, 88  alumina 89  

and zirconia/silica. 90  Finally, it is possible simultaneously to polymerize the 

polymer and use sol–gel chemistry to form the nanofi ller, provided the two 

polymerization reactions are non-interacting. This is particularly important 

from the technological perspective in connection with the production of 

nanostructured epoxy resins. 91–93   

  8.3.2      Characterization of nanodielectrics 

 A central theme of the preceding section has been strategies to produce 

uniform dispersions of nanoparticles with the host matrix. The discussion 

of breakdown behaviour, for example, has clearly shown that where this is 

not achieved, material properties are degraded not enhanced by the inclu-

sion of nanoparticles. Many efforts to understand the dielectric response 

have focused on the role of the interphase, which is also inextricably linked 

with the issue of particle/matrix interactions and therefore dispersion. If the 

undoubted potential of nanodielectrics is to be realized technologically, it is 

of vital importance that we understand the nature of nanodielectric inter-

phase regions and can determine and control the dispersion state of the 

nanofi ller. Further, without the ability to characterize the critical features 

that make up a nanodielectric a gamut of questions, ranging from the eso-

teric physics of these materials to practical issues of quality control during 

manufacture, will remain unanswerable. Many different techniques have 

been employed in the study of nanocomposites, each of which provides a 

complementary view of the system; for convenience, these are discussed 

below under the headings of spectroscopy, microscopy and scattering. 

  Spectroscopy . Infra-red (IR) and Raman spectroscopy both provide infor-

mation about the vibrational modes of molecules, which are determined by 

the constituent functional groups and their local environment. Consequently, 

these techniques have been used to study many nanocomposite systems 

and have demonstrated that spectral alterations occur in response to poly-

mer/nanofi ller interactions. In polyamide/organoclay systems, reductions in 

the intensity of the IR organoclay hydroxyl bands have been observed on 

introducing the clay into the polymer, 94  while additional IR spectral fea-

tures in the region 960–1140 cm −1  associated with MMT/polymer or MMT/ 

compatibilizer interactions have been reported for polyethylene/MMT 
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nanocomposites. 95  It has been suggested that Raman spectroscopy can be 

used to provide information pertaining to disorder and particle size. 96  In 

the case of nanocomposites containing CNTs, shifts in the position of the 

Raman G and D bands of sp 2  carbon have been associated with polymer/

CNT interactions. 97  Jeon  et al . 98  have also suggested that in their high den-

sity polyethylene (HDPE)/CNT systems, the Raman breathing mode close 

to 266 cm −1  is related to individual CNTs, while another at 232 cm −1  origi-

nates from aggregates. 

 Nuclear magnetic resonance (NMR) spectroscopy probes unpaired 

nuclear spins and is a sensitive probe of the chemical environment of cer-

tain target nuclei. The Fe 3+  ions that are present in MMT as impurities affect 

the proton relaxation time in the polymer and, consequently, the better the 

MMT dispersion, the more the proton relaxation time is affected, providing 

a measure of nanofi ller dispersion. 99  Arantes  et al . 100  used  13 C NMR spec-

troscopy to study styrene-butadiene rubber (SBR)/titania nanocomposites, 

reporting signifi cant shifts in peak positions, which are associated with poly-

mer/nanoparticle interactions. Electron spin resonance (ESR) spectroscopy 

(the electronic analogue of NMR) has been used to probe both interfacial 

interactions and consequent changes in molecular dynamics. ESR studies 

of the photochromic behaviour of nanometric polyoxometalates (POM) in 

polyvinyl alcohol (PVA) have revealed evidence of charge transfer between 

the PVA and the POM during UV excitation. 101  Miwa  et al . 102  studied spin-

labelled nanocomposites of poly(methyl acrylate) (PMA) containing syn-

thetic fl uoromica, and showed that in well-dispersed systems, polymer/

nanofi ller reduces the local chain mobility, resulting in a rigid interface 

region that extends ~10 nm into the polymer. Finally, X-ray photoelectron 

spectroscopy (XPS) studies of PMMA/kaolinite systems have revealed 103  an 

increase of 0.6 eV in the oxygen 1s energy as a result of hydrogen bonding 

between the polymer and the nanofi ller, while changes in the silicon 2 p  peak 

were associated with exfoliation. 

  Microscopy . Since the dimensions of nanoparticles are considerably less 

than the wavelength of visible light, electron microscopy is most commonly 

used to probe the structure of nanocomposites in real space. Of these, the 

most widely used approach is TEM as shown in Fig. 8.9, since the difference 

in electron density between nanofi llers and the surrounding matrix poly-

mer provides a readily accessible contrast mechanism. Many issues asso-

ciated with nanofi ller dispersion have been examined, such as the effect of 

vinyl acetate comonomer content on nanofi ller aggregation in EVA/zinc 

aluminium layered double hydroxide (LHD) systems, 104  and the distribu-

tion of zinc oxide nanoparticles within PMMA. 105  However, while bright 

fi eld TEM is well suited to imaging the location of the nanoparticles, it can-

not provide information pertaining to the effect of the nanoparticles on 
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the  morphology of a semicrystalline matrix or partition of the nanofi ller 

between the different phases of an incompatible blend. 106  

 Alternative techniques can be used to obtain supplementary informa-

tion: high resolution TEM (HRTEM) has directly revealed disordered 

surface layers 1–5 nm in thickness on TiO 2  nanoparticles after grafting 

a compatibilizer onto the surface; 107  selected area electron diffraction 

(SAED) has been used to show that, in systems based upon polysty-

rene and graphite nanosheets, 108  processing affects the crystallinity of 

the nanofi ller; energy fi ltering the transmitted beam has been shown to 

enhance image quality in studies of a vinyl ester resin containing POSS 

nanoparticles. 109  

 While scanning electron microscopy (SEM) cannot produce images with 

as high a resolution as TEM, the relatively straightforward sample prepara-

tion and the ability to survey large areas can more than offset this. However, 

in most cases, imaging in SEM relies upon surface topography and, there-

fore, some sample preparation is required (a) to reveal a representative 

internal surface, and (b) to ensure that the included surface features pro-

vide meaningful structural information. The simplest sample preparation 

approach that meets both of these requirements is cryo-fracture; that is, 

fracture below the glass transition temperature of the material. An example 

is shown in Fig. 8.10. This has been used with success in studying many dif-

ferent nanocomposite systems. 110–112       

 An alternative approach is to cut open a sample using a microtome and 

then to etch 113  the exposed surface to induce structural detail – an example 

of this is shown in Fig. 8.11 for polyethylene containing montmorillonite 

(MMT). 115  Wang  et al . 114  used cryo-fracture in concert with solvent etching 

(exposure to boiling toluene) to examine rather complex rubber toughened 

poly(trimethylene terephthalate) organoclay ternary nanocomposites; in 

this case, the objective of the approach was specifi cally to extract the rubber 

phase to re-examine both the phase structure of the matrix and partition of 

the organoclay between the two polymers, while Green and Vaughan 115  used 

a true permanganic etchant to study simultaneously the morphology of an 

HDPE/LDPE blend and the dispersion of MMT within the system; a typical 

result is shown in the SEM image of Fig. 8.11.      

  Scattering . Scattering techniques complement the real space techniques 

described above in that, while they intrinsically provide statistically repre-

sentative data, it is not possible to infer a unique real space structure from 

a diffraction pattern because in recording these intensity data, phase infor-

mation is lost. Consequently, for systems that possess low degrees of order, 

idealized equations such as the Bragg equation should be used with extreme 

caution. For example, X-ray scattering is routinely used in the study of clay-

based systems to gauge the aggregation state of the nanoclay. While shift 
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in peak position can reasonably be related to the intercalation of mono-

mer, polymer or compatibilizer molecules, 116–118  it is questionable to con-

clude that  ‘ in the absence of diffraction peaks (indicate) the silicate layer 

are completely exfoliated ’ . 119  

 G â rea  et al . 120  used wide angle X-ray scattering (WAXS) and TEM to 

study the structure of polybenzoxazine/MMT nanocomposites; although the 

WAXS data do not include any sharp peaks, the TEM clearly reveals exten-

sive MMT aggregates. Small angle X-ray scattering (SAXS) concerns radi-

ation scattered by a sample at lower scattering vectors and, consequently, 

provides data about larger structural dimensions. Guinier analysis (plot-

ting ln  I(q)q  2  vs  q  2 ) of SAXS data obtained from poly(butyl methacrylate)/

 8.10      Comparison of the surface texture of fracture surfaces in an 

unfi lled epoxy (upper) and a system containing nanosilica (lower). In 

addition to revealing larger nanoparticles directly, the fracture process 

also generates a different surface texture in the latter case.  
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MMT nanocomposite latexes has been interpreted to give the thickness 

of the constituent MMT platelets and the radius of gyration of the struc-

ture. 121  In this case of polyester/exfoliated graphite nanocomposites, plots 

of log  I(q)  against log  q  were interpreted as showing that the graphite lay-

ers existed with a fractal structure of dimensionality 2.0–2.3. 122  While X-ray 

scattering is an electronic process, neutron scattering is a nuclear process 

and, consequently, involves very different contrast mechanisms. Jouault 

 et al . 123  used small angle neutron scattering (SANS) to probe the structure 

of polystyrene–silica nanocomposites. A log–log plot of corrected scattering 

intensity against scattering vector gave a  q   −4   dependence at intermediate  q  

values, indicating a sharp well-defi ned interface between the nanosilica and 

the matrix, while analysis of the data obtained at smaller scattering vectors 

suggested that the nanosilica exists as fractal objects of dimensionality 2.5. 

Similar experiments on polyethylene oxide (PEO)/laponite hydrogels gave 

a fractal dimensionality of 2.6–2.8. 124    

  8.4     Impact of advanced dielectric materials 

 In this section we discuss the primary drivers for, and likely impact and ben-

efi ts of, nanodielectric materials in electricity transmission and distribution 

systems. 

 8.11      A permanganically etched polyethylene blend containing MMT. 

Large MMT tactoids can be clearly seen together with the lamellar 

texture of the polymer matrix. In this case, crystallization of the 

polyethylene has been markedly perturbed by the presence of the 

nanoclay, smaller aggregates of which cannot clearly be distinguished 

from the surrounding polymer lamellae.  
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  8.4.1      Primary transmission and distribution drivers 

 The key engineering drivers for high voltage equipment performance aris-

ing from enhancement of physical properties and performance based on 

nanodielectric materials fall into the following categories:

       Increased electric strength and voltage endurance enable higher volt-• 

age stress, leading either to potentially more compact insulation systems 

and/or longer life insulation systems. The latter are subject to maintain-

ing quality of materials and insulation system manufacture.  

      Increased thermal stability and thermal conductivity materials enable • 

higher power densities to be achieved through higher current and ther-

mal ratings. Provided the heat transfer constraints of individual high 

voltage (HV) equipment and their surroundings are not limited, the 

improved thermal performance of insulation materials may have a sig-

nifi cant impact on equipment design and operation. This could facilitate 

enhanced network fl exibility and fl exible alternating current transmis-

sion systems (FACTS) capability, and control over equipment footprint 

arising from more compact insulation systems for the same power density 

or increased power density for the same footprint. Greater emergency 

overload power ratings would also be possible. Higher thermal stability 

would support higher thermal classifi cation, such as moving from class F 

to H, with consequential increases in both continuous and peak operating 

temperatures.  

      Increased PD and surface corona resistance may also be possible, and • 

this would support more defect and fault tolerant insulation systems, 

leading to longer life insulation systems. It would also enable higher 

surface electrical stresses to be achieved, supporting smaller equipment 

footprints.  

      In some cases the potential ability to control internal space charge and • 

conduction would lead to more enhanced and tolerant high voltage 

direct current (HVDC) insulation systems and improved stress grading 

reducing the risk of bulk discharge and surface corona.  

      Enhanced static and dynamic mechanical properties may support • 

improved static and impact/impulse mechanical strength leading to 

higher component stressing or reduced component size particularly 

in air and gas insulated switchgear, in bushings and in cable joints and 

terminations.  

      Enhanced multi-stress performance – linking materials design to HV • 

equipment design and improved asset operation capability under over-

load conditions.  

      For certain materials types it may also be possible to obtain enhanced • 

fi re performance with higher ignition temperatures and lower heat 
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release rates providing lower fi re risk materials and lower potential for 

collateral fi re damage.     

  8.4.2      Examples of potential impact 

 The primary benefi ts for high voltage equipment are in practice derived 

from enhancements in physical properties and performance. The follow-

ing examples, taken from a recent consideration of application benefi ts by 

the authors in discussion with equipment manufacturers and utilities, are 

intended to give a fl avour of what might be achieved:

   An increase by a factor of 10–100 in voltage endurance and a factor • 

of 3–10 in electric strength could allow an increase in voltage stress by 

a factor of between 3 and 10 if the threshold fi eld for rapid electrical 

breakdown of close to 20 kV/mm is avoided.    

   In switchgear this could potentially reduce the equipment insula-

tion thickness by a factor of 1.5–3 or footprint by a factor of 30–50% in 

the absence of constraints to maintain conductor size to contain power 

losses.  

   An increase in composite insulation thermal conductivity from 0.3 to • 

between 0.5 and 1 W/m/K could increase the power density of equip-

ment components by a factor of 1.5–2.0. For the same power rating this 

could reduce the size of the equipment by up to 25% or more if no seri-

ous external heat loss constraints exist.  

  An increase of a factor of 3–5 may be achieved in PD and surface corona • 

resistance in a variety of epoxy composite materials used in barriers and 

bushings. This could extend the lifetime of these components by poten-

tially a factor of 2 or more. For the same lifetime the surface electric 

stress may be increased by a factor of 2 or so. Such an increase may 

enable shorter bushing and insulator lengths to be achieved consistent 

with maintaining fl ashover constraints.  

  In the fi eld of electricity generation, work on turbo-generators has been • 

conducted by various manufacturers targeting the redesign of the mica 

tape-based groundwall insulation system which is impregnated with 

epoxy resin to increase the thermal conductivity and reduce the insula-

tion tape thickness while increasing the voltage endurance. Such multi-

functional layered insulation systems have some common ground with 

insulation systems in bushings and barrier systems in transformers.    

   In the groundwall case an increase in thermal conductivity from 

close to 0.3 W/m/K to a higher performance range of 0.5–1 W/m/K, 

and an increase in thermal classifi cation from class F to class H, and 

also an increase in fi eld strength from 2.5 to 4 kV/mm or more provides 
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signifi cant opportunity to increase stator current ratings and to reduce 

the footprint of generator stators, not withstanding rotor constraints. 

 In all cases the ability to engineer materials using known materials design 

rules related to actual applications will enable new equipment insulation 

design options to be explored to optimize the operational profi le of the 

equipment. The latter include multi-functional enhancements with reduced 

trade-offs centering on enhanced power ratings and/or reduced HV equip-

ment footprint, and higher electrical stresses vs lifetime and insulation 

thickness.  

  8.4.3      Potential operational benefi ts 

 A power utility could benefi t from these enhancements in several ways 

related to both the specifi ed capacity and the operational fl exibility of high 

voltage equipment. For example:

   Increased continuous, switching and emergency current ratings.  • 

  Higher power density equipment or smaller footprint assets to assist • 

network reinforcement and to aid replacement and retrofi tting.  

  Longer insulation lifetime and insulation system more tolerant to cur-• 

rent and voltage overloads.  

  Enhanced fl exibility in network operation particularly under emergency • 

overload conditions.  

  Greater resistance to power electronic system harmonics particularly in • 

systems containing HVDC technologies.  

  Lower capital costs for civil works and lower whole life investment and • 

operational costs – some linked to increased reliability.  

  Greater fl exibility in network design, planning and consents.  • 

  Higher retained asset value and operational effi ciency.      • 

  8.5     Challenges and future trends 

 Over the last decade or so, the concept of a nanometric dielectric has 

grown from a topic of pure research interest to one that is nearing practical 

deployment because of the signifi cant opportunities that they undoubtedly 

could provide. However, three signifi cant questions need immediately to be 

addressed:

   1.     Do we understand enough about the mechanisms by which pristine nan-

odielectrics function to be able to use them reliably in a manufacturing 

environment?  
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  2.     Do we have enough quantitative structure–process–property relation-

ship information to create materials design rules for the design of next 

generation nanodielectric insulation systems?  

  3.     Do we understand enough about the long-term behaviour of these mate-

rial systems to be confi dent that any benefi ts they bring when pristine 

will be retained throughout the service life of the device within which 

they are deployed?    

 This review has sought to show that nanodielectrics can exhibit enhanced 

properties, but that even when being examined in laboratory environments, 

contradictory data has been reported. The reasons for this are two-fold. First, 

optimal processing routes have not yet been defi ned for most systems, such 

that different workers employ different sample preparation procedures to 

manufacture materials, which they then describe in identical ways. If, for 

example, we consider say, a 5 wt% of nanosilica is in an epoxy resin, what 

factors could infl uence the properties of such a material?:  

   The mean size of the nanosilica.  • 

  The size range of nanosilica particles.  • 

  The aspect ratio of the nanosilica.  • 

  The crystallinity and stoichiometry of the nanosilica.  • 

  The dispersion state of the nanosilica.  • 

  The surface chemistry of the nanosilica and its infl uence on the inter-• 

phase region.  

  The infl uence of the nanosilica surface chemistry on the epoxy resin cur-• 

ing reaction and fi nal network chemistry and structure.    

 The above list is not meant to be comprehensive and, equally, many of the factors 

listed will, probably, have minimal impact. But, which are important and which 

can be ignored? Without answers to such questions, it is diffi cult to use nanodi-

electrics reliably in a manufacturing environment and impossible to decide on 

the impact of, say, a material supplier subtly changing the nature of the nano-

particles they supply in the years to come. Thus the fi rst major challenges that 

we would highlight concerns the need to develop appropriate methodologies 

for the reliable and reproducible processing of nanodielectrics and appropriate 

characterization tools to enable raw materials and fi nished compounds to be 

adequately characterized. We do not believe that either exists at present. 

 Many of the most fundamental aspects of nanodielectrics are related to 

the enormous specifi c surface area of nanometric objects and the effect that 

this will have on the adjacent polymer. In the short term, this is believed 

to be strongly related to changes in macroscopic properties; it is easy to 

visualize how the existence of interfacial charges could lead to enhanced 
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dissipation of space charge – a most desirable characteristic in, for example, 

a high voltage DC plant. But are these interfaces stable? The discussion 

of processing makes clear that considerable efforts need to be expended 

to disperse nanoparticles effectively into polymers because, fundamentally, 

many nanoparticles are thermodynamically incompatible with many poly-

mers. In which case, how will these interfaces age and what effect will pen-

etrant molecules such as water have over extended periods? In the case of 

nanoclays, for example, signifi cant quantities of amphiphilic compatibilizers 

are required to promote exfoliation; this strategy seems entirely counter to 

the desire to use  ‘ superclean ’  materials in many high voltage applications. 

 Assuming that appropriate characterization protocols can be developed to 

allow the reliable processing of nanodielectrics that are stable over decades, 

then the potential that this would offer for the active design of nanodielec-

trics is enormous. For example, thus far, few attempts have been made to 

produce and study multi-component dielectrics – the addition of a single 

type of nanofi ller to a single polymer is generally complicated enough. But, 

surely, the next step is to design material systems through the addition of 

Filler A to improve thermal conductivity, in concert with some of Filler B, 

say, to give improved resistance to surface discharge erosion. The concept 

of engineering the surface chemistry of nanoparticles also seems ripe for 

exploitation; thus far, the surface of nanoparticles has only been modifi ed, 

rather crudely in most studies, as a processing aid. But why not tag the nano-

particles, prior to their introduction into the host matrix, in order to produce 

a nanostructured, functional material?  

  8.6     Conclusion 

 The term nanometric dielectric, or nanodielectric, was fi rst coined as recently 

as 1994 and, therefore, the fi eld of research is a relatively young one. It is 

also signifi cant in that, despite the inherent conservatism of the industries that 

manufacture and operate high voltage equipment, the concept has grown rap-

idly to the point where practical deployment is being actively pursued. In this 

review we have sought to illustrate the current state of understanding of these 

complex material systems, which offer many possibilities. However, while we 

accept that the concept of nanodielectrics does have enormous potential, we 

equally believe that a number of critical questions still remain to be answered 

if reliable engineering application of these materials is to be realized.  

  8.7     Sources of further information and advice 

 Numerous review articles exist that describe specifi c aspects within the 

broad general area nanocomposites, such as material subclasses (such 

as layered silicates 2 ) or preparation routes. 125–129  Interest in the topic of 
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nanodielectrics has only really taken off since the early 2000s and, there-

fore, relatively few reviews exist that address this specifi c topic in a man-

ner that is comprehensive, critical and up-to-date. The reviews by Tanaka 

 et al ., 130  Tanaka 131  and Cao  et al . 132  provide an interesting historical perspec-

tive while the composite article by Frechette  et al . 133  provides an intriguing 

melange of perspectives provided by researchers active in nanodielectrics 

in 2010. A rather more extensive work on nanodielectrics has been pub-

lished as a result of the activities of CIGRE Working Group D1.24; 134  this 

article runs to some 115 pages and considers many different aspects of 

these materials, while the recent review by Li  et al . focuses exclusively on 

dielectric breakdown. 135  However, probably the most coherent, contempo-

rary reference work currently available relating to dielectrics is  ‘  Dielectric 
Polymer Nanocomposites  ’ , edited by J.K.Nelson, that was fi rst published 

in 2010. 136   
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 Superconducting fault current limiters 

and power cables   

    W.   HASSENZAHL,     Advanced Energy Analysis, USA       

   DOI : 10.1533/9780857097378.2.242 

  Abstract : This chapter addresses the technology of superconducting 
power cables and superconducting fault current limiters (FCL). The 
fi rst part of the chapter is a general summary of the electric power grid. 
This sets the stage for a discussion of the historical development of 
superconducting AC and DC cables, which begins with low temperature 
superconductor (LTS)-based systems. It then describes the present status 
of superconducting cable technology and summarizes some of the major 
programs around the world. Whereas power cables may be thought of as a 
replacement for conventional power system components, FCLs and fault 
current controllers (FCC) have no conventional equivalent in the power 
grid. Several conceptually different FCL designs are described. The status 
of their development and installation on the power grid are described. 

  Key words : electric power, power grid, power cable, AC power cable, 
DC power cable, fault current limiter, fault current controller, high-
temperature superconductor (HTS), low temperature superconductor 
(LTS). 

  Note:  This chapter is a revised and updated version of 
Chapter 8 ‘Superconducting fault current limiters and power cables’ by 
W. Hassenzahl, originally published in  High temperature superconductors 
(HTS) for energy applications , ed. Z. Melhem, Woodhead Publishing 
Limited, 2012, ISBN: 978-0-85709-012-6. 

    9.1     Introduction 

  9.1.1      Background 

 Shortly after superconductivity was discovered in 1911, many in the budding 

utility industry thought that it might provide a boon to the electric power 

industry, just as the development of undersea cables had increased world-

wide communications in the late nineteenth century. That did not happen. 

In fact, the fi rst half century after the discovery of superconductivity saw 
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little progress in material characteristics that would allow them to compete 

with conventional materials. In particular, they did not have the ability to 

carry suffi cient current to allow the design and construction of effective 

electric power devices. That changed in the early 1960s with the discovery 

of Nb-Ti and Nb 3 Sn, and the subsequent development of conductors based 

on these materials. The discovery in 1986 of the HTSs caused a boom in 

interest in a variety of superconductor-based applications. After a period of 

hype, researchers settled down to a marathon of activities on superconduct-

ing materials and a variety of applications. 

 Today, some HTSs have current densities as great as 100 times that of 

copper, and have zero resistance in DC operation. These capabilities pro-

vide superconducting power applications several potential advantages over 

conventional devices, including higher effi ciency, smaller size, and reduced 

weight. In addition, superconductors have the unique capability of changing 

between the superconducting state and the normal state under controlled 

conditions. This phase change, in which their resistivity can change by sev-

eral orders of magnitude, provides an additional possibility for applications 

that are beyond the realm of conventional materials. As a result, today, there 

is an ever-increasing promise of real power applications based on supercon-

ducting materials.  

  9.1.2      The electric power grid 

 Although the electric power grid is seemingly familiar to many, few are 

aware of the level of complexity built into it and the critical need for stabil-

ity and reliability. It is a very complicated interactive system with a variety of 

controls, checks, and balances that generally allow it to operate smoothly. A 

great deal more information is needed to understand why  ‘ we, the users, can 

expect to fl ip a switch and see the lights go on ’  (Hassenzahl, 2005). An in-

depth study of the electric power grid is a lifelong challenge. Here, we look 

at a few grid characteristics before moving on to HTS power applications. 

 It has been claimed that the North American Power Grid is the largest 

machine in the world. Power grids, and other large machines, function effec-

tively because of controls, which are, in general, based on maintaining sev-

eral parameters within small tolerances. One of the most critical parameters 

in the power system is the nominal frequency of transmitted electric power, 

which is usually 50 or 60 Hz. Figure 9.1 is a graphic modifi ed from Eto  et al ., 
(2010) of how various actions are taken to assure the proper frequency of 

the grid. Various mechanisms are in place to maintain that frequency over 

several temporal regimes. In the short term, seconds to minutes – and for 

small frequency variations – the power output of generators is adjusted. 

For greater frequency changes, a variety of approaches are used. One novel 
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approach is to use rapid response fl ywheel storage energy systems. Because 

the possibility of loss of a generator or a line from a generator to the grid, 

government power regulating organizations require a certain fraction of the 

power generation that is online at any given time to be spinning, but not 

delivering power. This is referred to as spinning reserve and companies that 

can supply spinning reserve are paid a premium for their maintaining that 

capability. For extreme frequency adjustment, the utilities shed load via pre-

arranged contracts with major users.      

 On a longer term, minutes to hours, the frequency is controlled by ramp-

ing generation up or down to accommodate the forecast load. This latter 

control is often referred to as dispatch or, somewhat more correctly, eco-

nomic dispatch. The term economic is used because the utility prefers to 

use the most economi – and usually the most effi cient – form of generation 

that is available at any given time. This dispatch mechanism requires some 

anticipation of the expected load. For example, in anticipation of the morn-

ing power demand, power generators that are not needed during evening 

and nighttime hours, and which require some time to reach full power, are 

carefully ramped up. Dispatch does not require a rapid response and, for 

many years was accomplished manually by engineers in a central control 

facility of each local utility. As computer controls became more effective, 

economic dispatch was taken over by electronic components, though often 

Frequency range
following the sudden
loss of generation

Frequency
control
actions

Frequency
control
actions

Generation

Frequency range
during normal

operation

Under-frequency
Load shedding

Load

60.0260 59.98
59.90

60.02
60.01

60
59.99
59.98

59.85
59.80
59.75
59.70

 9.1      Simplifi ed concept of frequency regulation and what controls 

are used to maintain frequency at the nominal value. The level of 

the  ‘ water ’  represents the frequency. Normal load and generation 

variations are such that the nominal of 60 Hz frequency seldom varies 

by more than  ±  0.02 Hz. Generators are controlled for adjustment. 

Should greater frequency variation occur, usually when generation is 

lost and the frequency decreases even more, additional controls are 

needed. These include using the spinning reserve, adding additional 

generation or using a fast response energy storage system. Ultimately, 

if the frequency drops below a prescribed level, the utility sheds load.  
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the generation and load mix remained the same. While mentioning dis-

patch, it is important to comment on renewables such as wind and solar. 

Neither is dispatchable in the traditional sense, and wind in particular can 

cause considerable upset to the normal operation of the grid where there 

is high penetration, i.e., where they produce a signifi cant fraction of the 

power. Finally, on a daily basis, usually at a period of low load near mid-

night, the power output of a signifi cant fraction of controllable generators 

is adjusted to achieve a small frequency error so that the total number of 

cycles during each day is precisely 216 000 for a 60 Hz system and 180 000 

for a 50 Hz system. 

 Here we only address large power systems, but utility grids do not exist 

in many areas. Remote communities operate power systems without ties to 

an extended power grid (this is often referred to as an island, and the pro-

cess is referred to as islanding). In addition, some large ships today require 

the equivalent of a small power grid for their operation. In some cases, even 

the propulsion system consists of an electric motor directly coupled to the 

propellers. 

 It is one thing to know about some characteristic of the power grid, but 

that does not provide us with a true understanding of what happens in the 

conversion of potential, chemical, solar, wind, wave, tidal, or nuclear energy 

into the power that is delivered to us for use on an almost instantaneous 

basis. To explore more deeply, we must follow the energy from the original 

source to the ultimate user. 

 Electrical energy is not available in nature. It must be produced by con-

version from some other energy source, such as the thermal energy from 

the combustion of a fossil fuel, the potential energy in the water in a dam, 

etc. The method of electricity production from most energy sources is by 

converting heat to rotary mechanical motion. However, only a fraction of 

the initial energy is converted to rotary motion. The effi ciency of that con-

version is determined by various thermodynamic processes. In particular, 

most of our electricity comes from fossil and nuclear sources, which produce 

a high temperature. The effi ciency of the production of electricity is deter-

mined by the upper temperature and the lower temperature in a turbine. 

This relationship is referred to as the Carnot effi ciency (Moran and Shapiro, 

2003). Generally, the effi ciency of gas and steam turbines is in the range of 

30–50%. Hydroelectric power generation is 85–90% effi cient. The United 

States, Europe, and Japan use almost all the water available to produce elec-

tricity. Brazil and Paraguay share the 12.6 GW hydroelectric facility at the 

Itaipu dam on the Parana River. Brazil uses even more than their share of 

the electricity generated by purchasing some of Paraguay’s share. China has 

recently developed the Three Gorges facility with a capacity of 18.2 GW. 

Each of these has several times the power capacity of the largest hydroelec-

tric facilities in the USA, such as Boulder (or Hoover) Dam’s 2.08 GW. 
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 Additional sources of energy are wind and solar. They will eventually 

become important sources of electricity but, in the near term, they continue 

to have their own sets of barriers to large-scale implementation. They are 

both relatively ineffi cient. Commercial solar cells can convert 10–15% of 

the normally incident light into electricity. The fi lling factor of most solar 

confi gurations reduces that to between 8 and 10%. Note that some exper-

imental cells have up to 40% conversion effi ciencies. However, there is no 

clear path to their commercial production at a reasonable cost. Under opti-

mum conditions, wind generators can convert about 35% of the energy that 

passes through them into electricity. However, they do not intercept a great 

fraction of the wind that is passing by, and the wind is intermittent. 

 In most cases, electricity is created in a rotating generator, and a trans-

former steps the voltage up to a level appropriate for long-distance trans-

mission. Near the end of its journey to the user, the voltage is transformed to 

a level that is appropriate for local distribution systems, and is carried to the 

site of use by a distribution line or an underground cable. Along the energy 

fl ow path, the controls and feedback systems mentioned above ensure the 

near-continuous operation of the power grid. That is true even under many 

upset or fault conditions. For example, a large generator may fail or need to 

be taken out of service unexpectedly, or a signifi cant load may drop from 

the grid. The former would tend to cause the frequency to decrease and the 

latter would cause it to increase. In addition, lightning may strike a power 

line or a transformer, trees may fall on power lines, overheated lines may sag 

during overload conditions and arc to ground, vandals may shoot the insu-

lators on transmission lines, etc. These situations cause not only frequency 

variations, but signifi cant disruption of power fl ow and service to small, and 

occasionally to large, areas. 

 Most generators are over 99% effi cient in the conversion of rotational 

energy into electricity. The high effi ciency is, in part, a result of their com-

pact size, which is possible because they use iron and can operate with a 

small separation between the stationary and rotating parts. One result of 

this design is that generators work best at modest voltages – in the 10–50 

kV range. Transformers have losses that are typically less than 0.5% of the 

energy that passes through them. Because of these two facts, for most of the 

twentieth century, AC was essentially the only widespread form of electric-

ity. Today it is straightforward to convert AC electricity to DC electricity 

and vice versa. Thus the utility and the user have a choice of form of electric-

ity used in any situation and in any part of the grid. High-voltage DC power 

lines are used in many situations to transmit large quantities of power over 

long distances. 

 Nearly 10% of the electrical energy is dissipated in the path from gener-

ator to user. Though this may seem to be a small fraction of the total, it is 
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an enormous quantity of energy. Future technical improvements, including 

superconductivity, can hope to save only a portion of this 10%.  

  9.1.3      Superconductors in the power grid 

 In principle, superconductors could replace conventional conductors in the 

existing components. However, conventional power technology has become 

highly sophisticated over the past century, so that existing power system ele-

ments are effective, effi cient, economical, and, most importantly, simple and 

easy to use. These attributes, combined with large-scale production, deliver 

economical functionality and present a signifi cant challenge to the introduc-

tion of any new technology (Haldar and Abetti, 2011). 

 After type II superconductors became a practical reality in the 1960s, 

some early programs explored the power applications such as generators, 

cables, transformers, and motors. In the same period, new concepts with no 

conventional equivalent, such as fl ux pumps for converting power and charg-

ing high-current magnets, superconducting magnets for energy storage, and 

FCLs were suggested. Designing superconducting devices with the same 

capabilities as existing conventional systems is a tremendous challenge. In 

addition, only in the last decade have HTS materials become available that 

can operate at the temperature of liquid nitrogen. The requirement is that 

they support high-current densities and have the ability to operate in the 

magnetic fi elds found in power applications such as generators, motors, and 

Superconducting Magnetic Energy Storage (SMES). 

 Several other criteria must be met by superconductors to make them an 

effective part of most power applications. In particular, several mechanisms 

in the superconductors themselves and in the combined structure of a super-

conductor and normal metal convert electrical energy to heat. These include 

simple resistance, hysteresis losses, coupling currents, and eddy currents 

(Wilson, 1983). Whereas losses in conventional conductors are removed at 

near ambient temperatures by conduction or convection, losses in supercon-

ductors occur at cryogenic temperatures and must be removed by a refriger-

ator. Just as the Carnot effi ciency determines the effectiveness of converting 

heat into rotational energy, it also determines the thermodynamic effi ciency 

of removing heat from a cryogenic environment (Hassenzahl, 2006). In addi-

tion, refrigeration systems only function at a fraction of ideal. As a result, 

depending on the temperature at which the heat is generated and the total 

amount of heat, the room temperature electrical energy required to remove 

the heat may be 10–50 times as large as the thermal energy itself. The impli-

cation is that if effi ciency is an important factor, the superconducting system 

must be 15–50 times as effi cient as the conventional technology that it is 

replacing (Gouge  et al ., 2002). 
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 Nevertheless, a great deal of development and demonstration efforts are 

in the works today on a broad range of superconducting power technolo-

gies. Most of the programs have considerable government support, though 

there are some exceptions, such as a recent FCL installed by Nexans in 

Germany. The Nexans technology will be discussed in Section 9.2. As elec-

trifi cation increases, industrial, urban, and commercial areas require more 

and more power. The impact on the power grid is mainly seen as the need 

for greater and greater power fl ow along a particular corridor, greater 

power transfer in individual substations, etc. These factors are indepen-

dent of any increase in overall power use. Superconducting power tech-

nologies such as transformers, cables, and FCLs will likely fi nd use in niche 

situations where conventional solutions are inadequate. The fact that their 

enhanced performance can in some cases offset initial development costs 

will accelerate their use. 

 We can separate superconducting power applications into two groups. 

One includes those in which conventional materials are replaced by super-

conductors. The other includes novel technologies that are based on unique 

characteristics of superconductors. Cables, motors, generators, transformers, 

and fl ywheels form the fi rst group and superconducting magnetic energy 

storage (SMES), FCLs, and FCCs are in the second. Additional applications 

of superconductivity are a superconducting substation (Hassenzahl, 2000; 

Zhang  et al ., 2011) and integrated power transmission systems in which 

liquid hydrogen is transferred as a fuel and cools a superconducting cable 

(Bartlit  et al ., 1972). 

 The IEEE has been instrumental in publications that address supercon-

ducting applications in various fi elds, including power. Two issues of the 

IEEE proceeding focused on superconductivity and had articles that show 

some of the historical developments and gives snapshots in August 1989 

and in the October 2004 (Kirtley and Edeskuty, 1989; Hassenzahl  et al ., 
2004; Kalsi  et al ., 2004). In addition, several articles on power applications 

of superconductors were published in the May, June, and August 2000 issues 

of the power engineering review (PER), at the time the offi cial journal of 

the IEEE Power Engineering Society, and the July 1997 issue of the IEEE 

Spectrum was dedicated to developments of HTS applications for electric 

power systems.  

  9.1.4      What may the future hold? 

 Superconductivity power applications have great promise, but it seems that 

the challenges today are exceptional and will slow development for at least 

fi ve reasons. The fi rst is the cost of superconductor, which is several times 
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that of copper. The second is the previously described issue of removing 

heat from a cryogenic environment. The third is the existing high level of 

development of conventional power components. The fourth is the need for 

large-scale production to achieve competitive costs. Both large quantities of 

superconductor and multiple instances of individual devices will be needed 

as step along the way to commercialization. Finally, the economic environ-

ment today is such that governments around the world are reducing their 

support for all but the most applied research. 

 Having heard the bad news, there is some hope because developments of 

superconducting materials continue to advance the technology, and there 

will be specifi c niche cases where the capabilities of the superconducting 

applications will overcome both the development costs for few-of-a-kind 

devices and the higher cost of materials. Thus, we can expect to see a few, per-

haps even dozens, of superconducting FCLs, power cables, and transformers 

installed on utilities over the next decade. In addition, it is likely that some 

small generators will be installed in the nacelles of offshore wind power 

generators. The other power technologies will attend future breakthroughs.   

  9.2     Fault current limiters 

  9.2.1      An introduction to fault current limiters 

 Electric transmission and distribution systems are designed to operate in a 

variety of conditions. Normal operation has a fi xed voltage at every location 

in the system and a nominal current that is usually in the range of a few hun-

dred to a few thousand amperes. A variety of upset conditions can cause the 

current to increase to higher levels. For example, loss of a transformer in a 

substation typically requires one or more transformers in the same substa-

tion or nearby substations to operate at higher power levels. Transformers 

are designed conservatively and have overload ratings for operation at 

higher power levels for a certain period of time with little effect on oper-

ation or their functional life. During some emergency conditions, however, 

transformers are loaded to even higher levels, which causes the tempera-

ture to increase. Insulation life is reduced if excessive temperatures occur 

for long periods. Similarly, other components of the system are designed to 

accommodate the various off-normal conditions. 

 One upset condition that can have serious consequences is a fault, or 

short circuit. Faults can occur almost anywhere in the transmission and dis-

tribution system. Because they can be 10–50 times the rated current, they 

can cause major damage to various components. The damage is typically a 

result of: (a) increased forces, which are proportional to the square of the 

current,  F   ∝   I  2 , or (b) extreme heating when the fault continues for a long 
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enough period. The temperature reached by any conductor in the system 

during a fault is given by:  

    T
J
C

dtf

tft

( )tf ,= ∫
2

0

ρ
       [9.1]   

 where  T  is the temperature,  t  is time,  J  is the current density in the con-

ductor,   ρ   is its resistivity, and  C  its specifi c heat. The temperature can rise 

above the melting point of aluminum or even copper in a less than a second 

during some fault conditions. Note that this same equation is used in the 

design of fuses and in determining the maximum quench temperature of a 

superconductor. 

 Faults may occur between phases of a three-phase system, may be between 

one phase and ground, may be associated with a lightning strike, an induced 

short, etc. Fault duration, if unchecked, varies from a few cycles to much lon-

ger periods. No matter the source of the fault or the resulting current, each 

component of the grid is designed to withstand the mechanical and thermal 

loads for a few cycles. Early in the development of power systems, engineers 

came up with four simple lines of defense against faults. The fi rst is to have 

a fusing element in the circuit that simply melts or vaporizes before other 

system components are damaged. The second is a circuit breaker, a device 

that is forcibly opened when the current exceeds a preset limit. The third is 

an explosive driven current interrupter. Fuses, circuit breakers, and explo-

sive interrupters require a few cycles to operate. The fourth is the use of 

inductors or reactors that are permanently installed at critical locations in 

the grid. 

 As electrifi cation expands, the number of power stations, other grid com-

ponents, and interconnections on the existing system increase. The result 

vis- à -vis fault current is that it continues to increase in almost every trans-

mission and distribution system. Technically, the reasons for the increase are 

two-fold; fi rst, the increased number of interconnections reduces the effec-

tive system impedance, and second, the total power available in any area 

generally increases over time. Since the voltage is fi xed, the lower imped-

ance creates larger fault currents. It is not reasonable (nor economical) to 

replace older network elements just to deal with higher fault currents; thus, 

some method of limiting them is needed. In principle, an increase of the 

internal impedance of each element in the grid might accomplish this end. 

There are, however, two undesirable side effects of this type of solution. 

First, higher impedances cause increased energy loss, and second, fl uctuat-

ing loads would require stronger control systems to avoid reduced overall 

grid stability. 
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 Today, the electric utilities most frequently control the effects of fault 

currents, by either inserting reactors (inductors) in critical locations, or by 

interrupting the fault current with special switchgear. An example of reac-

tors that are used is shown in Fig. 9.2. These reactors are passive devices 

that provide a voltage drop that is proportional to the current. At operating 

current that voltage is usually between 0.5 and 3.0% of the local system 

voltage. When a fault occurs and the current increases, the voltage across the 

reactor increases linearly with the current and may exceed half of the local 

system voltage; that is, during a fault, the impedance of the reactors is a large 

fraction of the impedance of the entire grid. The increased voltage drop 

causes the overall fault current to be reduced considerably. Steady state 

reactors have two disadvantages: fi rst, they consume power on a continuous 

basis and thus reduce the effi ciency of the power system, and second, the 

increased reactance decreases the responsiveness of the grid.      

 The second solution to controlling fault current is to install high-voltage 

circuit breakers that open when the current exceeds some predetermined 

value. Figure 9.3 shows some of the switchgear in use today. The interested 

reader may fi nd further information on circuit breakers in Chapter 5 of this 

book, and in reference Dam (2009). Though the existing switchgear is effec-

tive today, the technology is near the theoretical limit of current interrupt-

ing capability. One issue is that the circuit must be broken in such a way that 

arcs, which are created as the switches are opened, can be quenched at the 

zero current point of the cycle. Often a combination of reactors and circuit 

breakers is used together. Note that circuit breakers alone have no effect on 

 9.2      Three reactors in elevated tanks (one is hidden from view) at 

the TIDD substation on the AEP power grid. The tanks for these 

reactors are live, i.e., one terminal of the reactor is tied to the case 

or tank. The TIDD substation was chosen by AEP, Zenergy, and the US 

Department of Energy (DOE) for the demonstration of a high-voltage 

superconducting FCL  
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maximum fault current during the fi rst cycle, thus without an FCL, all grid 

components must be designed to accommodate the forces produced by the 

maximum fault current.      

 A device having a negligible impedance during normal operation and 

the ability to develop a considerably higher impedance within a very short 

time (less than a quarter of an AC cycle) after a fault occurs could limit the 

short-circuit current to a reasonable value. Ideally, such an FCL would oper-

ate passively and would return to its normal operational mode immediately 

after the fault clears. Note that electric power literature prior to the 1970s 

sometimes referred to reactors and circuit breakers as FCLs. Electric power 

utilities became interested in this issue as power levels were increasing in 

the 1970s. The fi rst conference on the topic, which included superconductors 

as a possible component, was hosted by EPRI in 1976 (EPRI, 1977). The 

following section in this chapter describes some of the history of supercon-

ducting FCLs and the present status of their development. 

 It is of note that in addition to superconducting FCLs, there has been 

considerable effort on the use of silicon-based electronics to control current 

and power fl ow in various parts of the grid. There is a wide set of applica-

tions that use power electronics for this type of control. The general term 

is fl exible alternating current transmission system (FACTS) (Hingorani 

and Gyugyi, 1999). The technology evolved from the power converters that 

are used for the connection of high-voltage direct current (HVDC) power 

 9.3      Six circuit breakers at a high-voltage substation in California. They 

are dead-tank breakers, i.e., the tanks are at ground potential. These 

circuit breakers are oil-fi lled and operate independently. They open 

during a fault and reclose after a fi xed number of cycles. They then 

reopen if the current remains high, i.e., if fault has not cleared.  
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cables and power lines to the AC grid. One specialized aspect of the tech-

nology is the development of silicon-based devices for the control of fault 

currents. This technology is often referred to as FCC. One of the supercon-

ducting technologies discussed below is an FCC.  

  9.2.2      Superconducting fault current limiters (SFCLs) and 
controllers 

 The fi rst article with a proposal for the use of the phase change character-

istics of practical superconductors for controlling fault currents in a power 

system was by Laquer (1968). Earlier, he provided the fi rst description 

of superconducting switches and fl ux pumps for a variety of applications 

including charging superconducting magnets (Laquer, 1962a,b two patents; 

Laquer  et al ., 1966). Since that seminal effort, hundreds of patents and thou-

sands of papers have been written on superconducting FCLs. It is beyond 

the scope of this summary chapter to discuss a signifi cant fraction of the 

concepts and the intricacies of the various designs. However, it is instructive 

to comment on some other early work and to include in the references some 

review papers that are specifi c to FCLs, or that include FCLs as a part of a 

general review of superconducting power applications. 

 Early developments of superconducting FCLs occurred long before the 

perovskite superconductors were discovered in 1986. In fact, most of the 

concepts that are the basis of ongoing developments were conceived prior 

to that discovery. One of the earliest approaches (Boenig and Paice, 1983; 

Rogers  et al ., 1983) was to use a superconducting coil as a reactor that was 

electronically switched into the circuit when the current exceeded a pre-

determined level. The electronic controller operated rapidly and the coil 

could be in the circuit for small fractions of a cycle, as necessary. Multiple 

switches were installed so that the coil could be in the circuit twice during 

each cycle. The advantage of using a DC coil is that AC losses are avoided 

during normal operation and cryogenic refrigeration requirements are 

small. The fi rst FCC constructed and tested in a utility environment was 

based on this concept (Leung  et al ., 1997). Development began in the early 

1990s and two devices were fabricated using HTS BSCCO-2223. The fi rst, a 

2.2 kV, 2.4 kA rms  device was completed in 1995 and was successfully tested at 

the Southern California Edison (SCE) Center Test Substation in Norwalk, 

CA. A second, larger device, specifi ed at 26 MVA and designed to oper-

ate at 12.5 kV, 1.2 kA rms , was tested at the same facility in 1999. This device 

was designed so that it would be transportable, as shown in Fig. 9.4. Arcing 

occurred in the connections between one of the three superconducting coils 

and the connection to a bushing during full voltage tests. The device was 

subsequently repaired by the staff at the Los Alamos National Laboratory 

and one phase was successfully tested at a Los Alamos substation where 
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the active voltage was 13.7 kV (Waynert  et al ., 2003). Other work on this 

concept, and several variations thereof, has been carried out by various 

researchers; One example is Hoshino et al. (2001). However, no other large 

devices have been constructed. This technology’s loss of favor is mainly due 

to the physical size of the device, the amount of superconducting material 

needed, and the fact that it is not passive, i.e., it requires a feedback and con-

trol system to operate.      

 Today, the functionality of all commercial and pre-commercial supercon-

ducting FCLs depends on a phase change in either a superconducting or in 

a magnetic material. Perhaps the most signifi cant factor in this choice is that 

relying on a phase change to accomplish current control allows the devices 

to operate passively. Over the past decade, several general papers on FCLs 

describe how they function, discuss the dozen or so ways in which they can 

be used in the grid, and give a snapshot of the status of the technology (Noe 

and Oswald, 1999; Nagata  et al ., 2001; Hongesombut  et al ., 2003; Hassenzahl 

 et al ., 2004; Noe and Steurer, 2007; Young and Hassenzahl, 2009; Hassenzahl 

and Young, 2010). Here we focus on three FCL technologies and present 

some information on existing and planned installations. 

 Three conceptually different types of superconducting fault current lim-

iter (SFCL) are under development in various laboratories and industries 

around the world. These are best described as resistive, shielded core, and 

saturated (or saturable) core FCLs. The latter two types, which rely on a 

ferromagnetic core, are sometimes referred to collectively as inductive 

type FCLs. However, because the way they operate is so different, they are 

treated separately here. The three types are described briefl y in Table 9.1, 

which is adapted from reference Xiao (2009).       

 9.4      A transportable fault current controller at the substation in Los 

Alamos. The picture was taken during testing that occurred after repair 

of the damage caused by electrical arcing during the initial tests at SCE. 

( Source : Los Alamos National Laboratory .)  
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  9.2.3      Resistive SFCLs 

 Figure 9.5 shows the principle of the resistive SFCL. The current limiting 

element consists of a superconductor, which can be wire, tape, or bulk mate-

rial that provides a path  R  SC  for the current. A parallel resistor  R   P   may be in 

the form of a sheet of normal material in contact with the superconductor, 

or may be a separate element that has no physical contact with the super-

conductor. During normal operation, the resistance of the superconductor 

is zero, it carries the entire operating current and the voltage drop is zero. 

In the event of a fault in which the current increases over some thresh-

old, the superconductor must rapidly transition to the normal state over its 

entire volume in a fraction of a cycle. Completely quenching the supercon-

ductor avoids hot spots and assures sharing, particularly if multiple parallel 

superconducting elements are used. Once the superconductor quenches, its 

resistance increases by several orders of magnitude and the normal material 

begins to carry the majority of the current. Even though the overall current 

is greater than the normal operating current, the superconductor current 

 i  SC ( t ) decreases suffi ciently so that the superconductor is not damaged:       

    i i
R

R RSC ac
p

p SR C

( )t ( )t
( )t

=        [9.2]   

 The normally closed switch, S1, may be included as part of the FCL or it 

may already be a part of the grid. Its operation will depend on the overall 

capabilities of the FCL. If the FCL can recover under load, then S1 will 

remain closed after the fault. If the FCL requires some time to recover, then 

switch S2 can be closed and switch S1 opened until the FCL is ready to 

operate again. 

RSC

S2

S1

B

A

iSCiSC

ip Rp

UAB
RQ

UQ

LQ

 9.5      Schematic of a resistive SFCL showing the superconductor as a 

variable resistance. There are several variations on this design that 

have been used by various manufacturers.  
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 The passive transition of the superconductor and the high normal resis-

tance causes the actual current to be considerably less than the prospec-

tive fault current. The value of the limited fault current depends on  R   p   and 

the impedance of the load. The ratio of the prospective fault current to the 

resulting fault current can be as much as ten, and depends on the design of 

the FCL. The action protects the power grid and decreases the maximum 

current that is seen by the circuit breakers. 

 Several groups have developed variations on the theme shown in Fig. 9.3. 

Termed hybrid resistive FCLs, they may include a separate, fast switch in 

series with the superconducting element. This switch quickly isolates the 

superconductor after most of the current has transitioned to the shunt ele-

ment, thereby allowing the superconducting element to begin the recovery 

cycle while the limiting action is sustained by the shunt. Other possibilities 

are to install a reactor in parallel with the FCL. The current automatically 

transfers to the reactor when the superconductor quenches.  

  9.2.4      Shielded core SFCLs 

 The shielded core FCL combines the phase change of a superconductor 

with the transformer effect of a ferromagnetic core. In a sense, it may be 

considered a variation of the resistive FCL with the HTS electrically and 

cryogenically isolated from the high-voltage grid, as shown in Fig. 9.6. An 

electromagnetic connection is made between the line and the HTS ele-

ment through mutual coupling of a high-voltage AC coil and a closed circuit 

superconducting coil. In essence, this FCL is a transformer in which the sec-

ondary is a shunted HTS element. During a fault, the increasing current in 

the superconductor causes the HTS element to quench. In the resistive state 

the shunted transformer effect is lost, and the iron core and the high-voltage 

AC coil form a reactor that reduces the fault current. Following a quench, 

RQ

UO

L1

Iron core

LQ

UAB

B

RSC

LSC

A iSC

 9.6      Schematic of a shielded core SFCL showing that the high-voltage 

circuit is isolated from the cryogenic environment.  
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only a small current fl ows in the superconducting coil. Thus, recovery can be 

quite rapid once a fault has cleared.       

  9.2.5      Saturable core SFCL 

 The saturable core SFCL is conceptually quite different from other types of 

SFCLs. Rather than using a phase transition in the superconductive mate-

rial, it relies on a phase change in an iron core. The behavior of the magnetic 

properties of iron is dynamic, in that it can change from the saturated state 

to the unsaturated state or vice versa almost instantaneously. The exact time 

for a transition depends on a variety of factors including material character-

istics and the format of the core, which is usually made of many thin sheets 

of a specialty steel. Because of the extensive development of transformers 

over the past century, the transition time can be measured in microseconds. 

 There are two independent iron cores and two AC windings for each 

phase. Figure 9.7 is an example of the concept for one phase of a three-phase 

system. The AC windings use conventional conductors that are wrapped 

around the core to form an inductance in series with the AC line. Both coil 

and core assemblies are positioned inside a superconducting coil that satu-

rates the iron. As shown in the fi gure, the two conventional coils are in series 

and are wrapped with opposite helicities. Because the current alternates in 

the coils, during one halfcycle the fi eld in one of the coils bucks the super-

conducting fi eld and the other boosts the superconducting fi eld. During the 

next half cycle, the condition reverses.      

 The number of ampere-turns in the superconducting coil must be suf-

fi cient to maintain iron saturation so long as the AC current is at or below 

RQ

UO

L

SC-coils

B

cores

IronLQ

UAB

A iSC

 9.7      Schematic of a one phase of a saturated core SFCL showing 

the two high-voltage coils that are connected to the power grid and 

superconducting solenoids that saturate the iron cores. There are 

several variations on this design that have been used by various 

manufacturers.  
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the nominal operating values. At any instant this is only an issue in the coil 

whose fi eld opposes the fi eld induced by the superconducting coil. When a 

high-current fault occurs and the current in the AC coil exceeds a critical 

level during a part of a cycle, the iron in the coil that is in opposition falls 

out of saturation. While the current is above that critical level the device 

appears as a reactor and has a signifi cant voltage drop, or back electromo-

tive force (emf), which causes the fault current to be decreased. Because the 

value of the inductance is quite variable on a millisecond basis, the wave-

form of the voltage across the device is not a simple sinusoid. The results 

of a test of a model saturated core FCL during a fault are shown in Fig. 9.8. 

The abscissa on the plot is time, with each large division representing 10 ms. 

The two curves show the measured voltage and the voltage calculated in a 

model of the device. The differences are not signifi cant in terms of device 

performance.      

 The geometry shown in Fig. 9.7 is the simplest form that allows an easy 

understanding of the concept. Practical considerations in the design of 

the SC coil and the high-voltage AC coils have led to other designs. Early 

designs used a single superconducting coil to saturate the iron in all three 

phases. Several devices of this design have been installed and tested at low 

voltage as a prototype on utility systems. This geometry is often referred to 

as the ‘Spider’ design. 
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 9.8      Results of a test of one phase of a saturated core SFCL during a 

fault. The abscissa is time, with the large divisions representing 10 ms. 

Both measured and calculated voltages are shown. The back emf of an 

FCL is a measure of its current limiting capability.  
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 The important advantages of the saturated core SFCL are (1) the super-

conducting coil is fully isolated from the high voltage of the power grid, and 

(2) the high-voltage coils and their containment are based on conventional 

transformer design.  

  9.2.6      Commercial activities 

 There have been many pre-commercial SFCL activities. Up to 2011 they 

were mostly centered in the US. However, at the beginning of 2013 most of 

the developmental effort on FCLs and all of the installations have been in 

Europe and Asia. Nexans is the premier developer of FCLs in Europe and 

has installed several devices. The initial work by Nexans was on resistive 

SFCLs, and they were the fi rst to fabricate and install a commercial SFCL 

(Dommerque  et al ., 2010). The device described in this paper received no 

government support for design, construction, or installation. 

 A European consortium was formed to design, build, and test a versatile 

resistive-type SFCL. The consortium has a total of 15 partners, including fi ve 

utilities. Industrial participants include: Nexans SuperConductors-Germany; 

Karlsruhe Institute of Technology-Germany;  É cole PolytechniqueF é d é rale 

de Lausanne-Switzerland; Ricerca Sistema Energetio-Italy; and Institut 

N é el-G2Elab-CRETA-France. The utility companies include: a2a-Italy; 

endesa-Spain; VorwegGehen and RWE Group-Germany; V ý chodoslo-

vensk á energetikaa.s.-Slovakia. 

 The SFCL will be tested at two sites to evaluate its fl exibility, reliability, 

and effi ciency. In addition to the design, building, and testing of a system, 

the project will also investigate the economics of the SFCL when used in 

diverse applications. Participants hope that this project will provide the fi rst 

steps toward realization of standardized medium voltage SFCL. 

 The SFCL design is based on rare earth barium copper oxide (REBCO) 

tapes that meet the specifi cations of the two host utilities. The tape selected 

is produced by Furukawa/SuperPower (Schenectady N.Y. USA). 

 A bifi lar arrangement (to reduce inductance) of fi ve parallel conductors of 

about 16 m length each forms the basic component. This allows an operating 

current of 1005 A rms without the need of having parallel conducting paths. 

Two layers of polyimide insulation are wound between adjacent conductors 

to avoid local contact and the resulting AC losses. The maximum voltage 

across each component is 800 V rms. Twelve components are connected in 

series and mechanically coupled to produce a module ( ‘ stack ’ ). Three such 

modules, one for each AC phase, are installed in a single vacuum enclosure. 

The three-phase rating of the SFCL is 24 kV and 1 kA. 

 Over the past decade, Nexans has manufactured and deployed several 

resistive SFCLs using a different superconductor technology. That design 
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uses tubes made of bulk BSCCO-2212 (barium, strontium, calcium, copper, 

oxygen). Each tube is formed into a coil by having grooves cut in a helical 

pattern on its surface, as shown in Fig. 9.9. These tubes are manufactured 

using a sophisticated melting, casting, and processing (MCP) technology. 

The number, size, and arrangement of these elements in a given FCL are 

determined by the operating voltage and current at the installed site, and by 

the expected and allowable fault currents.      

 The bulk superconducting material is soldered on the inside of a normal 

conducting metal tube and equipped with suitable contacts at each end. The 

assembly is then machined to form a spiral coil and the resulting element is 

insulated. The spiral allows a 1 m long element to have an effective super-

conducting length of several meters. The normal conducting bypass is nec-

essary for protection against hot regions, which is especially important in 

the case of low current faults where an entire element might not transition 

to the normal state. A critical part of the element fabrication is to assure 

 9.9      A Nexans HTS SFCL element produced by a Melt Casting Process 

using BSCCO-2212. The typical element is somewhat less than 1 m long 

and has a diameter of about 6 cm.  
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complete electrical contact between superconductor and the normal metal 

over the entire length of the spiral. A critical parameter in the overall SFCL 

design is the voltage drop per centimeter of length along the superconduc-

tor. The choice of this value is a trade-off among several factors including 

reliability and overall cost, and can vary from one installation to another. 

 A large number (a few tens) of such elements are connected in series. This 

structure has a given current and voltage capability. If the current require-

ments for the FCL are greater than the capability of individual elements, 

then two or more may be connected in series as needed. A concept of the 

assembly of one phase of the resistive SFCL is shown in Fig. 9.10. This fi gure 

shows the fabrication of a module consisting of many superconducting ele-

ments, and its installation into a cryostat.      

 Recently, the FCL manufacturer, Zenergy Power (Zenergy), a multina-

tional company with subsidiaries in Germany, the USA, and Australia, was 

purchased by Applied Superconductivity Limited (ASL), a British company 

that has installed FCLs from several manufacturers, including Zenergy. 

 ASL will continue the programs initiated by Zenergy to the extent pos-

sible, meaning mostly in Europe, their focus being saturated core SFCL 

technology. ASL installed an SFCL at a CE Electric UK substation near 

Scunthorpe, England in 2012. They plan to continue the SFCL effort with 

a higher voltage (33 kV) installation in Sheffi eld. Effort on a transmission 

voltage system at the American electric power (AEP) TIDD substation in 

Ohio, which was shown in Fig. 9.3, has been discontinued. 

 The ASL/Zenergy SFCL design has moved through several stages, pro-

gressing from some initial concepts for modest devices to more robust sys-

tems that can operate at transmission level voltages of 130 kV or greater. 

A model SFCL employing four copper DC coils is shown under test at the 

Lane Cove facility in Sydney, Australia in Fig. 9.11. The similarity with the 

concept shown in Fig. 9.7 is clear.      

Component Module Set-up
of a phase

Accomodation
in a cryostat

 9.10      Assembly of multiple elements in series and parallel as needed to 

match system voltage and current requirements. Also shown are the 

set-up and installation of a single phase into a cryostat.  
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 The oil tank for CE Electric installation is shown in Fig. 9.12, and one 

of the two superconducting coils is shown in Fig. 9.13. Installation of this 

device should be completed before publication of this book. Because of the 

 9.11      A test set-up for a model Zenergy SFCL. The coils that saturate the 

iron are conventional and the heat that is generated is such that each 

test can only last a few seconds. Full height of the model is about 2 m.  

 9.12      Tank for the ASL/Zenergy SFCL at CE Electric. Three high-voltage 

coil sets and iron cores, which are based on transformer technology, 

are installed in the tank, which is fi lled with transformer oil.  
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high voltage, it will use three single phase SFCLs, each in a separate oil tank. 

Figure 9.14 is an artist’s concept of the installed device. For size comparison, 

each of the three units will be approximately the same size as the circuit 

breakers shown in Fig. 9.4.                

 There are several other SFCL projects worldwide. The list and device 

details are too extensive to include in this chapter. However, EPRI’s recently 

completed ‘Technology Watch’ (Eckroad, 2012) includes details of SFCL 

and Superconducting Power Cable activity worldwide.   

 9.13      One of the two ASL/Zenergy superconducting magnets for 

the SFCL at CE electric. The coil uses a BSCCO-2223 from American 

Superconductor. It can produce a magnetic fi eld over 2 T and fully 

saturates the iron cores in the tank shown in the previous slide. This 

picture shows power leads for the coil and the fl anges where two 

refrigerators will be installed.  

 9.14      An artist’s concept of an the three single phase SFCLs that were 

to be installed at AEP’s TIDD substation. Though approximately 3 m tall, 

they are dwarfed by the other components of the substation, only part 

of which is shown.  
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  9.3     Superconducting power cables 

  9.3.1      An introduction to conventional cables 

 Conventional underground cables are used for power transmission and dis-

tribution in a variety of situations. Urban underground and undersea power 

cables are the most highly developed and widely distributed of all cable 

applications. The most important drivers for these and other cable applica-

tions are rights-of-way, environmental concerns, and effectiveness in niche 

markets. Undersea power cables were fi rst used in locations where islands 

are near a mainland and where cables coupled with use of large and effi -

cient power plants were more effective and reliable than local, island-based 

power plants, which needed fuel on a continuous basis. The urban use of 

power cables has a longer history and is typical in all cities having high pop-

ulation density, particularly in industrialized countries. Cable technology for 

three-phase power systems is highly developed. In general, the length of sin-

gle cables is limited by total shipping weight and shipping spool diameter. 

Figure 9.15 shows a cable in place on a spool and Fig. 9.16 shows the trans-

port of three such spools on a highway between the manufacturing facility 

and the site of installation. The rationale for the historical development of 

various conventional cable designs, their installation, and the critical issue of 

splicing two cables together are described in detail in the EPRI publication 

referred to as the Green Book (EPRI, 2007).           

 The key to the effectiveness of cables compared to elevated power lines 

is that the voltage breakdown capability (V/m) of the insulators used for 

 9.15      A typical high-voltage power cable made for underground 

installation. Drum diameter and length are approximately 3 and 4 m, 

respectively. Shipping weight, in this case about 60 t, and dimensions 

determine the maximum length of cables of a given diameter. Usually 

cable lengths are 700–2000 m.  
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cables is 100–1000 times greater than that of air. Thus, the power fl ow along 

underground cables in a restricted corridor can be considerably greater 

than is possible with overhead lines along the same right-of-way. A further 

advantage is that the stray electric fi eld from a three-phase underground 

cable system is negligible compared to that of overhead power lines. 

 Both overhead power lines and underground cables transmitting AC 

electric power are affected by the inductances among their conductors, and 

between the conductors and ground. In all cases, the inductance causes the 

relative phase of the current and the voltage to shift as the distance from 

the power source increases. The real power,  P , that can be used is equal to 

the product of the current, the voltage, and the cosine of the phase between 

them;  P  =  I  rms  V  rms cos(  α  ). 

 The phase shift   α   depends on the geometry of the lines or cables, and also 

depends on the magnitude of the current. Electric utilities install capaci-

tors along AC lines and cables to oppose the effect of the inductance. One 

disadvantage of AC cables compared to overhead AC lines is their higher 

inductance, which requires phase correction every 30 or so km, instead of 

500 km for overhead power lines. 

 Superconducting AC cables having the same cable diameter as conven-

tional cables will be able to carry much greater currents, and, depending 

on the design, will have a reduced inductance, so that the phase variation 

Three spools

 9.16      Three drums similar to that shown in Fig. 9.15 during transit to an 

installation site. Three, generally identical cables are needed to form a 

three-phase power system.  
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with length will be reduced. Thus, they will have the capability of carrying 

more power in a given corridor than conventional cables. Most conventional 

AC cables are buried and have signifi cant losses. Thus, since cooling in the 

underground environment is limited, they tend to operate at elevated tem-

peratures when the loads are high. Superconducting cables may be more 

effi cient than conventional cables, even considering the refrigeration load, 

they may have longer lives, and the life cycle cost may be less. In the not 

too distant future, superconducting cables will, in some niche applications, 

replace both overhead lines and conventional cables.  

  9.3.2      History of superconducting power cables 

 Before addressing various programs that are in effect today, it is of inter-

est to review some of the more signifi cant developments in the history of 

superconducting power cables. It is of note that before the early work on 

superconducting cables, there were several programs on the development 

of cryoresistive cables. In particular, in the 1960s, teams in the US, France, 

Germany, and Russia considered the possibility of using the decreased resis-

tivity of high purity aluminum at cryogenic temperatures to produce a more 

effi cient power cable. The rationale for this approach was that the resistivity 

of both aluminum and copper decrease more rapidly than the effi ciency of 

refrigeration so that there would be a net increase in overall effi ciency of 

cables using conventional conductors and operating at lower temperature. 

Depending on the magnetic fi eld and the purity of the material, the resis-

tivity of copper at 4 K can be less than 0.5% of its value at room tempera-

ture, and the resistivity for aluminum can be as low as 0.1% of its value at 

room temperature. This was a strong driver for the development of cryo-

genic power cables. Though there is not space to discuss cryogenics here, 

developments in the industrial gas industry in the 1940s and 1950s led to 

the availability of large capacity, highly effi cient, and economical cryogenic 

refrigerators in the 1960s. It is that effort that has provided an enabling tech-

nology for the development of superconducting power cables. 

 Although it was generally thought that superconducting power cables 

would be very effi cient, it was not until the late 1960s that Long and Nottaro 

(1971) and others carried out the experiments needed to show that the 

losses (including the refrigeration power requirement) in superconducting 

power cables could in fact be lower than those of cooled normal conductors. 

Making these early loss measurements was a challenge, and the research-

ers in this area had to develop both cryogenic and electronic equipment as 

well as establishing measurement procedures in order to defi nitively deter-

mine the actual losses. Some of those measurements and many other early 

observations are described in the Proceedings of the 1968 Summer Study on 
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Superconducting Devices and Accelerators held at Brookhaven National 

Laboratory (BNL, 1968). Note that the emphasis of that study was particle 

accelerators for physics experiments. Several reports of the time, including 

Hammel and Rogers (1970) and Hammel  et al . (1970) summarized work in 

that area. Particle accelerator technology was instrumental in the improve-

ment of the characteristics of superconducting materials more than any 

other technology until the invention and commercial development of mag-

netic resonance imaging. 

 Many attendees at the 1968 study were already considering power appli-

cations of various types. Aggressive development of superconducting power 

cables had begun a few years earlier when Nb-Ti and Nb 3 Sn became avail-

able on a near commercial scale. It was also in the 1967–1969 timeframe that 

multi-fi lamentary Nb-Ti superconductors became available. Prior to that 

time, however, Klaudy (1967) in Austria had determined many of the crite-

ria needed for the development of superconducting AC cables. Early work 

on model and prototype superconducting cables began in Europe (Moisson 

and Leroux, 1971; Klaudy  et al ., 1981) and later in the US (Laquer  et al ., 
1977; Forsyth and Thomas, 1986) and in Russia (Dolgosheyev  et al ., 1979). 

Signifi cant development programs existed for AC and DC superconducting 

cables. These programs addressed the signifi cant issues of superconducting 

cable technology, and the research in the 1970s and early 1980s is gener-

ally applicable to many of the technical issues associated with HTS power 

cables today. The most critical issue that led to their disfavor was need for an 

extensive refrigeration system to maintain the operating temperature. The 

utilities were concerned with operating and maintenance (O&M) costs and 

other issues of a superconducting cable with an extensive refrigeration sys-

tem that would not be completely under utility control (Hassenzahl, 2006). 

 The USA had the largest power cable efforts, which included Brookhaven 

National Laboratory’s AC cable program (Forsyth and Thomas, 1986) and 

the Los Alamos Scientifi c Laboratory’s DC cable program (Laquer  et al ., 
1977). At the time, electric power use was increasing by up to 10% per year, 

and it was generally thought that energy costs would go down as more and 

more nuclear reactors were built and grouped in farms with 10 or more GW 

capacity. History has shown us differently, but the need for long-distance 

high-power transmission was already affecting several corridors. In partic-

ular, a 1.4 GW DC line termed the Pacifi c DC Intertie had been completed 

in 1970. It moved power from the hydro resources in the Columbia basin 

(specifi cally the Celilo dam) to Southern California. Recognizing the effec-

tiveness of DC power transmission and the extended hydro resources in 

places such as Siberia and the James Bay region of Canada, (Garwin and 

Matisoo, 1967) proposed superconducting DC cables with the capability of 

carrying 10 GW to transmit power from these areas to load centers in more 

populated areas. 
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 The discovery of materials that were superconducting above 70 K in 1986 

led to renewed interest in superconducting power cables. Since the refrigera-

tion issue had turned out to be the show-stopper for LTS cables, the fact that 

HTS-based power cables would require a factor of ten or so less refrigeration 

power encouraged many cable manufacturers and utilities to embrace the new 

materials. Though capital and operating costs are less, O&M is still an issue 

and was the subject of an electric utility workshop (EPRI, 2004). Though the 

refrigeration requirements for HTS cables are less than for LTS cables, there 

are several barriers to the wide-scale implementation of HTS cable technol-

ogy. The two most important advantages are: (1) it is more expensive per unit 

of current carried and (2) the perovskite materials resemble mica and are 

brittle rather than robust like Nb-Ti. The latter material is malleable and has 

mechanical characteristics that in some regards are better than steel. 

 In many locations AC power cables are pulled into ducts, which are 

installed in multiples of three. In some cases the utilities plan for the future 

expansion by having additional holes that can be fi lled with additional cables 

when power demand increases. Because superconductors can carry orders 

of magnitude more current than conventional conductors of the same cross-

section, a likely use for HTS AC cables will be their installation as addi-

tional or retrofi t cables in some circuits where the existing power cables are 

operating at or near their safe limit.  

  9.3.3      Types of superconducting power cables 

 Superconducting power cable designs are, for the most part, modifi cations of 

the designs that have been used for over a century for conventional cables. 

There are, however, some adaptations to take advantage of the character-

istics of superconductors. Many of those adaptations were proposed during 

the development of LTS cables (Laquer  et al ., 1977; Forsyth and Thomas, 

1986).The most important differences take advantage of some of the char-

acteristics of superconductivity. 

 The simplest, and the design fi rst used for superconducting cables, used a 

superconductor in a cryostat with a conventional electrical insulation on the 

outside. The HTS wires are wrapped around a copper core and are in a tube 

fi lled with fl owing coolant, typically liquid nitrogen. This design is shown 

in Fig. 9.17 and is referred to as a warm dielectric design. The copper at 

the center is a protection element that carries the current for short periods 

when the critical current of the superconductor is exceeded. It uses the least 

amount of HTS conductor for a given level of power transfer. However, it 

has a high inductance and an external magnetic fi eld. If the three phases are 

in close proximity, the magnetic fi eld produced by one phase causes hyster-

esis losses in the other phases.      
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 Because of the high losses associated with the warm dielectric cable, a 

cable with two layers of superconductor, with the outer layer acting as a 

magnetic shield for adjacent cables was proposed. The two concentric HTS 

layers are insulated from each other by a cold dielectric as shown in concept 

in Fig. 9.18. This cold dielectric design has been used for most superconduct-

ing cable installations. Liquid nitrogen coolant may contact both layers, pro-

viding both cooling and dielectric insulation between the center conductor 

layer and the outer shield layer. Compared to the warm dielectric design, 

it has a lower inductance, a higher current carrying capacity, reduced AC 

losses, and very low stray magnetic fi elds. It also uses more superconductor 

than either of the other designs.      

 Perhaps the most effective AC cable design is the three-conductor con-

centric triplex design as shown in Fig. 9.19. Because each of the three lay-

ers of insulation must be fairly thin for the cable to be fl exible, it seems to 

be most effective for low to medium voltage levels. The design has many 

advantages because it has no stray magnetic fi elds, a very low inductance, 

and it uses less superconducting material than the other designs. However, 

it does require special wound insulation that is permeated with the cryo-

genic coolant.      

PVC jacket

Warm dielectric

Cryostat

HTS conductor

LN2

LN2

 9.17      One confi guration of a single phase warm dielectric cable. The 

coolant fl ows in one direction on the inside of the fl exible core tube and 

in the other direction outside of the superconductor. This arrangement 

may have a signifi cant counterfl ow of heat between the two fl uid paths, 

which limits the length of cables made of this design. A conventional 

extruded dielectric is used on the outside of the cable. Not shown is a 

copper layer that is a protective element when the critical capabilities 

of the superconductor are exceeded.  
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 There has been little interest in HTS DC cables because the power lev-

els and lengths necessary to make a DC power system affordable are well 

above the capabilities of the manufacturing capabilities of HTS materials at 

the present time. To explain, the cost of the converter stations at the termi-

nals of a DC line may equal the cost of a hundred or more kilometers of the 

line itself. Similarly, the cooling requirements of the terminations of a high-

power, high-current DC cable, are greater than the cooling requirements of 

Inner crystat wall

Liquid nitrogen coolant

Copper shield wire
HTS shield tape

High voltage dielectric

Outer cryostat wall

Outer protective covering

Thermal superinsulation

HTS tape

Copper core

 9.18      One phase of a cold dielectric cable system. Because the dielectric 

is cold it must be a fl exible structure, such as a wound tape that is 

permeated with the liquid nitrogen.  

Phase 1 HTS

Phase 2 HTS

Phase 3 HTSFormer

Dielectric

Dielectric

Copper neutral

Cryostat

LN

LN

Dielectric

150 mm

 9.19      A Triaxial three-phase cable showing the three layers of HTS tape 

and the three layers of electrical insulation. This particular cable is a 

section of the cable installed by Southwire at AEP’s Bixby substation.  

�� �� �� �� �� ��



272   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

several kilometers of cable. Thus the topic was discussed, but not addressed 

in detail until EPRI began a detailed study in 2006. 

 The developing interest in renewables such as wind and solar have 

increased the possibility of the need for massive power transfers, e.g., greater 

than 10 GW over distances of 1000 km or more. This requirement must 

be compared to the AC cables that carry at most 250 MW and are gener-

ally less than 1 km in length. Most of those HTS AC cables use many short 

cryostats that are permanently evacuated. An installation of 1000s of kilo-

meters must use a different approach because of the reliability issues associ-

ated with 10 000 cryostats that must work in concert. Avoiding this diffi culty 

requires a different concept for the overall cable system design. Figure 9.20 

shows the EPRI concept for a superconducting DC cable that is designed 

to transmit 10 GW over distances greater than 1000 km (Hassenzahl  et al ., 

Superinsulation

~14 cm

Liquid nitrogen flow

Liquid nitrogen return
Vacuum

Outer pipe, grounded

Cryogenic
enclosure

Cable
~6 cm

EPRI

Vacuum

 9.20      A superconducting DC cable designed to carry 10 GW over 

distances greater than 1000 km. The cable is vacuum insulated and 

uses multilayer insulation to keep the total heat input to the coolant 

to less than 1 W per meter of length. Two fl ow paths for the cryogen 

are used to allow long-distance operation without a counterfl ow heat 

exchange effect. The outer wall can be made of a conventional steel 

pipe of the type that is being used for high-pressure gas pipelines. 

The cable shown inside the cryogenic enclosure contains two layers 

of superconductor and two protective layers of copper. Insulation 

between the two layers of superconductor is rated at the peak value of 

the system with safety margins. A thinner layer of insulation is placed 

between the outer layer of superconductor, which is nominally at 

ground potential and an outer corrugated steel shield. Reproduced with 

kind permission from EPRI.  
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2009). Refrigeration stations are required every 10–20 km. Liquid nitrogen 

below 70 K and at a pressure of 20–30 atmospheres seems to be the ideal 

coolant. Because of the long length, elevation changes may be several hun-

dred meters along the path between refrigerators, which can lead to pres-

sure changes of more than 20 atmospheres. The high pressure was chosen to 

accommodate these effects.      

 Not all power systems that are in close proximity operate at the same 

frequency, and even if they are at the same frequency they need not be fully 

synchronous. Japan uses both 50 and 60 Hz power in different parts of the 

country. The Itaipu dam produces power at both 50 and 60 Hz to satisfy 

users in Brazil and Paraguay. The United States Power grid is separated into 

three distinct control areas, western, eastern, and Texas. These areas all oper-

ate at 60 Hz, but are not synchronized. As a result, where it is necessary to 

transfer power from one area to another, it must be converted to DC and 

then back again into AC. The three control areas abut in the south-eastern 

part of New Mexico. The Tres Amigas facility has been proposed to inter-

connect the three areas, as shown in Fig. 9.21. Because the land requirement 

for the 5 GW power converters is so large, the proposal is to separate them 

by about 10 km. A DC line or cable is needed for the interconnection and 

the consortium developing Tres Amigas is considering superconducting DC 

cables.       

Western interconnection

Texas interconnection

Eastern interconnection

22.5 sq. miles
Clovis, New Mexico

5 GW DC
Superconductor cable

 9.21      An artist’s concept of the Tres Amigas power interconnection 

between the three power areas of the United States. Tres Amigas will be 

located in southeastern New Mexico.  
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  9.3.4      Installed superconducting power cables 

 Several superconducting power cables have been installed around the world 

over the past decade or so. Some of them have operated for a considerable 

time. A few of those cables are shown in Figs 9.22–9.24. The captions on 

those fi gures indicate location and some characteristics of the cable installa-

tion. A more detailed list of superconducting power cables can be found in 

reference Eckroad (2012).                  

 9.22      Terminations for the three phases of the LIPA cable produced by 

Nexans and AMSC. The installation is on Long Island in New York. The 

inset shows a cross-section of the cold dielectric cable.  

 9.23      The fi rst long term superconducting cable installation at the 

Southwire facility. Southwire is a producer of copper conductors for 

transformers, cables, etc. This three-phase cable installation delivered 

power to the plant for over 26 000 h.  
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  9.4     Conclusion 

 Superconductivity power applications have been under development 

since the 1960s. Early analyses and progress with power applications 

using LTSs provided a basis for work during the last two decades on 

power applications based on HTSs. There has been suffi cient progress 

in several of the technologies that they are capable of satisfying many 

of the electric power utilities technical requirements. Unfortunately, the 

cost of superconducting materials has not decreased to a suffi cient level 

where they can be economically competitive with conventional technolo-

gies. However, there are a signifi cant number of niche applications where 

cost is not so important as performance. For example, superconducting 

cables will be used in areas where increased power must be delivered 

in critical corridors to urban areas where energy use is growing rapidly 

and environmental and other concerns do not allow the installation of 

additional power cables or transmission lines. Another niche application 

is the use of superconducting FCLs to avoid upgrading existing equip-

ment. Several FCLs are under development and they show promise in 

several demonstration projects around the world. Not mentioned in the 

text above is the recent suggestion that MgB 2  may be an ideal material 

for near term development of FCLs that will operate at distribution level 

voltages (15–50 kV).  

 9.24      Test installation of the three phases of the Changtong warm 

dielectric HTS cable at the Changtong Cable plant in Baiyin, China. This 

cable is now installed at the 12.5 kV substation in Baiyin city, Gansu 

province. ( Source : Courtesy Changtong Cable.)  
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  Abstract:  Against the background of an increasing share of intermittent 
renewable energies in power generation, in the medium to long term, 
electricity storage could be a key technology of strategic importance 
with regard to grid stability, grid extension and security of supply. In 
this context, this chapter analyses the economic feasibility of applying 
electricity storage technologies in energy markets. Additionally, resource 
requirements and environmental aspects, as well as health and safety 
issues, resulting from electricity storage are examined. The focus is 
on stationary storage technologies with the potential of balancing 
fl uctuations due to intermittent renewable energies, i.e. allowing storing 
electricity over time periods of several hours, days or weeks. Conventional 
technologies, such as pumped hydro-energy storage and lead acid (LA) 
batteries, as well as innovative alternatives such as advanced adiabatic 
(AA) compressed air energy storage (CAES) and redox fl ow batteries 
(RFB), which are still under development, are considered. Hydrogen 
storage, lithium ion batteries and sodium sulphur batteries are also 
considered, representing further alternatives widely discussed today. 

  Key words:  electricity storage, intermittent renewable energies, economic 
analysis, environmental assessment. 

    10.1     Introduction 

 Electricity demand is subject to signifi cant daily, weekly and seasonal 

fl uctuations. Supply needs to adapt to these fl uctuations. In this context, 

electricity storage fulfi ls important functions within energy systems, in par-

ticular in ensuring stability and reliability of supply. Due to the ongoing 

integration of non-dispatchable renewable energies, such as wind and solar 

based generation, the amount of intermittent electricity fed into the grid 

is increasing. This causes a growing imbalance of supply and demand, tem-

porally as well as geographically, which results in increased efforts for grid 

management as well as system balancing. Furthermore, a trend towards 
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decentralized electricity supply based on renewables and combined heat 

and power increases the need for storage to balance supply and demand 

on a decentralized level. Therefore, it is expected that electricity storage 

technologies will play an increasingly important role over the coming years 

(Baker, 2008; Bouffard and Kirschen, 2008; B ü nger  et al ., 2009; Gatzen, 

2008; Tester  et al ., 2005). 

 Storage technologies can help to better match disposable reserves with 

demand, and also to increase fl exibility in grid operation. In the medium 

to long term, electricity storage could be a key technology of strategic 

importance with regard to grid stability, grid extension and security of 

supply. Alongside other fl exibility options such as load management, elec-

tricity storage technologies could contribute to avoiding cost-intensive 

reserve capacities and grid extension. In this context it is important to 

understand the impacts of electricity storage on power systems. In the 

long term only those technologies will be applied that are economically 

feasible. Thus, the economic viability of different possibilities for elec-

tricity storage is in the centre of further development. Furthermore, in 

view of climate change and the increasing scarcity of natural resources, 

environmental concerns are becoming ever more important. Against this 

background, this chapter analyses the economic feasibility of applying 

electricity storage technologies in energy markets with an increasing 

share of intermittent renewable energies. Additionally, resource require-

ments, environmental aspects as well as health and safety issues resulting 

from electricity storage are examined. The focus is on stationary storage 

technologies with the potential of balancing fl uctuations due to intermit-

tent renewable energies, i.e. allowing storing electricity over time peri-

ods of several hours, days or weeks. Conventional technologies, such as 

pumped hydro-energy storage and LA batteries, as well as innovative 

alternatives such as AA-CAES and RFB, which are still under develop-

ment, are considered. Hydrogen storage, lithium ion batteries and sodium 

sulphur batteries are also considered, representing further alternatives 

widely discussed today.  

  10.2     Economic issues and analysis 

 In the following, the possibilities of applying selected electricity storage 

technologies in energy markets and the potentially resulting economic 

benefi ts are analysed. As a basis, important technical characteristics and 

costs of the selected electricity storage technologies are summarized, fol-

lowed by a description of general conditions on energy markets under 

which they could be applied. Finally, the possible revenues of apply-

ing electricity storage technologies are presented based on modelling 

results. 
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  10.2.1      Technical characteristics and costs of electricity 
storage 

 Electricity storage technologies can be categorized based on the physical 

principle used, distinguishing mechanical, electrochemical and electro-

magnetic storage (Baker, 2008; Gatzen, 2008). A widely used approach 

for classifying energy storage systems is based on the form of energy used 

(Fig. 10.1). The area of application for specifi c electricity storage technolo-

gies is restricted by physical, technical and economic restrictions. Storage 

technologies such as superconducting magnetic electricity storage (SMES) 

and super capacitors (SuperCaps) are usually not suitable for storing large 

amounts of energy over long time periods of several hours or days. They are 

therefore not considered further in this article.      

 Mechanical storage technologies include pumped hydro, compressed 

air systems and fl ywheels (Baker, 2008). Because for  fl ywheels , high losses 

occur if energy is stored over periods longer than a few minutes, they do 

not seem to be suitable for balancing longer term fl uctuations due to inter-

mittent renewables and are therefore not the focus of this article (Baker, 

2008; B ü nger  et al ., 2009; Gatzen, 2008; Oertel, 2008). In  pumped hydro 
storage plants , electricity is used to pump water from a lower reservoir to 

an upper reservoir in times of low demand. To generate electricity in peak-

load periods, the water fl ows downhill through a turbine driving a generator. 

Effi ciencies are high, ranging from 75–80% and the plants can be activated 

within a few seconds. However, the number of suitable sites to build up 

additional pumped hydro storage plants is limited due to their particular 

topographic requirements. 

 In principle,  CAES  can also be used to store energy over several days or 

weeks. However, these systems carry high costs, and worldwide only two 

Mechanical Electrochemical Electrical

Double-layerSeconday batteries

Flow batteries

Lead acid/ NCd/NIMh/LI/Nas

Thermal
Chemical

Pumped Hydro Storage

Compressed air - CAES

Flywheel Energy
Storage

Hydrogen

Superconducting

Sensible heat storageElectrolyser/Fuel cell/
Synthetic Natural Gas (SNG)

Redox flow/Hybrid flow

capacitor-DLC

magnetic coil-SMES

Molten salt/A-CAES

Electrical energy storage systems

 10.1      Categorization of energy storage systems. ( Source : IEC, 2011.)  
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installations are known, i.e. Huntorf in Germany (321 MW) and McIntosh 

in Alabama, USA (110 MW). There, air is compressed in off-peak peri-

ods by applying mechanical work and stored in an underground cavern. In 

peak-load periods, electricity is generated by expanding the air in a gas tur-

bine (B ü nger  et al ., 2009; Oeding and Oswald, 2004; Oertel, 2008). Usually, 

gas is required as an additional fuel to heat up the cold, compressed air 

beforehand. To avoid consumption of natural gas and increase effi ciency, 

adiabatic systems are being developed, with the aim of storing the com-

pression heat in an additional thermal storage and using it to heat up the 

air before the expansion stage (AA CAES) (cf. Bullough  et al ., 2004; Jakiel 

 et al ., 2007; Zunft  et al ., 2006). Furthermore, smaller scale systems are 

being developed which are not dependent on special geographic forma-

tions because they use storage vessels such as steel cylinders to store the air 

(Baker, 2008; Oertel, 2008). 

 Electrochemical and chemical storage systems include batteries and 

hydrogen technologies. A wide variety of different battery types is available 

or under development, with effi ciencies ranging from 70% to 95% (Mulder 

 et al ., 2010). In general, batteries convert the chemical energy contained in 

their active materials directly into electric energy via an electrochemical oxi-

dation-reduction (redox). LA  batteries  are based on mature and established 

technology. They are advantageous in terms of initial investment and effi -

ciency. However, cycle life and energy density are rather low (Oertel, 2008; 

Wietschel  et al ., 2010).  Lithium ion batteries  are achieving higher energy 

densities, therefore are the focus of current research, e.g. in the context of 

electric vehicle development. Disadvantages include lower robustness and 

easily fl ammable materials. High temperature batteries, such as  sodium sul-
phur (  NaS) batteries,  can reach effi ciencies from 70–80%. So far they have 

not been applied widely, due to high costs. Other battery types, which are 

not the focus of this article, include further developments of the above, such 

as lithium sulphur (LiS) or sodium nickel chloride (NaNiCl, also known as 

ZEBRA) systems (Baker, 2008; Gatzen, 2008; Oertel, 2008; Wietschel  et al ., 
2010). In general, batteries can only provide higher power ratings based on 

serial connection. Therefore, increasing power ratings results in higher costs 

to the same order of magnitude. 

 Another type of electrochemical storage is  RFB . They differ from con-

ventional batteries because the reactants (electrolytes, e.g. vanadium, zinc 

bromide, polysulphide) storing the electricity come from containers out-

side the electrochemical cell. They fl ow through the cell, absorbing energy 

when it is being charged and delivering energy when it is being discharged. 

The reactants are prevented from mixing within the electrochemical cell 

by the ion selective membrane or a micro-porous separator. The available 

power is determined by the size of the stack (surface area of electrodes 

and number of cells), whereas the capacity is determined by the volume 
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of electrolyte, i.e. the size of the external storage tanks. Therefore, power 

and capacity can be scaled independently from each other. The most com-

mon RFB system today is the all-vanadium system, where both electrolytes 

contain only vanadium species at different valence states. Advantages over 

other types of RFBs include higher energy density, low electrolyte costs and 

lower demands regarding membrane electrolyte crossover (Tassin  et al ., 
2003). However, to be able to offer competitive solutions with a storage 

volume of several hours, costs of RFB still need to be reduced signifi cantly 

(Baker, 2008; Gatzen, 2008). 

 Another possibility for electrochemical storage is based on the pro-

duction of  hydrogen  using electricity, storage of the hydrogen produced 

and its re-electrifi cation. Different technologies are available or under 

development for this purpose. To generate hydrogen, electrolysis (elec-

trolytic water decomposition) is regarded as the best method (Boulanger 

 et al ., 2003). For storage, pressurized tanks are most commonly used. For 

larger scale systems, underground caverns could also be used. In order to 

generate electricity based on hydrogen, thermal processes (combustion 

to drive a generator) or electrochemical fuel cells can be used. In larger 

scale applications, the use of a combined cycle gas turbine (H 2 -CCGT) is 

expected. Generally, the overall effi ciency of hydrogen storage systems 

is rather low, at around 30%, and costs of the technologies are high. Still, 

hydrogen storage is regarded as one of the most promising alternatives, 

in particular if large amounts of energy need to be stored, due to its high 

energy density. 

 Even though it is technically possible to store electricity with the tech-

nologies described above, most of them are still very expensive, or under 

development and not yet commercially available. However, economic 

effi ciency is crucial for energy technologies to be applied on the mar-

ket. Therefore, the following economic analysis reveals the conditions for 

competitive application of the selected storage technologies in energy 

markets. The profi tability of electricity storage on the one hand depends 

on the costs of the technologies applied and, on the other hand, on the 

earning potentials in energy markets. Costs are determined by the initial 

investment for the converter and for the storage unit, as well as opera-

tion and maintenance (O&M) requirements. Furthermore, variable costs 

during operation result from purchasing electricity, i.e. power input costs 

depending on electricity prices at the time of charging, which are deter-

mined by the electricity markets (cf. Section 10.2.2). Table 10.1 shows an 

overview of costs of the selected electricity storage systems alongside 

important technical characteristics which can also infl uence economic 

profi tability. These parameters and costs provide the basis for the evalu-

ation of energy storage applications in power trading presented in the 

following section.       
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  10.2.2      Application of electricity storage in power trading 

 Different business cases and application strategies are possible for electric-

ity storage systems. For example,  wind energy plant operators  could use 

storage to level out deviations from the planned output capacity due to 

forecasting errors. This could be profi table in the future if wind plant opera-

tors are obligated to announce their feed-in in advance (as are the operators 

of conventional power plants) or for power trading at the electricity stock 

exchange if potential revenues are higher than feed-in tariffs or other incen-

tives guaranteed by political support instruments as the renewable energy 

act (Erneuerbare Energien Gesetz or EEG) in Germany.  Large industrial 
electricity consumers  could use storage technologies to avoid peak loads and 

thus to avoid high energy prices for peak loads, if a defi ned maximum load 

is exceeded. Furthermore,  distribution system operators  can use storage to 

guarantee uninterruptible power supply. For distribution system operators, 

 Table 10.1     Technical characteristics and cost data for electricity storage 

technologies 
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 AA-CAES  250  2500  1143  70  20–30  15–5 

 H 2 -CCGT  250  2500  1650  37  15  170–190  1   

 LA  25  250  1190  78  1400  7  10–400  75–300 

 Li  25  250  1284  84  1500  8  200–400  75–200 

 NaS  25  250  2200  69  4500  15–20  170  120 

 PHES  250  2500  730  2    80  40  0 7 

 RFB  25  250  2012  70  9000  30  20–30 

     Note : AA-CAES = advanced adiabatic compressed air energy storage; CCGT = 

combined cycle gas turbine; LA = lead acid battery; Li = lithium ion battery; NaS 

= sodium sulphur battery; PHES = pumped hydro-energy storage; RFB = redox 

fl ow battery.  

  1   Gaseous H 2  in salt caverns.  

  2   Investment for pumped hydro storage can vary widely depending on the 

specifi c characteristics of the project. Spahic  et al . (2006) give 600  € /kW for 

Goldisthal in Germany. Steffen (2012) quotes 1048  € /kW on average for proj-

ects in Germany and Deane  et al . 960  € /kW on average for projects in Europe. 

As specifi c investment for PHES can also be higher (for example, EPRI (2010) 

mention 2500–4300 $/kW) the value used here represents the lower range of 

current projects.   

  Sources : Deane  et al ., 2010; Honsel, 2007; Spahic  et al ., 2006; Steffen, 2012; 

Stieler, 2007; Wietschel  et al ., 2010.  
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electricity storages can moreover be applied to optimize the operation of 

the distribution grid and thus to better preserve the operating equipment 

within the grid. In this context, electricity storage could also help to avoid 

grid extension or reinforcement by homogenizing usage of up-stream grids. 

Power plant operators could become storage power plant operators as well, 

and operate on ancillary service markets especially on reserve markets. In 

times when the storage power capacity is not contracted on the reserve mar-

kets, it could be bid on day-ahead spot markets as well. 

 The profi tability of electricity storage application in energy markets, apart 

from the necessary investments, depends on the spread between the selling 

prices that can be achieved at the time of discharging and the purchasing 

price paid at the time of charging. Due to energy losses during charging, stor-

age and discharging, the profi tability also depends on the overall cycle effi -

ciency of the technology. Furthermore, the economic feasibility of electricity 

storage applications depends on the technology’s life-time in years and its 

cycle life, which in turn depend on the operations strategy (number of cycles 

per period, full load hours, charging conditions). Because storage technolo-

gies can be regulated easily with fast reaction times, they can be operated on 

different reserve markets where further revenues can be realized. 

 In many countries a large share of total electricity generation and demand is 

traded on an hourly basis on the spot market, which is executed every day as a 

day-ahead market (Sensfu ß , 2008). Typically day and night price spreads arise 

due to lower electricity demand at night time. In countries with a large share 

of electric heating systems, and therefore a higher electricity demand at night, 

this price spread can be reduced signifi cantly. However, today’s storage power 

plants (basically pumped hydro storage) operate on these price differences, 

and load at night time and generate peak power at day time. Adjustments to 

the amounts of energy traded on the spot market are made on the intraday 

market. Prices on the intraday market are close to spot market prices. 

 Due to imperfect forecasts and power station blackouts, deviations to the 

planned day-ahead and intraday trade need to be balanced. The prices of 

balancing power are determined on the reserve power market. Prices on the 

reserve power market can deviate signifi cantly from those on the spot market. 

The price spread between positive and negative reserve power is much higher 

than between day and night electricity spot prices. Reserve capacity is needed 

to provide system services in order to ensure system stability. The transmis-

sion system operators (TSO) are responsible for the stability of the electricity 

system. Total reserve capacity amounts to considerable volumes not available 

on the spot market. Three kinds of reserve capacity can be distinguished:

   1.     Primary reserve or spinning reserve is the fi rst reserve used to stabi-

lize the electricity system and has to be able to operate at full capacity 

within 30 s. It is only used for time periods of less than 15 min before 
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it is substituted for secondary reserve. The primary reserve is activated 

automatically and mostly provided by power plants which are already 

in operation. For example, in Germany the primary reserve market is 

organized as a tender for all four transmission zones together, where the 

capacity is contracted 1 month ahead for a period of 1 month. Several 

technical qualifi cations have to be met in order to be able to take part 

in the primary reserve market, so that participation is restricted to only 

a few players. Primary reserve is paid for by a capacity price only. Due 

to the high technical restrictions, storage systems will not be operated as 

primary reserve in the near future.  

  2.     Secondary reserve has to be at full capacity within a period of 30–300 s, 

and replaces primary reserve. The use of secondary reserve is also deter-

mined automatically. For the purchase of this system service, a tender 

for 1 month is used by the grid operators, similar to primary reserve. The 

number of players is limited by technical restrictions. In addition to the 

capacity price, a price per MWh is also paid for any secondary reserve 

capacity that is called. The price spread between positive and negative 

secondary reserve energy is very high in most countries. From a techni-

cal point of view, many storage systems would be able to take part in the 

secondary reserve markets.  

  3.     Minute reserve or tertiary reserve is used to free secondary reserve. It 

is activated manually and has to be available within 15 min. Usually, 

minute reserve remains activated for up to 1 h. However, this period 

can be extended to several hours in the case of serious grid imbalance. 

The transmission grid operator purchases minute reserve in a day-ahead 

tender. There are lower technical requirements compared to primary 

and secondary reserve, so that there are more players on this market. 

Similar to secondary reserve, minute reserve is paid for by a capacity 

price and an additional price per MWh. The price spread between posi-

tive and negative minute reserve energy is typically smaller than for sec-

ondary reserve, but still much higher than on the spot market. The only 

German CAES power plant in Huntorf operates in this market.    

 For short-term trading (intraday and balancing power) prices are deter-

mined within one price area which can exist of one or more control areas. 

If the sum of generation is higher than consumption, in general, the addi-

tional amount of electricity available can only be sold for prices below the 

spot market price. If consumption is higher than the planned generation, the 

missing amount of electricity generally has to be purchased at higher prices 

than the prices on the spot market. 

 Bulk electricity price arbitrage on the spot market is an important source 

of revenues for energy storages. It involves the purchase of inexpensive elec-

tricity available during periods when the demand for electricity is low and/
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or the supply from renewable energy is high. In these times the storage unit 

is charged, so that the low priced energy can be used or sold at a later time 

when the price for electricity is high due to high demand and/or renewable 

energy supply is low. For historical market prices in Germany, these rev-

enues are calculated using an optimization model.  1   In the optimization, the 

revenues for a certain time frame (i.e. 1 year) are maximized while price dis-

tribution is assumed to be known (‘perfect foresight’). The storage is oper-

ated whenever a positive profi t margin can be achieved. The storage unit is 

not operated when the price arbitrage between low-price and peak-price 

hours is too low, so that effi ciency losses cannot be compensated. For this 

analysis, the optimization horizon was set to 1 year. While this allows the 

possibility that load can not only be shifted between the hours of a day but 

also between multiple days, such shifting seldom occurs, since the storage 

volumes considered in this analysis are in the range of full load  hours  and 

not  days . Typically, the reservoir is loaded at night and discharged during 

peak hours. One important assumption is that electricity storage operations 

have no infl uence on the electricity price. Therefore, and because of the per-

fect foresight of market prices, the revenues calculated represent theoretical 

maximum revenues. 

 Figures 10.2 and 10.3 show possible revenues that could be achieved by 

applying electricity storage technologies for power trading on the German 

spot market EEX for the years 2008 and 2009. It also shows the annual costs 

for O&M and the annuity of capital costs. The battery technologies (RFB, 

NaS, Li-Ion, LA) are assumed to be confi gured with 25 MW of output capac-

ity and 250 MWh of storage volume, while the remaining, large-scale storage 

options (pumped hydro-energy storage, PHES , AA-CAES, H 2 -CCGT) are 

assumed to be confi gured with 250 MW of output capacity and 2500 MWh 

of storage volume. This means that all storage systems are able to provide 

10 h of full load output. In absolute terms, the 250 MW systems generate 

more income than the 25 MW. Therefore, values relative to the annual costs 

(O&M costs and the annuity of capital costs) are also displayed.           

 The years 2008 and 2009 have been very diverse market-wise. Being the 

year of the economic crisis, 2009 showed a relatively low electricity demand 

and therefore low spot market prices ( ⊘  = 38.85  € /MWh), whereas in 2008 

record peak prices for crude oil and high energy carrier prices in general 

could be observed which, in consequence, led to high spot market prices 

( ⊘  = 65.76  € /MWh). While the average price level is an indicator for rev-

enues – i.e. higher prices lead to higher revenues – storage revenues mainly 

depend on the distribution of spot market prices: a high price spread between 

peak and off-peak prices is needed for storage units to be able to operate. 

  1   The corresponding optimization problem is described in Hartel  et al.  (2010).  
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 The optimization results show that the year 2008 was more profi table than 

2009 for all storage technologies. These results can be understood by look-

ing at the price distributions: for example, in 2009 electricity prices above 

100  € /MWh were achieved in only 45 h, whereas in 2008 there were 892 h 

above this price. Prices below 10  € /MWh could be observed in 144 h in 2008 

and in 362 h in 2009. While there would have been more opportunities to 

charge a storage unit at low prices in 2009, there were far more peak prices 

in 2008 than in 2009, which could have been utilized to sell the stored elec-

tricity and generate a higher income. 

 The optimization results also show that at current costs none of the stor-

age technologies available would generate enough income to cover the total 

annual costs (with the exception of pumped hydro). Most notably, the costs 

of the H 2 -CCGT system exceed its possible spot market income by a factor 

of 8–9. This is a direct effect of the low round-trip effi ciency of the H 2  sys-

tem, which leaves fewer opportunities to exploit the price spread between 

peak and off-peak prices. Hydrogen-based storage units could be more use-

ful for long-term storage (weeks to months) since they offer a much higher 

energy density when compared to PHES resulting in lower energy-specifi c 

capital costs. Short-term storage based on hydrogen, however, is unlikely to 

become economically feasible even if substantial cost reductions could be 

achieved. The AA-CAES technology performs worse than the PHES, and 

its income is below the annual costs but is still in a promising range. 

 Among the 25 MW systems, the Li system performs best, although hav-

ing the second highest annual costs. This is a result of the high round-trip 

effi ciency of the Li system, ensuring a high utilization. The utilization per-

formance of all storage technologies is summarized in Table 10.2.      

 Other potential revenue streams for electricity storage systems result 

from avoiding the use of balancing power, or from directly acting on reserve 

markets. 

 The combination of fl uctuating generators with storage systems can 

increase forecast accuracy and therefore reduce the need for balancing 

 Table 10.2     Annual discharge utilisation 

 2008 (hours)  2009 (hours) 

 Lead-Acid  2679  2644 

 Lithium-Ion  3041  3015 

 Sodium-Sulfur  2170  2122 

 Redox-Flow  2247  2207 

 Hydrogen CCGT  526  562 

 Adiabatic Compressed Air  2239  2191 

 Pumped Hydro  2824  2789 

   Source : Fraunhofer ISI.  
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power for the renewable energy sources (RES)  operator, if they are respon-

sible for balancing. Utilization of such a storage system (25% of installed 

wind capacity, 10 full load hours storage capacity) is estimated to be 1400 

h discharging, based on forecasted and real wind-park generation data. 

Balancing energy prices are taken from the four German control areas in 

2009. Typically, wind power forecast deviations are not fully correlated with 

deviations in the control areas. In 2009 the correlation factor was between 

0.18 and 0.25 in the different German control areas. The average electricity 

price for charging the storage systems was 28  € /MWh, and for discharging 

70  € /MWh. 

 Revenues from reserve markets are estimated for secondary and tertiary 

reserve with price data of the German reserve market for 2009 (Table 10.3). 

Utilization for discharging is set to average activation values for secondary 

respectively tertiary reserve capacity for all storage technologies. This was 

about 440 h for secondary and 130 h for tertiary reserve in Germany in 2009.      

 Revenues are highest in the secondary reserve market as it has higher 

capacity prices, utilization and prices per MWh than the minute reserve 

market. Only the capacity price for negative tertiary reserve was higher 

than for secondary reserve in 2009, but this could not compensate the rev-

enue difference between secondary and tertiary reserve. Both secondary 

and tertiary reserve markets offer higher revenues than the case of avoiding 

balancing energy. Although utilization of the storage system is then higher, 

this could not compensate for the larger price spread and the capacity pay-

ments in the reserve markets.   

  10.3     Environmental aspects of electricity storage 

 With a view to sustainable energy supply, not only economic profi tability 

should be considered for a thorough analysis of electricity storage systems, 

but also environmental issues. Electricity storage systems can contribute 

to an improved environmental performance of energy supply indirectly by 

 Table 10.3     Price data for secondary and tertiary reserve in Germany in 2009 

 capacity price  

 ( € /MW per day) 

 price per MWh 

( € /MWh) 

 2008  2009  2008  2009 

 Positive  Secondary reserve  150.07  126.53  142.71  136.86 

 Tertiary reserve  128.51  58.41  99.50  109.98 

 Negative  Secondary reserve  84.39  115.67  4.12  –20.30 

 Tertiary reserve  62.30  173.59  0.19  –6.10 

   Source : Fraunhofer ISI.  

�� �� �� �� �� ��



Techno-economic analysis of electricity storage systems   293

© Woodhead Publishing Limited, 2013

supporting the integration and increased utilization of fl uctuating renew-

able energy sources. During operation storage systems hardly produce any 

direct CO 2  emissions and usually no additional fuel is needed (an exception 

is non-adiabatic CAES, where co-fi ring of natural gas is required). In this 

regard, electricity storage is advantageous in environmental terms compared 

to peak-load plants such as gas turbines or diesel generators. On the other 

hand, it has to be recognized that storage always results in a loss of electric-

ity and additional energy demand depending on the round-trip effi ciency 

of the specifi c system. Furthermore the manufacture, use and disposal of 

electricity storage systems can cause additional environmental impacts as 

well as health and safety hazards. These depend on the type of technology 

used and are interrelated with the resources and materials needed to manu-

facture and operate the respective electricity storage system. Thus, the ben-

efi ts and drawbacks of electricity storage should be analysed considering 

the whole life cycle of the system. Against this background, in this section 

resource requirements, health and safety issues, as well as environmental 

impacts of electricity storage are examined. 

  10.3.1      Resource requirements 

 Effi cient resource and material use have become increasingly important 

over recent years due to environmental as well as economic considerations. 

On the one hand, material costs usually account for the largest part of total 

production costs. On the other hand, the extraction, processing and refi ne-

ment of resources cause negative environmental impacts. Furthermore, 

attention should be paid to potential supply risks, in particular for ‘vulnera-

ble’ raw materials. The latter are highly important for the economy, but are 

characterized by their concentration in only a few countries, with low polit-

ical stability (Angerer  et al ., 2009; Frondel  et al ., 2007). 

 Considering the materials required,  pumped hydro-energy storage  as well 

as CAES and  H   2   -CCGT systems  seem to be unproblematic, because the 

bulk of resources used are standard materials, such as steel and concrete. 

Therefore, the development of these technologies seems not to be limited 

by critical raw material requirements, but rather by the availability of ade-

quate geographic sites. For  pumped hydro storage  a suffi cient topographic 

gradient is required, while for  CAES  and  hydrogen storage  suitable caverns 

are needed, preferably close to the place where the electricity is produced. 

Different types of subterranean excavations are suitable to store air, for 

example, salt caverns, aquifers, closed mines, exhausted oil or natural gas 

fi elds (Oertel, 2008; Wietschel  et al ., 2010). 

 Resource requirements for  electrochemical  storage are presumably more 

critical in terms of vulnerability and potential hazards. Therefore, this section 
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focuses on battery technologies. The electrodes of  batteries  are usually made 

of metals or metal oxides, which are placed in an electrolyte solution. A 

huge number of theoretically possible combinations of electrode materials 

and electrolytes exist, but in practice for rechargeable batteries only a few 

systems are applied (Stieler, 2007). In a charged state, the cathodes of LA 

 batteries  consist of elementary lead (Pb) and the anodes of lead (IV) oxide 

(PbO 2 ), placed in diluted sulphuric acid as the electrolyte. In a discharged 

state both electrode plates are covered by a lead salt (lead (II) sulphate 

PbSO 4 ), while the electrolyte basically becomes water. The housing of LA 

batteries is usually made of plastic (Oertel, 2008). The global consumption 

of lead is increasing, with more than half of the worldwide production used 

for electrodes in LA batteries. However, the availability of lead is regarded 

as unproblematic. Also, diluted sulphuric acid has been produced on a large-

scale for a long time and is widely available, i.e. there are no critical resource 

requirements for LA batteries (Wietschel  et al ., 2010). 

 For  lithium ion batteries  a liquid, anhydrous  electrolyte  is used which con-

tains conducting salt. The liquid component is a mixture of organic solvents, 

which is often composed of carbonates (e.g. propylene carbonate, ethylene 

carbonate, dimethyl carbonate or diethyl carbonate). Different mixtures 

are possible depending on the requirements regarding the characteristics 

of the cell. The solvents need to be chemically pure, in particular free of 

water. Thus, elaborate purifi cation and dehydration are applied before use. 

The conducting salt nowadays usually consists of LiPF 6  (lithium hexa fl uo-

rine phosphate). Other substances, such as lithium perchlorate (LiClO 4 ) 

and lithium borofl uoride (LiBF 4 ), can also be used as salt (Oertel, 2008; 

Wietschel  et al ., 2010). The  negative electrode (anode) of lithium ion bat-
teries  is usually made of graphite. As an alternative, lithium metals, lithium 

alloys, metal oxides (e.g. SnO, SiO 2 ) or amorphous carbon can also be used. 

The safety characteristics of graphite and amorphous carbon are similar, 

but with graphite signifi cantly higher storage capacity can be achieved. For 

the  positive electrode (cathode)  different metal oxides with varying proper-

ties can be used. The  cathode  of most of the lithium ion batteries produced 

to date are of the cobalt type (LiCoO 2 ), which enable high energy inten-

sity. Recently, manufacturers have begun making batteries with cathodes 

that include transition metals such as nickel and manganese, in addition 

to cobalt. With LiNiCo higher energy density can be achieved. Manganese 

cathodes (LiMn 2 O 4 ) allow higher intensity of current. Additionally, copper 

and aluminium are needed for the electrodes. As separators between the 

electrodes, thin micro-porous polyolefi n fi lms are used (Angerer  et al ., 2009; 

Stieler, 2007; Wietschel  et al ., 2010). 

 Inside a cylindrical  NaS battery cell  an electrode made of sodium can be 

found. The electrode is enclosed in a metal casing for safety reasons. The 

outside consists of beta-alumina as a solid electrolyte, which is enclosed 
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by a sulphur electrode (Pohl and Kriebs, 2006; Simon  et al ., 2006). Sodium 

(Na) and sulphur (S) are liquid at operating temperatures of 270–350 ° C. 

During discharge sodium ions migrate from the inside to the outside of the 

cell, where NaS compounds develop. With ongoing discharge the amount of 

sodium in these compounds increases (Na 2 S 3 , Na 2 S 4 ,Na 2 S 5 ). Due to high oper-

ating temperatures, adequate insulation materials are needed. However, no 

critical resource requirements are known for NaS batteries (Wietschel  et al ., 
2010). None of the main materials needed for NaS batteries is regarded as 

being critical in terms of its availability. 

 The electrodes of RFBs are usually made of graphite and carbon. In 

many cases the membrane is made of Nafi on-sulphated polytetrafl uoroeth-

ylene (PTFE). Instead of Nafi on, some systems use polystyrene sulphuric 

acid (C 8 H 8 O 3 S) for the membrane. Depending on the type of redox fl ow 

battery, the electrolyte contains different substances. In the electrolyte of 

the  vanadium/vanadium system  the oxidation states of vanadium V 2+ , V 3+ , 

V 4+  and V 5+  are dissolved in sulphuric acid (H 2 SO 4 ). Some systems contain 

ruthenium and niobium to speed up the reaction. For stabilization of the 

electrolyte, phosphoric acid (H 3 PO 4 ) is added, and sometimes also small 

amounts of ammonium phosphate. The electrolyte  of vanadium/bromide 
systems  contains vanadium (III) bromide (VBr 3 ) or vanadium (II) chlo-

ride (VCl 3 ) dissolved in hydrochloric acid (HCl). For stabilization of the 

electrolyte hydrogen bromide (HBr), sodium bromide (NaBr), potassium 

bromide (KBr) or mixtures of these substances are used. The electrolyte of 

 polysulphide/bromide systems  consists of sodium sulphide (Na 2 S), sodium 

poly sulphides (Na 2 S  x  ), sulphur (S) and sodium hydroxide (NaOH). For 

 iron/chromium  RFB iron (II) chloride (FeCl 2 ) and chromium (III) chloride 

(CrCl 3 ), dissolved in HCl are required for the electrolyte. Table 10.4 sum-

marizes the substances required for battery systems.      

 Specifi c resource requirements of potentially critical substances are sum-

marized in Table 10.5, alongside global production capacities and known 

reserves. For example, literature data regarding the lithium content of  lith-
ium ion batteries  ranges between 50 and 300 g of lithium per kilowatt hour. 

The share of cobalt amounts to around 60% in LiCoO 2  cathodes, making 

up around 22 wt% of the battery system. Due to growing markets for lith-

ium ion batteries with expected growth rates of around 5–7% until 2030, 

the total demand for the materials required will increase correspondingly. 

While the increasing demand for lithium is regarded rather unproblem-

atic, cobalt markets are seen to be more critical. Angerer  et al . (2009) esti-

mate that even if cobalt substitutes (such as phosphates) come to play an 

increasingly important role in lithium battery production, the cobalt mar-

ket will still be affected considerably by growing battery markets. On the 

other hand, as recycling of used batteries is extended, fostered by national 

and European legislation (e.g. European Battery Directive 2006/6/EC, 
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 Table 10.4     Substances required for batteries 

 Storage System  Component  Substances 

 LA  Electrodes  Elementary lead (Pb) 

 Lead (II) oxide (PbO 2 ) 

 Lead (II) sulphate (PbSO 4 ) 

 Electrolyte  Diluted sulphuric acid (H 2 SO 4 ) 

 Li  Electrodes  Graphite (alternatively, e.g., amorphous 

carbon, lithium metals, lithium alloys, 

metal oxides, e.g. SnO, SiO 2 ) 

 LiCoO 2  (alternatively, e.g., LiNiCo, LiMn 2 O 4 ) 

 Copper, aluminium 

 Separator  Micro porous polyolefi n fi lms 

 Electrolyte  Organic solvents, e.g. propylene carbonate, 

ethylene carbonate, dimethyl carbonate, 

diethyl carbonate 

 Conducting salt, e.g. LiPF 6 ,LiClO 4 , LiBF 4  

 NaS  Electrodes  Sodium (Na) 

 Sulphur (S) 

 Sodium sulphur compounds (Na 2 S 5 , Na 2 S 4 , 

Na 2 S 3 ) 

 Electrolyte  Beta-alumina 

 Housing  Insulation materials 

 RFB (general)  Electrodes  Graphite 

 Carbon 

 Membrane  Nafi on (sulphated poly tetra fl uorine 

ethylene PTFE) (alternatively: polystyrene 

sulphuric acid C 8 H 8 O 3 S) 

 RFB (vanadium/ 

vanadium) 

 Electrolyte  Vanadium (V 2+ , V 3+ , V 4+ , V 5+ ) 

 Phosphoric acid (H 3 PO 4 ) 

 Sulphuric acid (H 2 SO 4 ) 

 RFB (vanadium/ 

bromide) 

 Electrolyte  Vanadium (V 3+ , V 4+ ) 

 vanadium (III) bromide (VBr 3 ) (alternatively: 

vanadium (II) chloride VCl 3 ) 

 Hydrogen bromide (HBr) (alternatively: 

sodium bromide NaBr, potassium 

bromide KBr, mixtures) 

 Hydrochloric acid (HCl) 

 RFB (zinc/ 

bromide) 

 Electrolyte  Zinc (II) bromide (ZnBr 2 ) 

 Zinc (II) chloride (ZnCl 2 ) 

 Potassium chloride (KCl) 

 Potassium bromide (KBr) 

 RFB (polysulfi de/ 

bromide) 

 Electrolyte  Sodium sulphide (Na 2 S) 

 Sulphur (S) 

 Sodium hydroxide (NaOH) 

 Sodium bromide (NaBr) 

 RFB (iron/ 

chromium) 

 Electrolyte  Iron (II) chloride (FeCL 2 ) 

 Chromium (III) chloride (CrCl 3 ) 

 Hydrochloric acid (HCl) 

   Source:  Fraunhofer ISI.  
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Waste Electrical and Electronic Equipment (WEEE) Directive 2002/96/

EC), the demand for primary resources could be reduced. While in 2003 

around 8% of cobalt used in rechargeable batteries was recycled, in 2012 

recycling rates of 12.5%, and in 2016 22.5%, are expected for lithium ion 

batteries (Angerer  et al ., 2009).       

  10.3.2      Health and safety issues 

 Due to the production, operation and disposal of electricity storage sys-

tems different health and safety hazards can arise. A comparative assess-

ment of health and safety issues related to different electricity storage 

technologies based on expert judgements is provided by Jossen and 

Protogeropolousos (2004) and Sauer (2002). Expert judgements were 

made considering different categories (normal and abnormal system 

operation as well as normal and abnormal system production) and aggre-

gated afterwards. A summary of results is shown in Fig. 10.4. As can be 

seen, health and safety risks are rated similarly for LA, NiCd, NiZn and 

metal–air batteries as well as for compressed air storage in the medium 

to lower risk range. For SuperCaps as well as for RFB lower risks are 

assumed, while for lithium ion systems health and safety risks are rated 

rather higher.      

 The health and safety risks associated with the storage systems are in 

many cases related to the materials used. For example, lead contained in  LA 
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    1 Share of resources which can currently be produced economically.  

  2 60% of cathode; 22 weight% of battery system.  

   Sources:  Angerer  et al ., 2009; USGS, 2008; Fraunhofer ISI.  
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batteries  is a heavy metal causing health and environmental hazards (Daniel 

and Pappis, 2008; Lindhqvist, 2010). Furthermore, in the case of accidents, leak-

ing of sulphuric acid is probable, which can cause heavy chemical burns and is 

rated hazardous to water. Therefore, precautionary measures have to be taken 

for handling sulphuric acid. Further safety requirements include measures to 

avoid explosions, protection against high voltages, protection against possible 

short circuits and transport regulations. To avoid explosion risks due to higher 

concentrations of H 2  (explosive limit at concentrations of > 4%) suffi cient 

aeration is required. Today, LA batteries are usually supplied with valve regu-

lation (VRLA: valve regulated LA). Safety instructions for LA batteries are 

described in the European standard EN 50272. However, conventional LA 

 batteries  are generally adjudicated high safety, even in the event of misuse 

(Oertel, 2008). 

  Lithium ion batteries  are generally less robust compared to other battery 

types, due to high energy densities causing higher accident hazards. The bat-

tery consists of easily fl ammable materials which react violently with water 

in case of failure or damage. LiCoO 2 , at overcharging, reacts to cobalt oxide, 

which is very reactive, resulting in temperatures of up to 500 ° C with severe 

reaction of the cell components (‘thermal runaway’). Potential consequences 

of accidents increase with increasing battery size and energy content. In the 

case of serial connection of several cells, the risks increase correspondingly. 

To keep voltage, current and temperature within secure margins, it is neces-

sary to include a protection circuit. However, safe and failure-free opera-

tion can usually be provided for with adequate and professionally installed 

safety devices within the cell or the battery stack (Oertel, 2008; Wietschel 

 et al ., 2010). 
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 10.4      Expert judgements regarding health and safety risks of 

electricity storage technologies. ( Source : based on Jossen and 

Protogeropolousos, 2004; Sauer, 2002.)  
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 Concerning the substances contained in  NaS batteries,  it has to be remem-

bered that Na 2 S  x   is water soluble and fl ammable, and hazardous to health 

and to the environment, and therefore it needs to be labelled as toxic, and it 

is also rated hazardous to water. Furthermore, sulphur is fl ammable and, if 

it is liquid and in contact with air, sulphur dioxide can develop, which is very 

toxic (GESTIS, 2008; R Ö MPP, 2008). 

 Graphite and carbon used for the electrodes of RFB do not exhibit any 

serious hazards. Nafi on used for the membrane can develop vapours, if it is 

heated too much, which can cause fever but no permanent harm. For dis-

posal, Nafi on is usually buried at landfi ll sites, as it does not release toxic sub-

stances nor does it contain any useful substances for recovery. Combustion 

should be avoided, because it results in release of toxic substances such as 

sulphur dioxide and hydrogen fl uoride. Polystyrene sulphuric acid, which 

can be used as an alternative material for the membrane, can irritate skin 

and respiratory systems and cause chemical burns. Therefore, adequate 

labelling is mandatory (GESTIS, 2008; R Ö MPP, 2008). 

 In case of leakage of the electrolyte of  vanadium/vanadium RFBs,  V 2+  

and V 3+  would transform to V 4+  and V 5+ , which are stable under ambient 

conditions. V 4+  and V 5+  are ligated quickly in soil and do develop complexes 

which are poorly water soluble. The electrolyte is produced based on V 2 O 5 , 

which is hazardous to health and to the environment, a mutagen, and has to 

be labelled as toxic. Furthermore, ignition hazards exist for V 2 O 5  together 

with calcium, sulphur, water, lithium and chlorine trifl uorine. The electrolyte 

solution is usually based on H 2 SO 4 , which causes heavy chemical burns and 

is rated low hazard to waters. At end of life, the vanadium can be removed 

from the electrolyte and recycled, while H 2 SO 4  neutralized and disposed of. 

Ruthenium and niobium, which are sometimes contained to speed up the 

reaction, are both easily fl ammable as a powder. In contact with air, explo-

sion risks exist for ruthenium. The stabilizing agent H 3 PO 4 , together with 

nitro-methane, results in explosion risks. It is rated caustic, hazardous to 

health and low hazardous to water (GESTIS, 2008; R Ö MPP, 2008). 

 The electrolyte  of vanadium/bromide systems  is produced by dissolving 

vanadium oxide (V 2 O 5 ) in hydrogen bromide with the addition of HCl. VBr 3  

together with water reacts to hydrogen bromide, which can result in strongly 

exothermic reactions, heating up and development of dangerous gases and 

vapours. Toxic decomposition products can develop. Furthermore, VBr 3  has 

to be labelled caustic and severely hazardous to water. VCl 3 , which can be 

used as an alternative, shows similar properties and is even rated carcino-

genic. For stabilization of the electrolyte HBr, NaBr or KBr is used. HBr, 

as well as KBr, are rated low hazardous to water. While HBr is also haz-

ardous to health and needs to be labelled, neither NaBr nor KBr requires 

any labelling. NaBr develops fl ammable gases together with alkaline metals 

and bromide trifl uoride. For KBr, strongly exothermic reactions can result, 
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together with heavy metals and salts, oxidizing agents and mercuric salts. 

Intake of very high doses can result in chronic bromine poisoning (GESTIS, 

2008; R Ö MPP, 2008). 

 Sodium sulphide (Na 2 S) contained in  polysulphide/bromide systems  oxi-

dizes easily in contact with air, which can result in self-ignition. Dangerous 

gases and vapours can develop in contact with acids (e.g. hydrogen sul-

phide). Furthermore, Na 2 S is rated hazardous to the environment and acute 

and chronic health hazards exist. The properties of Na 2 S  x   and sulphur have 

already been discussed for NaS batteries. NaOH is also part of the electro-

lyte and can cause heavy chemical burns. Together with water or fl ammable 

substances, ignition hazards exist and fl ammable vapours or gases can result 

(GESTIS, 2008; R Ö MPP, 2008). 

 FeCl2 as well as CRCl 3 , both part of the electrolyte of  iron/chromium 
RFBs , can cause acute and chronic health hazards. Together with alkaline 

metals and ethylene oxide, FeCl 2  can heat up and strong exothermic reac-

tions can arise. Also, CrCl 3  together with fl uorine and lithium results in explo-

sion risks. CrCl 3  and FeCl 2  are dissolved in HCl, which can cause chemical 

burns, and in contact with air reacts in building caustic acid fumes. As a 

catalyst, thallium can also be found in the electrolyte, which is rated highly 

toxic as well as dangerous to health and the environment. At charging, thal-

lium can precipitate from thallium chloride dissolution and condense at the 

anode. Thallium chloride is also very toxic, as well as dangerous to health 

and the environment. Furthermore, it is rated highly hazardous to water and 

reacts strongly exothermically with fl uorine and potassium (GESTIS, 2008; 

R Ö MPP, 2008).  

  10.3.3      Environmental impact assessment 

 To date, only a few environmental impact assessment studies of electricity 

storage technologies exist, considering the whole life cycle of the product 

including production, use and end of life. For example, Rydh (1999) com-

pares conventional LA batteries and vanadium/vanadium RFBs based 

on life-cycle assessment. Overall the results show that the environmen-

tal impact of the RFB is lower than that of the LA battery. According to 

Rydh (1999), this is due to lower primary energy demand during operation, 

higher cycle life, and better recycling possibilities for the vanadium RFB. 

Another comparative environmental assessment of electricity storage can 

be found in Denholm and Kulcinski (2004), where a vanadium/vanadium 

RFB, a polysulfi de/bromide RFB, pumped hydro-energy storage and CAES 

are compared. The environmental impact categories considered include 

cumulative energy demand and greenhouse gas (GHG) emissions resulting 

from building up and operating the electricity storage plants. The emissions 
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taken into account include indirect emissions based on the power input as 

well as emissions resulting from production and operation. The results of 

the evaluation are summarized in Table 10.6. As can be seen, PHES has the 

lowest cumulative energy demand during production as well as operation. 

The cumulative energy demand to produce RFBs is signifi cantly higher than 

for PHES and CAES. This can be traced back to the energy demand for 

extraction of the required resources. The vanadium RFB shows the high-

est cumulative energy demand for production. On the other hand, during 

operation, CAES exhibits considerably higher cumulative energy demand 

than the other three alternatives shown, in particular caused by the required 

co-fi ring of natural gas in non-adiabatic conventional CAES plants.      

 The lowest GHG emissions during production are caused by CAES, while 

for operation GHG emissions are highest. Furthermore, as an additional 

environmental impact of  CAES,  emissions of compression waste heat to 

the atmosphere should also be considered (Wietschel  et al ., 2010). GHG 

emissions caused by the operation of RFBs and PHES are considerably 

lower than CAES, because no natural gas fi ring is needed. GHG emissions 

caused during production of RFB systems are again higher than for PHES 

and CAES. Even though the comparison shown suggests low environmen-

tal impacts for PHES in terms of GHG emissions and energy demand, it 

should also be considered that the installation of  PHES  can have severe 

impacts on adjacent ecosystems, and issues of landscape protection should 

not be neglected (Oertel, 2008; Wietschel  et al ., 2010). However, this kind of 

impacts is not easily measurable. 

 As an example, further possible environmental impacts of an adiabatic 

CAES system, a hydrogen system and a vanadium redox fl ow battery are 

compared based on own research and calculations. Production and operation 

 Table 10.6     Cumulative energy demand and greenhouse gas emissions of 

electricity storage (example) 

 Round-trip 

effi ciency 

 Cumulative energy 

demand 

 Greenhouse gas 

emissions 

 Manufacture 

(GJ/MWh 

storage 

capacity) 

 Use 

(GJ/GWh) 

 Manufacture 

(tons of 

CO 2 -equ./

MWh storage 

capacity) 

 Use 

(tons of 

CO 2 -equ./

GWh) 

 PHES  78%  373  25.8  35.7  1.8 

 CAES  71%  266  5210  19  288 

 Polysulfi de RFB  70%  1755  54  125  4 

 Vanadium RFB  70%  2253  45  161  3.3 

   Source:  Denholm and Kulcinski, 2004.  
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phases are taken into account. The environmental impacts analysed include 

CO 2  emissions, cumulative energy demand, land usage and noise emissions, 

which are regarded as some of the most important environmental impact 

categories for electricity storage (cf. Oberschmidt and Klobasa, 2008). For 

better comparability, the same output power (2 MW), storage capacity and 

full load hours (1400 h per year) are assumed for all of the technologies 

considered. However, the storage systems vary widely in terms of their 

round-trip effi ciency (assumptions: 70% for RFB, 55% for CAES, 35% for 

H 2  system). For the production phase, the material input required is the 

basis for the evaluation of energy demand and CO 2  emissions, while for 

the operation phase, the loss of electricity due to storage is valuated. As 

can be seen in Figs 10.5 and 10.6, the main impact occurs during the opera-

tion phase due to additional energy demand/CO 2  emissions associated with 

the electricity losses caused by storage. Thus, the impacts are closely inter-

related with the round-trip effi ciency of the energy storage and also with 

the underlying electricity mix assumed (current German electricity mix for 

this example). Therefore, in this comparison RFB performs best, followed 

by CAES and the H 2  system, which has the lowest effi ciency. However, 

environmental impact assessment results could vary signifi cantly due to the 

specifi c assumptions for technical characteristics, operation strategies and 

underlying electricity mix.           
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 The comparison of land usage and noise emissions is shown in Table 10.7. 

Regarding noise emissions, the RFB battery performs better than the CAES 

and H 2  system. Specifi c land usage is considerably higher for the RFB and 

the H 2  system compared to the CAES plant. The highest specifi c land usage 

is due to the RFB battery.      

 Further environmental issues can arise at the  end of life  of electricity 

storage technologies, particularly if toxic materials are used. For example, 

heavy metals used in  batteries  can cause considerable problems in waste 

management (Lindhqvist, 2010). Therefore, within the European Union 

recycling of batteries with certain amounts of mercury, lead or cadmium 

is mandatory. Disposal together with municipal solid waste is prohibited. 

Manufacturers are obligated to label their products (European Battery 

Directive 2006/6/EC). For instance,  LA batteries  cause problems in waste 
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 10.6      CO2 emissions due to electricity storage (example). ( Source : 

Fraunhofer ISI.)  

 Table 10.7     Noise emissions and land usage of electricity 

storage (example) 

 RFB  CAES  H2 

 Noise emissions (dBA)  50  75  78 

 Land usage (m 2 *a/kWh out )  214  3.57   159 

   Source:  Fraunhofer ISI.  
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management due to the toxic properties of lead. These have been known 

for thousands of years, resulting in strict environmental regulations 

(Daniel and Pappis, 2008; Lindhqvist, 2010). However, because in LA 

batteries the metallic components are almost exclusively made from lead, 

nearly all of the battery is completely recyclable. In any case, LA batteries 

do not need to be disposed of together with municipal solid waste, but be 

treated as hazardous waste, even though (Oertel, 2008). Further critical 

properties of problematic substances used in battery systems, including 

environmental hazards, have already been discussed in Section 10.3.2. 

 Opportunities for recycling play an important role with regard the 

environmental impact of electricity storage technologies at their end of 

life. A comparative assessment of the recycling capability for electricity 

storage systems based on expert judgements is provided by Jossen and 

Protogeropolousos (2004) and Sauer (2002) (Fig. 10.7). For all of the tech-

nologies shown, some kind of recycling technology is available at present. 

For LA and NiCd batteries, as well as SuperCaps and CAES, recycling 

technologies are commercially available with possible recycling rates of 

more than 80%. For Li, NiZn and RFB batteries, recycling seems more 

problematic. However, it is expected that recycling possibilities for Li 
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 10.7      Expert judgements regarding the recycling capability of electricity 

storage systems.  Note : 5 = recycling technology commercially 

available, with > 80% material recycling; 4 = recycling technology 

commercially available, with < 80% material recycling or technology 

available on pilot scale; 3 = technology demonstrated at lab scale; 2 = 

only ideas for recycling technology, not tested yet; 1 = no technology 

available at present. ( Source : based on Jossen and Protogeropolousos, 

2004; Sauer, 2002.)  
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batteries will be improved in the future, shown by the upper range of the 

expert judgements.        

  10.4     Challenges and future trends 

 If a strong diffusion of storage technologies should happen, further cost 

reduction will be necessary in the future. Until now only hydro pump stor-

age power plants can be operated profi table under today’s market condi-

tions. Some technologies are close to be profi table like CAES. For existing 

battery technologies further improvements are necessary, but the expecta-

tions for redox fl ow, lithium and natrium  sulphur batteries are promising. 

 Two main drivers for higher price spreads can be seen already today. A 

higher share of renewables will bring time periods with very low market 

prices. In periods with low generation from renewables market prices are 

expected to rise due to higher fuel and CO 2  prices. These periods might be 

limited, forcing storage systems to be profi table and with short utilization 

times. The second driver for higher price spreads is the increased deviation 

from day-ahead generation planning. In this case, storage systems have to 

compete with shorter planning horizons for power plant operation and with 

other fl exibility options such as demand response technologies. Especially 

in reserve markets, the market volume will be limited and the implementa-

tion of new fl exibility options will also have a negative impact on the aver-

age price level. In the past, both price trends could be observed, e.g. a strong 

increase of negative reserve capacity prices, but also a strong decrease for 

positive reserve capacity prices. 

 Regarding resources, much of current research focuses on the improve-

ment of materials and new material development to be used in electro-

chemical storage systems. For example, the use of nano-materials could 

help to improve the storage capacity (Oertel, 2008; Stieler, 2007). For lith-

ium ion batteries, currently various materials are being tested or are under 

development. Iron phosphate cathodes (LiFePO 4 ) are being tested, because 

they are advantageous in economic and environmental terms. Furthermore, 

they allow high intensity of current. Other materials, such as nickel oxides 

and mixtures of different metal oxides, are also currently being tested (e.g. 

LiNiO 2 , Li(N  x  Co  y  Mn  z  )O 2 ). Further strategies to improve the properties of 

electrode materials include blending of LiCoO 2  with good electronic and 

lithium ion conductors, such as blends of LiCoO 2  and LiRuO 3  (Angerer 

 et al ., 2009; Stieler, 2007). Further developments include  lithium polymer 
and lithium titanate  batteries. Signifi cant improvements are expected for 

the electrolyte in the future; for example, newly developed separators made 

of ceramics, which are more robust in case of thermal or mechanical stress 

and safer in mechanical handling. Improvements are also expected with 
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 additives for existing electrolytes, as well as for newly developed electro-

lytes which are not fl ammable (Oertel, 2008). 

 Regarding resources for CAES, in particular, materials for heat storage 

in non-adiabatic systems still need to be further developed. Further future 

trends concern the underground systems discussed for pumped hydro stor-

age plants. Another future option are coastal sites for pumped hydro storage. 

However, saline water imposes additional requirements on the components 

and materials used. One salt water plant is currently installed in Japan to 

test technical and environmental aspects (Oertel, 2008).  

  10.5     Conclusion 

 This chapter analyses the economic and environmental impacts of elec-

tricity storage systems against the background of the ongoing integration 

of intermittent renewable energies. The focus is on stationary electricity 

storage, in particular pumped hydro storage systems, (adiabatic) CAES, 

hydrogen storage systems, LA batteries, lithium batteries, NaS batteries, 

as well as RFBs. Different application strategies in energy markets are 

described. Possible economic benefi ts based on various application strat-

egies are presented based on modelling results and compared to costs. 

Furthermore, critical resource requirements as well as health and safety 

issues and environmental impacts of electricity storage are analysed. The 

results of the economic analysis show that costs in general need to be 

reduced signifi cantly for electricity storage systems in order to offer com-

petitive solutions. Regarding environmental impacts, each technology has 

specifi c advantages and drawbacks, while for a comprehensive analysis the 

whole life cycle as well as the specifi c framework conditions must always 

be considered.  
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  Abstract: This chapter provides a comprehensive review on Nickel-based 
batteries, where nickel hydroxide electrodes are utilised as positive 
plates in these batteries. An example is the popular nickel/metal hydride 
batteries, which are one of the most important power sources for a wide 
range of electronic devices. The chapter fi rst gives a brief history of these 
batteries, the fundamental electrochemistry behind this system. It will 
detail the construction of the batteries, including the active materials and 
electrolyte. The chapter will compare the performances, the advantages 
and limitations of different types of battery in this system. New materials 
to be applied in this system, the current development and the future trend 
of these Ni-based batteries will be discussed. 

  Key words:  Ni-based batteries, Ni-Fe, Ni-Cd, Ni-H 2 , Ni-Zn, Ni-MH, 
secondary batteries, NiOOH, anode, cathode. 

    11.1     Introduction 

 Nickel-based batteries, including nickel-iron, nickel-cadmium, nickel-zinc, nickel-

hydrogen, and nickel-metal hydride batteries, are similar in the way that nickel 

hydroxide electrodes are utilised as positive plates in the systems. As strong alka-

line solutions are generally used as electrolyte for these systems, they are also 

called alkaline secondary batteries. Ni-based batteries have been, and still are 

the most important power sources for a wide range of electronic devices. 

 The present chapter offers a comprehensive review on the past and present 

available Ni-based battery systems, including the fundamental electrochem-

istry behind this system, active materials and electrolyte, the performances, 

and the advantages and disadvantages for each different type of battery. The 

current popular and novel materials that have potential in the applications 

of Ni-based batteries will be discussed, followed by the challenges and the 

future trend of the batteries. 

 On 11 March 1899, J ü ngner in Sweden patented the very fi rst idea of util-

ising an electrolyte that remains the same throughout the charging and dis-

charging of the battery. That is, the electrolyte itself does not react chemically 
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with the electrodes, while conducting the ions between electrodes satisfacto-

rily. As a result, the amount of electrolyte required for the batteries can be 

reduced signifi cantly, and hence a reduction in the weight of the batteries. 

During the period of late 1890s to early 1900s, Michalowski from Germany 

(Michalowski, 1899), J ü ngner from Sweden (Jungner, 1901), and Edison from 

the United States (Edison, 1901) have successively patented Ni-Zn, Ni-Cd, 

and Ni-Fe battery systems, respectively. The Ni-Zn system, however, was not 

commercialised until the 1930s, when an Irish chemist, Drumm, used it in 

electric trains. In the 1960s and 1970s, Ni-Cd system was the primary power 

source for a majority of spacecraft and satellites, owing to its superior prop-

erties in cycle life capability and robustness. Despite the fact that Ni-H 2  bat-

teries had been discovered and patented in the 1950s, it was not until the 

1970s when Ni-H 2  batteries slowly found their way to replacing Ni-Cd sys-

tems for aerospace applications. An alternative battery system, Ni-MH, had 

been introduced to replace the frequently-used Ni-Cd batteries in the 1980s. 

The primitive metal hydride, LaNi 5  alloy, was discovered in Dutch Philips 

Research Laboratories in the late 1960s, where it was proven that this inter-

metallic compound was capable of absorbing a reversibly large amount of 

hydrogen. However, it took nearly 20 years before the commercialisation of 

the Ni-MH batteries. Among the fi ve Ni-based battery systems, only sealed 

Ni-Cd and Ni-MH batteries are still present in the market. 

 Nickel electrodes on the other hand, were developed based on pocket-

plate technology and initiated in Sweden, Germany, and the United States 

in the late 1890s (Shukla  et al ., 2001). The structure of pocket-plate tech-

nology involved pelletising the nickel hydroxide with conductive additive 

and binder. The pellet was then enfolded in a perforated nickel-plated steel 

sheet to serve as a current collector. Pocket-plate batteries were the oldest 

and least expensive type, with a very reliable and long-life cell design that 

could tolerate severe mechanical and electrical abuse. The advancement of 

the tubular-plate structure in nickel electrodes took place in 1908, where the 

electrode’s durability was improved effi caciously by restricting the mechani-

cal forces induced from the expansion of the active material. This design 

typically involved the assembly of perforated nickel-plate steel tubes fi lled 

with compacted layers of the nickel hydroxide and conductive additive, into 

a frame comprising these tubes in parallel (Shukla  et al ., 2001). The compli-

cated design made the processing laborious and therefore cost-ineffective 

and, for these reasons, tubular-plate structure is no longer in production 

(Falk and Salkind, 1986). 

 The next revolution in nickel electrodes was the development of sintered-

plate technology, which was invented by Pfl ider in 1928 (Berndt, 1998). As 

it literally means, the loose nickel particles are transformed into a coherent 

body at a temperature just below the melting point of nickel in a reducing 

atmosphere. In sintered electrodes, a porous sintered plaque is impregnated 
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with nickel hydroxide active material by either chemical or electrochemical 

approaches (Shukla  et al ., 2001). The electrochemical impregnation is con-

sidered to be more effective than the chemical approach in terms of mate-

rial loading into porous sintered substrate, which would consequently lead 

to a better material utilisation and durability. 

 The fabrication of sintered plaque can either be a dry-powder or wet-

slurry process. The latter is commercially favoured, as electrodes fabricated 

via this approach possess high porosity, large surface area, and high electri-

cal conductivity in combination with good mechanical strength. The higher 

degree of utilisation in terms of faradaic effi ciency of 90%, as compared to 

60% for the pocket-plate electrodes, is attributed to a better material load-

ing in the porous structure of sintered substrate (Shukla  et al ., 2001). Up 

till now, more than 50% of batteries based on nickel electrodes being cur-

rently manufactured use sintered electrodes as the positive plate (Shukla 

 et al ., 2001). 

 The gap between the superior but expensive  and size limited (< 100 

Ah/cell) sintered battery, and the low cost but bulky and heavy pocket-

plate battery, was fi lled in the 1980s by the development of fi bre plate 

batteries, and later the plastic bonded electrode batteries (Dahlen, 

2003). The fi bre plate Ni-Cd batteries were developed primarily for elec-

trical vehicle applications, and are today available for general industrial 

applications. 

 Many researches have been devoted to improving the nickel electrode’s 

performances by maximising the active material loading and energy den-

sity. Foam-nickel electrodes, which have a similar working mechanism to 

sintered-plate electrodes, were introduced in the mid 1980s. Pasted nickel 

electrodes are prepared by smearing the spherical nickel hydroxide active 

material densely on highly-porous nickel foam through the mechanical and 

physical impregnation process. These electrodes have an exceptional high 

energy density and low production cost compared to those of conventional 

sintered nickel electrodes, and are therefore widely available in Ni-Zn 

(Taucher-Mautner and Kordesch, 2003, 2004), and Ni-MH batteries (Chen 

 et al ., 2003; Lv  et al ., 2004). 

 The nickel foam substrate used in pasted electrodes is generally produced 

by nickel-plating a porous synthetic material (e.g. polyurethane or acrylic 

fi bre) followed by pyrolysis of the plastic material. The as-synthesised nickel 

foam substrate has a three-dimensional porous texture, with a typical volu-

metric porosity of 97% and a pore size of 600  μ m (Olurin  et al ., 2003). The 

high porosity and large pore size of nickel foam are benefi cial for loading the 

nickel hydroxide, which in turn would result in a higher packing density of 

the active material. It would, however, also increase the internal resistance 

between the substrate and nickel hydroxide particles, as well as among the 

nickel hydroxide particles themselves. Therefore, pasted nickel electrodes 

�� �� �� �� �� ��



312   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

are advantageous in attaining a greater capacity and energy density; but are 

inferior to sintered electrodes in terms of the electrical conductivity and 

high rate capability. Sintered nickel electrodes generally have energy den-

sities of 450–500 mAh/cm 3 , whereas the value of 700 mAh/cm 3  is obtained 

for pasted electrodes. 

  11.1.1      Structure of the battery 

 Prior to the beginning of the detailed coverage of Ni-based systems, it is of 

great importance to understand the general structure of a battery. Though 

the detailed structure of the battery varies between the types of batteries, 

the essential parts are similar: the positive and negative electrodes sepa-

rated by a separator, electrolyte and a casing. The structure of a current 

popular cylindrical Ni-MH battery is illustrated in Fig. 11.1. In this battery, 

both positive (nickel electrode) and negative electrodes are coiled and sepa-

rated by the separator. The battery design should consider the optimisation 

of the reaction area of the electrodes, reduction of resistance for current col-

lection, and improvement in electrolyte composition to obtain high power 

characteristics. The electrodes, separator, and electrolyte are contained 

in steel case; the sealing plate is equipped with a valve to prevent burst-

ing when the internal pressure increases from overcharge, short circuit or 

reverse charge situation.        

Insulating gasket
Cap (+)

Safety vent
Sealing plate

Insulation ring

Negative electrode

Separator

Positive electrode

Insulator

Negative
electrode
collector

Case
( – )

Positive
electrode
collector

 11.1      Structure of a cylindrical Ni-MH battery (Taniguchi  et al ., 2001).  
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  11.2     Nickel hydroxide electrode 

 With the ever-increasing demand for higher energy for multitudinous appli-

cations, batteries with high energy density, power capability, long cycle sta-

bility, light weight, and low cost are in desperate need. Tremendous research 

has therefore been devoted in the past decades in attempting to under-

stand the mechanism, and increase the electrochemical performance, of 

the nickel electrodes. This section covers the fundamental understanding of 

the electrochemical reaction of the nickel electrode, followed by methods 

for improving the performance of the electrode, and concludes with a fi nal 

remark on current and future perspectives. 

  11.2.1      Redox reactions during charge/discharge process 

 As nickel hydroxide is employed as the positive electrode for all fi ve types 

of nickel battery systems, it is of great importance to understand its working 

mechanisms and related properties. The charge/discharge reactions of the 

nickel electrode have been expressed as follows (Watanabe and Kumagai, 

1997; Jain  et al ., 1998):  

NiOOH + H O + e Ni(OH) OH 49 V2

discharge

charge
Ni(OH)− ⎯ →discharge⎯ →⎯ →← ⎯

h

→← ⎯← ⎯ + OH−OH2 ( .0 0 v49 V.=0 0 vsvv SHE)

   [11.1]   

 The reversible electrode potential ( E  rev ) for the nickel electrode can then 

be expressed by the Nernst Equation as follows:  

    E
a a

a arev = [ ]Ni(OH) [ ]OH

[ ]NiOOH [ ]H O

⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

0 49 0− 059.49 0 log        [11.2]   

 As the charge/discharge reaction expressed in Equation [11.1] involves 

an equivalent diffusion of hydrogen ions (protons) through the solid-state 

lattices of Ni(OH) 2  and NiOOH, it would inevitably induce a continuous 

change in the composition of the active material between the fully dis-

charged nickel hydroxide and fully charged oxyhydroxide. Equation [11.1] 

may therefore be written as:  

    NiOOH + H O + e Ni(OH)2

discharge

charge

− ⎯ →discharge⎯ →⎯ →← ⎯
h

→← ⎯← ⎯ 2        [11.3]    

�� �� �� �� �� ��



314   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

  11.2.2      Phase transformation of nickel hydroxides 

 Nickel hydroxide Ni(OH) 2 , the cathodic active material in nickel electrodes, 

has been studied by many workers. There are several reviews of work in the 

fi eld (Oliva  et al ., 1982; Halpert; McBreen, 1990), and an updated review 

by Song and Chan (2009). Before 1966, the progress of understanding the 

reaction in nickel electrodes has been relatively slow, owing mainly to the 

complex nature of the reactions involved in the Ni-based batteries. Much 

effort has been devoted to understanding the items that are trivial in most 

of the other batteries, such as overall reaction, determination of the open-

circuit potential, and the oxidation state of the charge material. The major 

advance was made by Bode  et al . in 1966, where the detailed overall reaction 

of the nickel electrode was proposed for the fi rst time. It was pointed out 

that both the charged (NiOOH) and discharged (Ni(OH) 2 ) materials could 

exist in two forms. One form of the discharged material, namely   β  -Ni(OH) 2 , 

is anhydrous and has a layered brucite (Mg(OH) 2 ) structure; whereas the 

other form, designated as   α  -Ni(OH) 2 , is hydrated and has intercalated water 

between brucite like layers. 

 Oxidation of   β  -Ni(OH) 2  during charging produces   β  -NiOOH, and oxi-

dation of   α  -Ni(OH) 2  produces   γ  -NiOOH. The formation of   β  -Ni(OH) 2  

and   α  -Ni(OH) 2  takes place when   β  -NiOOH and   γ  -NiOOH are discharged, 

respectively. Furthermore,   α  -Ni(OH) 2  can dehydrate and recrystallise in 

the concentrated alkaline electrolyte to form   β  -Ni(OH) 2  when aged; and 

that   β  -NiOOH could be converted to   γ  -NiOOH when the electrode is over-

charged. The overall reaction scheme can be clearly illustrated by the Bode 

diagram, as shown in Fig. 11.2 (Wehrens-Dijksma and Notten, 2006). The 

chemical structure, degree of hydration, and morphology of these various 

forms of nickel hydroxides are distinct from each other. The two reaction 

schemes are often referred to as the   β  /  β   and the   α  /  γ   cycles.       

  11.2.3        β  /  β   Redox model for nickel electrodes 

 Conventional nickel hydroxide electrodes are designed to operate on the 

  β  /  β   cycle, with the aim to accommodate the volume changes during cycling, 

and to ensure that adequate electronic conductivity is provided to yield high 

utilisation of the active material during discharging. The   β  /  β   cycle is gener-

ally favoured as the volume expansion associated during cycling is less than 

any other forms. 

 Among the different polymorphic modifi cations of nickel hydroxide, 

  β  -Ni(OH) 2  is widely adopted as the preferable active material in positive 

electrode in all nickel-based secondary batteries, owing to its high stability 

in strong alkaline electrolyte (Song  et al ., 2002).   β  -Ni(OH) 2  shows a good 
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reversibility when charged to form   β  -NiOOH, which has a similar layered 

structure. When overcharged, however,   β  -NiOOH is then converted to   γ  -
NiOOH; this phase is undesirable as it involves a large volumetric change 

and would result in swelling of the nickel electrode and drying of electrolyte 

in the separator. Consequently, the formation of   γ  -NiOOH considerably 

damages the nickel electrode and causes immature cell failure. Furthermore, 

it was reported that the formation of   γ  -NiOOH is responsible for the mem-

ory effect in alkaline batteries (Sato  et al ., 2001). 

 These drawbacks provoked the study by Oshitani and his co-workers of 

suppressing the formation of   γ  -NiOOH in the nickel electrode by means of 

elemental additives (Oshitani  et al ., 1986). The addition of cobalt and cad-

mium together was found to be most effective in suppressing the formation 

of   γ  -NiOOH. The partial substitution of zinc for nickel was found to have a 

similar effect by having a larger ionic radius than nickel in the   β  -Ni(OH) 2  

solid solution, which would cause a distortion in the crystal lattice (Yuasa 

and Ikoma, 2006). In addition to the drawbacks of the   β  /  β   couple, the lim-

ited theoretical capacity of 289 mAh/g, which corresponds to the exchange 

of 1e −  per Ni atom, has been the bottleneck to the higher performance of 

the nickel electrodes.  

Ni oxidation
state 3.5 – 3.7

Ni oxidation
state 3.0

Charge Discharge

Charge Discharge

Overcharge

β-NiOOH

β-Ni(OH)2
α-Ni(OH)2

(H2O)n

K3(H2O)n

γ-NiOOH

Aging
8 Å4.6 Å
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state 2.0 ∼ 2.2 Ni oxidation

state 2.0 ∼ 2.2
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Ni
OH
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OH

Ni
OH3
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 11.2      Bode diagram illustrating the phase transformation of nickel 

hydroxide/oxyhydroxides with various Ni oxidation states (Wehrens-

Dijksma and Notten, 2006).  
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  11.2.4        α  /  γ   Redox model for nickel electrodes 

 As illustrated in Fig. 11.2, the lattice parameter  c  in   α  -Ni(OH) 2  and   γ  -NiOOH 

is nearly identical (8 and 7  Å , respectively). This allows reversible phase 

transformation between the two phases without experiencing mechanical 

deformation or constraints. It is envisaged that the theoretical capacity in 

the   α  /  γ   couple is higher than that of the   β  /  β   couple. This can be attributed 

to the fact that more than one electron may be exchanged per Ni atom dur-

ing the   α  /  γ   phase transformation, owing to a higher oxidation state (3.5 or 

higher) of nickel in   γ  -NiOOH (Liu  et al ., 2009). 

 Though the   α  /  γ   couple is theoretically favourable, its instability in ther-

modynamics in strong alkaline solution and rapid transformation to   β  -
Ni(OH) 2  have been the major drawbacks. The stabilisation of the structure 

of   α  -Ni(OH) 2  has therefore been the focus of the research. Partial substitu-

tions of Ni by Mn (Latroche  et al ., 1995; Colinet  et al ., 1987), Zn and Al (Van 

Mal  et al ., 1973; Meli  et al ., 1995; Wu  et al ., 2003) and Fe (Balasubramaniam 

 et al ., 1993) have been investigated. Despite more than a decade of research 

on the development for a reliable approach to synthesise and to stabilise the 

  α  -Ni(OH) 2 , it still remains a major scientifi c challenge.  

  11.2.5      Improvement of electrochemical performances 
of nickel hydroxide 

 Despite the fact that the nickel hydroxide electrode used in Ni-based sys-

tems is fundamentally the same as that used by Edison a century ago, the 

electrode widely used nowadays is more complicated. Electrode character-

istics, including capacity, energy density, high rate capability, cell duration 

and material utilisation are continuously being improved to satisfy the ever-

increasing demand for energy. Two scientifi c challenges related to nickel 

hydroxide are its chemical stability and the catalytic properties towards 

oxygen evolution reaction (Vidotti  et al ., 2009). 

 The implementation of high-density spherical nickel hydroxide in com-

mercial nickel electrodes had been established in 1990s, where it was found 

that spherical nickel hydroxide powder with a particle size distribution from 

several microns to tens of microns has a high fi lling density and superior 

fl ow characteristics, optimising pasting conditions (Sakai  et al ., 1990; Reisner 

 et al ., 1997). This spherical nickel hydroxide is synthesised in a precipitation 

process in which metal salts, such as nickel sulphate, are reacted with sodium 

hydroxide in the presence of ammonia. 

 Though the abovementioned physical properties of spherical nickel 

hydroxide are benefi cial to the loading of the active material and energy 

density, its electrochemical properties are inferior (Song  et al ., 2005). Thus, 
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considerable interest has been devoted to improving the electrochemi-

cal activity of nickel hydroxide. Modifi cations of nickel electrode can be 

divided into two main categories. Firstly, modifying the nickel hydroxide 

with additives; secondly, modifying the nickel hydroxide by means of mech-

anochemical processing, such as ball-milling; and fi nally, controlling the 

microstructure of nickel hydroxide by changing the preparation techniques 

and synthesis parameters. These three modifi cations are discussed in the fol-

lowing sections. 

  Additive/doping 

 In general, adding additives in nickel electrodes is the most popular and 

effective approach to improving the electrochemical properties of the nickel 

electrode. The purpose of incorporating additives in nickel hydroxide mate-

rials and electrodes is to (Song and Chan, 2009):

   Refi ne the microstructure and increase the solid-state proton diffusion • 

ability of the active material, for instance, Co (Watanabe  et al ., 1996), Al 

(Liu  et al ., 2008), and other metals.  

  Stabilise the structure of the  •  α  -type active material by partial substitu-

tions for Ni in nickel hydroxide, for example, Al (Kamath  et al ., 1994; 

Chen  et al ., 2005, 2009), trivalent cations Co with Al and Cr (Dixit and 

Vishnu Kamath, 1995), Mn (Morishita  et al ., 2008) and V (Avendano 

 et al ., 2005).  

  Lower the oxidation potential of nickel hydroxide and improve the redox • 

reversibility of Ni(II)/Ni(III) – Co was proven an effective element for 

this purpose (Corrigan and Bendert, 1989; Unates et al., 1992).  

  Improve the charging effi ciency and suppress the oxygen evolution side • 

reaction by separating the redox couples OH  ̄   /O 2  and Ni(II)/Ni(III), 

for examples, Ca, Mg (Zhu  et al ., 1995), Cd, Co and Zn (Provazi  et al ., 
2001).  

  Enhance the mechanical properties and increase the long-term stability • 

by avoiding the so-called   γ  -NiOOH effect, for instance, Co, Fe, Al, Zn 

etc., (Oshitani  et al ., 1986) – more references are given in Section 11.2.4.  

  Improve the electrical conductivity and enhance the high rate capability • 

of the nickel electrode, for example, Co (Pralong  et al ., 2001), Zn (Yuan 

 et al ., 1999), nickel, Co compound (Yunchang  et al ., 1995) and carbona-

ceous materials (Lv  et al ., 2004).  

  Enhance the performance at elevated temperatures by suppressing pre-• 

mature oxygen evolution on charge, for example, Y(OH) 3  (Cheng  et al ., 
2005), Yb(OH) 3  (He  et al ., 2006), Ba(OH) 2  and Co(OH) 2  (Shaoan  et al ., 
1998) and combination of Co with Ca compounds (Yuan  et al ., 1998).    
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 Cobalt is undoubtedly the most popular element among the various additives 

used in improving the performance of the nickel hydroxide electrodes. It has 

been added to the nickel electrode in different forms, such as metal powders, 

CoO, Co(OH) 2  and Na 0.60 CoO 2 . The cobalt will dissolve and reprecipitate on 

the surface of nickel hydroxide when added to the nickel electrode, and form 

highly conductive and stable cobalt oxyhydroxides (H  x  CoO 2 ) during the acti-

vation charge. This conductive network ensures good electrical conductivity 

between the active material and the substrate, as well as among the active 

material particles. It has also been found that cobalt can effi caciously improve 

the protonic conductivity of Ni(OH) 2 , increase the oxygen evolution poten-

tial, delay the mechanical failure of the electrode, lower the oxidation poten-

tial of Ni(OH) 2 , improve the redox reversibility of Ni(II)/Ni(III), inhibit the 

formation of   γ  -NiOOH, and suppress the electrode swelling. 

 One concern associated with the use of Co is its high cost; the incorpo-

ration of Co would mean an increase in material costs. Therefore, efforts 

have been devoted to replace Co with Al (Kamath  et al ., 1994; Hu and 

Nor é us, 2003), Zn (Tessier  et al ., 2000), Mn (Guerlou-Demourgues  et al ., 
1994), Ca (Yuan  et al ., 1998), and other metals (Demourgues-Guerlou and 

Delmas, 1993; Zhu  et al ., 1995; Bard é   et al ., 2006). However, just like many 

other techniques, a trade-off is generally inevitably associated with the dop-

ing of additives in nickel hydroxide. For example, doping Ca or rare earth 

additives is accompanied by a loss of specifi c power and cycle life (Yuan 

 et al ., 1998). Besides, some of these metals are expensive and environmen-

tally unfriendly, thus the following two methods have also been considered.  

  Ball-milling 

 Numerous studies have shown that better electrochemical properties, such 

as proton diffusion rate and concentration polarisation of proton during dis-

charge/recharge (Watanabe  et al ., 1995), can be realised for active material 

with reduced crystalline size. This has brought about the physical modifi ca-

tions of nickel hydroxide. Mechanochemical processing of nickel hydroxide 

has received considerable interest for the preparation of the active material, 

as it is simple, highly effi cient, and cost-effective. 

 High energy ball-milling (HEBM) is one of the most popular techniques 

for modifying the physical structure of materials. It has been extensively 

used for many applications, including hydrogen storage alloys in negative 

electrode of the Ni-MH batteries (Stubicar  et al ., 2001; Abrashev  et al ., 
2010), and electrode materials for Li-ion batteries (Machida  et al ., 2005; 

Zhang  et al ., 2005b; Park  et al ., 2006; Hassoun  et al ., 2007). It is generally 

recognised that the milling process could decrease the particle and crystal-

lite size of materials, and induce continuous formation of structural defects 

through the cycling deformation of large crystallites. 
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 Chen  et al . (2003) have modifi ed the Ni(OH) 2  by HEBM, and it was found 

that the ball-milled Ni(OH) 2  as active material was advantageous to electro-

chemical properties of   β  -Ni(OH) 2 , such as specifi c discharge capacity, dis-

charge potential, and cycle performance. The cycle stability at 0.5 C rate of 

the   β  -Ni(OH) 2  before and after (abbreviated in Fig. 11.3 as   β  -Ni(OH) 2 B and 

  β  -Ni(OH) 2  A, respectively) HEBM are shown in Fig. 11.3. The maximum 

discharge capacity for as-synthesised and milled samples was 200 and 225 

mAh/g, respectively. After 335 repetitive charge/discharge cycles, 85.5 and 

99.5% of their maximum discharge capacity was retained for as-synthesised 

and milled samples, respectively.      

 The electrochemical performance of the electrodes was further analysed 

by electrochemical impedance spectroscopy (EIS), and the measurements 

of   β  -Ni(OH) 2 B and   β  -Ni(OH) 2  A at 100% state of charge (SoC) (defi ned 

as the ratio of the available capacity of an electrode to its maximum attain-

able capacity) after 335 cycles are illustrated in Fig. 11.4. This is a typical 

EIS plot where a semicircle at high frequency region and a linear line at low 

frequency region are observed. It is clear that the resistance associated with 

charge transfer and proton diffusion was much smaller in the ball-milled 

sample as compared to that of the as-synthesised one. Consequently, the 

electrochemical and diffusion polarisation of the electrode will decrease, 

which will lead to the increase of the discharge potential and the decrease 

of the charge potential.      

 Later, Song  et al . employed a low cost normal ball-milling (NBM) process 

on spherical   β  -Ni(OH) 2  as a means to alter the microstructure of pasted 

nickel electrodes and to improve the distribution of the active material in 
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 11.3      The cycle life of   β  -Ni(OH) 2  at 0.5 C rate (Chen  et al ., 2003).  

�� �� �� �� �� ��



320   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

the porous electrode (Song  et al ., 2006). The electrode was prepared by mix-

ing 8 wt.% of Ni(OH) 2  powder that was milled for 120 h with 92 wt.% of 

spherical Ni(OH) 2  powder as the active material. The electrodes with (elec-

trode B) and without (electrode A) the addition of milled Ni(OH) 2  were 

subjected to charge and discharge at 0.2 and 0.5 C rate, and the results are 

illustrated in Fig. 11.5. It shows that the top-of-charge voltage of electrode 

B was lower than that of electrode A, implying that the former has a better 

chargeability and a lower intrinsic resistance. The specifi c discharge capacity 

of electrode B was larger than that of electrode A, and the discharge plateau 

of the former electrode was also higher and fl atter than that of the latter. 

The CV results, as shown in Fig. 11.6, suggest better reaction reversibility 

and electrochemical reactivity, as well as a higher active material utilisation 

in the electrode with 8 wt.% of milled Ni(OH) 2 .        

  11.2.6      Synthesis of nanostructured nickel hydroxide 

 As discussed earlier, reducing the crystallite size of the nickel hydroxide 

was proven to be an effi cient approach to improving the electrochemical 

activity and charge/discharge performance of the material. In addition, 

nanostructural nickel hydroxide particles have a magnifi cently wide sur-

face area which is capable of absorbing a large amount of water molecules 

on the surface of the particles. This surface water is believed to improve 

the wettability of the nickel hydroxide particles and, as a result, represents 

an enhancement in proton diffusion within the active material during the 

charge/discharge process, and a better material utilisation of the electrode 

(Audemer  et al ., 1997) can be achieved. In the same year, (Reisner  et al ., 
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 11.4      Complex plane plots of   β  -Ni(OH) 2  samples at 100% SoC (Chen 

 et al ., 2003).  
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1997) also reported the development of the nanostructured   β  -Ni(OH) 2  with 

a mixture of nanofi bres and nanoparticles, which was expected to yield at 

least a 20% improvement in cathode energy content for rechargeable bat-

teries. Later, it was found that the optimum particle size for   β  -Ni(OH) 2  sam-

ple to deliver the largest capacity was 25 nm. Supportive information has 
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 11.5      Typical charge (0.2 C rate) and discharge (0.5 C rate) curves for 

pasted nickel electrodes: (a) without and (b) with an addition of 8 wt.% 

ball-milled Ni(OH)2 powder (Song  et al ., 2006).  
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been acquired by a more recent study (Kiani  et al ., 2010). All these have 

provoked increasing interest in the development of nanostructured nickel 

hydroxide for its application in Ni-based batteries. 

 Numerous methods have therefore been developed for the synthesis 

of nanostructured nickel hydroxide. These methods can be categorised 

into four groups, namely solution precipitation (Han  et al ., 2003, 2005; Hu 

 et al ., 2006), hydrothermal (Jayalakshmi  et al ., 2005; Orikasa  et al ., 2007; 

Sakai  et al ., 2010), template (Rahman  et al ., 2004; Duan  et al ., 2006; Peng and 

Shen, 2007; Cheng and Hwang, 2009), and solid-state reaction approaches. 

As the detailed experimental procedures for each of these approaches has 

been described elsewhere (see the references above, and also see (Song and 

Chan, 2009)), they will be excluded from this chapter. However, the advan-

tages and disadvantages in relation to each of the synthesis methods are 

tabulated in Table 11.1 for easy comparison.      

 The following sections will provide an overview of the electrochemical 

performance of   β  -Ni(OH) 2  and  α -Ni(OH) 2 . 

  Electrochemical performance of nanostructured   β  -Ni(OH) 2  powder 

 As suggested by many reports, nanosized   β  -Ni(OH) 2  powder exhibits better 

redox reversibility, smaller reaction resistance, lower polarisation, and better 

charge/discharge properties than commercial spherical   β  -Ni(OH) 2  powder. 

Zhou and Zhou (2005) synthesised   β  -Ni(OH) 2  with particle size ranging 

from 10 to 40 nm via aqueous solution precipitation reaction, aided by 

ultrasonication. The charge and discharge curves at the ninth and thirteenth 

 Table 11.1     Pros and cons associated with several methods for the synthesis of 

nanostructured nickel hydroxides 

 Techniques  Advantages  Disadvantages 

 Solution 

precipitation 

 Simple and easy to 

control 

 Use of surfactant/dispersants, 

organic solvents or 

complexing agents 

 Hydrothermal  Simple and cost-

effective, no tedious 

washing involved 

 Use of environmental 

unfriendly urea as 

hydrolytic agent 

 Template  Tunable geometry and 

morphology of nickel 

hydroxide 

 Removal of templates 

 Solid-state 

reaction 

 No surfactant/solvents, 

eco-friendly, high 

yields, simple reaction 

 High temperature is required, 

homogenous distribution of 

different solid reactants may 

be diffi cult 

   Source:  Song and Chan, 2009.  
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cycles for the nanosized and micron-sized spherical Ni(OH) 2  are displayed 

in Fig. 11.7. The maximum specifi c discharge capacity for nanosized Ni(OH) 2  

was 381 mAh/g, which was much higher than the theoretical capacity of 289 

mAh/g for   β  -phase Ni(OH) 2 . The formation of a considerable amount of 

stable   α  -Ni(OH) 2 , which has been confi rmed by X-Ray diffraction (XRD)  

analysis, accounted for the exceptional high capacity.           

 In the same year, Han’s group (Han  et al ., 2005) investigated the electro-

chemical behaviour of nickel hydroxide electrodes with and without 8 wt.% 

of nanometer   β  -Ni(OH) 2 . Based on the cyclic voltammograms as displayed 

in Fig. 11.8, it was confi rmed that the electrode reaction of nickel hydroxide 

was controlled by proton diffusion, and the proton diffusion coeffi cients for 

nanometer   β  -Ni(OH) 2  and spherical Ni(OH) 2  were 1.93  ×  10 −11  cm 2 /s and 5.50 

 ×  10 −13  cm 2 /s, respectively. In addition to the charge/discharge characteristics 

of the electrodes, it was found that the cathode discharge specifi c capacity of 

the Nano-E (electrode with nanometer  β  -Ni(OH) 2  addition) was about 10% 

larger than that of the Micro-E (electrode with only spherical   β  -Ni(OH) 2 ), 

as evident in Fig. 11.9. The curves further demonstrate that a higher dis-

charge plateau, chargeability, discharge specifi c capacity, lower polarisation, 

and faster electrode reaction in Nano-E electrode were observed in com-

parison to those of the Micro-E. These improvements were attributed to the 

higher oxidation state of Ni in Nano-E, which offered more vacancies for 

proton diffusions (e.g. higher conversion rate between Ni 2+  and Ni 3+ ).            
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  Electrochemical performance of nanostructured   α  -Ni(OH) 2  powder 

 The other focus of research has been on the improvement of the electro-

chemical properties of nickel electrode by using nanostructured   α  -Ni(OH) 2  

powder. Jayalakshmi  et al . (2005) studied the electrochemical performance 

of the phase-pure   α  -Ni(OH) 2  synthesised by a hydrothermal method via 

CV, and the results are illustrated in Fig. 11.10. The nanoparticles of   α  -
Ni(OH) 2  were immobilised on a paraffi n impregnated graphite (PIGE), 

and the shift of the anodic current peak towards positive potentials con-

fi rmed that the   α  -Ni(OH) 2 was thermodynamically unstable or, in other 

words, the conversion to   β  -phase was energetically favourable. The peak 
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shift between fi rst and thirtieth cycles further suggests the existence of age-

ing of the nanoparticles in alkaline solution. This ageing, which has been 

assigned to change in water activity in the solid and solution phases, would 

decrease the electrochemical activity. Since then, research focus has been 

on stabilising   α  -Ni(OH) 2  nanoparticles by doping with foreign elements. 

Hu and his co-workers (Hu  et al ., 2006) prepared Al-stabilised   α  -Ni(OH) 2  

with nanosized, well-crystallised particles via a hydrothermal approach, and 

the electrochemical performance of the as-synthesised powder was charac-

terised. The results showed that the   α  -Ni(OH) 2  powder exhibited not only 

a high electrochemical capacity of up to 400 mAh/g, but also an excellent 

rate-capacity performance, and long cell durability. A comparison of high 

rate discharge capability between   β  -Ni(OH) 2  and   α  -Ni(OH) 2  prepared by 

hydrothermal treatment at 160 ° C for 100 h is illustrated in Fig. 11.11. The 

capacity retained at 10 C discharge current for cycled   α  -Ni(OH) 2  and   β  -
Ni(OH) 2  was 67 and 29%, respectively. The large interlayer spacing of 7.9  Å  

in the   α  -Ni(OH) 2  powder allowed a better proton mobility than   β  -Ni(OH) 2  

powder with an interlayer spacing of 4.6  Å .             

  11.2.7      Present status and future challenges 

 Among many other factors, the performance of nickel-based secondary 

batteries is dependent on the electrochemical behaviour of the nickel elec-

trodes. The overall electrochemical properties of nickel electrodes are gov-

erned by the microstructure, textural characteristics, and physicochemical 
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 11.11      High rate discharge capability of the   α  -Ni(OH) 2  electrode 
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properties of the nickel hydroxide active material. Advances so far include 

modifying the active material via mechanochemical processing, doping of 

additive elements, and the synthesis of nanosized nickel hydroxides. Despite 

discrepancies in the literature, it has been demonstrated that exceptionally 

high discharge capacity, long durability, and high rate discharge capabil-

ity for nickel electrodes can be obtained by introducing nanosized nickel 

hydroxide. However, the distribution of nanosized Ni(OH) 2  particles as-

pasted onto electrode is generally poor between the Ni(OH) 2  particles and 

the conductive additive, and among the Ni(OH) 2  particles. This can subse-

quently deteriorate the electrochemical performance of the electrode owing 

to poor contact between particles. The challenges in nanostructured nickel 

hydroxide are therefore:

   to develop an effi cient and simple method with high yield and low cost • 

for the synthesis of nanostructured nickel hydroxide;  

  to be able to control the phases, compositions, crystallinity, dimensions, • 

and morphology of the nanostructured nickel hydroxide, as a means 

to tailoring the electrochemical performance of nanostructured nickel 

hydroxide;  

  to fi nd suitable conductive additives and an effi cient, yet effective • 

approach for electrode fabrication.    

 Little has been reported on the application of nickel hydroxide thin-fi lm 

electrodes in rechargeable alkaline batteries, mainly because of the limited 

active material loading and energy density. Apart from the enhancement in 

the active material loading and energy density, the adhesion between the 

fi lm and the substrate is also a critical factor to be overcome for nanostruc-

tured nickel hydroxide thin fi lms to be commercially applicable.   

  11.3     Nickel-iron systems 

 The nickel-iron (Ni-Fe) battery was developed by Edison from the USA 

and J ü ngner from Sweden in 1901, using nickel oxyhydroxide at the positive 

electrode and iron at the negative electrode. The porous separators, such as 

polyvinyl chloride, polyethylene, polyamide or polypropylene, are used to 

separate the electrodes. Nickel-iron batteries had early industrial applica-

tion as traction batteries in forklift trucks, and in mine and railway locomo-

tives. The interest in this battery decreased during the 1960s but revived 

again in 1975, particularly for electric vehicle (EV) applications (Eagle-

Picher Industries, 1980). 

 Iron electrodes, unlike other electrode materials such as cadmium, lead 

and zinc, are environmentally benign. Besides, iron electrodes are both 

mechanically and electrically robust, meaning they have a high tolerance of 
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abuse (overcharge, overdischarge, and short-circuiting). Unlike Ni-Cd bat-

teries, Ni-Fe batteries do not suffer from memory effect. The Ni-Fe batteries 

are famous for their long cycle life even under abusive usage. Vijayamohanan 

 et al . (1991) reported that under normal conditions of use, the Ni-Fe batter-

ies when discharged at 80% depth-of-discharge (DoD) can be cycled up to 

2000 cycles, which is equivalent to a calendar life of up to 20 years. Another 

attraction of this battery is its high specifi c energy (1.5–2 times higher than 

that of lead/acid batteries) with exceptionally good discharge rates (Dell, 

2000), as shown in Table 11.2.      

  11.3.1      Electrochemistry of Ni-Fe batteries 

 The charge/discharge reactions of the battery are (Shukla  et al ., 1994, 2001):  

  
 2NiOOH + Fe+ 2 H O Ni(OH) Fe(OH) E2

discharge

charge
2 cE⎯ →discharge⎯ →⎯ →← ⎯

h

→← ⎯← ⎯ +2 2 ( elee l  1= . )37 V      

   [11.4]   

 Under deep discharge, an Ni-Fe cell with a negative-limited confi guration 

will undergo a further discharge reaction at a potential that is lower than the 

fi rst step represented by Equation [11.4], i.e.  

  
 2NiOOH + Fe(OH) Ni(OH) FeOOH E2

discharge

charge
cell

⎯ →discharge⎯ →⎯ →← ⎯
h

→← ⎯← ⎯ +2 2 ==( )1 5 V.0      

   [11.5]   

 The cell reaction in alkaline electrolyte is highly reversible, particularly 

if the discharge reaction is restricted to the fi rst step. The battery’s charge/

discharge cycle life is dependent on the reversibility of the two electrodes. 

The electrode stack is kept immersed in an alkaline electrolyte of 30 wt.% 

aqueous potassium hydroxide (KOH). In general, cell terminals and links 

are made of nickel-plated mild steel. Vents for battery cells are designed 

 Table 11.2     A comparison between the specifi c energies 

of Ni-Fe and Pb/acid batteries at two discharge rates 

 Rate (W/kg)  Ni-Fe (Wh/kg)  Pb/acid (Wh/kg) 

 20  54  36 

 40  50  26 

   Source:  Dell, 2000.  
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to  prevent spillage and carbonation, while allowing the escape of gases pro-

duced in the cell. 

 The charge/discharge reactions at the negative electrode of a Ni-Fe bat-

tery take place in two steps as follows:  

Fe+ 2OH Fe(OH) 88 V SH
discharge

charge
2Fe(OH)− ⎯ →discharge⎯ →⎯ →← ⎯

h

→← ⎯← ⎯ + 2e2e−e ( .00 v88 V.0= − s E)EE
  [11.6]    

Fe(OH) +OH FeOOH H O e 562

discharge

charge
2FeOOH→discharge

←
h

+ H O + e−H O + e ( .= − 56 . V SVV HE)

   [11.7]   

 where  E  0  stands for the standard electrode potential and standard hydrogen 

electrode is the standard hydrogen electrode. Kabanov and Leikis (Kabanov 

and Leikis, 1946) suggested that Equation [11.6] occurs in two steps, and the 

charge/discharge data associated with the steps for an iron electrode are 

illustrated in Fig. 11.12. First, iron is oxidised to HFeO 2  
−  ions, then a loose 

porous Fe(OH) 2 , weakly bound to the metal, precipitates from solution:       

    Fe + 3OH HFeO H O + e 75 V
discharge

charge
2

− −HFeO⎯ →discharge⎯ →⎯ →← ⎯
h

→← ⎯← ⎯ + =H O + e− −( )2
0 0E .        [11.8]   

 The reaction is followed by:  

HFeO H O Fe + OH 24
discharge

charge
2 2H O Fe2

h
298
0+ OHFeH O− ++ ⎯ →⎯ →discharge⎯ →⎯ →←

h

→ −( )OHOH( )OHOH ( G2 .. )7 V        [11.9]   

 When the cell is subjected to prolonged discharge, the active   δ  -FeOOH is 

being continuously changed to iron hydroxide, similar to that of the nickel 

hydroxide positive electrode. Proton diffusion is associated with the elec-

trode reaction between the solid lattices of Fe(OH) 2  and   δ  -FeOOH. The 

solid-state transformation of Fe(OH) 2  to   δ  -FeOOH in bulk indicates that the 

mechanism in the second discharge step (Equation [11.7]) is homogenous. 

 In the same solution, the open-circuit potential of a charged alkaline iron 

electrode is always more negative than the hydrogen electrode reaction 

( E  0  = −0.88 V vs SHE). As the hydrogen overvoltage is very low, the iron is 

thermodynamically unstable and suffers from corrosion through the evolu-

tion of hydrogen during charging according to the reaction:  

    2 2 02
0H O e OH 83 V SHE2

−2OH→ 2 ( )E v00 83 V= − s        [11.10]   
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 The oxygen reduction reaction can be expected as a result of the dissolved 

oxygen in alkaline solution:  

    O + 2H O + 4e OH SHE2 2+ 2H − → =O ( )4OHOH−OH ( 0 410 vV0= − 41 s        [11.11]   

 As a result of these reactions, iron electrodes are prone to self-discharge 

at a daily rate at 298 K of 1–2% of their nominal capacity (Chakkaravarthy 

 et al ., 1991).  In addition, the hydrogen evolution reaction can compete with 

the discharge reaction, which would result in low charge effi ciency of the 

electrodes (Shukla  et al ., 1994).  

  11.3.2      Solid-state chemistry of iron electrodes 

 The electrochemical performances of the iron electrodes are in direct rela-

tion to the active material’s phase composition, surface morphology and 

crystallinity. The changes in the morphology and volume of the active mass 

infl uence the porosity, electrical conductivity, and mechanical strength of 

the electrodes. It is therefore of critical importance to understand the inter-

relation between various solid-state parameters. Uniformly dispersed grains 
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of the active mass are preferred for electrochemical reactions to proceed 

symmetrically. The change in lattice parameters of the active mass upon 

electrode cycling should be suppressed to preserve the integrity of the elec-

trodes, which is critical for the long-term performance of the electrodes 

with increasing cycles. A shift in the orientation of crystallites can also infl u-

ence electrode performance, as the electrochemical reaction would proceed 

asymmetrically (Shukla and Hariprakash, 2009b). 

 The crystal chemistry data for iron, magnetite (Fe 3 O 4 ), iron hydroxide, and 

iron oxyhydroxide (FeOOH) can provide insight into the understanding of 

the structural changes associated with the iron electrodes when in operation. 

The raw material has a body-centred cubic (bcc) structure. Magnetite is a fer-

romagnetic mixed-valence 3d transition metal oxide that has an inverse spinel 

structure (Zhang  et al ., 2005a), a unit cell containing 32 O 2− , 8 Fe 2+  and 16 Fe 3+  

ions. Iron hydroxide has a CdI 2 -type layered structure, with each OH −  ion 

forming three bonds to iron atoms in its own layer, while joining to three OH −  

ions in the adjacent layer. Iron oxyhydroxide exists in four different forms:

   1.       α  -FeOOH (goethite) has a hexagonal, close-packed lattice, wherein 

OH −  ions are hydrogen-bonded to O 2−  ions.  

  2.       β  -FeOOH has a bcc lattice with similar structure to   α  -MnO 2 ; presum-

ably,   β  -FeOOH is not a pure oxyhydroxide, as it is stable only in the 

presence of certain interstitial impurities.  

  3.       γ  -FeOOH has a cubic closest packing (ccp) lattice with hydrogen bond-

ing. Each iron atom is surrounded by a distorted octahedral group of 

oxygen atoms that are linked together to form corrugated layers with 

hydrogen bonding between the OH −  groups.  

  4.     In   δ  -FeOOH, Fe 3+  ions are randomly distributed over a hexagonal clos-

est packing (hcp) lattice with Fe 3+  ions in octahedral sites similar to iron 

hydroxide with an additional 20% of Fe 3+  ions in tetrahedral sites.     

  11.3.3      Performance of Ni-Fe batteries 

 The discharge curves for commercial cells at different rates at 25 ° C are 

given in Fig. 11.13 (Shukla  et al ., 1994). As can be seen in this fi gure, nominal 

voltage of Ni-Fe cells could vary from approximately 1.23 V at the  C /8 rate 

to 0.85 V at the  C /1 rate. The open-circuit voltage and the nominal voltage 

at discharge rates between  C /10 and  C /100 lie in the range of 1.3–1.4 V. The 

discharge curves are relatively fl at with change in the cell voltage at the  C /8 

rate, for instance, 1.32 and 1.15 V at 10 and 90% DoD, respectively. Constant-

voltage charging on Ni-Fe batteries is not desirable as it may cause thermal 

runaway that can severely damage the batteries. Galvanostatic charging set 
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at 1.7 V is recommended to control the cell temperature, as the cell temper-

ature will increase when the cell is almost fully charged. In addition to the 

rate of discharge, the operational temperature was also found to affect the 

discharge capacity of this type of battery, as displayed in Fig. 11.14 (Shukla 

 et al ., 1994). This explains the limited applications of this battery system for 

high discharge rate at low temperatures.           
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 As previously discussed in Section 11.1, one of the major defi ciencies 

related to Ni-Fe batteries is their high self-discharge rate. The rate of dis-

charge can be as high as 8–10% of the nominal capacity per day at an 

operational temperature of 40 ° C (Shukla  et al ., 1994). It is therefore highly 

recommended that the Ni-Fe batteries are recharged once every two days 

at this operating temperature to ensure 80% of the nominal cell capacity is 

available. A longer interval between each recharge is permitted when the 

operating temperature is at 20 ° C or below. Both the self-discharge and cycle 

life behaviours of Ni-Fe batteries deteriorate at higher operating tempera-

ture; this is mainly attributed to the faster corrosion rate on iron electrode 

at higher temperature. Thus, efforts have been devoted to improving the 

performance of the Ni-Fe batteries by suppressing the rate of hydrogen evo-

lution and corrosion.  

  11.3.4      Improvement of electrochemical performances 
of Ni-Fe batteries 

 To overcome the aforementioned limitations of the iron electrode induced 

by low over-potential for hydrogen evolution, a number of additives have 

been incorporated in both the electrolyte and the iron negative electrode 

during fabrication. Hills (1965) reported that the stabilisation of iron elec-

trodes in pure 45% KOH electrolyte yielded effi ciencies equivalent to those 

obtained with lithiated 20% KOH. He concluded that the increased effi -

ciency in the LiOH-aided KOH electrolyte was attributable to the delay 

in the onset of passivity. In addition, the incorporation of Na 2 S in alkaline 

electrolyte was found to improve the performance of iron oxide electrodes, 

such as maximum capacity, by increasing the value of open-circuit potential 

(Periasamy  et al ., 1996). 

 Besides copper and mercury, which are generally used in iron electrode to 

increase the hydrogen overvoltage (Linden, 1984), sulphide is one of the most 

popular additives used to improve the performance of the iron electrodes. 

Based on the several previous studies (Rozentsveig and Shcherbakova, 

1961; Rozentsveig  et al ., 1962; Teplinskaya  et al ., 1964; Cerny and Micka, 

1989; Vijayamohanan  et al ., 1990), it is inferred that sulphide additives could 

affect the behaviour of alkaline iron electrodes in either of the following 

ways: (a) by causing a substantial increase in the anodic current density 

prior to passivation and subsequently permitting higher discharge rates; 

(b) by increasing the bulk electrical conductivity of the electrodes; (c) by 

enhancing the rate of the Fe/Fe(OH) 2  reaction; (d) by increasing the sol-

ubility of iron compounds; and (e) by modifying the electrode texture and 

morphology. The report by Vijayamohanan  et al ., 1990 reviewed the effect of 

grain refi nement (Salvarezza  et al ., 1982) and depassivation models (Micka 
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and Z á bransk ý , 1987), and confi rmed that the incorporation of sulphide can 

improve the conductivity of bulk electrode. 

 The effect of FeS and PbS on capacity and self-discharge of an iron porous 

electrode used in a Fe-Ni battery was investigated by Souza  et al ., (2004). 

The discharge capacity of electrodes with various amounts of FeS and PbS 

additions over the fi rst 30 cycles has been illustrated in Fig. 11.15. A signifi -

cant increase in capacity in electrodes with 1 wt.% FeS and PbS additions 

was observed with respect to the additive-free electrode; this was ascribed 

to the incorporation of sulphide ions in the Fe(OH) 2  fi lm, which caused a 

distortion in fi lm structure, leading to an increase in ionic conductivity. This 

resulted in a thicker fi lm being produced, and subsequently raising the dis-

charge time. From Fig. 11.15, it can also be observed that the capacity of 

the electrode containing 1 wt.% PbS was higher than that of the electrode 

with 1 wt.% FeS, indicating that in addition to the sulphite ion, the metal 

present in the additive also affected the electrode capacity. Furthermore, 

the optimum content of the PbS addition was found to be 1 wt.%; an excess 

addition of PbS can cause a decrease in capacity due to the formation of 

PbO or Pb(OH) 2 .      

 Fig. 11.16 displays the self-discharge behaviour of the electrodes with and 

without 1 wt.% of PbS and FeS additions. Clearly, both FeS and PbS can 

retard the degree of self-discharge, and this effect was most signifi cant in the 

presence of PbS. As the hydrogen evolution over-potential of Pb is higher in 

comparison to the Fe over-potential, by introducing PbS or FeS to raise the 
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 11.15      Discharge capacity of iron electrodes in the absence and presence 

of FeS or PbS as a function of charge/discharge cycle. The values were 

obtained in 6 M KOH + 0.33 M LiOH solution at  I   d   = 12.9 mA/g; where 

( □ ) 1 wt.% PbS, ( ■ ) 1 wt.% FeS, ( ▲ ) 0.5 wt.% PbS, ( ○ ) in absence of 

additive, and ( ▼ ) 2 wt.% PbS (Souza  et al ., 2004).  
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over-potential of the iron electrode, the self-discharge rate of iron electrode 

can be signifi cantly reduced.       

  11.3.5      Current status and future challenges 

 Research and development on Ni-Fe batteries has mainly been conducted 

by Eagle-Picher Industries (EPI) in the United States, under a cost-shared 

contract with the Department of Energy (DoE). Since the late 1970s, EPI 

has focused on the development of high-performance batteries using sin-

tered nickel and iron electrodes. Signifi cant improvements on the battery 

performance, cell duration, and cost have been achieved. The capacity of the 

EPI battery, even after powering an EV for over 45 000 km of operation, was 

reported to maintain its original rated capacity (Shukla and Hariprakash, 

2009c). However, this work was discontinued, as the focus has been shifted 

towards nickel/metal hydride batteries. 

 The advanced Ni-Fe batteries, which are generally used in EVs, utilise 

a superior electrode-grid design employing fi bre metal that provides inti-

mate contact with the iron active material throughout the porous structure 

(Chakkaravarthy  et al ., 1991). With this design, the specifi c energy of 40 and 

60 Wh/kg with cycle lives of about 1000 and 2000 cycles at 100 and 80% 

DoD can be achieved (Shukla and Hariprakash, 2009c). 

 As previously stated, though Ni-Fe batteries do not suffer from memory 

effect, their corrosion-induced high self-discharge has been the key drawback 
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 11.16      Self-discharge behaviour of iron electrodes, in the absence 

and presence of additives 1 wt.% PbS, and 1 wt.% FeS, at the end of 

different periods of storage at 30 ° C. The values were obtained in 6 M 

KOH + 0.33 M LiOH solution at  I   d   = 12.9 mA/g; where ( ■ ) in absence of 

additive, ( ● ) 1 wt.% FeS, and ( ▲ ) 1 wt.% PbS (Souza  et al ., 2004).  
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in the development of Ni-Fe batteries. The improvement in overall perfor-

mance of the Ni-Fe batteries has been achieved in the past decades substan-

tially by electrocatalysis of the iron electrode reaction. Although complete 

suppression of hydrogen evolution seems to be a great challenge, efforts 

have been made to realise sealed Ni-Fe batteries by employing effi cient 

hydrogen–oxygen recombinant catalysts in the headspace of each cell. The 

performance characteristics of such sealed Ni-Fe batteries were found to be 

comparable to the vented cells of similar size. However, the performance 

at sub-zero temperature is very poor; for instance, only approximately 10% 

of the nominal capacity was obtained at −20 ° C, which is attributed to the 

limited solubility of the reaction intermediates together with the increased 

resistance and viscosity of the electrolyte in conjunction with the retarded 

reaction kinetics at the electrodes. 

 In the sealed Ni-Fe batteries, the maximum temperature in the catalyst-

bed (catalyst on a porous mat) can reach 65 ° C at  C  rate charging at 25 ° C, 

which is ascribed to the exothermic hydrogen–oxygen recombination reac-

tion (Shukla and Hariprakash, 2009c). Major diffi culties associated with the 

development of commercial-grade sealed Ni-Fe batteries include engineer-

ing design in suppressing the temperature of catalyst-bed to below 60 ° C and 

excessive internal heating of the cells during charge/discharge operations. 

 Although sealed and maintenance-free batteries are desirable for most 

applications, Ni-Fe batteries seem to be diffi cult to fi t into these criteria as 

compared to current popular nickel/cadmium (Ni-Cd), nickel/metal hydride 

(Ni-MH), and Li-ion batteries. Nevertheless, Ni-Fe batteries are attractive 

for applications such as forklift trucks and open-pit mining vehicles, and for 

meeting certain power requirements in offshore platforms and petrochemi-

cal industries.   

  11.4     Nickel-cadmium systems 

 Ni-Cd cell utilises nickel hydroxide as the positive active material, a mixture 

of cadmium and iron as the negative electrode material, and an aqueous 

alkaline OH as an electrolyte. This type of battery has been developed in 

different ways to produce a wide range of commercial secondary batteries, 

including sealed and maintenance-free cells with capacities ranging between 

10 mAh and 100 Ah. Vented standby power units with capacities over 1000 

Ah, as well as cranking batteries that are capable of delivering peak currents 

as high as 8000 A, are also available (Shukla  et al ., 2009). 

 The operating voltage of Ni-Cd cell is 1.20 V, which is slightly less than that 

of Ni-Fe (1.25 V), and the mass of cadmium is higher than that of iron; these 

together give a specifi c energy of approximately 40–60 Wh/kg. Though the 

specifi c energy is lower, the high rate and low-temperature performances are 

�� �� �� �� �� ��



Nickel-based batteries: materials and chemistry   337

© Woodhead Publishing Limited, 2013

better than those of lead/acid. More superior properties, such as stable dis-

charge voltage, long cycle life, continuous overcharge capability, high power 

performance, quick discharging and charging, low maintenance requirement 

and excellent reliability, have made Ni-Cd the most widely used secondary 

battery after lead/acid. 

  11.4.1      Operating principle of sealed Ni-Cd batteries 

 During discharge of an Ni-Cd battery, there is a homogeneous solid-state 

mechanism through proton transfer between nickel (Ni 3+ ) hydroxide 

(charged active material) and nickelous (Ni 2+ ) hydroxide (discharged mate-

rial). On the other hand, cadmium (charged active material) is transformed 

to cadmium hydroxide (discharged material) by a heterogeneous dissolu-

tion–precipitation process at the negative plate. The net charge/discharge 

reactions at the negative plate are:  

    Cd OH Cd e  81 V
discharge

charge
+ →discharge

←
h

°e = −(( )e2 2OH Cd⎯ →discharge⎯ →⎯ →← ⎯→ 2← ⎯← ⎯ +− Cd⎯ →⎯ →⎯ → + 02( )OH( )OOHOHOH .E        [11.12]   

 And the overall cell reaction is therefore expressed as:  

2NiOOH +Cd + 2 H O Ni(OH) Cd(OH)2

discharge

charge
2 ce

⎯ →discharge⎯ →⎯ →← ⎯
h

→← ⎯← ⎯ +2 2 Vc llll  1 3 V=( ). 03

   [11.13]   

 Fig. 11.17 illustrates the operating principle of a sealed Ni-Cd battery. 

Under deep discharge conditions, the gaseous hydrogen that is evolved 

at the positive electrode, owing to the inevitable difference in the storage 

capacities of series-connected cells in a battery, would be consumed at the 

positive electrode. Thus, repeated overdischarge can cause internal pressure 

build-up and lead to bursting of the cell.      

 Ni-Cd batteries are designed to be positive limited, to ensure that a sealed 

Ni-Cd cell is properly operational under various operating conditions. This 

approach ensures that only oxygen evolution would occur under normal 

operating conditions, and the oxygen would subsequently diffuse to the 

cadmium electrode and combine with active cadmium to form cadmium 

hydroxide according to the reaction:  

    O H O Cd+ O
1

2
2 2H O Cd2 ( )OHOH        [11.14]   
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 The as-produced cadmium hydroxide from Equation [11.14] is converted 

to active cadmium during charging of the cell. Such a recombination of gas-

eous oxygen, produced on the nickel positive plate and on the cadmium elec-

trode, is called the oxygen recombination cycle, as illustrated in Fig. 11.17. In 

order to realise an effective oxygen recombination cycle, the negative-to-

positive electrode capacity ratio is generally controlled between 1.5 and 2.  

  11.4.2      Crystal chemistry of cadmium hydroxide 

 The cadmium negative electrode, when undergoes a reduction reaction, is 

accompanied by a complex combination of solid-state and dissolution–pre-

cipitation processes. There are three different forms of cadmium hydrox-

ide: the   α  ,   β  , and   γ   varieties.   β  -Cd(OH) 2  is the most stable phase with one 

molecule per unit cell among the three forms. The   γ  -Cd(OH) 2 , on the other 

hand, is much more active than the   β  -phase (easily charged) as it has four 

molecules per unit cell, and is dominant at low temperatures. 

 Both   α  -Cd(OH) 2  and   γ  -Cd(OH) 2  have a hexagonal-layered lattice sys-

tem of the brucite type (C6 type), where the latter is well-crystallised 

with defi ned lattice parameters ( a  = 3.496  Å  and  c  = 4.702  Å ). However, 

  α  -Cd(OH) 2  is poorly crystalline (Shukla and Hariprakash, 2009a). It is 

unstable in KOH electrolyte and tends to convert to   β  -Cd(OH) 2 . Perfect 
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 11.17      Operating principle of a sealed Ni-Cd battery (Shukla  et al ., 2001).  
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crystalline, stoichiometric   β  -Cd(OH) 2  is electrochemically inactive. On the 

contrary,   γ  -Cd(OH) 2  possesses a crystal structure entirely different from 

that of the brucite type. The   γ  -phase is monoclinic, with four molecules per 

unit cell with lattice parameters of  a  = 5.67  Å ,  b  = 10.25  Å , and  c  = 3.41  Å .  

  11.4.3      Active materials and their fabrication 
approaches for cadmium electrodes 

 Two synthesis methods are generally employed for preparing the active 

materials for pocket-type cadmium plates, namely coprecipitation 

(Kazarinov  et al ., 2001) and dry-mixing (Negeevich  et al ., 1990). In sintered-

type Ni-Cd cells, cadmium electrodes are synthesised by an impregnation 

method – a process by which porous sintered plaques are fi lled with active 

material (Kalaignan  et al ., 1996). Among chemical impregnation processes, 

polarisation, thermal decomposition and cadmium formate procedures 

have reached a commercial stage for the precipitation of fi nely-divided cad-

mium, cadmium hydroxide, or cadmium oxide in the pores of the negative 

plaques. 

 Cadmium alone as active material in the negative electrode has a ten-

dency of losing capacity; this is because of the agglomerated cadmium par-

ticles within the core of the electrode fail to take part in the electrochemical 

reactions. Thus, compounds such as iron, which are found capable of main-

taining the cadmium material in the fi nely-divided state, have become indis-

pensable in the making of the cadmium electrode.  

  11.4.4      Performance of Ni-Cd batteries 

 The performance of Ni-Cd batteries is dependent on numerous factors: type 

of cell in the battery, cell construction, manufacturing process and operating 

temperature, charge/discharge rates, the age of the cells and, most direct of 

all, the performance of the negative cadmium electrode. In a sealed Ni-Cd 

system, the nominal voltage is around 1.2 V at room temperature, which is 

comparable to the majority of the Ni-based battery systems, for example, 

Ni-Fe and Ni-MH; the specifi c energy and energy density are 40–60 Wh/kg 

and 50–150 Wh/L, respectively (Cattaneo and Riegel, 2009). These values 

are higher than for lead/acid and Ni-Fe battery systems, but lower than for 

Ni-MH batteries. 

 The cycle life of Ni-Cd batteries can reach 1000 cycles in 100% DoD 

at room temperature. This superior cycling performance is linked to the 

excellent stability of active materials, and consequently to the very limited 

variation of the internal resistance, which remains practically constant as a 

function of the state of charge and cycling life (Bernard, 2009). 

�� �� �� �� �� ��



340   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

 The Ni-Cd batteries lose reversibly some capacity during storage through 

the self-discharge mechanism. Figure 11.18 illustrates the rate of capacity 

loss in sealed Ni-Cd batteries at different temperatures. It clearly shows that 

the rate of self-discharge is non-linear. Initial self-discharge rate is signifi -

cant (20% in 7 days at 40 ° C), and gradually slows down. This suggests that 

the rate of self-discharge is likely to be correlated to two mechanisms as 

described below.      

 In the early period of storage, the instability of the charged positive elec-

trode is responsible for the loss of capacity. When a positive electrode is 

fully charged and left in open-circuit, a decrease in the oxidation state of 

the positive electrode is observed, and oxygen gas evolution takes place on 

the positive electrode. Subsequently, reduction of the oxygen on the cad-

mium electrode takes place according to the Equation [11.12]. The observed 

potential of the positive nickel electrode is a mixed potential of both nickel 

reaction and oxygen reaction, and it determines the self-discharge cur-

rent. Consequently, the oxidation state of a charged positive electrode will 

experience a fast decrease initially and will be nearly stable when the self-

discharge current becomes nearly negligible. In the later period of storage, 

the rate of self-discharge is governed by the amount of nitrogen impurities 

in the electrolyte. Nitrite ions, which are reduced from nitrate ions, diffuse 

back to the charged positive electrode, where they are oxidised to nitrate. 

This nitrate/nitrite shuttle reaction equally discharges the positive and nega-

tive electrodes. 

 As mentioned, the overall performance of the Ni-Cd battery is dependent 

on the behaviour of the negative cadmium electrode, therefore consider-

able efforts have been devoted to improving the properties of the cadmium 

electrode. Some of the key issues associated with cadmium electrodes are 

as follows:
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 11.18      Rate of self-discharge vs temperature for sealed Ni-Cd batteries 

(Bernard, 2009).  
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   The involvement of dissolved ion intermediate (see Equation [11.12]) in • 

the mechanism of the cadmium electrode reaction can lead to recrystal-

lisation and redistribution of cadmium hydroxide active material during 

charge/discharge cycling (Sathyanarayana, 1985).The former will result 

in electrode passivation, and the latter will cause the formation of metal-

lic cadmium dendrite during charging; this will deteriorate the capacity 

over cycling and eventually lead to cell failure.  

  The low hydrogen overvoltage of the cadmium electrode will in turn • 

cause hydrogen evolution as a normal overcharge reaction in vented 

cells and as a side reaction in sealed cells. The consequence of the hydro-

gen evolution in the latter can lead to high pressure and result in cell 

failure (Shukla and Hariprakash, 2009a).  

  The graphite loss and swelling in the pocket-type positive electrode, • 

which is evidently seen as a second low voltage plateau in the discharge 

curve, will result in capacity loss in Ni-Cd pocket-plate batteries (Ahlberg 

 et al ., 2000).  

  Cadmium active material is expensive and eco-unfriendly.    • 

 In-depth investigation on the causes of failure in sealed Ni-Cd batteries 

are described elsewhere (Gross, 1971). Enormous research has focused on 

improving the performance of the Ni-Cd cells by introducing metal (Tamil 

Selvan  et al ., 1990), organic (Munshi  et al ., 1985; Munshi  et al ., 1988), or inor-

ganic additives (Kalaignan  et al ., 1996) into cadmium electrodes, and cell 

design (Britting, 1984; Miller, 1986; Miller, 1987; Petchjatuporn  et al ., 2008). 

Simulation works have also been performed on Ni-Cd batteries for aero-

space applications (Montalenti and Stangerup, 1977; Ratnakumar  et al ., 
1996). 

 Selvan  et al . (Tamil Selvan  et al ., 1990) studied the high- and low-rate per-

formance characteristics of a cadmium electrode with different percentages 

of iron added during impregnation. A signifi cant improvement in open-cir-

cuit potential of the iron-containing electrodes was observed at both high- 

and low-rate discharge. The capacity output of the electrodes as a function 

of iron content at different rates of discharge is displayed in Fig. 11.19. 

Clearly, electrode with 20 wt.% of iron addition to the cadmium electrodes 

performed better than the other electrodes; excessive iron addition (> 20 

wt.%) can degrade the performance of the cadmium electrode.      

 The charging characteristics of cadmium electrodes containing iron, as 

shown in Fig. 11.20, demonstrate that the charging potential lies between 

−800 and −930 mV, and that the end-of-charge potential is between −975 and 

−1075 mV, which is the charging potential range for a cadmium electrode. 

From this observation, it is acknowledged that the iron does not take part 

in the reaction of the cadmium electrode, but rather provides an increase 

in the active surface area. A higher surface area can improve the rate of 
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dissolution, and the soluble species required for the charging process can be 

easily supplied to the electrode and subsequently give rise to a signifi cant 

higher charging effi ciency. The capacity decrease for electrodes with exces-

sive iron addition (> 20 wt.%) was attributed to a decrease in the amount of 

cadmium available for reaction.      
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 Another approach has been demonstrated to be effective in retard-

ing the growth of metal dendrite and suppressing the migration of active 

material (Sathyanarayana, 1985). A colloidal surfactant, namely ethyl 

cellulose, was incorporated into the cadmium electrode during the fab-

rication so as to form a monolayer envelope on the cadmium hydroxide 

crystallites whose growth rate on ageing was then automatically retarded. 

The faradaic effi ciency of cadmium electrodes with and without the sur-

factant additive is shown in Fig. 11.21. An appreciable improvement in 

ethyl cellulose-treated cadmium electrodes (b–d) was observed. These 

electrodes showed an excellent faradaic effi ciency, which was within 3% 

of the theoretical value even after 50 cycles of deep discharge between 

cycles. In other words, the addition of ethyl cellulose during the fabrica-

tion of electrodes could idealise the utilisation effi ciency of the active 

material and minimise the capacity fade-out of the cadmium electrodes. 

The author concluded that the colloid layer thus formed on the cadmium 

hydroxide crystallites prevented the growth of these crystallites, and sub-

sequently migration.      

 Another drawback associated with nickel-cadmium system is the infa-

mous ‘memory effect’. The memory effect can be defi ned as the apparent 

reduction in cell capacity at a fi xed cut-off voltage. The true cause of the 

memory effect is still unclear. Nevertheless, the view previously held was 

that it was related to growth of Cd or Cd(OH) 2 , causing ohmic suppression 

(Pensabene and Gould, 1976). In the same work, authors found that the 

crystals are larger in the negative materials of ‘memory’ (problematic) cells 

than that of the normal cells. Larger crystals have a smaller surface area 
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and will therefore be more diffi cult to discharge. Another important cause 

of the memory effect was discovered by Crompton and discussed in more 

detail by Berndt (Berndt, 1997; Crompton, 2000b). It has been found that 

cadmium intermetallic compounds were formed with the nickel substrate 

of sintered plates. Compounds such as Ni 2 Cd 5  or Ni 5 Cd 21  build up under 

the operating conditions that cause the memory effect. Approximately 150 

mV of the voltage drop would take place if a complete discharge pro-

cess were performed using these cadmium compounds. The set-up of the 

memory effect can be exceptionally diffi cult, and the results can be hard to 

reproduce. Therefore, it can be seen that the memory effect is not a simple 

phenomenon, but is established by a rather complex process. Nevertheless, 

it can be stated that true memory is restricted to cells with sintered neg-

ative plates and involves both crystalline effects and reactions between 

cadmium and nickel (McDowall, 2003). A simple cure for this complex 

phenomenon is to discharge the battery completely before recharging it 

normally.  

  11.4.5      Final remarks and challenges 

 Sealed Ni-Cd batteries have an inherently good durability. However, their 

cycle life in service is strongly dependent on the type of application. Failure 

behaviours such as low discharge voltage, high charge voltage, loss of capac-

ity, high self-discharge rate, internal shorts, open-circuiting, excessive oxy-

gen pressure, generation of hydrogen, and loss of electrolyte have been 

characterised. 

 Service temperature is the most important parameter in affecting the per-

formance of the Ni-Cd batteries, with the longest battery life between 5 

and 15 ° C (Shukla  et al ., 2009). At lower operating temperature, though the 

capacity degradation is slow, the hydrogen evolution can occur, especially 

at high charge rates. On the other hand, the accelerated cadmium migra-

tion, crystal growth, and enhanced solubility of cadmium in aqueous KOH 

electrolyte at high temperature can accelerate the battery wear-out. In addi-

tion, nylon separators also deteriorate faster at high temperature on react-

ing with the electrolyte; this creates carbonate, dilutes the electrolyte, and 

causes cadmium hydroxide to be reduced to cadmium with loss of some of 

the overcharge protection. 

 Despite substantial improvement in Ni-Cd batteries over the last few 

decades, problems such as hydrogen evolution when cadmium electrode 

is overcharged, cell reversal, memory effect, dendritic shorting, and envi-

ronmental concern over cadmium still remain. The last has undoubtedly 

made the largest negative impact on the development of Ni-Cd batter-

ies. The high toxicity and the environmental concern associated with 
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inappropriate disposal of Ni-Cd batteries have posed threats to the 

health of humans; short-term ingestion can cause fl u-like illness, long-

term ingestion can cause lung cancer, and human ingestion of up to 9 g 

of cadmium can be lethal (Boreiko, 2009). Nevertheless, Ni-Cd batteries 

dominated the market in secondary batteries until the 1990s. Since then, 

the Ni-Cd batteries have been rapidly replaced by Ni-MH and lithium-

ion batteries.   

  11.5     Nickel-hydrogen systems 

 In the beginning of the space era, Ni-Cd secondary batteries were employed 

for powering the majority of spacecraft, satellites, and space probes, owing 

to their superior properties such as long cycle life, high robustness, and rela-

tively simple charge-control mechanism. The late 1970s saw the development 

of the nickel-hydrogen (Ni-H 2 ) battery system established and employed in 

US Navy’s Navigation technology satellite-2 (NTS-2) (Dunlop and Stockel, 

1977; Stockel  et al ., 1980). 

 Ni-H 2  is a sealed secondary battery that incorporates a fuel cell with a 

conventional electrode. The fuel-like electrode is negative and uses hydro-

gen as the negative active material. Similar to other Ni-based batteries, the 

positive electrode is the nickel electrode, which uses nickel hydroxide as the 

active material. The lightweight nature of the hydrogen gas electrode allows 

the Ni-H 2  cell to have exceptional high gravimetric energy density, but its 

volumetric energy density is lower than for other nickel-based batteries. In 

addition to its high gravimetric energy density, more superior properties 

such as high DoD capacity (up to 80%), good reliability, high resistance to 

high rate overcharging and cell reversibility and long lifetime (more than 

10 years) have been the selling points for Ni-H 2  batteries. Ni-H 2  batteries 

have now been used in over 800 satellites, with good reliability (Borthomieu 

and Bernard, 2009). 

  11.5.1      Electrochemistry of Ni-H 2  batteries 

 An Ni-H 2  cell is composed of a nickel positive electrode and a negative 

platinum catalyst electrode, which permits the electrochemical oxidation 

of the hydrogen gas as in a fuel cell. A cell case in the form of a vessel is 

therefore required to handle changes in gas pressure during charging and 

discharging. 

 The active material of the positive electrode, namely Ni(OH) 2 , is con-

verted to NiOOH upon charging through a simple deprotonation mecha-

nism, and transformed back to Ni(OH) 2  when discharged (see Chapter 12 

for detailed explanation). Accordingly, the reaction in the nickel positive 

�� �� �� �� �� ��



346   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

electrode is expressed as in Equation [11.1]. The hydrogen electrode, on the 

other hand, oxidises hydrogen to water during discharge and reforms the 

gas during charge:  

    H O H O +2e2

discharge

charge
2

→discharge

←
h

−H O +2e2OH →discharge
    [11.15]   

 The overall reaction of the cell can thus be expressed as:  

    2NiOOH + H Ni(OH)2

discharge

charge

⎯ →discharge⎯ →⎯ →← ⎯
h

→← ⎯← ⎯ 2 2        [11.16]   

 It can be depicted from the overall reaction that upon charging, nickel 

oxyhydroxide is formed at the positive electrode, and hydrogen is produced 

at the negative. As the cell is within a sealed container, the hydrogen pres-

sure increases from 65 to 70 atm (Borthomieu and Bernard, 2009). During 

overcharge, oxygen evolution is expected to take place at the positive 

electrode:  

    4OH H O + 4 O2→ +H O + 4e2
−H O + 4e2 2        [11.17]   

 During both charge and overcharge, oxygen is recombined at the negative 

electrode:  

    2 2 2 2H O + e2 OH H2
− → +2OH−2OH        [11.18]    

    O + H O2 2+ H2 2HH        [11.19]   

 Therefore, there is a pressure stabilisation, the kinetics of which depends 

mainly on the charge rate and temperature. The recombination reaction 

(Equation [11.18]) is an exothermic reaction, which is accompanied by heat 

generation. This heat can cause a microexplosion, which is also termed pop-

ping, as a result of spontaneous reaction of oxygen and hydrogen when 

concentrations reach the combustible range. The occurrence of popping 

is highly undesirable, as it can severely damage the cell and lead to short 

circuits. Highly permeable separators, which allow faster oxygen diffusion 

through the separators, are required for suppressing the oxygen bubble for-

mation that leads to popping.  
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  11.5.2      Types of Ni-H 2  batteries 

 The Ni-H 2  battery has been developed in two versions, and is distinguished 

by the pressure. In the high pressure version, the Pt/H 2  is employed as 

the negative electrode, where the H 2  released during charge remains in 

the gas phase and the gas pressure rises to a maximum of 40 atm, falling 

to 2 atm on discharge. In the recently developed low pressure version, 

the conventional Pt/H 2  electrode is replaced by a metallic hydride, for 

instance LaNi 5 H 6 . This metal hydride electrode discharges to the alloy 

LaNi 5,  which is electrochemically rehydrided on recharge. The ambi-

ent hydrogen pressure of the electrode corresponds to the dissociation 

pressure of the alloy hydride, typically 1–2 atm at 20 ° C. However, the 

Ni-H 2  battery with metal hydride as the negative electrode suffers from 

a progressive loss of capacity on cycling, as a result of irreversible oxida-

tion processes, but this defi ciency has been largely overcome in the later 

design (Markin and Dell, 1981).  

  11.5.3      Negative electrode 

 The negative electrode is a consequence of fuel cell technology. It comprises 

a Tefl on-bonded, platinum black catalyst supported on a photo-etched 

nickel grid. A membrane is pressed on the back of the grid. The hydropho-

bic nature of this membrane allows hydrogen to react effi ciently with the 

platinum at the three-phase (solid platinum, liquid electrolyte, and hydro-

gen gas) boundary. The photo-etched nickel grid is generally used as the 

current collector to avoid cutting edges that may cause electrode shorts dur-

ing stack assembly. The mixture paste of platinum black and Tefl on solution 

is deposited into the holes of the grid prior to drying and sintering at low 

temperature. The quantity of the platinum black commonly used is close to 

7–20 mg/cm 2 . 

 Markin and Dell (1981) demonstrated the fabrication of metal hydride 

negative electrode by mixing small quantity of LaNi 5  with binder and pasted 

onto Ni grids. The active materials incorporated in the making of the elec-

trode include AB 2  Laves type alloy (Moriwaki  et al ., 1989) and AB 5  hexago-

nal close-packed alloy (Iwakura  et al ., 1988).  

  11.5.4      Separator 

 The properties of the separator in Ni-H 2  batteries have great infl uence on 

overall battery performance. A suitable separator must not only act as an 

electronic insulator between the electrodes, and be chemically stable in 
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concentrated alkaline electrolyte, but also (Borthomieu and Bernard, 

2009):

   have high electrolyte retention characteristics based on its pore size and • 

wettability properties;  

  be able to prevent the transport of active substance particles (i.e. den-• 

drites) from one electrode to the other;  

  be resistant to the oxidising potential of the nickel electrodes and to oxy-• 

gen liberated at this electrode during the latter portion of the recharge 

cycle;  

  be dimensionally stable to maintain proper compression in the stack • 

assembly throughout cell life; and  

  manage the oxygen transportation from the surface of the nickel posi-• 

tive electrode to minimise the probability of popping from occurring.    

 These requirements are indispensable for improving the performance of the 

Ni-H 2  cell, and are the main factors for the lack of candidates available for 

the Ni-H 2  cells. A considerable number of studies have been performed to 

obtain separators with the required characteristics of thickness, oxygen bub-

ble pressure, density, compression, and electrolyte retention. To date, at least 

three types of separators material have been used for Ni-H 2  cells, namely 

asbestos, Zircar, and polyamide. Detailed explanation is available elsewhere 

(Borthomieu and Bernard, 2009).  

  11.5.5      Electrolyte 

 Two key factors associated with electrolyte for Ni-H2 batteries are known 

to be infl uential for battery performance: electrolyte concentration and 

quantity. The standard concentration of KOH presently employed in Ni-H 2  

cells is 31 wt.%. However, Lim and Verzwyvelt (Lim and Verzwyvelt, 

1988) pointed out that the cycle life of the Ni-H 2  cell for Low Earth Orbit 

(LEO) satellites can be extended by a factor of 5–10 simply by lowering 

the KOH concentration from 31 to 26 wt.%. The improved performance 

at lower electrolyte concentration can be explained on the basis that   β  /  β   
nickel electrode reaction (see Section 11.2.3) is favoured at lower KOH 

concentration, whereas the   α   and   γ   phases (see Section 11.2.4) are pro-

moted at higher concentration. The latter reaction is accompanied by a 

large lattice expansion of the active material (30% increases in volume), 

and subsequently increases the electrode swelling, which is the primary 

cause for the inferior cycle life performance at deep DoDs. On the other 

hand, the lower electrolyte concentration leads to a slight decrease in 

capacity, poorer low-temperature performance, and higher freezing tem-

peratures with fully discharged cells. 
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 Adequate quantity of KOH in the Ni-H 2  battery was proven necessary for 

enhancing performance (Thaller and Zimmerman, 1996). In a battery with 

insuffi cient electrolyte, the reserve is incapable of coping with the increase 

in positive electrode porosity (owing to swelling) over lifetime; conse-

quently separator dry-out takes place, which eventually leads to an increase 

in battery impedance, capacity deterioration, and lower heat dissipation. 

Conversely, the porosity may not be suffi cient to obtain a good transfer of 

oxygen gas in the battery with excessive electrolyte, thereby causing pop-

ping and short circuits within the electrodes. The adequate quantity of elec-

trolyte in a battery is dependent on the battery design, and can range from 

1.8 to 2.2 g/Ah (the electrolyte quantity is often quoted in terms of grams 

per ampere-hour of rated capacity).  

  11.5.6      Battery designs 

 As this type of battery has been used extensively in satellites, most of the 

battery design depends on the satellite platform, the power requirements, 

and the type of mission. For example, the power control unit of the satel-

lite determines the number of cells according to the voltage range, and the 

required power sets the cell capacity; the allowable volume for the batteries 

is dependent on the type of platform. The following maximum DoDs are 

specifi ed for Geosynchronous Earth Orbit (GEO) and LEO applications 

(Borthomieu and Bernard, 2009):

   GEO: 10–15 years from 50% to 80% DoD, and     • 

   LEO: 3–7 years from 20% to 40% DoD.    • 

 In general the design of Ni-H 2  batteries utilises a base plate with holes/cavi-

ties to position the cells. Anodised aluminium is used for fabricating the 

base plate, and the cells are supported with cylindrical mounting sleeves 

made from aluminium or graphite/epoxy. A layer of room temperature 

vulcanised silicone rubber and adhesive (Solithane) serves three purposes 

(Borthomieu and Bernard, 2009) namely:

   1.     allowing the cell to be restrained mechanically during the launch 

vibration,  

  2.     insulating the cell electrically from the battery structure, and  

  3.     conducting the heat generated by the cell to the base plate (Borthomieu 

and Bernard, 2009).    

 Therefore, important parameters of the layer are conductivity, thickness, and 

interface characteristics. The sleeve design must be capable of withstanding 

the stress resulting from the pressure vessel expansion as the cell is charged 
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and the pressure increases. The sleeves are then secured to the base plate by 

screws, as shown in Fig. 11.22 for a SAFT battery design. This typical design 

ensures there are two electrical insulation barriers from the cell to the base 

plate. The electrical connections are established with copper or aluminium 

 11.22      Design of SAFT Ni-H 2  battery (Borthomieu and Bernard, 2009).  
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wires, and are attached to the terminal studs. A power connector allows the 

battery to be charged and discharged. A good overview of the design, devel-

opment, and application of Ni-H 2  batteries has been provided in a paper by 

Thaller and Zimmerman (2003).       

  11.5.7      Performance of Ni-H 2  batteries 

 Ni-H 2  secondary batteries are popular for their long cycle life and high spe-

cifi c energy. The LEO cycle life test results of some commercially available 

Ni-H 2  batteries cells are tabulated in Table 11.3 (Crompton, 2000a). For a 

LEO cycle regime at 40% DoD, all cells were operative without experienc-

ing cell failure, even after 15 000 cycles.      

 The performance and characteristics of three commercially available 

Ni-H 2  cells are listed in Table 11.4 (Crompton, 2000a). As expected, the 

capacity decreased with increasing temperature. For the Superbird battery 

the capacity at 35 ° C was only about 57% of the capacity at 0 ° C, at 30 ° C 

about 67%, at 20 ° C about 81%, and at 10 ° C about 94%. For the Spacenet 

cells, the capacity at 20 ° C on average was approximately 84% of the capac-

ity at 0 ° C, and 97% at 10 ° C.      

 Though Ni-H2 batteries have the longest cycle life among the Ni-based 

batteries, premature failure of these batteries has been reported, and in 

one instance the failure was attributed to the rapid reaction of oxygen with 

hydrogen (Fuhr, 1987). In addition to the premature failure, the loss in capac-

ity on storage has been a serious problem for spacecraft applications. The 

early Ni-H 2  batteries, which were fabricated by Hughes Aircraft Company 

using the hydrogen precharge, can lose up to 20–40% of their capacity after 

a period of storage longer than two to three weeks. This capacity loss was 

reversible, and most of the capacity loss can be recovered by either cycling 

the batteries at high rate in LEO with an 80% DoD or by subjecting the bat-

teries to an extended period of trickle charge or periodic recharge. Manzo 

 et al . (Manzo, 1990) found that the capacity loss on storage varied with 

regard to hydrogen pressure, storage temperature, electrode manufacturing 

processes, and cobalt content in nickel electrode. 

 Lim and Stadnick (1989) proposed an effective method for relieving the 

self-discharge phenomenon in Hughes-built Ni-H 2  batteries by precharging 

the nickel electrode. The capacity changes of cells with different precharges 

on storage are illustrated in Fig. 11.23. Batteries with a nickel precharge of 

6.6% of the rated capacity, and H 2  precharges of 2.8% (0 atm), and 12.3% 

(3.4 atm) are included in each series. The capacity decreased steadily with 

storage without an indication of stabilising even after 120 days for the latter 

two hydrogen precharged cells. The rate of capacity loss was neither quan-

titatively correlated to the amount of H 2  precharge, nor reproducible with 
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different cell fabrication lots. In addition, the presence of hydrogen after 

discharging, and its reaction with cobalt, are two possible causes respon-

sible for the loss of capacity during storage. The latter was consistent with 

Zimmerman  et al .’s fi nding (Zimmerman and Seaver, 1990). Nickel pre-

charge has the advantage of low operation pressure, therefore possible long 

life because the cell pressure increased gradually with cycling. They con-

cluded that the amount of nickel precharge has to be suffi cient to use up 

all H 2  when the cell is fully discharged before storage. Later, Visintin and 

 Table 11.4     Characteristics of three types of Ni-H2 cells and batteries 

 Spacenet comset 

design + 

 Intelstat 

V comset 

design 

 Superbird 

(similar to 

Airforce 

Hughes 

design) 

 Individual cells 

 Rated capacity (ah)  40  30  83 

 Weight (kg)  117  0.89  1.87 

 Capacity (ah) at 0 ° C  50  35  – 

 Capacity (ah) at 20 ° C  42  32  92 

 Discharge voltage (V)  1.25  1.25  1.24 

 Specifi c energy at 20 ° C (Wh/kg)  44.6  44.8  60.9 

 27 cell batteries 

 Battery weight (kg)  32.6  30.1  64.5 

 Energy at 10 ° C (Wh)  1328  1174  3448 

 Specifi c energy at 10 ° C (Wh/kg)  40.7  39  53 

   Source:  Crompton, 2000.  
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 11.23      Effect of precharge on capacity changes with open-circuit storage 

time at 20 ° C of (a) 25 A h, and (b) 50 A h Ni-H 2  cells. Capacities were 

measured by discharge to 1.0 V after charging for 18 h at  C /10 rate (Lim 

and Stadnick, 1989).  
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his co-workers (Visintin  et al ., 1995) investigated the self-discharge kinetic 

of Ni-H 2  batteries, and concluded that the rate of self-discharge was deter-

mined by diffusion of the dissolved hydrogen in electrolyte.      

 As aforementioned, the cell life of a Ni-H 2  battery is affected by the 

performance of the separator. The asbestos diaphragms, which have been 

employed as separators in early Ni-H 2  batteries, suffer from corrosion at 

high temperature (> 100 ° C); they are also highly toxic and can cause a range 

of lung diseases. Last but not least, the availability of the basic separator 

materials is becoming an increasing problem. 

 Alternative separators, for instance Zircar and nylon, have therefore 

been in development for replacing the asbestos. However, Zircar (zirco-

nium oxide cloth) has the drawback of being expensive and delicate from 

the assembly point of view. Studies have been attempting to replace the 

asbestos separator with Zirfon, which is a porous composite separator mate-

rial composed of a polysulphone matrix and ZrO 2  (for increased wettabil-

ity) fabricated via fi lm-casting technique (Vermeiren  et al ., 1998). The cycle 

life performance of the batteries using Zirfon was superior to those using 

the standard separator. The improved cycle life performance was attributed 

to better electrolyte retention and wetting of the electrode. A mathematical 

model was proposed to characterise the self-discharge of a nickel oxyhy-

droxide electrode in a hydrogen environment for a Ni-H 2  battery (Mao and 

White, 1991).  

  11.5.8      Final remarks on Ni-H 2  batteries 

 Ni-H 2  batteries have higher specifi c energy, longer cycle life, and good inher-

ent protection against overcharge and overdischarge as compared to Ni-Cd 

batteries. Therefore, Ni-H2 batteries have captured a great share of the space 

battery market in the last decades. However, a conventional Ni-H 2  battery 

relies on high pressure hydrogen to provide the necessary hydrogen capac-

ity to match the positive electrode capacity. The indispensable pressure ves-

sels required to seal the battery lead to high materials cost and complicated 

vessel sealing. In addition, many other mechanical components are needed 

for the battery assembly, and the volumetric density of the battery is there-

fore signifi cantly decreased. 

 An attempt has been made to tackle the problems by fabricating a micro-

fabricated nickel-hydrogen battery via thick fi lm printing technique (Tam 

and Wainright, 2007). Though an improvement in the cycle percent utilisa-

tion was observed, the total cell impedance was increased as a result of poor 

oxygen recombination/water redistribution. 

 With the rapid rise of lithium-ion batteries in the recent years, the disap-

pearance of Ni-H2 batteries for space applications can be foreseen in the 
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near future. Most satellite manufacturers have already modifi ed their satel-

lite power systems to suit lithium-ion batteries.   

  11.6     Nickel-zinc systems 

 The nickel-zinc (Ni-Zn) secondary battery was discussed as early as 1899 in 

a German patent credited to Michalowski (1899). Despite over a century of 

history on the Ni-Zn batteries, progress on this technology has been slow. It 

was not until recently that important advancements have made Ni-Zn bat-

teries viable and competitive with other commercially available secondary 

batteries. 

 The Ni-Zn batteries have a high open-circuit cell voltage of about 1.75 V, 

which results in a very favourable energy density compared to that of Ni-Cd 

or lead/acid. In addition, zinc is relatively inexpensive and, in the absence of 

mercury additive, is environmentally benign. The properties of Ni-Zn bat-

teries, such as energy density of 55–85 Wh/kg, power density of 140–200 W/

kg, and a self-discharge rate of less than 0.8% per day, have attracted great 

interest for a wide range of applications, including cordless power tools, 

cordless telephones, digital cameras, and light EV sectors. 

 Several versions of Ni-Zn systems have been patented and developed; 

the version patented by Edison and Drumm in the 1930s for electric trains 

showed good performance, but suffered from short lifetime. As a matter of 

fact, the poor cycle life performance of this battery system (150–200 cycles 

maximum) is responsible for the slow development of Ni-Zn batteries. 

  11.6.1      Operating principles 

 Zinc is the 24 th  most abundant element in the Earth’s crust. It is widely 

adopted as battery material because of its low potential (giving rise to a 

high cell potential), excellent reversibility (rapid kinetics), compatibility 

with aqueous electrolytes, low equivalent weight, high specifi c capacity and 

volumetric capacity density, low cost, low toxicity, and ease of handling. 

However, zinc electrodes are commonly accepted for primary batteries, but 

have found rather limited use in secondary batteries as they have serious 

issues regarding short or unpredictable lifetime when subjected to charge/

discharge cycling. The redistribution of zinc active material (so-called shape 

change) and the development of deleterious zinc electrode morphologies 

(dendrites, fi lamentary growths, nodules) during recharge are responsible 

for the short lifetime of the Ni-Zn cells. These behaviours are affected by 

two important characteristics of zinc: (1) its high solubility in alkaline elec-

trolyte (as the zincate ion Zn(OH)4
2−   ), and (2) its fast electrochemical kinet-

ics (Cairns, 2009). 
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 The reaction of Ni-Zn cells is based on dissolution-precipitation reactions 

at the Zn electrode:  

    Zn + 4OH Zn(OH e
discharge

charge
Zn(OH− −⎯ →discharge⎯ →⎯ →← ⎯

h

→← ⎯← ⎯ )4
2 2        [11.20]    

    Zn(OH) ZnO OH H O
discharge

charge
24

2− ZnO⎯ →discharge⎯ →⎯ →← ⎯
h

→← ⎯← ⎯ +OHOH        [11.21]   

 The reaction expressed in Equation [11.20] is the electrochemical reaction 

that gives rise to the electrical current and generates the soluble zincate ion. 

This zincate ion gradually undergoes the reaction expressed in Equation 

[11.21], which results in the precipitation of solid zinc oxide. Each of these 

two reactions is reversed during recharge. Combining this with the reaction 

at the nickel electrode, which is described in Equation [11.1], gives the over-

all cell reaction:  

    Zn + NiOOH O ZnO Ni(OH)2

discharge

charge
2 2NiOOH + H O ZnO2 2

→discharge

←
h

       [11.22]   

 This reaction corresponds to a theoretical specifi c energy of 326 Wh/kg. A 

working cell with about one-quarter of the theoretical value or in the range 

of 60–70 Wh/kg has been realised. 

 The zinc electrode is inherently thermodynamically unstable in aqueous 

electrolytes as its reversible potential is well below that of the hydrogen 

electrode. Therefore, there is always a driving force that favours the dissolu-

tion of zinc and the evolution of hydrogen, as expressed by:  

    Zn + H O ZnO H2

discharge

charge

→discharge

←
h

+ 2        [11.23]   

 Heavy metals, such as lead and indium, have been added to the zinc elec-

trode to minimise the rate of reaction and hydrogen evolution. The latter 

two additives have been found effective in minimising the hydrogen evolu-

tion, so this is no longer a signifi cant problem.  

  11.6.2      Electrolyte 

 Similar to other Ni-based batteries, Ni-Zn batteries employ KOH as the 

electrolyte. Maximum conductivity of the electrolyte is obtained when it 

contains 30 wt.% of KOH. Alkaline solution is known to react with carbon 
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dioxide in air to produce carbonate ions (CO3
2−   ) in the electrolyte, therefore 

exposure of the electrolyte to air should be avoided. 

 As zinc is soluble in KOH, it can migrate in solution and deposit in a 

location distant from its origin. Zinc redistribution, which is largely uneven 

on the surface of the electrode after a number of cycles, is the main factor 

limiting the cycle life of zinc electrodes. As expected, this defi ciency can 

be reduced by lowering the solubility of the zincate ion in the electrolyte. 

Nichols  et al . demonstrated the zinc solubility in alkaline solution with vari-

ous additives, as shown in Fig. 11.24 (Nichols  et al ., 1985). Though the results 

show that the added anion has no signifi cant effect on the ZnO solubil-

ity, the solubility appears to be strongly dependent on the concentration of 

hydroxide-ion in the electrolyte. Lower concentrations of KOH will reduce 

the favour zincate solubility.      
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 The effect of V 2 O 5 , ZnO, PbO, and (NH 4 ) 2 CS in electrolyte on the revers-

ibility of the redox couple was examined by potentiodynamic polarisa-

tion and triangular potential sweep voltammetric techniques (Shivkumar 

 et al ., 1995). V 2 O 5  and PbO are not ideal, as the former stimulates corro-

sion through a reduction in the cathodic oxygen overvoltage, and the latter 

induces lead deposition and subsequently reduces the open-circuit voltage. 

The additives ZnO and (NH 4 ) 2 CS are found to be benefi cial for improving 

the discharge capability and cycle life of the cell by effi caciously reducing 

the corrosion and passivation of the electrode.  

  11.6.3      Battery design 

 An adequate battery design is of great importance in handling the rapid 

kinetics of the zinc electrode and the solubility of zincate ion. In addition, 

the current density distribution tends to be non-uniform as a result of an 

exceptionally high exchange current density and low overvoltage at the 

zinc electrode, which exacerbates the shape change problem associated 

with Ni-Zn cells. The rate of shape change can be greatly reduced by proper 

design of the current collector. The conductivity of the current collector 

must be extremely high, and the location and shape of the current input/

output tabs are important in providing a uniform current density distribu-

tion. It is preferable to have the tabs at the opposite edges of the positive 

and negative electrodes. 

 As previously explained, the Ni-Zn battery is preferably designed as a 

sealed cell to prevent the reaction between the electrolyte and the carbon 

dioxide in the air and to preserve the state of charge (SoC) balance between 

the positive and negative electrodes. In light of the sealed design, the oxygen 

evolved from the positive electrode is recombined with zinc, and thus a bal-

ance of the SoC between the electrodes is maintained.  

  11.6.4      Electrochemical performances of Ni-Zn batteries 

 The main attractive characteristics of the Ni-Zn cell are the high specifi c 

power and the relatively low cost as compared to Ni-MH, Ni-Cd, and lith-

ium-ion batteries. Poor cycle life is the bottleneck for the development of 

Ni-Zn batteries, and is responsible for the limited number of applications 

and suppliers for this battery system. 

 Regardless of poor cycle life, several companies have recently developed 

Ni-Zn battery systems for high power applications, examples being sub-C 

cell by PowerGenix, and cell with an ion-exchange polymer electrolyte by 

Xellerion. The discharge performance of the PowerGenix cell is presented 

in Fig. 11.25 (Cairns, 2009). The discharge medium voltage decreased with 
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increasing discharge current, with only a subtle decrease in capacity when 

the battery was discharged at high current, indicating the excellent high rate 

discharge performance of the battery.      

 Considerable research effort has been spent on exploring ways of either 

eliminating or minimising the effect of two failure mechanisms associated 

with the poor cycle life of Ni-Zn cells: namely the redistribution of active 

material (shape change), and the formation of unwanted Zn electrode mor-

phologies (dendrites, etc.) during recharging. The research can be divided 

into fi ve distinct categories:

   1.     Addition of additives to the electrode.  

  2.     Addition of additives to the electrolyte (as previously discussed).  

  3.     Development and improvement of separators.  

  4.     Miscellaneous techniques.  

  5.     Synthesis and morphology alteration of active materials.     

  11.6.5      Improvement of electrochemical performance 
of Ni-Zn batteries 

 The introduction of additives to the zinc electrode as a means to improve the 

cycle life of the Ni-Zn has been extensively investigated. In the early stages 

of research, mercury was a common additive to minimise the corrosion in 
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zinc active material, as the hydrogen overvoltage of mercury is higher than 

that of zinc. Mercury was found to be extremely effective in inhibiting the 

self-discharge of the zinc anode (Gregory  et al ., 1972). Unfortunately, the 

effect of amalgamation was also detrimental to the cycling performance of 

the zinc anodes; furthermore, the rate of shape change increases with the 

addition of mercury. A substitute additive that is capable of minimising the 

rate of self-discharge while maintaining or reducing that of shape change is 

therefore essential.  

  11.6.6      Additives to electrodes 

 McBreen and Gannon (McBreen and Gannon, 1983) investigated the effect 

of various additives in pasted zinc electrodes and found that heavy met-

als, such as Pb, Cd, Tl, and In in the form of their oxide/hydroxides were 

the most successful additives in terms of improving the current distribu-

tion of the electrode and reducing the shape change of the active material. 

Another series of additives which has received considerable attention was 

that of the alkaline-earth-metal oxides or hydroxides. Of these additives, 

calcium hydroxide was found to be the most promising for improving the 

cycle life of the zinc electrodes. The formation of insoluble calcium zincate 

is benefi cial for minimising the migration of zincate away from the elec-

trode, hence decreasing the shape change (Gagnon, 1986). One shortcoming 

associated with the calcium hydroxide is that it reduces the zinc utilisation; 

however, optimum effi ciency can be obtained by controlling the molar ratio 

of Ca(OH) 2  to ZnO to greater than 0.5–1.0 (Gagnon and Wang, 1987). 

 Organic additives such as polytetrafl uoroethylene (Duffi eld  et al ., 1985), 

poly(vinyl alcohol) (Poa and Lee, 1979), and poly(ethylene) (Cenek  et al ., 
1977) have also been extensively investigated. The main advantages of these 

organic additives are mainly mechanical – for example, binding the elec-

trode – and also structural – by providing a stable network to retain the 

zinc active material, thus slowing the shape change. As these polymer addi-

tives are inherently non-conductive, high concentration (> 10%) addition 

can result in a reduction in electrode cycle life and capacity (Hampson and 

McNeil, 1985). 

 The main synthesis approach of mixing the abovementioned additives 

with ZnO is by physical mixing. However, such a process cannot provide 

homogenous mixture or suffi cient contact between ZnO and additives. 

Zhang  et al . (2008b) proposed a novel approach for preparing ZnO with 

conductive-ceramic nanocomposite using a homogeneous precipitation 

method. Figure 11.26 displays the morphologies of the nanocomposite with 

9 wt.% conductive-ceramic, and it can be seen that ZnO nanorods with an 

average size of about 200 nm were distributed uniformly.      
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 The variation of specifi c discharge capacity with cycle number of pure 

nanosized ZnO, and ZnO/conductive-ceramic nanocomposites, is illustrated 

in Fig. 11.27. The specifi c discharge capacity and capacity retention rate after 

50 charge/discharge cycles were found to be 513 mAh/g and 52.2%, respec-

tively. Electrodes with added conductive-ceramic nanocomposite exhibited 

higher discharge capacity and better cycle life; the benefi cial effect of this 

additive was most profound for electrode with 14 wt.% addition of conduc-

tive ceramics (Zhang  et al ., 2008b). A maximum discharge capacity of 659 

mAh/g and capacity retention rate of 99.5% were obtained. The improved 

performance in these electrodes with additive was ascribed to uniform 

redistribution of active material on the surface of the electrode, and good 

preservation of the initial shape of the active material. Consequently, the 

 11.26      SEM images of the ZnO/conductive-ceramic nanocomposite 

synthesised by homogeneous precipitation method at (a) low, and (b) 

high magnifi cation (Zhang  et al ., 2008b).  
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unwanted dendrite growth and shape change of the zinc electrode can be 

effectively inhibited.       

  11.6.7      Development and improvement of separators 

 Cycle life performance of the Ni-Zn cell appears to be related to separa-

tor’s mass transport properties; also, the lower the electrolytic resistivity and 

higher water permeability, the longer is the cycle life. The correct selection 

of separator is therefore vitally important to the successful operation of a 

battery. According to Bass  et al . for Ni-Zn batteries, the separator should be 

(Bass  et al ., 1991):

   resistant to degradation by either the electrolyte and/or active • 

materials,  

  low in electrical resistance and high in ionic conductivity,  • 

  effective in preventing particle migration between electrodes,  • 

  high in wettability by the electrolyte,  • 

  mechanically strong and fl exible enough to withstand the battery fabri-• 

cation, and  

  preferably inexpensive.    • 
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 There are two basic kinds of separators employed in Ni-Zn batteries, 

namely membranous and microporous (Lundquist, 1983). The former are 

those in which ionic transport occurs through the interaction of the hydro-

philic groups attached to the polymer with the ionic groups in the electro-

lyte; whereas the ionic transport in the latter occurs by diffusion through 

discrete pores. It was found by these authors that the rate of shape change 

was greater in batteries with membrane separators than those with microp-

orous separators. Microporous separators with small pore size of 300  Å  or 

below in diameter have superior mass transfer characteristics, and thus ben-

efi cial to the cycle life of the batteries. 

 The development of separators for the Ni-Zn cell has progressed through 

the selection of cellophane, grafted and radiation cross-linked polyalkenes 

(Hsu and Sheibley, 1982; Sheibley  et al ., 1983) and inorganic separators 

(Sheibley and Manzo, 1980). Cellophane was fi rst chosen but it was unstable 

in alkaline solution. The radiation polymers consist of a fi lm of the poly-

alkene which is cross-linked to give a uniform three-dimensional structure. 

Radiation polymers have the advantage that they hinder the growth of any 

penetrating species such as dendrite bridging. The grafting and radiating of 

the polymer in the fi lm increase its conductivity and oxidation resistance to 

alkaline electrolyte. However, these separators do not swell upon wetting, 

thus allowing more space for the electrodes to expand on cycling. This is det-

rimental to the batteries, as shape change is encouraged (Bass  et al ., 1991). 

Further research in improvement in the performance of Flexel cellophane 

fi lm and Viskase fi bre-reinforced tubular sausage casing polyvinyl alcohol 

(PVA) fi lm as separators in alkaline primary and secondary cells with zinc 

anode has been carried out (Lewis  et al ., 2001). The results show both sepa-

rators exhibit similar discharge performance up to 50 cycles, with no cells 

lost to shorting for the latter. Most important of all, the available volume 

generated by the reduction in separation wet swollen thickness for energy 

density increases through the use of just one layer of tubular SC with PVA. 

This additional volume available in the cell case will allow at least a 25% 

increase in volumetric energy density. 

 Rigid separators were fi rstly made from aluminosilicate compositions, 

but it was not long before the fl exible separators were found to have greater 

use and appeal. As compared with cells with cellulose separators, the rigid 

separators give increased cycle life, whereas the fl exible ones give slightly 

less. However, these inorganic separators for silver/zinc cells were mainly 

developed for space and military applications, and they were prohibitively 

expensive for everyday civilian uses. At present, the use of combined sep-

arator systems has been the major research direction. Future work on the 

separators should include the coating of metallic-nickel or copolymer 

on the separators, so as to improve the slightly poorer cycle life of these 

separators.  
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  11.6.8      Miscellaneous techniques for improving the 
cycling life of Ni-Zn batteries. 

 An alternative approach to improving the cycle life of the Ni-Zn cells, which 

has received a considerable amount of attention (Bennion, 1980; Chin and 

Venkatesh, 1981), is by altering the charge current profi le. This is achievable 

through various methods, for example, pulsing the current, superimposing 

alternating current (a.c.) on direct current (d.c.), periodically reversing the 

current, and multi-component pulse charging. In the fi rst method, a high cur-

rent peak is introduced to create a high overvoltage on the surface of the Zn 

electrode, which can then activate a large number of nucleation sites for Zn 

redeposition. Thus the dendrite formation can be inhibited with increased 

cycle life. The rest period following the high current allows local zinc con-

centration gradients to relax by diffusion into the depleted diffusion layer, 

and consequently a more uniform deposit is achieved by electrodeposition 

from a replenished diffusion layer. 

 The effect of pulsed d.c. current on the electrodeposition of zinc was 

investigated (Arouete  et al ., 1969), and the authors concluded that the 

nature of the deposit with pulsed charging depended on the current density, 

the amount of charge passing through the electrolytic cell, and the on and 

off time. Katz  et al . (Katz  et al ., 1988) examined the effect of various pulse-

charging regimes on the cycle life and performance of Ni-Zn cells. Using a 

pulse-charging regime of 30 ms on /90 ms off  with 16 mA/cm 2  peak current 

density, the cycle life of the batteries can be improved two- to three-fold as 

compared to those charged under constant current. 

 Another modifi cation on the charging regime is the superimposition of an 

a.c. on a constant d.c. waveform, as was demonstrated by Chin and Venkatesh 

(Chin and Venkatesh, 1981). They concluded that with superimposed a.c., 

the rate of nucleation was greatly enhanced during the cathodic deposition 

reaction as a result of more uniform zinc deposition on the electrode. 

 The fi nal method of modifying the charging waveform was to use a multi-

component pulse current (Binder and Kordesch, 1986). This consisted of a 

deposition current, a dissolution current, and a rest period. Though the elec-

trodeposition using a multi-component pulse current was found to be bene-

fi cial for the plating of zinc, the required time for charging was much longer 

than that using constant current. In the case of the optimised pulse current, 

it can be four times longer (Bass  et al ., 1991). This is obviously undesirable.  

  11.6.9      Synthesis and morphology alteration of active 
materials 

 One of the more recent approaches for improving the cycle life of the Ni-Zn 

cell was by altering the synthesis method for calcium zincate. Preparation 
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of calcium zincate has been well-studied since 1980s owing to its effect on 

improving the performances of zinc electrode. Several researchers reported 

the preparation of calcium zincate by chemical coprecipitation under strong 

alkali solution, such as KOH (Wang and Wainwright, 1986; Wang, 1990; 

Zhang  et al ., 2001), or by ball-milling (Yang  et al ., 2004). However, all these 

methods have their vital shortcomings: (a) the calcium zincate prepared 

by chemical coprecipitation requires repetitive washing in distilled water, 

which is a tedious process; and (b) the quantity of product prepared by mill-

ing method is small and is therefore unsatisfactory for mass production. 

Wang  et al . (Wang  et al ., 2008) synthesised calcium zincate by solid-phase 

synthesis method without the use of strong alkali. This synthesis method 

yielded calcium zincate with well-crystallised tetragonal particles, and when 

employed as active material in the zinc electrode, the battery exhibited good 

cycle life and a high discharge platform. 

 Wu  et al . (2009) modifi ed ZnO with silver by a facile silver mirror reaction 

process so as to inhibit the dissolution of ZnO into the alkaline electrolyte. 

Figure 11.28 presents the cycle performance between batteries with unmod-

ifi ed and with Ag-modifi ed anodes. Both electrodes have comparable maxi-

mum discharge capacity of about 530 mAh/g; however, the capacity fading 

rate was 4.85 mAh/cycle for the battery with unmodifi ed anode, and 0.89 

mAh/cycle for the Ag-modifi ed anode, representing a better cycle life for 

the latter. The improvement of Ag-modifi ed ZnO on the discharge perfor-

mance and cycle life can be ascribed to better electrical contact between 

600

400

D
is

ch
ar

ge
 c

ap
ac

ity
 (

m
A

h 
g–1

)

200

0
0 10 20 30

Cycle number

5040 60

Ag-modified ZnO
Unmodified ZnO

 11.28      Cycle life performance of Ni-Zn cells with Ag-modifi ed ZnO and 

unmodifi ed ZnO anodes at 0.2 C charge/discharge rate (Wu  et al ., 2009).  

�� �� �� �� �� ��



366   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

ZnO/ZnO and ZnO/Ni foam with the presence of Ag, and hence facilitat-

ing electron transfer in the ZnO electrodes. Second, the Ag nanoparticles 

modifi ed on the ZnO surface can reduce the contact surface of the ZnO 

and electrolyte, suppress the dissolution of ZnO, and subsequently inhibit 

the formation of dendrite. This statement is supported by the SEM images 

showing the surface morphology of the anode electrode after 31 cycles, as 

shown in Fig. 11.29. Clearly, dendrite formation has been effectively reduced 

for cell with Ag-modifi ed anode.           

 Another novel approach to inhibiting the dendritic growth was demon-

strated by Yang  et al . (2010), in which the size and morphology of the ZnO 

material was carefully controlled. In their work, ZnO nanowires with per-

fect crystallinity were synthesised by a hydrothermal route without the use 

of any substrate or template. The cycle life of a battery with ZnO nanowires 

as anode material was signifi cantly improved as compared to that with con-

ventional ZnO, as illustrated in Fig. 11.30. In addition to improved cycle life, 

the battery with ZnO nanowires also shows excellent discharge capacity, 

 11.29      SEM images of (a) unmodifi ed ZnO, and (b) Ag-modifi ed ZnO 

anodes after 31 cycles (Wu  et al ., 2009).  
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higher discharge voltage, and lower charge voltage. The absence of dendrite 

in the ZnO nanowire electrode was the main factor for the improved elec-

trochemical performance of the battery.       

  11.6.10      Final remarks and future challenges 

 Regardless of the recent advances in extending the cycle life of the Ni-Zn 

batteries, the current status is still far from satisfactory. Preferably, the cycle 

life of the batteries should be prolonged to 1000 cycles or more for a greater 

market penetration. Nevertheless, the exceptionally high specifi c energy, 

specifi c power, and high nominal cell voltage of the Ni-Zn cells are attrac-

tive for applications such as power tools, electric bicycles and scooters, elec-

tric lawnmowers, emergency batteries for automobiles, and power sources 

for camping. 

 The paramount factors which limit the cycle life of the Ni-Zn batteries 

are the redistribution of active material (shape change) and the forma-

tion of unwanted Zn electrode morphologies (dendrites) during recharge. 

Improvements can be made via careful control of the electrodes, electro-

lyte, separator, cell design, and formation and charging. The performance of 
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the zinc electrode is undoubtedly the dominant element affecting the cycle 

life of these batteries. With the introduction of nanotechnology and various 

synthesis methods been proposed in recent years, signifi cant improvement 

in cycle life of Ni-Zn batteries can be expected in the future. However, for 

Ni-Zn batteries to fi nd their role in the future energy devices, the commer-

cial success of this battery system has to take place quickly as the perfor-

mance and cost of the competing systems are improving every year.   

  11.7     Nickel-metal hydride systems 

 An Ni-MH battery utilises hydrogen storage alloys as the negative elec-

trode material. The commercialised Ni-MH batteries in the late 1980s util-

ised mischmetal-based AB 5  hydride-forming alloys as active material in the 

negative electrode. With ever-increasing energy demand, new intermetallic 

compounds have been developed, leading to a promising future in these 

batteries. 

 Ni-MH batteries are in high volume commercial production for small 

portable battery applications, achieving a worldwide production of over 1 

billion batteries per year (Fetcenko  et al ., 2007). The driving force for such 

a rapid growth of Ni-MH is both technical and environmental. In addition 

to the explosive growth of Ni-MH batteries in portable electronic devices, 

they have also become one of the dominant advanced battery technolo-

gies for EV and hybrid electric vehicle (HEV) applications owing to their 

reasonably high volumetric and mass energy density, improved high rate 

discharge capability, good durability, high resistance to overdischarging, 

and low cost. 

 Unlike Li-ion batteries, Ni-MH batteries are free from dendrite forma-

tion, meaning the possibility of short circuit and overheating is greatly 

minimised. In addition to the sealed Ni-MH batteries, prismatic design with 

superior packaging can be realised. Despite the higher price in comparison 

to lead-based batteries, Ni-MH battery systems have been mainly adopted 

for those applications where lead acid batteries are inferior: continuous dis-

charge power capability, recharge rate and service life. 

  11.7.1      Operating principle 

 An Ni-MH battery comprises a hydride-forming MH electrode, and a nickel 

electrode electrically insulated by the separator. Both separator and elec-

trodes are impregnated with a strong alkaline solution (generally 6M KOH) 

that provides for the ionic conductivity between the two electrodes. A sche-

matic depicting the operating principle of a sealed secondary Ni-MH cell is 

shown in Fig. 11.31 (Shukla  et al ., 2001). The electrochemical reaction in the 
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nickel positive electrode is presented in Equation [11.1], and the reaction in 

the MH negative electrode is presented as follows:       

    MH +OH M H O e
discharge

charge

−M e→discharge

←
h

+ +H OH O2        [11.24]   

 As before, nickel hydroxide Ni(OH) 2  at the positive electrode is oxidised 

to nickel oxyhydroxide NiOOH on charging, and reduced back to nickel 

hydroxide during discharging. At the negative electrode on the other hand, 

reduction of water produces atomic, adsorbed hydrogen that diffuses into 

the lattice of the intermetallic alloy to form a metal hydride during charg-

ing, and a reverse reaction takes place during discharging. It is noteworthy 

that the hydrogen stored in the MH electrode is in equilibrium with that 

in the gas phase. Accordingly, the overall cell reaction can be presented as 

follows:  

NiOOH MH Ni(OH) + M 32 V S
discharge

charge
2 + M+ ⎯ →discharge⎯ →⎯ →← ⎯

h

→← ⎯← ⎯ ( .E 1cE ell vs HEHH )        [11.25]
   

 The cathodic reaction in an Ni-MH battery proceeds based on a homog-

enous solid-state mechanism via proton transfer between Ni(OH) 2  and the 
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hydrogen storage alloy, whereas the anodic reaction proceeds through a 

dissolution–precipitation mechanism. 

 This charge/discharge mechanism differentiates the Ni-MH battery from 

the Ni-Cd battery. Many performance defi ciencies observed in other battery 

systems, such as changes in crystallography, mechanical integrity, and surface 

morphology of the electrode as a result of recrystallisation and dissolution, 

and reduced electrical conductivity in the oxidised state, are inhibited in 

the Ni-MH system allowing better compact assembly, longer durability, and 

the possibility to realise an all solid-state battery using a proton-conducting 

solid electrolyte (Hariprakash  et al ., 2009). 

 Unlike the Ni-Cd battery where no net change in the electrolyte quan-

tity and concentration was observed over charge/discharge cycles, the cell 

reaction in the Ni-MH battery involves the generation and consumption of 

water upon charge and discharge. This prevents the cell from drying, and 

hence results in good gas recombination, good high- and low-temperature 

operations, and good resistance to cycle life limitations induced by corro-

sion and swelling. However, as opposed to Ni-Cd batteries, Ni-MH batteries 

have a faster self-discharge rate, lower electrical capacity, and are less toler-

ant to overcharging. 

 In nickel oxide electrode (cathode), the oxygen evolution takes place as a 

parallel and competing reaction owing to the fact that nickel oxide electrode 

is thermodynamically unstable. The parasitic reaction during cell charge is 

described as Equation [11.17], and on the negative electrode, which will 

increase the battery’s internal pressure:  

    MH MH M+ →MH + ↑H2 2        [11.26]   

 The Ni-MH battery is designed to be positively-limited with negative-to-

positive capacity ratio varying between 1.5 and 2, as to ensure the battery 

can be operative under varying conditions. Typically, the discharge reserve 

is kept at about 20% of the positive capacity. The reaction described in 

Equation [11.17] depicts that the oxygen evolution occurs at the positive 

electrode during overcharging, which diffuses to the metal hydride electrode 

and combines to form water. The reaction on the negative electrode was 

described in Equation [11.24], and combining these two reactions (Equation 

[11.17] and [11.24] will give:  

    4M H O MH O+ +2 4H O →H O2 2O MH O→O +4→O        [11.27]   

 Under deep discharging, hydrogen evolution occurs at the positive elec-

trode as a result of inevitable differences in storage capacities of series-
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connected cells in a Ni-MH battery, and it is oxidised to water at the MH 

electrode. Accordingly, there are recombination mechanisms for both 

hydrogen and oxygen gases evolved during overdischarging and overcharg-

ing, respectively, which facilitate sealed operation of the Ni-MH cells. The 

following reactions occur during the cell overcharge:  

    
1

2
H OH H O+e2 2O HOHOH −H O+e        [11.28]   

 and  

    H O+e H OH2 2O+e− −OH→ HHH
1

2
       [11.29]    

  11.7.2      Hydride-forming electrode materials 

 Different types of hydride-forming compounds as active material for the 

MH electrode have been investigated extensively. They can be classifi ed 

into fi ve major categories, namely AB 5 , AB 2 , AB, A 2 B 2 , and A 2 B. Table 11.5 

summarises the crystal structure and metals available for each of the MH 

system. The ‘A’ in these MHs is composed of hydride-forming rare earth met-

als, whereas the ‘B’ is made up of non-hydride-forming supportive metals. 

Examples of some popular metal hydrides are LaNi 5 /CeNi 5  for AB 5 , ZrV 2 /

ZrMn 2  for AB 2 , TiFe for AB, Y 2 Ni 7  for A 2 B 7 , and Mg 2 Ni-Ti 2 Ni for A 2 B. In this 

section, only AB 5  and AB 2  metal hydrides will be discussed in detail as they 

have been extensively studied and commercialised; other metal hydrides 

including non-stoichiometric metal hydrides (Hu, 1998; Shu et al., 2003; Li 

 et al ., 2010a), AB 3–4 (Di  et al ., 2000; Li  et al ., 2010c), magnesium (Rongeat 

 et al ., 2006; He  et al ., 2008), and Ti-V-based alloys (Guiose  et al ., 2009) are 

described elsewhere and are therefore excluded from this chapter.      

  AB 5 -type compounds 

 The fi rst employment of intermetallic compound as negative electrode for 

Ni-MH batteries was LaNi 5 , which can be dated back to 1970s. The LaNi 5  

alloy exhibits favourable properties, such as fast activation, reasonable the-

oretical capacity of 372 mAh/g (Boonstra and Bernards, 1990), and good 

reversibility, which have made it the dominant material in negative elec-

trode for Ni-MH batteries over the last two decades. However, the major 

concern of this alloy is its poor cycle life, induced by the decomposition of 
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the alloys into lanthanum hydroxide La(OH) 3  and nickel particles in con-

centrated KOH solution, and gradual alloy pulverisation. Only 12% of its 

initial capacity remained after 400 cycles (Willems and Buschow, 1987). The 

driving force for the LaNi 5  decomposition in aqueous solution is the strong 

affi nity of LaNi 5  for water. The free enthalpy change of the corrosion reac-

tion is −472 kJ (mol LaNi 5 ) -1 , which is almost four times larger than the for-

mation enthalpy of LaNi 5 . 

 Willems  et al . (1987) demonstrated the cycle life of this alloy can be sig-

nifi cantly improved by substituting Ni with Co. In addition, they also found 

that the residual capacity after cycling is inversely proportional to the vol-

ume expansion  Δ  V / V  (measured after exposure to hydrogen gas at 150 atm) 

of the alloy. The improved performance was ascribed to a decrease in vol-

ume expansion accompanying the hydride formation, which prevents the 

diffusion of lanthanum to the surface area. 

 The effect of a series of substitutes for Ni on the cycle life of the negative 

electrode was investigated by Sakai and his co-workers (Sakai  et al ., 1990). 

The effectiveness of substituting elements to improve the cycle life increased 

in the order: Mn, Ni, Cu, Cr, Al, and Co. A large storage capacity of the alloy 

is generally accompanied by a large volume expansion ratio, which leads to 

an increase in the internal stress. Under stress, the pulverising rate depends 

on the mechanical strength of the alloy. The more tenacious alloys, such as 

 Table 11.5     Families of intermetallic compounds 

 Intermetallic 

compounds 

 Examples  A  B  Structure 

 AB 5   LaNi 5 , YCoH 3   Group III 

(including 

rare earths 

and Th) 

 Group VIII  Haucke 

phases, 

hexagonal 

 AB 2   ZrV 2 , ZrMn 2   Group III, rare 

earth or 

Group IV 

metal 

 Group VIII 

(Group II, IV, 

VI or VII) 

 Laves phase, 

hexagonal 

or cubic 

 AB  TiFe, ZrNi  Group IV or 

rare earth 

 Group VIII  Cubic, CsCl 

type 

 A 2 B 7   Y 2 Ni 7 , Th 2 Fe 7   At least one 

rare earth, 

and also 

includes 

Mg 

 Include at 

least Ni, the 

atomic ratio 

of  x  to  y  is 

between 

1:2 and 1:5 

(A  x  B  y  ) 

 Hexagonal, 

Ce 2 Ni 7  type 

 A 2 B  Mg 2 Ni, Ti 2 Ni  Group IV or 

Group IIA 

 Group VIII  Cubic, MoSi 2 - 

or Ti 2 Ni-

type 
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LaNi 2.5 Co 2.5 , have lower pulverising rates. Continued pulverisation of the 

alloy causes a larger increase in the oxidised surface area, leading to decay 

in storage capacity. The depth of the oxidised layer which internally protects 

the alloy depends on the composition of the alloy. Thus, alloys containing 

such elements for instance as aluminium, silicon, titanium, and zirconium 

seem to form a more protective oxide layer on the alloy surface, which pre-

vents further internal oxidation of the alloy. 

 Though the addition of Co has been demonstrated to be benefi cial in 

improving the cycle life and corrosion resistance of the negative electrode, it 

remains the most costly element of the alloy. An evaluation of the necessity 

of Co was performed by Latroche  et al . (Latroche  et al ., 1999), in which the 

infl uence of Co content (5 and 10%) in Mm-based (Mm = Mischmetal) AB 5  

alloys on its electrochemical behaviour by  in situ  neutron diffraction was 

studied. In addition to the well-established one-step phase transformation 

of the LaNi 5  alloy from   α   to   β   upon charging as observed in the 5% Co sam-

ple, the 10% Co sample exhibited a two-step phase transformation (  α   →   γ   
and   γ   →   β  ) through the formation of a metastable intermediate   γ   phase. The 

presence of   γ   phase in the Co-rich sample relaxes the large strain that was 

observed in the one-step   α   →   β   transformation in the 5% Co sample, conse-

quently limiting the decrepitation (pulverisation) of the alloy. 

 The expensive rare earth La has been replaced by other less expen-

sive metals, for example Ce. The cycle life of the negative electrode of an 

Ni-MH battery can be signifi cantly improved by substituting La with 20% 

Ce (La 0.8 Ce 0.2 B 5 ) (Adzic  et al ., 1995). The formation of a protective layer of 

CeO 2  on the alloy surface was found to retard the corrosion rate effectively 

and hence increase the cycle life of the electrode. Other metals such as Nd 

and Pr also improve the cycle life in a similar fashion. However, the trade-off 

for the improved cycle life by substituting La with these metals is a decrease 

in capacity as a result of decreased cell volume of the alloy. This issue can 

be addressed by optimising the ratio between the La and the substituting 

metal, and alternatively by substituting Ni with metal that has larger atomic 

radius than Ni, for example Al (Bliznakov  et al ., 2008).  

  AB 2 -type compounds 

 Hydride-forming compounds with increased weight capacity with respect 

to AB 5  compounds have been explored in order to meet the demand of 

high-capacity accumulators for portable devices and (hybrid) EVs. The 

Laves phases ZrV 2 , ZrCr 2 , and ZrMn 2  can be hydrogenated up to 3.6 

H per formula unit, which represents a capacity of 500 mAh/g (Joubert 

 et al ., 1996). However, the AB 2  compounds suffer from several problems 

such as diffi culties in preparing single-phase compounds, passivation and 

slow activation, and corrosion (Notten and Latroche, 2009), the last two 
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being the most signifi cant. Substantial research thus has been focused on 

these topics. 

 The slow activation of the AB 2  alloys is related to passivation or surface 

corrosion of the alloy particles in concentrated electrolyte solution. Cycles 

required for activation can be as high as 50 for Zr(V  x  Ni 1- x  ) 2  alloy electrodes 

(Z ü ttel  et al ., 1994). A number of techniques have been employed in order to 

address this issue; these include surface treatments, incorporation of highly 

electrocatalytic alloy or a pure metal, and secondary phase precipitation. An 

oxidation surface treatment has been proven effective in improving the acti-

vation of some WaTi-Zr-V alloy electrodes from 45 cycles to only 3 cycles 

(Sawa  et al ., 1989). The oxidation treatment was performed by annealing the 

electrode under low pressure oxygen (20–100 mm Hg) at a temperature of 

250–300 ° C. Wakao and his co-workers (Wakao  et al ., 1991) reduced the acti-

vation time for Zr-V-Ni alloy electrode by immersing the electrode in KOH 

solution for up to 5 days. Z ü ttel  et al . (1994) investigated the infl uence of dif-

ferent chemical etchings of the alloy surfaces and found that the best elec-

trochemical performance was obtained with hydrofl uoric acid treatment. 

 The effects of fl uorination on AB 2  alloys on their electrodes and battery 

performances have been examined by Li  et al . (2002). The battery using fl u-

orinated AB 2  alloys displayed better activation properties and longer cycle 

life at 0.2C as compared with the battery with untreated AB 2  alloys. This 

improvement was ascribed to the elimination of Zr and Mn oxides and the 

deposition of Ni(OH) 2  on the alloy surface after fl uorination treatment. The 

deposited Ni(OH) 2  could be converted to metallic Ni during battery charg-

ing, and serve as an electrochemical catalytic agent and subsequently speed 

up the activation reaction. 

 The gradual decrease in hydrogen storage capacity of the metal hydride 

during repeated cycling is attributed to the alloy deterioration of the alloy 

powder and dissolution of the constituent species (Ovshinsky  et al ., 1993). 

Kim  et al . (1998) studied the effect of Cr or Mn substitution with Ni on the 

cycle life of the Zr-Ti-V-Ni electrodes. They found the substitution of Ni by 

Cr increases the cycle life of the electrode, due to the formation of a V-Cr 

solid solution which inhibits vanadium dissolution into alkaline electrolyte, 

while the substitution of Mn for Ni increases the discharge capacity, but 

shortens the cycle life as a result of the formation of highly corrosive V-Mn 

phase. Furthermore, a Zr to Ti ratio of 3 to 1 is found to have the most stable 

cycle life; this can be attributed to an increase in the corrosion resistance of 

the alloy due to the formation of less corrosive V-Mn phase. 

 Indeed, the electrochemical performance of the electrodes can be sig-

nifi cantly improved by optimising both the A- and B-side composition. 

Elements that can increase the number of hydrogen atoms stored per metal 

atom include Mg, Ti, V, Zr, Nb, and La; elements that can adjust the metal-

hydrogen bond strength (hence stabilise or destabilise the alloy) include V, 
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Mn, and Zr; catalytic elements to facilitate charge and discharge reaction 

rate and gas recombination include Al, Mn, Co, Fe, and Ni; and elements 

that can impart desirable surface properties such as oxidation and corrosion 

resistance include Cr, Mo, and W (Ovshinsky  et al ., 1993). Compounds with 

up to eight elements are commonly used in AB 5  alloys with improved perfor-

mance, and perhaps for the same reasons, the larger the number of elements 

involved in the alloy composition, the better are its electrochemical proper-

ties and its resistance to surface oxidation. In other words, electrochemical 

performance of the MH electrode can be engineered upon optimisation of 

the alloy composition as a means to pursue the ever-increasing demand in 

energy.   

  11.7.3      Electrolyte 

 Similar to other Ni-based batteries, 6M of KOH solution has been widely 

adopted as the electrolyte for Ni-MH batteries. As this concentrated solu-

tion is very aggressive to the alloys, several methods have been introduced 

to improve the performance of the electrodes. Wang  et al . (2002) found the 

cycle life of the La-based AB 5  alloy electrode can be signifi cantly extended 

by introducing 0.5M ZnO to the 6M of KOH solution. The underpotential 

deposited Zn on the surface of the alloy inhibited the formation of La(OH) 3 , 

increased the conductivity and/or retarded the disintegration process, all of 

which are benefi cial to the cycle life performance of the electrodes. 

 A recent study was performed on the effect of KOH concentration on 

the performance of Ni-MH batteries (Khaldi  et al ., 2009). Cells with 1M and 

8M electrolyte concentration have been examined for their electrochemi-

cal performance. The results suggest the cell with low KOH concentration 

has higher maximum capacity, better cycle stability, lower polarisation after 

activation, and better corrosion resistance. It demonstrated the possibility 

of utilising a less aggressive electrolyte (lower concentration) for improving 

the performance of the Ni-MH batteries. 

 The electrochemical performance of the MH electrode has been inves-

tigated in 6M KOH electrolytes with different compositions (Wang  et al ., 
2009, 2010). Electrodes have better durability in electrolyte with either satu-

rated Al 2 (SO 4 ) 3  or MnSO 4  addition, as compared with that in conventional 

KOH electrolyte. The improved performance was attributed to lower charge 

transfer resistance at the interface between electrode and the electrolyte in 

these electrolytes. 

 Solid polymer electrolytes, as opposed to conventional concentrated 

KOH solution, are ionic conductive solutions of salts in a polymeric solvent, 

typically poly(ethylene oxide) (PEO). The diversity and the complexity of 

the current research in the fi eld of polymer electrolytes can be explained 
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by their attractive advantages over the conventional solid or liquid electro-

lytes. For example, problems such as chemical and electrochemical insta-

bility, corrosion and gas emission, can be avoided in such polymer-based 

systems, therefore the cycle life of the cell can be extended. However, the 

major drawback for this polymer electrolyte is the smaller current density 

to be drawn because of low ionic conductivity of the electrolyte. This issue 

was later addressed by Iwakura  et al . (Iwakura  et al ., 2002), where a high 

water-absorbing capacity, high water-holding capacity, high gel strength 

crossed-linked poly(acrylic acid) was introduced. The polymer gel electro-

lyte prepared from potassium salt of cross-linked poly(acrylic acid) and a 

KOH aqueous solution was found to have high ionic conductivity that was 

almost comparable to the conventional KOH aqueous solution. The solid 

electrolyte N,N-dimethylpyrrolidoium hydroxide (PIIOH) with polymer 

poly(tetramethyl ammonium acrylate) (PTMA) was investigated as an elec-

trolyte in Ni-MH cells. The cell with electrolyte polymer-PIIOH showed a 

discharge capacity of 142 mAh/g at 25  o C (Wang  et al ., 2005).  

  11.7.4      Electrochemical performance of Ni-MH batteries 

 Ni-MH batteries of all common sizes are now commercially available in 

the market. Panasonic has produced some sub-AAA size Ni-MH batter-

ies, while prismatic cells with capacity up to 250 Ah are manufactured by 

Ovonic Battery Company in United States and Gold Peak Industries in 

Hong Kong for EV application. An Ni-MH cell can deliver a capacity that 

is about two times that of an equivalently sized Ni-Cd cell. From the ini-

tial product introduced in 1991 of cylindrical cells having an energy of 54 

Wh/kg, today’s small consumer cells with a specifi c energy over 100 Wh/kg 

and energy densities above 300 Wh/L are now available (Pistoia, 2009). The 

power associated with the commercial Ni-MH batteries has increased from 

less than 200 to 1200 W/kg, and up to 2000 W/kg at a development level 

(Fetcenko, 2005). The advancement of Ni-MH batteries from 1991 to 2005 

has been tabulated in Table 11.6.      

 Under mild conditions, for example, charge/discharge at 0.2C, at a tem-

perature of 20 ° C, and under limited overcharge, a standard Ni-MH battery 

can deliver in excess of 500 cycles (up to about 1000–1200) before its capac-

ity decreases to 80% of the initial value. In HEV applications, more than 

100 000 cycles are possible under high current pulses and SoC between 2 

and 10%.The performance of the Ni-MH batteries is, however, temperature 

dependent. It has been ascertained that the best charging effi ciency and cell 

durability were obtained at temperatures ranging from 10 to 30 ° C. Cycle life 

deterioration of the cells can be as high as 60% if exposed continuously over 

this temperature. Nevertheless, in today’s batteries, excellent power can be 
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provided at cold temperatures of −30 ° C and high capacity of over 90% can 

be achieved at 70 ° C (Fetcenko  et al ., 2007). 

 Ni-MH batteries, similar to Ni-Cd and lithium-ion batteries, lose their 

stored energy under open-circuit conditions to a certain extent. For an 

Ni-MH battery, the daily self-discharge rate is typically 1% of the nominal 

storage capacity. However, the rate is strongly dependent on the external 

conditions, such as SoC and temperature. Figure 11.32 illustrates that the 

self-discharge rate increases greatly with increasing temperatures.      

 As the applications of Ni-MH batteries are greatly limited by the high 

self-discharge rate, considerable efforts have been devoted to overcome, or 

at least, to minimise the rate of self-discharge. Ikoma  et al . (Ikoma  et al ., 

 Table 11.6     Advance in specifi c energy and energy density 

values in Ni-MH batteries 

 Year  Specifi c energy 

(Wh kg −1 ) 

 Energy density 

(Wh L −1 ) 

 Ni–MH AA cell 

capacity (mAh) 

 1991  54  190  1100 

 1993  70  235  1400 

 1996  80  255  1600 

 2000  92  300  1900 

 2002  95  345  2100 

 2003  102  385  2300 

 2005  107  428  2600 

   Source:  Fetcenko  et al ., 2007.  
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 11.32      Self-discharge characteristics of an Ni-MH battery at various 

temperatures. The grey regions indicate the spread between different 

batteries (Notten, 1994).  
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1996) suggested the following fi ve possible factors that are responsible for 

the self-discharge behaviour in Ni-MH batteries:

   1.     self-decomposition of positive active material (NiOOH);  

  2.     shuttle reactions of nitrate ions in the positive electrode;  

  3.     reduction of a NiOOH positive electrode by hydrogen gas coming from 

the metal hydride negative electrode or oxidation of the negative elec-

trode by oxygen gas evolved from the positive electrode;  

  4.     shuttle reactions of organic impurities dissolved in an alkaline electro-

lyte solution from a separator;  

  5.     shuttle reactions of metal ions dissolved in the alkaline electrolyte solu-

tion from the hydrogen storage alloy.    

 In addition, Iwakura  et al . (1989) classifi ed self-discharge mechanism of 

Ni-MH batteries into two types, namely reversible and irreversible capacity 

loss. The former was attributed to the desorption of hydrogen from the MH 

anode, and the latter was ascribed to the deterioration of the hydrogen-

absorbing alloy. As a short summary, the self-discharge rate of the Ni-MH 

battery is expected to be improved through proper selection of separa-

tor, electrolyte, and electrode materials for both electrodes as to minimise 

the formation of nitrogen impurities and the degradation of the active 

materials. 

 Li  et al . (2010b) suppressed the self-discharge rate of the Ni-MH battery 

from 35% to 25% by employing acrylic acid grafted polypropylene (PP) 

separator; this separator can trap the impurities more effectively and hence 

suppress the detrimental shuttle reactions. Alternatively, microencapsula-

tion of the alloy with a thin layer of Cu can suppress the hydrogen diffu-

sion in MH electrode and hence lower the rate of self-discharge (Feng and 

Northwood, 2005). 

 The discharge performance of Ni-MH batteries when discharged at higher 

current is typically much worse than with lower current. The dependence 

of high rate discharge capability of AA-sized Eneloop Ni-MH batteries on 

discharge current density is illustrated in Figure. 11.33. As expected, that the 

discharge capacity and plateau voltage signifi cantly decreased with increas-

ing C rate. Improvement is essential to enhance its feasibility in high power 

applications.      

 High rate discharge performance of Ni-MH batteries is controlled by 

the rate of charge transfer at the alloy/electrolyte interface, and the rate 

of hydrogen diffusion in the alloy. Over the last few years, additives have 

been incorporated in either positive (Wu  et al ., 2006; Zhang  et al ., 2008c) or 

negative (Zhang  et al ., 2008a) electrode as a means to improve the high rate 

discharge capability. Compared with traditional carbon materials, carbon 

nanotubes (CNT) possess higher electron transfer rate, and are therefore 
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widely adopted as effective additives in improving the electrochemical 

properties of the electrodes. Zhang  et al . (Zhang  et al ., 2008a) demonstrated 

that the high rate discharge and cycle life performance of AB 5  electrodes 

were signifi cantly improved by mixing with 0.8 wt.% of CNTs. 

 The durability of an Ni-MH battery is highly affected by the performance 

to the MH electrode. In general, the charge/discharge cycle life shortens 

due to the formation of hydroxides and oxides on the fresh surface. The 

creation of fresh surface proceeds progressively through alloy pulverisa-

tion. The improvements can be made with the following strategies: (1) par-

tial replacement of alloy components by foreign metals such as cobalt; (2) 

amorphisation of the alloy; (3) microencapsulation of the alloy surface with 

foreign metals such as copper or nickel; (4) others, including doping and 

alloy fabrication methods. 

 Hydrogen storage alloys are subjected to pulverisation during charging 

and discharging owing to repeated lattice expansion and shrinkage as a 

result of hydrogen absorption and desorption. As aforementioned, metals 

such as Co, Al, Si, Sn or Ge for Ni can improve the cycle life of the MH elec-

trode by suppressing the degree of volume change or by the formation of a 

surface oxide fi lm and subsequently inhibit the pulverisation or corrosion 

from taking place. 

 Amorphous alloys when compared with their crystalline counterparts 

show a longer cycle life, but lower discharge capacity. It was found that 

amorphous MNi 2  (M = La, Ce, Pr) alloys showed exceptional low discharge 
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discharged at different C rates.  
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capacity of less than 100 mAh/g at room temperature, but had a long cycle 

life. The grain size and crystal structure of the alloy can be manipulated by 

controlling the solidifi cation rate by the linear velocity of the copper wheel 

in melt-spinning technique. High solidifi cation rates can produce alloys with 

smaller grains containing nanocrystalline and amorphous phases, resulting 

in good cycle stability. Long-term ball-milling is an alternative technique for 

preparing amorphous alloys with long cycle life (Rongeat and Rou é , 2005). 

 The cycle life of an Ni-MH battery can be extended by coating a thin pro-

tective layer on the alloy surface. Boonstra  et al . (1989) demonstrated the 

cycle life of an LaNi 5  electrode that can be improved by coating the surface 

of the alloy with platinum black to protect the alloy from being oxidised 

with the oxygen evolved at the positive electrode. Mixing of LaNi 5  and its 

ternary alloys with a large amount of copper powder can also increase the 

cycle life. However, these methods seem to be undesirable from a viewpoint 

of energy density and cost. 

 An encapsulated Mm-Ni 5  alloy powder covered with an electroless cop-

per layer was used as the negative electrode material in an Ni-MH battery 

(Raju  et al ., 2009). The coated Cu layer induced an increase in electrocata-

lytic activity for hydrogen evolution reaction and reduced the over-potential 

of charge/discharging, resulting in a remarkable increase in both electrode 

capacity and cycle life. Co encapsulated electrodes were also found to have 

higher capacity and superior cycle life than the bare alloy (Durairajan  et al ., 
1999). 

 Other approaches to improving the cycle life of a Ni-MH battery include 

the doping of additives, such as CNTs, alkaline treatment (Ikoma  et al ., 
1999), incorporation of non-stoichiometric alloys (Notten and Latroche, 

2009), and alloy fabrication techniques (Anik  et al ., 2009). The relationship 

of the ending capacity and cycle number for an LaNi 5  electrode with various 

multi-walled carbon nanotube (MWNT) addition in an Ni-MH battery is 

shown in Fig. 11.34. The capacity was higher for battery with MWNTs addi-

tion than that without MWNT; also, the cycle life of the batteries is remark-

ably improved with 0.8 wt.% of MWNT addition (sample B). The improved 

cycle life was inferred to the addition of MWNT preventing the inner elec-

tric resistance from rising in the battery.       

  11.7.5      Final remarks and future challenges 

 Ni-MH batteries seem to have widespread commercial viability and signif-

icant opportunity for improvement among the various nickel-based batter-

ies. Ni-MH batteries appear to be the technology of choice for applications 

such as HEV, emerging EVs, and fuel cell EVs. With the advances of Ni-MH 

batteries over the last decades, prototype Ni-MH batteries of specifi c 
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energy over 100 Wh/kg have been established, while the specifi c power has 

advanced from 150 to over 1000 W/kg. 

 In addition to the essential performance targets (energy, power, cycle life, 

and operating temperatures), fl exible vehicle packaging, easy application 

to series and series/parallel strings, safety, maintenance-free operation, fast 

and less expensive charging, and environmentally acceptable and recyclable 

materials have established the eminence of Ni-MH batteries. Despite the 

continuous advances in the performance of Ni-MH batteries, common prob-

lems such as capacity deterioration upon cycling induced by alloy pulveri-

sation and corrosion, and high self-discharge as a result of active material 

decomposition, still require further improvement. While Ni-MH batter-

ies still have the advantage of being safe to use, the competition from low 

cost lithium-ion batteries with high performance is posing a great threat 

to replace Ni-MH batteries. Unless a further leap in the advancement of 

Ni-MH battery is seen in the near future, both in terms of electrochemi-

cal performance and cost, the lithium-ion battery is expected to gradually 

replace the Ni-MH battery in many applications.   

  11.8     Conclusion 

 This chapter reviewed the history, current status, and future trend of the 

Ni-based batteries. The characteristics of these Ni-based battery systems 

have been tabulated in Table 11.7. Ni-Fe batteries have relatively long cycle 
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life as compared with other Ni-based batteries, but their low specifi c energy 

and energy density, and high self-discharge rate have been the bottlenecks 

for their development and greater market penetration.      

 Ni-Cd batteries have superior electrochemical characteristics in terms of 

long cycle life, and reasonable specifi c energy and energy density, which have 

made them the second most widely used secondary batteries after lead/acid. 

However, severe memory effect, dendritic shorting and hydrogen evolution 

when cadmium electrode is overcharged are problematic for battery perfor-

mance. The detrimental environmental effect of Cd also makes this system 

non-competitive with Ni-MH batteries. 

 Ni-H 2  batteries have exceptionally long service life, high gravimetric 

energy density, high robustness, and a good inherent protection against 

overcharging and overdischarging as compared to Ni-Cd batteries, which 

have made them the technology of choice in space applications. The draw-

backs related to this type of battery are the poor volumetric energy density 

and high self-discharge rate, which have made them inferior to lithium-ion 

batteries. 

 Among various Ni-based batteries, Ni-Zn batteries possess the highest 

nominal voltage. In addition, the Zn electrode is environmentally benign and 

inexpensive, and has therefore attracted a considerable amount of research 

interest. Despite efforts having been devoted to improving the cycle life of 

the Zn electrode, this still remains the major obstacle to its wider develop-

ment and applications. 

 Among all Ni-based batteries, Ni-MH batteries appear to have more suc-

cess in terms of both development and commercialisation, particularly in 

HEVs. They exhibit long durability, high compatibility to alkaline battery 

systems, exceptionally high specifi c energy and energy density, high resis-

tance to rapid charging and discharging, and are safe to operate. The charac-

teristics of Ni-based secondary batteries have been tabulated in Table 11.7. 

The performance of the MH electrode is, however, limited by the inevitable 

alloy pulverisation and corrosion. Improvements have been made in the 

 Table 11.7     Characteristics of Ni-based secondary batteries 

 System 

units 

 Nominal 

voltage (V) 

 Cycle life 

(cycles) 

 Specifi c 

energy 

(Wh/kg) 

 Energy 

density 

(Wh/L) 

 Self-discharge 

(%/month) at 

20 ° C 

 Ni-Fe  1.25  2000–3000  20–25  30  25–30 

 Ni-Cd  1.2  > 1200  40–60  50–150  20 

 Ni-H 2   1.25  > 2000  40–75  65–80  60 

 Ni-Zn  1.75  300–600  60–75  100  15–20 

 Ni-MH  1.2  800–1200  50–80  140–300  15–30 

   Source : Pistoia, 2009.  
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past that have had some success in reducing them, but it is still far from 

satisfactory. The characteristics of recent and current popular recharge-

able batteries, namely Ni-Cd, Ni-MH and Li-ion, for portable applications 

have been compared and the results are tabulated in Table 11.8 (Rashidi 

 et al ., 2009). Though electrochemical properties of Li-ion batteries, such as 

 Table 11.8     Characteristics of rechargeable batteries for portable applications 

 Battery type  Ni-Cd  Ni-MH  Li-ion 

 Gravimetric energy 

density (Wh/kg) 

 40–60  30–80  90 

 Volumetric energy 

density (Wh/L) 

 180  140  210 

 Nominal cell voltage 

(V) 

 1.25  1.25  3.6 

 Equivalent series 

resistant ( Ω ) a  

 Extremely low  Extremely low  High 

 Cycle life (to 80% of 

initial capacity) 

 300–500  300–500  300–600 

 Self-discharging at 

20 ° C (%/month) b  

 20–30  15–20  5–10 

 Typical slow charge 

time (h) 

 12–36  4–10  Does not tolerate 

slow charge 

time after fully 

charged (charging 

by constant 

voltage only) 

 Typical fast charge 

time (h) 

 1  0.25–1  1.5 

 High rate discharge 

capacity (C) 

 10  2–3  1–1.5 

 Cost comparison  Least expensive  More expensive 

than Ni-Cd, 

but less than 

Li-ion 

 Most expensive 

 Most common/

severe 

degradation 

mechanisms 

(reliability) 

 High current 

overcharge, 

cell polarity 

reversal 

(during 

discharging) 

 High current 

overcharge, 

cell polarity 

reversal 

(during 

discharging) 

 Accidentally 

shortening the 

battery 

 Operating 

temperature ( ° C) 

 Discharging: 

10–40 

 Discharging: 

10–40 

 Discharging: –20–60 

 Optimum 

operating 

temperature: 

25 

 Optimum 

operating 

temperature: 

25 

 Optimum operating 

temperature: 25 

 Compatibility to 

alkaline batteries 

 Yes  Yes  No 

   Source : Gray and Smith, 2009; Rashidi  et al ., 2009.  
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gravimetric and volumetric energy density, nominal cell voltage, and rate 

of self-discharge are superior to the Ni-Cd and Ni-MH batteries, their poor 

high rate discharge capability and high cost have been restricting factors for 

their wider spread in the market. In addition, the Li-ion battery is not com-

patible with devices which require alkaline battery systems, for example, in 

EVs.      

 With the several secondary Ni-based battery systems reviewed here, 

the ultimate goal for ongoing research worldwide is to meet the upsurge 

in demand for exploring environmental-friendly power sources with long 

endurance, high energy density, high power capability, smaller in size, and 

low cost in electronic devices. Undoubtedly, fi nding a battery system meet-

ing these requirements will be the research focus for the following years, 

and revolutionary technology in batteries can be foreseen upon success.  
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  Abstract : With the increasing integration of renewable energy sources 
into the electricity grids of many developed and developing countries, the 
need for energy storage has become a major priority for grid stabilisation. 
Flow batteries offer high energy effi ciencies, very long cycle life and 
good cost structures for applications requiring more than 2 h of storage 
capacity. Of the fl ow battery technologies currently under development, 
the vanadium redox fl ow battery that was pioneered at the University of 
New South Wales (UNSW), Australia, has received the most attention, 
with more than 30 medium- to large-scale installations in Japan, Europe, 
USA and China demonstrating its benefi ts and features in a range of off-
grid and grid-connected applications. 

  Key words:  energy storage, redox fl ow batteries, vanadium redox fl ow 
battery, zinc-bromine battery, polysulphide-bromine battery. 

    12.1     Introduction 

 One of the major drawbacks of renewable energy technologies is their inter-

mittent nature. In the case of solar energy, production occurs during sunlight 

hours, which is often out-of-phase with peak energy usage. Furthermore, 

intermittent cloud cover can create signifi cant power output instabil-

ity from photovoltaic panels, even on sunny days. Wind turbine output is 

equally unstable, and the irregular nature of wind power generation makes 

it impossible to meet the load power needs throughout the year. Hourly 

wind speed fl uctuations add an additional supply continuity problem to the 

load that requires grid connection or other back-up power to ensure reli-

ability. Integration of greater than 12–15% renewables to a grid will, how-

ever, lead to severe grid instability problems that can only be overcome by 

the incorporation of effective energy storage to maximise the utilisation of 

the renewable energy and to assist in load levelling. To date, several types of 

energy storage systems have been used successfully in demonstration and 
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commercial applications. These include mechanical systems, such as pumped 

hydro, compressed air and fl ywheels, and electrochemical systems, such as 

fuel cells and batteries. 

 Pumped hydro storage currently comprises 3% of global power gener-

ation capacity and is the most common energy storage system available. 

Pumped hydro systems operate using two reservoirs of water, separated 

vertically, to generate and store electricity. The amount of storage capac-

ity is determined by the size of the reservoirs and the power generated is 

dependent on the size of the turbines and the water fl ow rate. Accordingly, 

pumped hydro storage is generally used for large-scale applications, but is 

restricted by geography. Compressed air systems also offer gigawatt-scale 

power with several hours of storage capacity, but as with pumped hydro, 

these systems are limited by geology and geography to specifi c locations 

that may not be close to the renewable energy source or the load. Flywheels 

on the other hand are more fl exible in terms of sizing and location, but 

their low energy density limits their use to power quality applications that 

require energy storage capacities of seconds to several minutes. While this 

would be adequate for levelling out the short-term instabilities from wind 

turbines and photovoltaic arrays, it is not generally considered viable for 

load shifting and load levelling of renewable energy sources that require 

several hours of storage capacity. On the other hand, electrochemical 

energy storage systems offer greater fl exibility combined with the energy 

effi ciency, performance and cost structures required to meet the needs of 

large-scale renewable energy storage and smart-grid applications (EPRI-

DOE, 2003, 2004). 

 Of the electrochemical systems currently available, lead-acid batteries are 

capable of providing low cost energy storage and have been successfully 

implemented in back-up power systems and other small-scale applications. 

Despite their widespread use however, lead-acid batteries have relatively 

short life cycles under the deep discharge regimes required for most energy 

storage applications. A recent advance in lead-acid battery technology devel-

oped by the Australian Commonwealth Scientifi c and Industrial Research 

Organisation (CSIRO) is the UltraBattery, a hybrid energy storage device 

that integrates a supercapacitor with a lead-acid battery in one unit cell 

(CSIRO, 2011). The UltraBattery incorporates carbon plates at the negative 

electrode to act as supercapacitor hybrid electrodes, allowing fast charge 

acceptance compared with the conventional technology. This feature makes 

the lead-acid battery more suitable in hybrid vehicle applications, but could 

also be important for short-term wind turbine output power stabilisation. 

The cycle life of this hybrid system under deep discharge applications has 

yet to be demonstrated however, so its most likely application will be in 

hybrid vehicles and other applications requiring short-term energy storage 

capabilities. 
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 Lithium ion batteries are being widely investigated for hybrid and elec-

tric vehicle applications, but are currently too expensive when compared to 

other storage systems (ESA, 2011). They do, however, have long life cycles, 

operating at close to 100% effi ciency and have an energy density of approxi-

mately 300–400 kWh/m 3 , making them ideally suited to the portable appli-

ance market, particularly digital cameras. This high energy density enables 

the batteries to be low in weight, but leads to potential safety problems 

associated with the highly reactive lithium metal that could be formed at the 

negative electrode during accidental overcharge. To avoid potential explo-

sions and fi res therefore, lithium ion batteries require a protection circuit 

module (PCM) to prevent overcharge and discharge below the lower volt-

age limit. This also limits the charge and discharge current and renders the 

cell open circuit in the event of an abnormal condition (Balakrishnan  et al ., 
2006). Despite these limitations, a number of megawatt size Li-ion based 

demonstrations have recently been installed and tested in the USA (A123, 

2011). Such systems would be capable of providing short-term power output 

stabilisation for wind turbines; however, for application in longer term stor-

age of wind energy, the cost of Li-ion batteries need to be further reduced 

to compete with other options. 

 Another important candidate for large-scale energy storage is the sodium 

sulphur battery. The NaS battery consists of liquid (molten) sulphur at the 

positive electrode and liquid (molten) sodium at the negative electrode as 

active materials, separated by a solid beta alumina ceramic electrolyte. The 

operating temperature of the NaS battery is greater than 350 o C, however, 

sophisticated methods of construction of the battery pack are required, 

together with auxiliary heating during charging and periods of non-use to 

prevent freezing of the sodium electrolyte and damage due to mechanical 

stresses. Despite their relatively high costs, NaS batteries have been installed 

at over 190 sites in Japan totalling more than 270 MW with stored energy 

suitable for 6 h daily peak shaving. The main limitation is the diffi culty asso-

ciated with the manufacture of the high-grade ceramic separators used in 

the devices and the potential safety hazards associated with the use of liquid 

metallic sodium and sulphur (Skyllas-Kazacos, 2010). 

 Unlike the lead-acid, Li-ion and NaS technologies that rely on solid state 

processes for their charge–discharge reactions that often lead to mechanical 

breakdown of the active material and life cycle limitations, fl ow batteries 

use solutions to store energy. Flow batteries therefore offer long cycle life 

under deep discharge operation, as well as the greatest fl exibility in power 

to energy rating, since capacity is determined by the volume of electrolyte 

stored in external tanks. 

 Flow batteries, such as the zinc-bromine (Zn/Br) battery and vanadium 

redox battery (VRB), convert chemical energy into electricity by pumping 
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electrolytes from external storage tanks through a cell stack where elec-

tron transfer reactions take place on inert electrodes that usually comprise 

porous graphite felts that provide a high surface area for the electron trans-

fer reactions. Electrolytes with differing oxidation states provide the elec-

trochemical potential required to generate electricity. A number of reviews 

on fl ow battery research and development have been published in recent 

years and these cover a range of different fl ow battery chemistries and tech-

nologies (Skyllas-Kazacos  et al ., 2011; Weber  et al ., 2011) 

 Flow batteries differ from conventional batteries in that their active mate-

rial is in the form of two redox couple solutions that are stored in external 

tanks and pumped through a stack of electrochemical cells where the solu-

tions are separated by an ion-exchange membrane that prevents mixing of 

the two solutions (Fig. 12.1).      

 Flow cells fall into two categories. The fi rst type is the metal/halide fl ow 

cell that involves the deposition of a metal at the negative electrode dur-

ing charging. Examples are the Zn/Br battery and the zinc chloride (Zn/Cl) 

battery, which is one of the earliest types of fl ow batteries (Blevins, 1981) In 

both cases, capacity is determined by the quantity of zinc metal deposited at 

the negative electrode. 

 The second type of fl ow battery is the redox fl ow battery (RFB), which 

employs two fully soluble redox couple solutions in each half-cell. Unlike 

the Zn/Br and Zn/Cl fl ow batteries, the RFB has all reactants and prod-

ucts in the solution phase and no metals are plated on the electrodes dur-

ing charging. The redox fl ow cell thus stores energy in the solutions, so 

that the capacity of the system is determined by the size of the electrolyte 

tanks, while the system power is determined by the size of the cell stacks. 

The redox fl ow cell is therefore more like a rechargeable fuel cell than a 

battery. 

Cell
stack

Negative
half-cell
solution
storage

tank

Energy conversion
(kW)

+ –

Energy stroage
(kWh)

Energy storage
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Postive
half-cell
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stroage

tank

 12.1      Flow cell schematic.  
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 Initial work on redox batteries began in the 1970s with the development 

of the iron-chromium battery by NASA (Thaller, 1976; Swette and Jalan, 

1984). Of the redox fl ow cell technologies that have been developed over 

the last 30 years, however, only the VRB invented at the UNSW in Australia 

has reached commercial fruition to date (Skyllas-Kazacos and Robbins, 

1986); further developments in the electrolyte formulation have led to the 

Generation 2 (Skyllas-Kazacos, 2001) and Generation 3 vanadium (Li  et al ., 
2011) battery technologies that have higher energy densities than the orig-

inal vanadium/sulphuric acid system (G1 VRB), but these are still at the 

development phase. 

 Each of the above RFB systems will be described in more detail later. The 

fundamental properties and performance characteristics of electrochemical 

cells as related to fl ow batteries will be fi rst described below.  

  12.2     Electrochemical cells 

 When describing the performance of different types of electrochemical 

energy storage systems, it is important to understand the fundamentals of 

electrochemical cells and the factors that affect cell potential and energy 

effi ciency. A brief outline of cell fundamentals is provided here, together 

with a description of the criteria used to assess the performance of electro-

chemical energy storage systems, in particular redox fl ow batteries. 

  12.2.1      Theoretical cell potential 

 The cell potential of an electrochemical cell is the potential difference occur-

ring between the two electrodes of the cell, and arises due to the transfer 

of electrons through the external circuit of a cell that has not reached equi-

librium. This is related to the Gibbs free energy change for the cell reaction 

given by:  

    ΔG nE Fcell        [12.1]   

 where  Δ  G  = Gibbs free energy change (J) , n  = number of electrons trans-

ferred per unit overall reaction (mol),  E  cell  = cell potential (V),  F  = Faraday 

constant (96 485 C mol −1 ). 

 Furthermore, the cell potential is related to the composition of the reac-

tion mixture via the Nernst Equation:  

    E E
RT
nF

Qo
cell cell −Eo

ll ln        [12.2]   
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 where  E  cell  = cell potential (V),  E  º  cell  = standard cell potential (V),  R  = gas 

constant (8.314 J K −1  mol −1 ),  T  = temperature (K),  Q  = reaction quotient = 

d]

[ ]Ox

[Re   

  12.2.2      Actual cell potential 

 Due to irreversible losses within a cell, the actual cell potential is lower 

than the theoretical cell potential described above. The losses arise from 

three sources, activation polarisation, concentration polarisation and ohmic 

polarisation, and result in an overall cell potential described by:  

    V E E iRC AE A CceVV ll cell−EC ηA        [12.3]   

 where  E   C   = cathode potential (V),  E   A   = anode potential (V),   η    A   = activa-

tion overpotential for both cathode and anode reactions (V). This is the 

additional potential required to overcome the activation energy barrier for 

the electron transfer reactions.     η    C   = concentration overpotential at both the 

anode and cathode (V). This is the additional potential required to over-

come the mass transport limitations at the electrode/electrolyte interface. 

   i  = current density (A cm −2 ),  R  Cell  = ohmic resistance for a given electrode 

cross-sectional area ( Ω  cm 2 ). 

 Figure 12.2 provides a breakdown of the cell voltage components as a 

function of current density. Activation overvoltage is associated with the 

kinetics of the electrode reactions, and is a function of temperature and the 

properties of the electrode materials. Concentration overvoltage is associ-

ated with the mass transport processes at the electrolyte/electrolyte inter-

face. This is affected by the electrolyte fl ow rate, particularly at high and low 

states of charge when the active material concentration in the electrolyte 

is low and the rate of transfer of the active ions to the electrode surface is 

unable to keep up with the transfer of electrons across the electrode/elec-

trolyte interface. Ohmic resistance losses are associated with the resistances 

of the electrodes, membrane and current collectors, so material selection is 

critical in reducing these losses to achieve maximum effi ciencies.      

 When using high surface area carbon or graphite felts, current density is 

reduced by several orders of magnitude, so activation overvoltage losses 

become insignifi cant. The cell will therefore operate in the region of ohmic 

polarisation and thus the potential can be more simply represented by:  

    V E E IRIIC AEceVV ll cell−EC        [12.4]   
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 At high current densities, mass transport processes are unable to supply 

the electroactive ions to the electrode surface at the rate needed to keep 

the reaction going and this gives rise to a limiting current. The electrode 

potential thus shifts to more negative or more positive values, leading to 

the breakdown of water and gassing side reactions that produce hydro-

gen and oxygen at the negative and positive electrodes respectively during 

charging. The magnitude of the limiting current is a function of the con-

centration of the electroactive ions in solution and this decreases at high 

states of charge (SoC) during charging, or at low SOCs during discharge. 

Increasing the rate of mass transport of the ions to the electrode surface, 

by either stirring or by pumping the solutions through each half-cell at a 

faster rate, will increase the limiting current, but concentration polarisa-

tion will lead to gassing side reactions if the current density exceeds the 

limiting current for the cell charging reactions at high SOCs. When this 

occurs, the cell can often go into  ‘ overcharge ’ , which is highly undesirable 

since this can potentially lead to the formation of hydrogen gas at the 

negative electrode. Where carbon electrodes are used in the cell, gassing 

side reactions during overcharge could also include the generation of CO 2  

from the oxidation of the positive carbon electrode material. This can lead 

to a degradation of the positive electrode and result in reduced cycle life. 

To prevent overcharging of the cell, which can limit cell life and poten-

tially produce hydrogen gas at the negative electrode, fl ow batteries are 

typically charged up to around 90–95% SOC and charging is ceased before 

the cell potential enters the range for water decomposition. 
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 12.2      Actual cell potential as a function of current density.  
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 Typically cells are connected in series and/or parallel in bipolar stacks in 

order to deliver the required current and voltage output. A bipolar stack 

confi guration is illustrated in Fig. 12.3, showing series electrical connection 

of individual cells in the stack, with parallel hydraulic connection of the 

electrolyte channels.       

  12.2.3      State of charge 

 The SOC of the cell is a measure of the extent to which the half-cell reac-

tions have taken place during charge and discharge cycles, and is propor-

tional to the ratio of the electrode reactant and product concentrations 

in the electrolyte at any time. For most redox fl ow cell chemistries, 

changes in the oxidation state of the electroactive species in solution 

will give rise to colour changes that can often be used for the qualita-

tive determination of SOC. As an example, in the case of the vanadium 

redox couples, the electrode reactions are given by (Skyllas-Kazacos and 

Kazacos, 2011): 

 Positive electrode reaction:  

    VO H O VO H e2

charge

discharge

2
2 2+ +H O VO+ ⎯ →chargeg

← ⎯
di h

→← ⎯← ⎯ + H2        [12.5]    
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12.3      Typical bipolar stack arrangement.  
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 Negative electrode reaction:  

    V e V
charge

discharge

23 −e +⎯ →charge⎯ →⎯ →← ⎯
di h

→← ⎯← ⎯        [12.6]    

 As the solution progresses through each oxidation state, the following 

colour changes are observed:  

    
V II V III V IV V V

voilet g blue yellow

( ) → ( ) → ( ) → ( )
→green →

       [12.7]   

 Because the determination of colour is subjective, however, this method 

is not very accurate. A more appropriate method of determining SOC is to 

use the concentration of the vanadium species in the electrolyte. 

 The system is said to be at 100% SOC once all V(IV) has been converted 

to V(V) in the positive half-cell, and all V(III) has been converted to V(II) 

in the negative half-cell. Furthermore, when no V(II) or V(V) remains in the 

electrolyte at the end of discharge, the system is said to be at 0% SOC. 

 The relationship between SOC and vanadium ion concentrations can be 

expressed by the following equations:  

    V V = V II V SOC/100( )⎡⎣⎡⎡ ⎤⎦⎤⎤ ( )⎡⎣⎡⎡ ⎤⎦⎤⎤ = VTVVVV     [12.8]    

    V IV = V III V SOC/100( )⎡⎣⎡⎡ ⎤⎦⎤⎤ ( )⎡⎣⎡⎡ ⎤⎦⎤⎤ = V ( )TVVVV 1     [12.9]   

 where  V   T   is the total vanadium ion concentration in each solution. By sub-

stituting Equations [12.8] and [12.9] into the Nernst Equation (Equation 

[12.2]) and assuming that the hydrogen ion concentration remains constant, 

it is possible to express the theoretical cell potential, or the cell open-circuit 

voltage (OCV), in terms of the SOC as shown below:  

    E E
RT
nFcell OC cell OC

SOC

SOC
= +Ecell OC −

0
2

1
ln        [12.10]    

 where  E  cell   OC  = theoretical OCV of the cell,  E  0  cell   OC  = formal poten-

tial or theoretical OCV of the cell at 50% SOC for a fi xed hydrogen ion 

concentration 

 The formal potential has been measured experimentally at 50% SOC 

for different electrolyte compositions, and this can range from 1.3 to 1.4 
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V depending on the total vanadium and acid concentration. By continu-

ally measuring the potential difference between the two half-cell solutions 

(using an open-circuit cell), it is therefore possible to monitor the SOC of a 

redox fl ow cell, even under load – a feature unique to fl ow batteries. This is 

illustrated in Fig. 12.4, which shows the hydraulic connection of the battery 

stack, the open-circuit cell (also known as OCV cell), electrolyte storage 

tanks and pumps in a fl ow battery system.       

  12.2.4      Cell capacity 

 The theoretical cell capacity is given by Faraday’s Law and is a function 

of the electrolyte volume and electroactive material concentration. At con-

stant current, this is given by:  

    t mIITQQ ItI ( )nF        [12.11]   

 where  Q   T   = capacity of the cell (A s),  I  = current passed through the cell 

(A),  t  = discharge time (s),  m  = moles of reactant required for complete cell 

discharge (mol),  n  = number of electrons transferred in the reaction (mol), 

 F  = Faraday constant (96 485 C mol −1 ). 

Open circuit
voltage cell

Pump

Positive electrolyte storage tank
Battery stack

Negative electrolyte
storage tank

12.4      Flow battery system showing hydraulic arrangement of battery 

stack, OCV cell, electrolyte storage tanks and pumps.  
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 The actual cell capacity is, however, always less than the theoretical value, 

and this is due to:

   the SOC range used for charge–discharge cycling. For example, if the cell • 

is only cycled between 5 and 95% SOC, the actual capacity will be 90% 

of the theoretical.  

  polarisation losses that limit the operating SOC range at increased cur-• 

rent densities for a given operating voltage range.    

 As with all electrochemical energy storage systems, the capacity of fl ow bat-

teries will decrease with increasing current, but to a much smaller extent 

than with conventional batteries, which are severely limited by the rates of 

their solid state reactions (e.g., in the lead-acid battery, the charging and dis-

charging processes involve the conversion of solid lead sulphate to spongy 

lead and lead dioxide at the negative and positive electrodes, respectively). 

 The relationship between capacity and current is illustrated in Fig. 12.5, 

which shows a series of typical discharge curves for a 38-cell VRB stack at dif-

ferent discharge currents. In this example, a charging current of 30 amps was 

used for all runs, allowing a high SOC to be reached in each case. During each 

subsequent discharge cycle, close to the maximum capacity could therefore 

be achieved. When charging at much higher currents, however, a much lower 

SOC would be reached for a set cut-off voltage, so subsequent discharge 

cycles would exhibit lower capacities.      

 As illustrated by Fig. 12.6, however, discharge capacity depends on the set 

cut-off voltage, and this is a function of the power electronics and inverters 

connected to the battery.      
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 12.5      Typical discharge curves for a 5 kW vanadium fl ow battery at 

different discharge currents but same charge current of 30 A. Number 

of cells in stack = 38; electrode area = 1500 cm 2 . ( Source : Adapted from 

Skyllas-Kazacos  et al. , 2010, Wiley and Sons.)  
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 An additional factor that can infl uence capacity is electrolyte fl ow rate. 

Operation at high fl ow rates will reduce concentration overvoltage losses 

and enable higher SOCs to be attained during charge, while greater active 

material utilisation will allow close to theoretical capacities to be achieved 

during discharge. Increased fl ow rate will however lead to greater pumping 

energy losses, so fl owrate optimisation is required to maximise the over-

all energy effi ciency of the system while also maximising available capacity. 

Typically, losses of 1–2% are associated with pumping energy requirements, 

depending on mode of operation.  

  12.2.5      Effi ciencies 

  Coulombic effi ciency 

 The total charge that is available during the discharge cycle relative to the 

number of coulombs used for the charge cycle is given by the coulombic 

effi ciency. It is calculated using the following expression:  

    ηCη
I t

I t
= ×∫

∫
dis

ch

d

d

∫∫
∫∫

100%       [12.12]    

 where   η    c   = coulombic effi ciency (%),  I  dis  = discharge current (A),  I  ch  = charge 

current (A),  t  = time (s). 

 Coulombic effi ciency is maximised by minimising self-discharge processes 

and reducing the gassing side reactions during charging. Examples include 

self-discharge processes associated with the diffusion of the electroactive 

ions across the membrane, which can be prevented by using highly selective 
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 12.6      Capacity vs discharge current for different cut-off voltage limits 

corresponding to curves in Fig. 12.5.  
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ion-exchange membranes, and voltage control, which can help prevent the 

gassing side reactions. Coulombic effi ciency usually decreases at both high 

and low current densities. The low current density decrease is associated 

with greater degree of self-discharge across the membrane at the longer 

charging and discharging times, while the drop off at high current densities 

is caused by the greater rate of irreversible gassing side reactions during 

charging. Further coulombic effi ciency losses (typically 1–2%) are associ-

ated with the shunt or bypass currents that fl ow through the common elec-

trolyte manifolds in bipolar cell stacks. In the bipolar stack confi guration 

the cells are interconnected hydraulically through common manifolds to 

provide parallel electrolyte fl ow through the individual cells in the stack. 

Shunt currents are produced by the voltage across the battery stack and fl ow 

via the electrolyte network. The magnitude of the shunt current increases 

with the number of cells in the stack and can also result in gas evolution and 

electrode degradation. Shunt currents will detract from the energy avail-

able from the system, so they need to be minimised by increasing the cur-

rent path-length between adjacent cells. This typically involves the use of 

long, narrow electrolyte channels, but this will increase pumping pressure 

drop that also represents a parasitic loss in fl ow batteries. With good stack 

design and battery operation, however, these parasitic losses can be reduced 

to 2–3% of the total energy.  

  Voltage effi ciency 

 Voltage effi ciency measures the effects of cell polarisation or cell voltage 

losses. It is calculated via the following equation:  

    ηv

V t

V t
= ×∫

∫
diVV s

chVV

d

d

∫∫
∫∫

100%       [12.13]    

 where   η    v   = voltage effi ciency (%),  V  dis  = discharge voltage (A),  V  ch  = charge 

voltage (A). 

 Various losses, including ohmic resistances, activation overpotential and 

concentration overpotential, will reduce the voltage effi ciency. Voltage 

effi ciency can be maximised by reducing the resistance of all cell compo-

nents and using electrode materials with high electrical conductivity, good 

electroactivity and high surface area (Zhong  et al ., 1993). In fl ow batteries, 

fl ow-through graphite felt electrodes provide the required high surface area 

for the electron transfer reactions, while pre-treatment has been shown to 

improve the wettability of the graphite felt materials and increase electro-

chemical activity by introducing surface functional groups that behave as 
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active sites for the electron transfer reactions (Sun and Skyllas-Kazacos, 

1992). 

 All cell losses increase with increasing current, so voltage effi ciency 

decreases with increasing current density.  

  Energy effi ciency 

 The overall energy effi ciency of the cell is a measure of the amount of actual 

energy released on discharge relative to the amount of energy required to 

charge the cell. It is calculated via the following expression:  

    ηe

I V t

I V t
= ×∫

∫
dis dVV is

ch chVV

d

d

∫∫
∫∫

100%       [12.14]    

 where   η    e   = overall energy effi ciency (%),  I  dis  = cell current during discharge 

(A),  V  dis  = cell voltage during discharge (V),  I  ch  = cell current during charge 

(A),  V  ch  = cell voltage during charge (V). 

 Energy effi ciency can also be calculated from the product of the coulom-

bic and voltage effi ciencies as follows:  

    η η ηe cη ηη v        [12.15]   

 where   η    e   = energy effi ciency (%),   η    c   = coulombic effi ciency (%),   η    v   = voltage 

effi ciency (%). 

 Energy effi ciency is an indicator of the overall cell performance and will 

refl ect the combined trends in coulombic and voltage effi ciencies as a func-

tion of current density. This is illustrated by the example shown in Fig. 12.7.      

 The example illustrated in Fig. 12.7 shows the expected trends in cou-

lombic and voltage effi ciency with increasing current density. The combined 

effect on the overall energy effi ciency is an optimal operating current den-

sity for maximum energy effi ciency, although other factors including capi-

tal and maintenance costs could shift the optimal current density to higher 

values in practice.   

  12.2.6      Electrolyte fl ow rate 

 An RFB requires a minimum fl ow of electrolyte to ensure that the elec-

troactive species is supplied to each half-cell at a rate that is suffi cient to 

ensure that its concentration does not drop to zero before the electrolyte 

exits the cell . Each cell within a battery stack should ideally be supplied 
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with the same fl owrate; however, slight variations in electrolyte distribution 

may occur due to the pressure drop across the manifolds and non-uniform 

pressure drops through the porous graphite felt electrodes. The minimum 

theoretical fl owrate, also known as the stoichiometric fl ow ( F  sf ), is a function 

of the reaction stoichiometry, the applied current and the cell SOC, and is 

given by:  

    F
I

NsfFF
SOC

=
×

       [12.16]   

 where  F  sf  = stoichiometric fl owrate (cm 3  min −1 ),  I  = specifi ed current (A),  N  

= electrolyte capacity (A min cm −3 ), SOC = state of charge (%). 

 The electrolyte capacity is a function of electrolyte concentration and can 

be determined via the following equation:  

    N
n M F

cm L s
=

×M

( ) ( )1000 603 min
       [12.17]   

 where  N  = electrolyte capacity (A min cm −3 ),  n  = number of electrons per 

mole (mol −1 ),  M  = concentration of electrolyte (mol L −1 ),  F  = Faraday con-

stant (96 485 C mol −1 ). 
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 12.7      Typical trends in coulombic, voltage and energy effi ciencies for a 

redox fl ow battery as a function of current density.  
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 The minimum fl ow rate required will thus vary with SOC of the system 

for a fi xed electrolyte concentration. To minimise concentration overpoten-

tial losses, the actual fl owrate used in a VRB is considerably higher than the 

stoichiometric fl owrate and is a function of cell geometry and design. 

 Electrolyte fl ow is an important variable in fl ow battery design and opera-

tion. The electrolytes themselves act as a very effi cient sink for the heat 

generated in the cell stack and can be integrated into a heat exchanger 

to provide good thermal management during high rate charge–discharge 

cycling. This eliminates problems of thermal runaway that is a major prob-

lem with non-fl ow batteries. Thermal modelling of VRB systems has been 

used as an effective tool for the design of effi cient batteries and control 

strategies under a range of different operational regimes and climatic condi-

tions (Ao  et al.,  2012).  

  12.2.7      System integration 

 As with all types of energy storage systems, fl ow batteries must be inte-

grated into the overall energy system to provide power to the end user. All 

batteries require direct current (DC) for charging and provide DC power 

at the terminals. On the other hand, grid supplied electricity is alternating 

current (AC), as are most consumer appliances and loads. When integrating 

any battery into an electricity grid that includes a range of power generation 

sources therefore, power conditioning equipment is required to match the 

voltage and currents between sources and loads. A typical system confi gu-

ration for an off-grid power system incorporating wind, solar and storage is 

illustrated in Fig. 12.8.      

 In this example, electricity is generated by wind turbines, solar panels or a 

diesel generator, and is fed via a regulator or other form of power controller, 

into a battery system, to be stored for use when required by the load. The 

wind and solar sources usually produce unregulated, highly variable power 

fl ow, so regulator devices are used to stop the battery system from being 

overcharged, reducing any damage to the battery. Most household appli-

ances use AC electricity, while batteries supply DC electricity. An inverter is 

therefore used to convert DC electrical energy into AC form. On the other 

hand, to charge the battery bank from the wind turbine or diesel generator, 

a converter is needed to convert the AC power to DC form. Solar and wind 

power generation alone are unlikely to be able to meet the load’s power 

demand during periods of low wind speed or during high cloud cover and at 

night. An off-grid hybrid power system that uses solar and wind power tur-

bine with a battery would be able to meet most of the load power demand 

if the battery could store suffi cient energy to cover several days of possible 

cloud cover and low wind speeds. The cost of such a large battery would 
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be prohibitive, however, so that the best solution is to include a diesel gen-

erator to provide back-up power during the occasional periods when the 

battery SOC cannot be maintained during extended periods of continuous 

cloud cover and low wind speeds. The amount of storage and diesel back-

up needed in an off-grid power system is site-dependent and is determined 

by the local solar irradiation, wind speeds and load profi les. A typical off-

grid power system that utilises a high renewable energy fraction will typ-

ically require between 8 and 10 h of storage capacity to minimise diesel 

fuel consumption while providing reliable power to the consumer. For such 

Battery system

AC load/user

DC to AC
inverter

Solar panel

AC to DC converter

Wind turbine

Diesel generator

Battery regulator
controller

 12.8      Typical off-grid power system confi guration. ( Source : Reproduced 

from Skyllas-Kazacos, M.  ‘ Energy storage for stand-alone/hybrid 

systems: Electro-chemical Energy Storage Technologies ’  in Stand-

alone and Hybrid Wind Systems: Technology, Energy Storage and 

Applications Editor: Professor J.K. Kaldellis, Woodhead Publishing, July 

2010.)  
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large storage capacities, fl ow batteries offer the lowest cost per kWh capital 

and operating costs compared with other types of battery systems (Skyllas-

Kazacos, 2010)   

  12.3     Flow battery chemistries 

 A number of different fl ow battery chemistries have been evaluated and 

developed since the 1970s. The chemistry, features and developmental status 

of the different types of fl ow battery technologies will be discussed below. 

  12.3.1      Vanadium redox batteries (VRBs) 

 The vanadium RFB is the most widely studied of all of the fl ow cell chemis-

tries and will therefore be discussed in the most detail. 

  Features and benefi ts of the VRB 

 Several key properties give the VRB signifi cant advantages over other 

forms of energy storage:

   Energy is stored in solution.  • 

  The same electrolyte is used in both half-cells.  • 

  The sources of energy and power are separated.    • 

 These features can have signifi cant impacts on large-scale energy storage 

applications as well as smaller mobile uses. 

  Energy stored in solution 

 As the energy is stored in solution, no solid phase changes occur. This elimi-

nates the possibility of short circuiting or shedding of the active material. 

The VRB can therefore be fully charged and discharged without the risk of 

damage, loss of battery life, or loss of capacity. The solution also has the abil-

ity to be stored for long periods with relatively no self-discharge occurring 

in the electrolyte tanks. Because electrolyte fl ows through the cell stack, the 

need for coolant and heat exchangers is often eliminated. These properties 

give the VRB a signifi cant advantage over solid state energy storage systems 

such as the lead-acid battery.  

  Common electrolyte 

 By utilising the same electrolyte in both sides of the cell, additional ben-

efi ts occur in terms of overall battery life, reduced maintenance costs and 

the overall economic costs. Problems occurring due to electrolyte cross-
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contamination are alleviated, which helps to reduce capital and mainte-

nance costs, reducing the need for waste disposal and providing greater ease 

of operation.  

  Separation of energy/power rating 

 The VRB also separates the electrolyte from the cell stack, which means 

that capacity and power can be increased independently. The storage capac-

ity can be increased by adding electrolyte solution, which also reduces the 

cost of the electricity supplied while the power can be increased through 

the addition of cell stacks. Cost per kWh drops dramatically for storage 

capacities greater than 4 h, which is particularly important in large-scale 

energy storage applications that require energy capacities of several hours. 

Figure 12.9 compares the cost/kWh of the G1 VRB with that for the lead-

acid battery as a function of storage capacity.      

 In spite of a higher capital cost for the VRB compared with mass produced 

lead-acid batteries, its long cycle life and low maintenance and replacement 

costs make the cost of energy generated over a 25 year project life much 

lower in the case of the VRB for storage times greater than 3 h. 

 Other features include the ability to use underground electrolyte storage 

tanks, minimising the physical footprint of the system and reducing tem-

perature fl uctuations in extreme climates. Having separate electrolyte tanks 
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 12.9      Cost per kWh comparison for lead-acid battery vs VRB for 5 kW 

stack costs and varying storage times. Figures shown are the cost 

of each kWh of energy produced over a 25 year project life. (VRB 

assumptions: V2O5 powder = $US 5/lb. Stack cost = $500/kW.) ( Source : 

Adapted from Maria Skyllas-Kazacos, 2009, Elsevier).  
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also means that the risk of sudden energy release as a result of instanta-

neous mixing of solutions is eliminated, making the fl ow battery inherently 

safer than other types of batteries such as lithium. Flow batteries also offer 

great fl exibility in design of both the cell stack and electrolyte tanks with 

a wide range of chemically resistant polymeric materials available for use. 

The critical requirement is that all materials in contact with the electro-

lyte must be capable of withstanding the highly oxidising conditions of the 

fully charge positive half-cell electrolyte. Materials such as polyethylene, 

polypropylene, Tefl on, etc., have already been shown to possess excellent 

chemical and oxidation resistance to the highly oxidising V(V) solution in 

the fully charged positive half-cell electrolyte of the VRB, and these mate-

rials are usually used in the fabrication of the cell fl ow-frames, electrolyte 

tanks, pumps and plumbing components. Where MWh of storage capacity 

is required, however, it is possible to use concrete tanks with chemically 

resistant internal bladders or tank linings to provide strength and chemical 

resistance at a low cost.  

  Generation 1 VRB 

 The Generation 1 vanadium redox battery (G1 VRB) employs a solution of 

vanadium in sulphuric acid in both half-cells with the V 2+ /V 3+  redox couple 

operating in the negative half-cell and the VO 2+ /VO 2  
+  redox couple in the 

positive half-cell. The half-cell reactions are presented by Equations [12.5] 

and [12.6]. 

 A detailed schematic diagram of the G1 VRB is given in Fig. 12.3. Thus, 

with an electrolyte concentration of 1 M, the overall standard cell poten-

tial is 1.26 V at 25 o C. When using an electrolyte solution consisting of 2 M 

vanadium in 5 M sulphuric acid, however, the OCV observed is 1.4 V at 

50% SOC and 1.6 V when fully charged (Skyllas-Kazacos  et al ., 2011). At 

this concentration, the specifi c energy is in the range 25–30 Wh/kg and the 

G1 VRB has a temperature range of between approximately 10 and 40 o C 

(Skyllas-Kazacos, 2010). This range is set by the saturation solubilities for 

the V(II) and/or V(III) ions at the lower limit and the thermal precipitation 

of V(V) at elevated temperature, as described by:  

    2 22 2VO O2O V O H2 5V O ( )
+2H→O2( )aq        [12.18]   

 Increasing the acid concentration will therefore shift the above equilib-

rium to the left, increasing the solubility of V(V) ions. Increasing the sul-

phuric acid concentration will, however, reduce the solubility of the V(II), 

V(III) and V(IV) ions at low temperatures. An optimal sulphuric acid con-

centration therefore exists for the stabilisation of all of the oxidation states 
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over the operating temperature range of the VRB. For a wider operating 

temperature range, a lower vanadium ion concentration is required, but this 

reduces the energy density of the electrolyte. Although this is of little sig-

nifi cance in most stationary applications where there are no space or weight 

restrictions, energy density is of great importance in mobile applications. For 

this reason, the G1 VRB does not meet the energy density requirements for 

electric vehicles, despite their ability to be  ‘ instantly ’  recharged by exchang-

ing spent solutions at special refuelling stations. 

 Specifi c details on fi eld trials of the G1 VRB are presented later.  

  Generation 2 vanadium bromide (G2 VRB) 

 Unlike the G1 VRB, which utilises a solution of vanadium in sulphuric acid 

in both sides of the cell, the G2 VRB employs a vanadium bromide/chloride 

mixed electrolyte in both half-cells. Since the bromide/polyhalide couple 

has a less positive potential than the V(IV)/V(V) couple, the bromide ions 

will preferentially oxidise at the positive electrode during charging. The pos-

itive half-cell thus utilises the Br − /ClBr 2  or Cl − /BrCl 2  
−  redox couple while 

the negative half-cell utilises the same V 2+/ V 3+  redox couple reaction as the 

G1 VRB. The half-cell reactions for the charge and discharge processes are 

shown below (Skyllas-Kazacos, 2010): 

 Positive half-cell:  

    2 22Cl ClBr2 e−2e→C ( )charge( )aq ( )aqaq ( )aq        [12.19]    

    ClBr Br Cl2rr 2 2e− Cl+ →e+ 2e2e( )aq ( )aq ( )aq ( )discharge        [12.20]   

 Negative half-cell:  

    V V3 2e Ve+ →eee ( )charge( )aq ( )aq        [12.21]    

    V V + e2 3V +3V→( )aq ( )aq ( )discharge        [12.22]   

 Using the same electrolyte in both half-cells, the G2 V/Br shares all of the 

benefi ts of the G1 VRB technology, particularly in that cross-contamination 

is eliminated, so that the solutions have an indefi nite life. While the G1 VRB 

can utilise electrolyte concentrations of up to 2 M, however, the G2 VRB 

can use up to 4 M electrolytes, potentially doubling the amount of energy 

stored per litre or kg of solution compared with the G1 VRB. By increas-

ing the energy density, the volume of electrolyte required to store a given 
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amount of energy is reduced. This has signifi cant advantages for energy stor-

age, particularly for mobile applications. 

 Another major advantage is the increased temperature range at which 

the G2 VRB can successfully operate. While the G1 VRB has been shown 

to operate successfully between approximately 10–40 o C, by eliminating the 

thermal precipitation reaction for V(V) and increasing the solubility lim-

its for the other vanadium ions, the temperature range of the G2 VRB is 

expected to be between approximately 0–50 o C. An increased temperature 

range allows the G2 VRB to operate successfully in geographical areas 

where the G1 VRB may not be effective, such as desert areas that have large 

diurnal temperature ranges. 

 The key issue that needs to be addressed to allow G2 V/Br system to 

become commercially viable, however, is the potential for bromine gas 

release. Extensive research at UNSW has successfully identifi ed bromine 

complexing agents that can combine with the bromine to form a heavy oil 

that sinks to the bottom of the tank and prevents the release of any vapours. 

This is similar to the operation of the Zn/Br battery, which involved con-

siderable early work on bromine complexes and will be described later. As 

with the Zn/Br battery electrolyte, however, the use of bromine complexing 

agents adds considerable cost to the electrolyte. Low cost alternatives there-

fore need to be developed before the G2 V/Br will become a commercial 

reality.  

  Generation 3 VRB (G3 VRB) 

 The term G3 VRB is used here to describe the most recent VRB chemistry 

developed by researchers at the Pacifi c Northwest National Laboratories 

(PNNL) in the USA (Li  et al ., 2011). This chemistry involves the use of a 

mixed sulphuric acid/hydrochloric acid electrolyte and exhibits similar elec-

trochemical reversibility of the vanadium redox couples to that observed for 

the sulphuric acid supporting electrolyte. 

 The half-cell reactions proposed for the VRB using the mixed sulphuric 

acid/hydrochloric acid supporting electrolyte are the same as in the G1 VRB 

in the case of the negative half-cell couple (Equation [12.6]). At tempera-

tures below 20 ° C, the positive half-cell reactions are also the same as in the 

sulphuric acid electrolyte (Equation [12.5]). According to Li  et al ., however, 

at temperatures above 20 ° C, the positive half-cell reaction becomes:  

    VO Cl H O VO Cl H
charge

discharge
2

2
2 2+ −Cl ++ +Cl−Cl ⎯ →charge⎯ →⎯ →← ⎯

di h

→← ⎯← ⎯ +( )aq ( )aqaq ( ) (aqaa )        [12.23]    

 The interaction between the chloride and V(V) is thought to be respon-

sible for the stabilisation of the V(V) ions against thermal precipitation 
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at elevated temperatures, although the effect could in fact be due to the 

higher proton ion concentration used in the mixed acid electrolyte that 

effectively shifts the thermal precipitation equilibrium (Equation [12.18]) 

towards the left. 

 A comparison of the three VRB chemistries is given in Table 12.1.      

 The G3 VRB system can thus use electrolytes with vanadium ion con-

centrations up to 2.7 M, considerably higher than the G1 VRB electrolyte. 

While this is lower than the G2 VRB, it is free of bromine and the stability 

of the electrolytes can be maintained over an extended temperature range. 

As the same electrolyte is used in both half-cells, the G3 VRB shares all the 

benefi ts of the G2 V/Br and G1 VRB technologies, in that problems asso-

ciated with cross-contamination of electrolytes and consequent irreversible 

capacity loss over continuous cycling is eliminated. As with the other vana-

dium battery technologies therefore, the electrolyte solutions have an indef-

inite life. 

 The expected operating temperature range of the G3 VRB is expected 

to be between 0 and 50 ° C, signifi cantly greater that the G1 VRB with an 

operating range of 10–40 ° C. By slightly reducing the vanadium ion con-

centration or SOC operating range, it may be possible to further extend 

the G3 VRB operating range to approximately −5 to 50 ° C, thus making 

it suitable for areas that have signifi cant daily and annual temperature 

variations. 

 PNNL researchers (Li  et al ., 2011) also observed a small increase in 

the potential of the V(II)/V(III) and V(IV)/V(V) couples in the mixed 

sulphuric acid/hydrochloric acid electrolyte compared to the sulphuric 

acid supporting electrolyte. Initial battery tests have also indicated that 

the possibility of chlorine gas evolution during normal battery operation 

is very low. Further work is underway to scale up a G3 VRB system for 

early fi eld trials. 

 Table 12.1     Comparison of properties of G1, G2 and G3 VRB technologies 

 G1  G2  G3 

 Electrolyte  V/sulphate in 

both half-cells 

 V/HBr/HCl 

solution in 

both half-cells 

 V/H 2 SO 4 /HCl in 

both half-cells 

 Negative couple  V 3+ /V 2+   V 3+ /V 2+   V 3+ /V 2+  

 Positive couple  V(IV)/V(V)  Br - /ClBr 2   
-   V(IV)/V(V) 

 Maximum vanadium 

concentration 

 1.5–2 M  2.0–3.5 M  2.0–2.7 M 

 Specifi c energy  15–25 Wh/kg  25–50 Wh/kg  25–40 Wh/kg 

 Energy density  20–33 Wh/L  35–70 Wh/L  35–55 Wh/kg 

 Operating 

temperature range 

 10–40 ° C  0–50 ° C  0–50 ° C 
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 Researchers at PNNL also conducted trials with 10 M HCl as the support-

ing electrolyte of an all-vanadium RFB (Kim  et al ., 2011). The electrolytes at 

different SOCs were found to be stable with no precipitation evident after 

15 days at vanadium concentrations of 2.3 M in 10 M chloride supporting 

electrolyte at a temperature range of −5°C to 40 ° C. 

 As mentioned previously, thermal precipitation is normally a problem 

for the pentavalent VO 2  
+  species in sulphuric acid supporting electrolytes 

at concentrations above 2 M and temperatures higher than 40–50 ° C. Kim 

and co-workers (Kim  et al ., 2011) found that the chloride solution V(V) 

showed no thermal precipitation in 10 M HCl at a vanadium concentration 

of 3 M and at a temperature up to 40 ° C. Again, the researchers proposed 

that this stabilisation is associated with the interaction between the V(V) 

and Cl −  ions; however, this phenomenon can also be explained by the very 

high proton concentration that effectively shifts the thermal precipitation 

equilibrium (Equation [12.18]). 

 During testing in a redox fl ow cell the researchers found that the current 

effi ciency of the chloride supporting electrolyte system was approximately 

96%, which is similar to that of the sulphuric acid supporting electrolyte. 

The energy effi ciency was also similar between the two; however, the chlo-

ride system had an energy density approximately 30% higher. 

 One potential area of concern with the chloride system is that of chlorine 

evolution at the positive electrode during charging. This is not only poten-

tially hazardous but also decreases current effi ciency by reducing V(V) to 

V(IV) in the positive half-cell. The researchers found that at SOCs up to 

80% and a temperature up to 50 ° C, however, there was no pressure build up 

in the positive half-cell. 

 These results are very encouraging, in that they demonstrate potential 

increases in energy density of the all-vanadium battery system that could 

expand the areas of application into both stationary and mobile systems, 

although further work is still needed to verify the results under a wide range 

of operating conditions.   

  Mixed V/Fe redox fl ow V cell 

 Also proposed by researchers at the PNNL in the USA, the mixed V/Fe 

redox battery employs a mixture of V and Fe ions in HCl or H 2 SO 4 /HCl 

acid mixtures in both half-cells. The half-cell reactions for the charge and 

discharge processes are shown below (Wang  et al ., 2011): 

 Positive half-cell:  

    Fe e
charge

discharge

3Fe2 3F +3Fe→chargeg

← ⎯
di h

→← ⎯← ⎯ +        [12.24]    
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 Negative half-cell:  

    V e V
charge

discharge

2+3 →charge

←
di h

       [12.25]    

 Initial studies attempted to use the Fe(II)/Fe(III) as the positive elec-

trolyte and V(II)/V(III) couple in the negative electrolyte, giving a stan-

dard voltage of 1.02 V through the redox reaction. The studies showed a 

rapid capacity loss due to cross-contamination of the electrolytes. In order 

to overcome this limiting factor, mixed electrolytes were employed in both 

half-cells. By replacing the highly oxidising V(V) species with Fe(III) in the 

charged positive half-cell electrolyte, the researchers claim a possible cost 

reduction by using lower cost membranes that would otherwise disintegrate 

in V(V). This cell has a signifi cantly lower cell voltage, however, (0.94 vs 1.4 

V for the G1 VRB) and this, combined with the reduced solubility of the 

mixed electrolytes, signifi cantly lowers the energy density of the V/Fe cell 

compared with other VRB systems. 

  Vanadium–oxygen redox fuel cell 

 As described previously the VRB employs vanadium electrolytes in both 

half-cells of the battery, but energy density is limited by the saturation solu-

bilities of the vanadium ions in the positive and negative half-cell electro-

lytes at different temperature extremes. A very attractive way to substantially 

increase the energy density of the all-vanadium RFB is to eliminate the 

positive half-cell electrolyte and replace it with an air electrode to produce 

a hybrid vanadium–oxygen redox fuel cell (VOFC). This not only allows an 

increase in energy density by halving the electrolyte volumes, but also can 

provide substantial savings in production costs. 

 This concept was initially proposed by Kaneko and co-workers in 1992 and 

fi rst evaluated by Menictas and Skyllas-Kazacos in 1997 at the University of 

NSW. A laboratory single-cell system, and later a multi-cell system, was eval-

uated, but early problems were identifi ed with the stability of the membrane 

electrode assemblies caused by separation of the membrane due to swelling 

and expansion during hydration. Early problems were minimised, however, 

and a fi ve-cell VOFC system was operated for a total of over 100 h without 

any deterioration in its performance (Skyllas-Kazacos and Menictas, 2011). 

 During discharge of the V/O 2  cell, the negative half-cell reaction is the 

same as in the VRB, but at the positive electrode, the reaction is:  

    e H O2 2H e H4H 4HHH     [12.26]   
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 The standard redox potential for the oxygen reduction reaction is 1.23V, 

making the standard cell potential for the VOFC higher than the G1 VRB 

system. The very slow kinetics and mass transport limitation of the oxygen 

reduction reaction give rise to very high activation and concentration over-

voltage losses, so in practice, cell voltage values of around 1 V are typically 

observed. 

 Previous studies by Skyllas-Kazacos and co-workers had shown that 

V(II)/V(III) concentrations as high as 4 M concentration could be achieved 

(Skyllas-Kazacos, 2003). The use of a 4 M vanadium chloride solution in the 

negative half-cell of a V/O 2  redox fuel cell has the capability therefore, of 

a four-fold increase in energy density compared with the G1 VRB system, 

making it practical for electric vehicle applications. Improvements in the 

catalytic activity of the oxygen diffusion electrode are, however, still needed, 

while further developments in the production of effi cient membrane elec-

trode assemblies are required to enhance the stability of the V/O 2  cell over 

several years of operation.   

  Case studies and fi eld trials for generation 1 VRB systems 

 The UNSW Generation 1 VRB has been successfully implemented in more 

than 30 medium- to large-scale fi eld trials around the world to demonstrate 

the benefi ts of the VRB in different applications and to enable researchers 

to gain information vital for the improvement of VRB technology. 

 The fi rst fi eld trial of a Generation 1 VRB system was in a demonstra-

tion solar powered house in Thailand in 1993 (Largent  et al ., 1993). A 5 kW 

battery with 12 kWh of storage was installed to demonstrate an energy self-

suffi cient solar house that used the grid as back-up power instead of a diesel 

generator. 

 Under licence to the UNSW, Australia, the Japanese company Kashima-

Kita Power Corporation installed a 200 kW VRB at one of the company’s 

power plants in 1997 to demonstrate the load-levelling capabilities of the 

VRB. The capacity was 800 kWh and consisted of 23 000 L of 1.8 M electro-

lyte and eight 25 kW stacks. The VRB showed an overall energy effi ciency 

of 80% at current densities between 80 and 100 mA.cm −2  after 150 charge/

discharge cycles. This application confi rmed the technical viability of the 

VRB for large-scale energy storage, while demonstrating high energy effi -

ciency, reduced maintenance and the ability to be upgraded easily compared 

to other storage systems (Skyllas-Kazacos, 2010). 

 A G1 VRB load-levelling battery was also installed by Canadian company 

VRB Power in March 2004 to help alleviate voltage regulation problems 

associated with increased electricity demand at the end of a rural transmis-

sion line in Utah, USA. A 250 kW battery with 140 000 L of electrolyte was 
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installed with 8 h of storage in times of peak load. The capacity of the system 

is 2.3 MWh and, since the installation of the VRB, voltage disruptions have 

dropped by up to 90%, demonstrating the effectiveness of the VRB in load 

levelling (Prudent, 2011). 

 The largest G1 VRB installation to date has been a 4 MW/6 MWh sys-

tem installed by Sumitomo Electric Industries at the Subaru Wind Farm on 

Hokkaido, Japan for wind energy storage and power stabilisation in 2005 

(Tokudu  et al ., 2000). The latter system was reported to give overall round 

trip energy effi ciency of 80% with cycle life of over 270 000 cycles over 

3 years of testing (Skyllas-Kazacos  et al ., 2011). 

 In addition to the stationary storage applications, a vanadium battery 

powered electric golf cart was fi eld tested at UNSW, using 40 L of 1.85 M 

vanadium electrolyte; a driving range of 17 km off-road was obtained, sug-

gesting that the energy density of an optimised all-vanadium RFB could 

approach that of lead-acid, with the added advantage of rapid recharging by 

electrolyte replacement (Rychcik and Skyllas-Kazacos, 1988). Subsequent 

studies with a 3 M stabilised vanadium electrolyte gave a driving range 

of 31.5 km with partly fi lled electrolyte tanks, and showed that up to 54 

km could be achieved if the tanks were fi lled to their maximum capac-

ity (Skyllas-Kazacos  et al ., 2011). Careful temperature control was, how-

ever, required to avoid vanadium precipitation at temperatures above 35 

or below 15 ° C. 

 In 2010, the US Department of Energy funded the demonstration of a 1 

MW/8MWh VRB for load-levelling trials at the Painesville Municipal Power 

Station in Ohio (DOE, 2010). The battery is to be used for load following to 

allow the coal-fi red generators to operate at maximum capacity at all times 

and thereby minimise carbon dioxide emissions. 

 Since 2005, several companies have been established to manufacture 

VRB systems for a range of applications. These include Cellstrom in Austria 

and Prudent Energy and Rongke Power Co Ltd. in China. The most active 

of these companies is Prudent Energy, having acquired the original UNSW 

G1 VRB patents together with the Canadian VRB Power technology in 

2008. 

 A 1 MWh vanadium RFB was installed in March 2011 as part of a wind 

and solar project at the National Wind Power Integration Research and Test 

Centre at Zhangbei, China (Prudent, 2001). The system was installed by 

Prudent Energy Services Corporation with funding from the China Electric 

Power Research Institute and was integrated to a 78 MW wind farm and a 

640 kW of solar PV array. The 1MWh VRB comprises 175 kW modules and 

has a rated power of 500 kW with a peak power of 750 kW. The objective 

is to obtain control algorithms for the effi cient integration of the vanadium 

RFB with wind and solar energy into the grid.   
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  12.3.2      Iron/chromium redox fl ow battery (Fe/Cr) 

 The Fe/Cr system was the fi rst RFB system to have been developed and 

evaluated for large-scale energy storage. After extensive screening of a large 

number of redox couples by NASA in the 1970s, the iron/chromium couple 

was selected on the basis of cost and availability (Swette and Jalan, 1984; 

Gahn  et al ., 1985). In general, the system consisted of acidifi ed solutions of 

chromium Cr(II)/Cr(III) and iron Fe(II)/Fe(III). The cell reactions of the 

iron/chromium system are as follows: 

 Positive electrode reaction:  

    Fe e
charge

discharge

3Fe2 3F +3Fe→chargeg

← ⎯
di h

→← ⎯← ⎯ +        [12.27]    

 Negative electrode reaction:  

    Cr e Cr
charge

discharge

3 2e Cre ++
charge

←
di h

       [12.28]    

 Initially the Fe/Cr cell used unmixed Fe and Cr reactants in the positive 

and negative half-cell electrolytes, respectively, but the solutions were sub-

sequently mixed in order to address the issue of cross-mixing of the electro-

lytes across the membrane. 

 In premixed solutions, both the positive and negative electrolytes con-

tained iron and chromium species as soluble salts in aqueous solutions of 

hydrochloric acid but only the Fe(II)/Fe(III) couple operates in the positive 

half-cell electrolyte with the Cr(II)/Cr(III) couple reacting at the negative 

electrode during charge–discharge cycling. 

 The fi rst 1 kW prototype Fe-Cr systems was developed in 1980 by NASA 

(Johnson and Reid, 1985). Further work in Japan in the 1980s led to the 

development of a 10 kW Fe-Cr redox battery prototype with an 80% energy 

effi ciency and 300 life cycles, as demonstrated by Kansai Electrical Power Co, 

Japan (Shimizu  et al ., 1988). Operations involving the catholyte and anolyte 

circulation rates (in a 10 kW Fe-Cr RFB) to save energy, and a method of 

rebalancing, were developed by Mitsui Ltd., Japan (Nakamura, 1988). 

 Commercial development of the Fe-Cr battery was, however, abandoned 

because of problems of cross-contamination between anolyte and catholyte, 

poor energy effi ciencies due to hydrogen evolution at the negative elec-

trode, and fouling of the ion-exchange membranes. Another issue was the 

slow kinetics of the Cr(II)/Cr(III) couple that required the use of expensive 

gold catalysts. Hence, this system was largely ignored until the late 2000s, 
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when it was reinvigorated by Deeya Energy (Deeya, 2011) that saw the 

Fe-Cr system as a potentially lower priced technology than the VRB.  

  12.3.3      Polysulfi de bromine (PSB) fl ow battery 

 The polysulfi de bromine (PSB) fl ow battery was fi rst developed by 

Regenesis Technologies Ltd. in 1983. (Remick and Ang, 1984) This tech-

nology was later owned by Innogy Technologies Ltd. under the trademark 

 ‘ Regenesis ®  ’ , and Innogy Technologies spent considerable time further 

improving the technology, particularly on the stack design and fabrication, 

throughout 1990s. 

 The PSB fl ow battery employs sodium bromide electrolyte in the positive 

half-cell and sodium polysulfi de electrolyte in the negative half-cell. During 

the charging cycle, bromide ions are oxidised to bromine and complexed to 

form tribromide ions at the positive electrode, while the polysulfi de anion 

is reduced to sulphide ions at the negative electrode. The half-cell reactions 

for the charge and discharge processes are shown below (Ponce de Leon 

et al., 2006, p. 720; Skyllas-Kazacos  et al ., 2011): 

 Positive electrode reaction:  

    3 2 1 093 e V1 09
charge

discharge

→charge

←
di h

2e        [12.29]    

 Negative electrode reaction:  

    S e S V
charge

discharge
4

2
2

22e 2 65S2e →chargecharge

←
di h

    [12.30]    

 The two electrolytes are separated by a cation exchange membrane to 

prevent direct reaction between sulphide anions and the evolved bromine. 

The sodium ions pass the membrane during charging or discharging to com-

plete the circuit. 

 The open-circuit potential of the polysulphide-bromine fl ow battery, is 1.5 

V with energy effi ciencies of 60–65% depending on operating conditions. 

The typical operating temperature range is between 20°C and 40 ° C. This 

fl ow battery attracted early attention because of the relative abundance and 

low cost of the electrolyte materials as well as the high solubilities in aque-

ous solutions, where up to 5 M NaBr and 2 M Na 2 S have been tested in the 

PSB system (Ponce de Leon  et al ., 2006, p. 721). 

 The PSB fl ow battery suffers several drawbacks, however, such as (Ponce 

de Leon et al., 2006, p. 721):
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   a cross-contamination problem, due to the use of two different electro-• 

lytes in each half-cell;  

  electrolyte imbalances resulting from cross-contamination leading to • 

change in electrolyte compositions over extended cycling;  

  possibility of deposition of sulphur species on the membrane;  • 

  the need to prevent H • 2 S (g)  and Br 2 (g) formation.    

 Furthermore, unlike Zn/Br and G2 VRB system, the PSB fl ow battery does 

not use complexing agents to minimise the resulting bromine evolution at 

the positive electrode during charging, and this poses safety risks in opera-

tion (Skyllas-Kazacos  et. al ., 2011). 

 Numerical modelling of the PSB system indicates that the performance 

of this fl ow battery is limited by mass transport over-potentials at the posi-

tive electrode during discharge (Scamman  et al ., 2009). The model showed 

signifi cant drift due to self-discharge and electro-osmotic effects. Therefore, 

careful management of the electrolytes is needed to ensure the reliability 

of the PSB fl ow battery operation. However, the complexity of electrolyte 

management will increase the maintenance cost signifi cantly, thus reducing 

its cost competitiveness particularly for low- to medium-scale installations. 

Thus, the application of the PSB fl ow battery is restricted to MW large-

scale operations where the contribution from electrolyte maintenance cost 

is minimal due to economy of scale. 

 Numerous efforts have been made to improve the energy effi ciency of the 

PSB fl ow battery over the years and these are shown in Table 12.2 (Skyllas-

Kazacos et al., 2011). Despite these efforts, extensive research is still required 

to overcome the above technical challenges, high cost and safety concerns 

for commercialisation.      

 Early development of the polysulfi de-bromide fl ow battery focused on 

large-scale applications for power ratings in excess of 5 MW. The construc-

tion of a 15 MW/120 MWh utility scale pilot plant was started in Little 

Barford, UK for arbitrage application; however, the project was aban-

doned in December 2003 due to funding issues. A separate mathematical 

model incorporating capital and operating costs to predict the technical 

and commercial performance of this pilot plant showed a net loss of 5.7 

UK pence (US$0.09) per kWh at an optimum current density of 500 A/m 2  

and energy effi ciency of 64% (Scamman  et al ., 2009b, p. 1237). 

 In 2004, Innogy Technologies granted an exclusive global licence to VRB 

Power Inc. for all intellectual property of the PSB system to commercialise 

this fl ow battery in systems ranging from 10 to 100 MW and 8–12 h storage 

duration. A second pilot plant was also planned in Mississippi at Tennessee 

Valley Authority (TVA) based on the same technology constructed at the 

Little Barford site (De Boer and Raadschelders, 2007, p. 5). However, this 
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plant was also shelved as Innogy Technologies decided not to continue this 

joint venture. Since then, no further new large-scale demonstration of this 

fl ow battery has been reported.  

  12.3.4      Zinc-based fl ow batteries 

 The Zn/Br battery and Zn/Cl battery are two of the earliest types of fl ow 

batteries (Blevins, 1981). The working principle of zinc-based fl ow batteries 

is different from traditional redox fl ow batteries such as VRB and PSB sys-

tems. Zinc-based fl ow batteries involve the deposition of zinc at the nega-

tive electrode during charging so the total energy capacity is limited by the 

available electrode area for zinc deposition. 

  Zinc-bromine (Zn/Br) fl ow cell 

 The Zn/Br fl ow battery was fi rst introduced more than 100 years ago; how-

ever, the poor performance and maintenance of the early Zn/Br batteries 

delayed commercialisation until Exxon and Gould developed a design for 

practical application in the mid 1970s and early 1980s to improve perfor-

mance and maintenance. 

 Unlike the conventional redox fl ow cell technology, the working princi-

ple of the zinc-bromine fl ow cell is based on the deposition of zinc at the 

negative electrode and bromine evolution at the positive electrode. In con-

trast to conventional redox fl ow batteries that have capacity linked to the 

volume of the half-cell electrolytes, the energy capacity of the Zn/Br hybrid 

fl ow battery is thus limited by the amount of zinc deposited at the negative 

electrode, and this depends on the thickness and morphology of the metallic 

zinc layer. 

 The half-cell reactions for the charge and discharge processes are shown 

below: 

 Positive electrode reaction:  

    2 2 1 082 e V1 087
charge

discharge

→charge

←
di h

+ 2e        [12.31]    

 Negative electrode reaction:  

    Zn V
charge

discharge

2 2 0e Zn 763+ + →chargecharge

←
di h

       [12.32]    

 The schematic diagram of the Zn/Br hybrid fl ow battery is presented in 

Fig. 12.10 (Skyllas-Kazacos  et al ., 2011).      
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 The zinc-bromine hybrid battery thus consists of anolyte and catholyte 

solutions containing aqueous ZnBr 2  and other salts stored in two external 

storage tanks and a power conversion cell. A small section of the catholyte 

tank is barricaded to form a compartment for collecting the evolved bro-

mine. Both catholyte and anolyte are circulated between the power conver-

sion cell and storage tanks by pumps. The early zinc-bromine hybrid fl ow 

battery suffered rapid self-discharge due to bromine being readily dissolved 

in the zinc bromide solution and diffusing to the negative electrode where it 

oxidises zinc according to the following reactions (Eustace, 1977):  

    H O HBr HBrO( )22rr ( )aq( )aq ( )rr aq ( )aq+ →H O( )H        [12.33]    

    2HBr +Zn Z Br H( )( )rr aq ( )q ( )) ( )aq (ZnBrZnBr 2HH( )aqrrr )(aq        [12.34]   

 To minimise this rapid self-discharge, the dissolved bromine concentra-

tion in the electrolyte solution at the positive half-cell should be kept as low 

as possible and both the positive and negative electrode should be separated 

by a micro-porous separator (Pavlov  et al ., 1991, p. 29). The low dissolved 

bromine concentration in the aqueous phase can be achieved by adding bro-

mine complexing agents or using propionitrile (PN) solvent (Singh  et al ., 
1983, p. 314). 

 The function of the bromine complexing agent is to reduce the concentra-

tion of bromine in the aqueous phase at the positive half-cell by extracting 

the bromine into a water immiscible organic phase that acts as bromine 

storage medium. The most commonly used bromine complexing agents are 

quaternary ammonium bromides (QBr) such as N-ethyl-N-methyl mor-

pholinium bromide (MEM) and N-ethyl-N-methyl pyrrolidinium bromide 

Catholyte
tank

Br2 complex

Br2 complex
storage

Separator

Zinc deposit
at charged
state

Carbon
electrode

Anolyte
tank

 12.10      Schematic of zinc-bromine hybrid fl ow battery.  
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(MEP) (Poon, 2008, p. 14). Each QBr can typically complex up to three 

molecules of bromine and can therefore bind a large amount of dissolved 

bromine, resulting in a very low bromine concentration in the aqueous 

phase and an almost 100-fold reduction in bromine gas evolution (Bajpal 

 et al ., 1981, p. 3). Increasing the chloride concentration in addition to the 

bromine complexing agent can further reduce the aqueous bromine con-

centration, leading to improvements in energy effi ciency and reduction in 

self-discharge (Kantner, 1985). Table 12.3 lists bromine complexing agents 

and chloride concentrations that have been explored by various research 

organisations (Poon, 2008).      

 Low bromine concentration in aqueous solution at the positive half-cell 

can also be obtained by adding PN solvent to the catholyte. In this case, 

the electrolyte compositions are different for both anolyte and catholyte, 

where the anolyte consists of 4 M ZnBr 2  and 3 M NaCl while the catholyte 

contains 2 M ZnBr 2  and 2 M Br 2  dissolved in water saturated PN (Singh  et. 
al ., 1983). A synergetic effect was observed when QBrs were added to the 

PN electrolyte in the positive half-cell, resulting in a greater reduction in the 

aqueous bromine concentration than the addition of PN alone, and hence a 

higher energy effi ciency (Cathro, 1988). 

 Zinc deposited on the negative electrode may form non-uniform dendrites 

and they can sometimes grow across to the positive electrode and cause 

shorting in the cells. To prevent this, it is important to maintain uniform zinc 

deposition. This can be done by circulation of both anolyte and catholyte 

solutions or by using smooth carbon plastic as negative electrodes. However, 

zinc dendrites may still form after extended cycling and cause channel block-

age and short circuiting through the micro-porous separator. To overcome 

this problem, complete discharge is carried out periodically to completely 

removing all of the zinc deposit at the negative electrode. This is undesir-

able, however, since it disrupts normal operation of the energy storage and 

power delivery system (Skyllas-Kazacos  et al ., 2011). Another drawback of 

 Table 12.3     Electrolyte compositions of zinc-bromine fl ow battery 

 Year  Research 

organisation 

 ZnBr 2  

 (M) 

 MEM 

 (M) 

 MEP 

 (M) 

 ZnSO 4  

 (M) 

 ZnCl 2  

 (M) 

 Dendrite 

inhibitor 

 1978  Exxon  3  0  1  0.2  0  0 

 1983  Meidensha  3  0.5  0.5  0  0  Sn 2+ /Pb 2+  

 1985  Exxon  2  0.5  0.5  0  1  0 

 1989  Johnson 

Controls 

Inc. (JCI) 

 3  0.25  0.75  0  0  0 

 1995  ZBB  2.25  0  0.8  0  0.55  0 

 1999  SNL  2.25  0.8 (50/50)  0  0.55  0 

   Source : Poon, 2008.  
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the Zn/Br hybrid fl ow battery is that the faster kinetics of the Zn 2+ /Zn couple 

compared with the Br 2 /Br  –  couple causes polarisation and eventual battery 

failure at high current operation. This problem can be overcome by the use 

of high surface area carbon electrodes at the positive electrode; however, the 

active surface area of the carbon will eventually decrease and oxidation of 

the carbon coating will occur (Ponce de Leon et al., 2006, p. 726). 

 The theoretical cell potential of the Zn/Br hybrid battery is 1.85 V; how-

ever, due to the use of a complexing agent to prevent bromine gas evolution, 

the actual cell potential is lower, at 1.76 V. The theoretical specifi c energy 

density is 429 Wh/kg (Symons and Butler, 2001), while only about 65–75 

Wh/kg (Clarke  et al ., 2004 cited in Skyllas-Kazacos  et al ., 2011) is achieved 

in practice. The high specifi c energy density is attributed to the very nega-

tive potential of the Zn 2+ /Zn couple resulting in a high cell voltage. This is 

the main reason why the zinc-bromine hybrid fl ow battery still attracts wide 

interests despite suffering from high self-discharge, dendritic zinc deposi-

tion, high cost of electrodes, materials corrosion, unsatisfactory energy effi -

ciency and low cycle life. 

 Other features of this hybrid fl ow battery include (Skyllas-Kazacos et al., 
2011):

   100% depth of discharge,  • 

  ambient temperature operation,  • 

  high coulombic and voltage effi ciencies, reported at 90% and 85%, • 

respectively,  

  abundant and inexpensive zinc materials,  • 

  moderate energy capacity ranging from 50 to 400 kWh.    • 

 Applications of the Zn/Br fl ow battery are mainly in electric vehicles and 

load management. Johnson Controls (JCI) tested the feasibility of the Zn/

Br fl ow battery for electric vehicle application using eight cells employing 3 

M ZnBr 2 , 0.25 M MEM and 0.75 M MEP electrolyte to power Ford ETX-II 

van (Bolstad and Miles, 1989 cited in Poon, 2008). A sustained 35 kW power 

with energy effi ciency of 69.4% and specifi c energy density of 67.3 Wh/kg 

were achieved. The energy density was increased to 71.9 Wh/kg when 3 M 

NH 4 Cl was added into the electrolyte; however, the energy effi ciency was 

found to drop to 62.7%. 

 The feasibility of Zn/Br fl ow battery for load management application 

was tested by various research groups with varying electrolyte compositions, 

membrane, cell designs, capacity, etc. Table 12.4 shows the performance of 

Zn/Br fl ow battery systems for load management application by various 

research groups (Poon, 2008).      

 Despite improvements in Zn/Br fl ow battery design, the issues of bromine 

crossover and dendritic zinc deposition cannot be completely eliminated, 

�� �� �� �� �� ��



Redox fl ow batteries for medium- to large-scale energy storage   433

© Woodhead Publishing Limited, 2013

leading to low energy effi ciency, high self-discharges and low cycle life 

(Ponce de Leon et al., 2006, p. 726). At present, only three companies are 

commercially involved with the Zn/Br technology, these being RedFlow in 

Australia, and ZBB Energy and Premium Power in the USA.  

  Zinc-chlorine (Zn/Cl) fl ow cell 

 The zinc-chlorine fl ow cell was one of the earliest fl ow batteries developed 

by Charles Renard in 1884 to power his airship  ‘ La France ’  around the same 

time as the Zn/Br fl ow cell, which fi rst appeared in 1885 (Blevins, 1981). The 

working principle of the zinc-chlorine fl ow cell is similar to Zn/Br, which is 

based on the deposition of zinc at the negative electrode and chlorine forma-

tion at the positive electrode as shown in the following half-cell reactions: 

 Positive electrode reaction:  

    2 2 1 3572Cl Cl e E V
charge

discharge

o→charge

←
di h

+ =2e Eo .        [12.35]    

 Negative electrode reaction:  

    Zn 763 V
charge

discharge

2 2 0e Zn+ + →chargecharge

←
di h

.        [12.36]    

Table 12.4     Performance of zinc-bromine fl ow battery for load management 

application 

 Exxon  Exxon  JCI 

 Z Design 

 JCI 

 V Design 

 ZBB 

 V Design 

 MITI 

 Electrolyte  A  A  B  B  C  – 

 Membrane  M1  M1  M1  M1  M1  M2 

 Capacity (kWh)  20  30  20  20  50  50 

 Bipolar cell  80–100  124  78  78  60  30 

 Stack  2  2  2  2  3  24  ×  2 

 Series 

 Electrode area (cm 2 )  –  –  1170  1270  2500  1600 

 Coulombic effi ciency 

(%) 

 86.7  81.8  80  85–90  –  92.4 

 Energy effi ciency (%)  67.4  52.7  60  70–75  77  81.1 

    Notes: 

A: 2 M ZnBr 2 , 0.5 M ZnCl 2 , 0.5 M MEM and 0.5 M MEP.  

  B: 3 M ZnBr 2 , 0.25 M MEM and 0.75 M MEP.  

  C: 2.25 M ZnBr 2 , 0.5 M ZnCl 2  and 0.8 M QBr (MEM:MEP= 50:50).  

  M1: Microporous polyethylene (MPPE) separator.  

  M2: Perforated polyolefi n based membrane or ion-exchange membrane.  

   Source : Poon, 2008.  
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 The theoretical cell potential of the zinc-chlorine battery is 2.12 V, which 

is higher than Zn/Br fl ow cell. Furthermore, as there is no complexing agent 

used to prevent chlorine evolution, the actual cell potential has the same 

value as the theoretical cell potential. The theoretical specifi c energy density 

is 465 Wh/kg, but in practice, only 60–80 Wh/kg is achieved with 96% depth 

of discharge (Pavlov  et al ., 2011). 

 However, the chemistry of the zinc-chlorine fl ow cell is different from Zn/

Br due to the difference in chemical and physical properties of chlorine and 

bromine. At room temperature, chlorine is gaseous while bromine is a red-

dish-brown liquid, and this leads to more complicated designs for the zinc-

chlorine fl ow cell to prevent chlorine evolution even at room temperature. 

Chlorine is also slightly soluble in Zn/Cl solutions and will therefore evolve 

as chlorine gas during charging, which would affect the chloride ion balance 

in the electrolyte solutions. In order to prevent chlorine gas escaping, special 

design is required to collect and store the chlorine gas to be fed back into 

the electrolyte solutions and be reduced to chloride ions at the electrode. 

Two methods of chlorine gas collection and storage have been evaluated. 

The fi rst method uses a compression technique and stores the gas as liquid 

chlorine at 70–80 psig. When current is generated by the fl ow cell, the stored 

liquid chlorine is mixed with the electrolyte solution and transported to the 

electrode (Pavlov  et al ., 2011). The second method involves converting chlo-

rine gas into chlorine hydrate Cl 2 .8H 2 O, a yellow ice-like slurry at tempera-

tures below 9.6 ° C. (Bellows and Grimes, 1984) 

 The zinc-chlorine fl ow battery consists of an electrochemical stack, Zn/

Cl electrolyte solution with added potassium chloride to improve electro-

lyte conductivity as well as a chlorine circulating loop and electrolyte cool-

ing system. The electrolyte in the electrochemical stack is circulated using 

the pump. During charging, the chlorine gas is removed from the cell via 

the stack and mixes with the electrolyte solution, which has been cooled 

by a refrigeration system to below 9.6 ° C to form yellow ice-like chlorine 

hydrate, which is then pumped into the hydrate reservoir. During discharge, 

the cooled hydrate is passed through a heat exchanger to break down the 

chlorine hydrate; the chlorine rich stream is then pumped into the anode to 

be reduced to chloride (McBreen, 1984). Zinc is oxidised to zinc ions and 

reacts with chloride ions to form Zn/Cl at the negative electrode. 

 Due to the low solubility of chlorine in the electrolyte (~0.03 M), the chlo-

rine electrode has to be made of a porous graphite material to enable chlo-

rine containing solution to fl ow through the pores of the electrode allowing 

chloride ion formation. Since the chlorine solubility is low, a separator is not 

required for this fl ow cell battery. 

 Like the Zn/Br fl ow cell, the zinc-chlorine system also suffers from rapid 

self-discharge and dendrite formation. The rate of self-discharge can be 

reduced by circulating the electrolyte solution, while the dendrite formation 
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can be overcome by completely stripping off the zinc deposit after each 

discharge prior to charging. However, this will disrupt the overall energy 

storage and power delivery operation. The acidic nature of the electrolyte 

solution used in the zinc-chlorine system also results in zinc oxidation and 

the release of hydrogen gas, which poses an explosion hazard in the chlo-

rine storage reservoir. Furthermore, the graphite materials will be slowly 

oxidised to CO 2  during charging, due to the high electrode potential, partic-

ularly at high pH (McBreen, 1984). 

 Besides the above electrochemical problems, the engineering issues sur-

rounding the zinc-chlorine fl ow cell are more challenging than for Zn/Br, 

as they require the integration of the cell stack with the chlorine storage 

system. As chlorine capture and storage require a cooling system to prevent 

chlorine gas escaping the electrolyte solutions, the cell design for the zinc-

chlorine fl ow cell is much more complicated than that for the Zn/Br fl ow 

cell. The net energy effi ciency is thus expected to be lower, as some of the 

energy will be used to supply auxiliary equipment such as the gas and elec-

trolyte pumps, cooling system and a hydrogen recombination system. 

 For these reasons (dendrite formation, sensitivity to impurities, pH man-

agement, complex cell design involving cell stack, hydrate formation, system 

engineering and integration, as well as safety), zinc-chlorine has failed to 

attract attention for further development despite having higher energy den-

sity than the Zn/Br fl ow cell. 

 An attempt to design and develop a zinc-chlorine battery for energy 

storage was carried out by Furukawa Electric Co Ltd. in Japan in 1980s, 

where the company developed 1, 10 and 50 kW modules. However, the 

company decided to terminate the project after critical analysis of the 

technological, performance and economical parameters following the test 

result at the Government Industrial Research Institute in Osaka show-

ing that this fl ow battery poses serious safety and environmental hazards 

(Pavlov  et al ., 1991).   

  12.3.5      Lithium-based fl ow battery 

 The lithium-air battery holds great promise, due to its outstanding specifi c 

capacity of 3842 mAh/g as anode material. The lithium-air battery works 

by combining lithium ion with oxygen from the air to form lithium oxide 

at the positive electrode during discharge. A recent novel fl ow cell concept 

involving lithium is proposed by Chiang  et al . (2009). They proposed to use 

typical intercalation electrode materials as active anodes and cathode mate-

rials. These active materials are prepared by suspending lithium-based com-

pounds in a liquid electrolyte to form a semi-solid suspension. These two 

different suspensions are then pumped into and out of a reaction chamber, 

�� �� �� �� �� ��



436   Electricity transmission, distribution and storage systems

© Woodhead Publishing Limited, 2013

which is separated by a thin porous membrane (Abraham and Jiang, 1996). 

The system is named a semi-solid fl ow cell (SSFC). They claimed a higher 

energy density compared with conventional aqueous fl ow cells due to the 

higher concentration of active materials in the solid component of the liq-

uid suspension (Duduta  et al ., 2011). The estimated energy density using 

established lithium intercalation compounds is around 130–250 Wh/kg in 

the optimised SSFC system, thus paving the way for widespread adoption 

in electric vehicles. This novel concept demonstrates that slurry type active 

materials can be used to store energy, and hence this will open a new fi eld 

of research to fi nd better cathode and anode active materials as well as elec-

trolytes within the semi-solid fl ow system to lower the cost to enable wider 

applications.  

  12.3.6      Other fl ow batteries chemistries 

 Besides the afore mentioned fl ow batteries, other RFB chemistries 

are currently being developed, including all-chromium, Tiron-Pb, 

Methylimidazolium iron chloride molten salt, actinide-based RFB, organic-

based redox fl ow batteries and the new lithium-based fl ow battery. 

 Like the VRB, the all-chromium system involves only a single element to 

avoid cross-contamination of the electrolyte (Bae  et al. , 2002). The tiron-Pb 

cell employs 0.25 M tiron in 3 M H 2 SO 4  as the catholyte and a lead electrode 

as the anolyte. The theoretical cell potential is 1.10 V. 

 Actinide-based fl ow cells involve the use of excess depleted actinides 

arising from nuclear power activities as a potential redox couple for energy 

storage (Shiokawa  et al ., 2000). Among the four actinide elements typically 

found in nuclear power generation, namely uranium (U), neptunium (Np), 

plutonium (Pu) and americium (Am), only neptunium couples and ura-

nium couples appear promising in terms of good energy effi ciency based 

on theoretical calculation; however, further investigation will be required 

to evaluate their safety and environmental impact before they can be 

commercialised. 

 The use of organic solvents for redox fl ow batteries is also attractive, due 

to their higher cell potentials. The solubility of many redox couples can be 

increased in organic solvents, leading to a likely increase in energy density 

of the redox fl ow batteries. However, organic solvents are more expensive, 

possibly less conductive, and more environmentally unfriendly than the 

aqueous system. Therefore, it is important to assess the performance and 

environmental compatibility of these organic electrolytes for fl ow battery 

applications. 

 Recent studies on ruthenium, chromium and vanadium acetylacetonate 

show that the energy effi ciency of these organic-based redox fl ow batteries 
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is very low, at about 5–10%, despite their higher open-circuit potentials 

than aqueous VRB (Skyllas-Kazacos  et al ., 2011). Although chromium and 

vanadium acetylacetonate systems showed higher open-circuit potentials 

(3.4 and 2.2 V, respectively) than the aqueous VRB system (1.6 V), the low 

effi ciency and the high cost of organic electrolytes have limited the devel-

opment of these organic electrolytes for redox fl ow batteries applications. 

Further research into more cost effective solvents with acceptable environ-

mental and chemical compatibility is needed in order to make them com-

mercially competitive with aqueous-based fl ow batteries.   

  12.4     Conclusion 

 As the number of grid-connected renewable energy sources increases 

around the world, their inability to supply constant and predictable power 

has seen the resurgence of interest in the development of advanced energy 

storage systems. In particular, redox fl ow batteries have received consider-

able attention due to their ability to store large amounts of electricity in an 

effi cient and cost effective manner. 

 Redox fl ow batteries possess many attractive features that make them ide-

ally suited to large-scale energy storage in both off-grid and grid-connected 

applications that require more than 2 h of energy storage capacity. The inde-

pendent sizing of power and energy capabilities provides great fl exibility and 

allows systems to be designed to suit the specifi c needs of each application. 

Energy storage capacity can therefore be readily increased by simply using 

bigger electrolyte tanks and adding more electrolyte. The incremental cost 

of additional energy storage capacity is therefore determined only by the 

cost of extra electrolyte so the cost per kWh of generated energy decreases 

dramatically with increased storage time. Cost estimates have in fact shown 

that for storage capacities in excess of 2 h, the G1 VRB can deliver energy at 

less than half the cost of an equivalent lead-acid battery, which is the cheap-

est battery currently available commercially. Overall energy effi ciencies of 

up to 80% have been demonstrated in large demonstration systems along 

with more than 200 000 charge–discharge cycles, which cannot be matched 

by any other battery technology currently under development. With further 

developments on improved hydraulic sealing, material selection and cost 

effective components with suitable longevity, increased commercial imple-

mentation of fl ow batteries is expected (Skyllas-Kazacos  et al ., 2011; Weber 

 et al ., 2011). The main challenge for fl ow battery developers, however, is to 

attract suffi cient investment funding that will enable the required produc-

tion volumes needed to achieve the necessary cost structure for the large 

emerging markets in renewable energy storage and smart-grid applications. 

 A unique feature of fl ow batteries for electric vehicle applications is 

their ability to be both electrically recharged and mechanically refuelled by 
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electrolyte exchange. Their energy density relative to lithium ion and other 

battery technologies has, however, precluded their application in electric 

vehicles to date. With recent advances in the G2 and G3 vanadium battery 

technologies and the new lithium semi-solid fl ow battery developments, 

mobile applications in refuelable electric cars and buses may become viable 

in the not-too-distant future.  
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 Superconducting magnetic energy storage 

(SMES) systems   

    P.   TIXADOR,     Grenoble INP/Institut N é el – G2E lab, France       

   DOI : 10.1533/9780857097378.3.442 

  Abstract:  Superconducting magnetic energy storage (SMES) is one of the 
few direct electric energy storage systems. Its specifi c energy is limited by 
mechanical considerations to a moderate value (10 kJ/kg), but its specifi c 
power density can be high, with excellent energy transfer effi ciency. This 
makes SMES promising for high-power and short-time applications. So 
far SMES uses Nb-Ti conductors, due to their low cost. Apart from the 
cost, YBCO   appears very attractive due to its current capacity, mechanical 
performance and ‘high’ operating temperature. Since the fi rst studies in 
the 1970s, successful demonstrations of SMES have been carried out but 
the high cost has prevented commercialization. 

  Key words:  SMES, storage devices, large-scale superconductivity, magnet. 

 Note: This chapter is a revised and updated version of 
Chapter 9 ‘Superconducting magnetic energy storage (SMES) systems’ 
by P. Tixador, originally published in  High temperature superconductors 
(  HTS) for energy applications , ed. Z. Melhem, Woodhead Publishing 
Limited, 2012, ISBN: 978-0-85709-012-6. 

    13.1     Introduction 

   An inductance, which carries a current, is characterized by an energy of mag-

netic origin. To store this energy the inductance should be short-circuited. 

However, the inductance must be without any loss, then superconducting so 

that this energy is not quickly dissipated by Joule effect. A short-circuited 

superconducting magnet stores energy in magnetic form, thanks to the fl ow 

of a persistent direct current (DC). The current really remains constant due 

to the zero DC resistance of the superconductor (except in the joints). The 

current decay time is the ratio of the coil’s inductance to the total resistance 

in the circuit. File and Mills performed measurements of the persistent cur-

rent decay and determined decay time constants of 10 5  years. 1  The equivalent 

resistivity is around 10 −25   Ω m. The resistivity of copper at room temperature is 

1.7 10 −8   Ω m. Thus, the decay time for a copper coil at room temperature of the 

same dimensions and inductance would be less than 0.1 ms. Superconductors 

are thus indispensable for magnetic energy storage systems, except for very 
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short storage durations (lower than 1 s). This storage system is known as 

SMES. 2,3  This rather simple concept was proposed by M. F é rrier in 1969. 4     

 The magnetic stored energy ( W  mag ) is determined by the coil’s self-induc-

tance ( L ) and its current ( I ) or, equivalently, by the magnetic fl ux density 

and fi eld integrated over all space (Fig. 13.1):       

    W LI BH y zmaWW g

space

d dx dLI ∫∫∫
1

2

1

2
2        [13.1]   

 Ferromagnetic materials cannot store a great deal of energy since their 

magnetic fi eld is close to zero. However, they increase the magnetic fl ux 

density in air that is adjacent to them. This tends to increase the total mag-

netic energy. Unfortunately, the weight of the ferromagnetic component 

increases the total weight so that the specifi c energy (energy/mass) increases 

with their use. As a result, they are nearly never used. 

 When the short circuit is opened, the stored energy is transferred in part 

or totally to a load. The current of the coil decreases via a negative voltage, 

while a positive voltage charges or energizes the magnet by increasing the 

current (Equation [13.2]):  

    V L
I
t

d

d
       [13.2]   

  V  is the voltage across the magnet. 

13.1      SMES concept (short-circuited SC winding with magnetic fi eld lines).  
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  13.2      Current and load considerations 

 The current is the state quantity of an SMES, which thus acts as a current 

source. Nevertheless, SMES is not an ideal current source since the current 

decreases with its discharge (Fig. 13.2). The current decreases by a factor of 

2 when 73% of the initial energy is recovered.      

 SMES is the ‘dual’ of a capacitor, which acts as a voltage source (Table 13.1). 

The loads in which a capacitor or a SMES are discharged should be differ-

ent. For a capacitor the load, which fi xes the current, should be a resistance 

or an inductance, but not a capacitor.  On the other hand, for an SMES sys-

tem, the load, which fi xes the voltage, should be a resistance or a capacitor, 

but not an inductance. A SMES system cannot be used to directly charge or 

discharge a magnet. An intermediate voltage type power conversion stage 

is required.        

 Even if the load for a SMES should be capacitor type, it may have a small 

inductance ( L  load ) given, for example, by the connections. Energy will then 

be lost at the time of the discharge in the switch, which should then simul-

taneously withstand voltage and current. The current cannot vary instanta-

neously in the load inductance and is zero before the SMES discharges. The 

lost energy is expressed by: 5   

I /Io

Wrecovered /Wo

0
0 0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

 13.2      Current vs the energy recovered in a SMES ( )W LIo oW LW I 2 .  
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    ΔW
L

L L
L I= load

SMES load

SMES o
2

1

2
    [13.3]   

 The load inductance should be much lower than the SMES inductance to 

lower the energy loss and the stresses on the switch. 

 The resistance value of the load affects the discharge of magnets and 

capacitors in opposite ways. A low-resistance load slowly discharges an 

SMES (thus a long discharge time ( L/R )) and rapidly discharges a capacitor 

(short discharge time ( RC )). 

 In storage mode SMES does not offer any danger in terms of voltages 

since the voltage is zero, whereas dielectric capacitors for fast discharges 

often require high voltages in the storage mode.  

  13.3      SMES systems 

 Figure 13.3 shows a schematic drawing of an SMES system connected to a 

load. Consisting of fi ve major components or subsystems as shown:

   A superconducting magnet  • ①  with its mechanical supporting structure 

and current leads (electric connections between the SC magnet and the 

room temperature circuit).  

  A cryogenic system • ② (cryostat, vacuum pumps, cryocooler, etc.).  

  A power conditioning system  • ③  (interface between the superconduct-

ing magnet and the load).  

Table 13.1     Comparison of capacitor and coil for energy storage (time constant for 

resistive load) 

 Storage mode  Discharge mode  Time 

constant 

 Source 

 SMES 

 

I

  

 W L I
1

2
2  

 

I
Load

 

 
L

R
 

 Current 

 Short circuit  V  = 0 

 Capacitor 

 

V

 

 W C V
1

2
2  

 

V Load

 

 
R C

 
 Voltage 

 Open-circuit  I  = 0 
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  A primary source • ④   to energize the superconducting magnet.  

  A control and management system • ⑤ (electronics, cryogenics, magnet 

protection, etc.).         

 When the load is directly connected to the SMES (Fig. 13.4), the power con-

ditioning system is only a switch. However, the current is not controllable 

and decreases as the magnet discharges (Fig. 13.2).      

 In Fig. 13.5, the SMES is connected to the electric grid with which it 

exchanges energy. The SMES is directly energized by the grid. The SMES 

may supply energy at a time of voltage sags or power outages. It acts then 

as an uninterruptible power source (UPS) for sensitive loads. The SMES 

may also damp low-frequency power oscillations via an energy exchange, 

for example by receiving energy from the grid and then delivering energy to 

the grid, thus stabilizing the grid.      

 When it acts in that fashion,  the power conditioning system is a recti-

fi er/inverter. This power electronic circuit is required to convert the DC 

quantities of the superconducting magnet to alternating current (AC) 

ones and vice versa, since the very large majority of grids are AC. 

Load
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system
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Cryostat
with

cryo-cooler

Superconducting
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4

2

1

3

5
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 13.3      SMES system with its components. See text for explanation.  
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 13.4      SMES directly connected to a load.  
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 13.5      SMES connected to the AC grid.  
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 The power converter mainly has three possible topologies (Fig. 13.6): 6   

   A thyristor bridge: the reactive power is then linked to the exchanged • 

active power and cannot be independently controlled:          

    P UI QUU UI P tg=UI QU
3 2 3 2

π π
α αP tgt=sc sc sin        [13.4]   

   U  is the voltage amplitude (RMS value) between the three phases and 

 I  sc  is the current in the SC magnet,  α  is the fi ring angle of the thyristors. 

  This converter induces a lot of voltage harmonics and causes some AC 

losses in the superconducting magnet. The extent of these losses depends 

on the current variation, which is less greater is energy stored.  

   A voltage source converter in series with a chopper using insulated gate • 

bipolar transistor (IGBT) components: a capacitor is required for the 

DC bus between the two converters; this topology offers independent 

control of the active and reactive powers, a low AC harmonic distor-

tion, and low voltage ripples across the SC magnet lead to some AC 

losses. Of course, only the chopper is required if a DC bus is already 

available .  

  A current source converter: the active and reactive powers can also be • 

independently controlled; the SMES is directly connected to the DC 

side (no chopper); the harmonic content may be low on the AC side, as 

are the AC losses in the superconducting magnet.    

(a) (b) (c)

 13.6      The three main power converters for a SMES connected to a three 

phase AC grid. 6  (a) thyristor bridge, (b) voltage converter and chopper, 

(c) current converter.  
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 In all three cases a transformer, not represented in Fig. 13.6, is generally 

inserted between the grid and the converter. The cost of the power con-

verter is a signifi cant part of the SMES system cost.   

  13.4     SMES limitations 

 SMES is an emerging energy storage technology, which has to be compared 

with other alternatives. The main characteristics of an energy storage device 

are:

   Specifi c energy (volume–mass).  • 

  Specifi c power (volume–mass)/discharge duration.  • 

  Investment and running costs (kWh–kW).  • 

  Energy conversion effi ciency, losses in storage mode.  • 

  Operational security/failure characteristics.  • 

  Lifetime/cycle number.  • 

  State of the technology (demonstration/emerging/mature).  • 

  Environmental considerations.    • 

  13.4.1      Comparisons with other energy storage methods 

 The importance of the different items listed above depends on the appli-

cation. Nevertheless, the energy and the power densities are fundamental. 

Energy storage systems are classically compared using the Ragone chart, 

which plots the specifi c power vs the specifi c energy (Fig. 13.7). SMES is 

in terms of energy density between conventional capacitors and batteries, 

comparable to supercapacitors/ultracapacitors but with higher power den-

sity capabilities. For SMES, the grey zone indicates the presently attained 

values. The black zone covers theoretically possible ranges, but requires 

much more research and development.      

 The power characterizes how quickly the energy can be released. The 

mean power is the ratio of the energy to the discharging time. Figure 13.8 

plots the ranges of power and discharge time for different storage technol-

ogies. Short discharge times correspond to power quality applications, and 

long discharge times to energy management applications. 7       

 CAES (Compressed Air Energy Storage) uses underground reservoirs 

(salt cavern, old hard rock mine, etc.), to pressurize large volumes of air and 

then release the stored volume to recover the energy. Pumped hydro storage 

(two water reservoirs at different elevations) and CAES are the only avail-

able technologies for bulk energy storage systems to level the consumption, 

for example. 

 The Ragone plot (Fig. 13.7) shows that SMES is more a power source than 

an energy source such as a battery. This is why SMES is suitable for high 
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power, up to 100 MW, and short duration (Fig. 13.8), under a few seconds. Of 

course, complementary energy sources can be associated such as an SMES for 

short durations and batteries for long durations to cover a broader range. 

 It is important to compare the specifi c energy of storage systems to classi-

cal sources of energy (Table 13.2) to see that their energy performances are 

very low. One kWh is a lot of energy: it is the kinetic energy in a 10 ton truck 

at a speed of 100 km/h.       
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 13.7      Ragone plot for SMES, batteries and capacitors.  
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 13.8      Discharging time  vs  power for various energy-storing devices 7  

(http://electricitystorage.org/).  
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  13.4.2      Specifi c energy limitation 

 Although the attainable magnetic fl ux density limits the energy per unit vol-

ume given by Equation [13.1] B2
02/ μ( )   , the real limit of the energy stored 

in a SMES is mechanical in nature in addition to the critical current in the 

superconductor. The virial theorem 8  clearly shows that the magnetic energy 

is related to the structural mass. For one dimension stresses, the relation 

between the masses of the mechanical structure in tension and in compres-

sion ( M  tension ,  M  compression ) and the stored energy ( W  mag ) is:  

    W
dmaWW g d

= ( )M MtM ension compressionMM
σ

       [13.5]   

σ   is the working stress (assumed to be the same for tension and compres-

sion) and  d  is the density of the structural material. 

 The total structure mass becomes:  

    M M M M W
d

structure tension compression compression mag+MtM ension +Mcompression2
σ

       [13.6]   

 The ultimate limit is when the full mechanical structure only works in 

tension:  

    M W
d

min mag σ
       [13.7]   

 This ultimate limit is theoretically approached for force-balanced or 

force-reduced coils 9,10  but they remain very complex for the winding (design 

Table 13.2     Comparison of the specifi c energy of various 

systems 

 Source of energy  Energy density (kWh/kg) 

 Coal 

 Wood 

 Oil 

 Natural gas 

 Enriched uranium 

 Water fall (1000 m) 

 Pb/Li-ion battery 

 SMES 

 Dielectric capacitor 

 8 

 4 

 10–12 

 10–14 

 600 000 

 0.003 

 0.03/0.2 

 0.003 

 0.00015 
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and construction).  ‘ Force-free ’  confi gurations in which the current fl ows 

always parallel to the magnetic fi eld were proposed. 11  However, they are 

physically impossible. The intent of the proposers was to devise a geometry 

that would cancel the Lorentz force. In principle, cancellation might be pos-

sible in some infi nite structures, which are inherently impossible as well. 

Thus, expression [13.7] gives the absolute minimum for real structures. In 

the fundamental formation of energy and force, the arguments for magnetic 

systems apply equally for any mechanical system, including kinetic energy 

storage (fl ywheels) and compressed air. 

  Worked example 

 Since the virial theorem is very important for SMES, let us consider an exam-

ple to fi nd the expression again. A simple case is the thin infi nite solenoid 

with a thickness e, small compared to the inner radius ( R ). The maximum 

hoop stress in such a solenoid considering that turns act dependently is:  

    σ μ( )JB R
B Jμ eJJmax

2
0     [13.8]    

 Energy is only stored inside a thin infi nite solenoid:  

    W B R hmaWW g

1

2 0

2 2

μ
π

max
       [13.9]   

  h  is the unit height of the solenoid. 

 The magnetic energy per solenoid volume is simply expressed by the 

hoop stress:  

    WmaWW g solenoidVol=
σ
2

       [13.10]   

 This expression does not take into account the compressive force, which 

must be accommodated by having additional structure that is not in hoop 

tension 12  and the exact relation for an infi nite thin solenoid becomes, with 

the compressive contribution:  

    WmaWW g solenoidVol=
σ
3

       [13.11]   

 This is one third of the ultimate virial limit. 
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 More generally, the minimum superconducting volume may be 

expressed by:  

    Vol C
W

SCl maWW gi
1 σ

       [13.12]   

 where  C  1  depends on the magnet geometry C1 1≥( )   . For a thin wall infi nite 

solenoid it is 3. References 12 and 13 give this coeffi cient for solenoids. It 

reaches the minimum value (one, ultimate virial limit) for a thin, very short 

solenoid (one turn). On the other hand, the energy is very low since the 

available space for the conductor tends towards zero. This optimal theoreti-

cal geometry is then not used. 

 The expression [13.12] is the same as for the rotating part of a fl ywheel. 

The magnetic energy is then the kinetic one and the electromagnetic stresses 

are replaced by the stresses due to the centrifugal forces.  C  1  depends on the 

rotor geometry. 

 Assuming a reasonable working stress of 100 MPa, expression [13.7] gives 

for a magnet with steel structure working in full tension (Equation [13.7]) 

a maximum value of 12.5 kJ/kg (3.5 Wh/kg) for the stored energy per unit 

mass. The working stress of 100 MPa may be increased somewhat, but the 

mass specifi c energy will still be limited to some tens of kJ/kg. 

 The compact muon solenoid (CMS) 14  magnet of the LHC  collider almost 

reaches this value for its cold mass (2.6 GJ/225 tons or 11 kJ/kg). The record 

specifi c energy reaches 13.4 kJ/kg 15  for a thin Nb-Ti solenoid for particle 

astrophysics.  

  Implications 

 The mechanical design of an SMES is a challenging issue; the magnet 

conductor must be designed to contain tremendous stresses and defor-

mations without degradation of superconducting properties. The only 

method used to contain the large Lorentz forces of an SMES is the self-

supported/cold concept. 2  The cold structure of the magnet supports the 

magnetic forces. The functions have to be combined to optimize the spe-

cifi c energy: the conductor should provide both current transport and 

mechanical support by adequate strength. Nevertheless, as the stored 

energy increases, additional structure is often required to contain the 

forces, which increase with size. 

 Another approach is to transfer the forces outside the magnet to an ambi-

ent temperature support. For example, the magnet could be installed in an 

underground cavern or in reinforced surface trenches. Such a solution might 

be possible for huge energies, higher than GWh. 2,16    
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  13.4.3      Superconducting volume  

 A relationship between the superconducting volume and the stored 

energy is: 17   

    Vol C
W

J B
SCl maWW g

ov ( )2

3 2

0

1 3

/

/μ
    [13.13]    

  C  2  mainly depends on the magnet geometry.  J  ov  is the average current den-

sity in the magnet and  B  is the magnetic fl ux density. In this expression the 

mechanical stress, one of the major limitations for SMES, does not appear 

and varies with the size. However, Equation [13.13] shows important points. 

Contrary to many other energy storage systems, SMES active volume does 

not increase linearly with stored energy. SMES is then more interesting in 

terms of quantity of superconducting (then cost) when its energy is high. 

That point is reinforced by the cryogenics, which penalizes above all small 

magnets in terms of additional volume and weight. On the other hand, the 

amplitude of the magnetic fl ux density does not play a predominant part in 

reducing the superconducting volume. The average current density is much 

more important. It is limited by the performance of the superconductor, but 

above all by protection issues (see Section 13.5.4).  

  13.4.4      Volume energy density 

 The expression of the stress in a solenoid (Equation [13.8]) shows that at a 

given stress two main options are possible:

   High magnetic fl ux density and small radius/volume.  • 

  Low magnetic fl ux density and large radius/volume.    • 

 Both magnets will have similar weights for the same magnetic energy. With 

low magnetic fl ux densities, the operating temperature may be much higher, 

due to the  J   c   (B, T)  characteristic of superconductors (see Fig. 13.15). 

 Table 13.3 illustrates these two options for 5 MJ SMES with similar 

stresses. 18        

  13.4.5      Design examples   

 We have designed simple solenoids (internal and external radii ( R   i  , R   e  ) 

height ( h )) for SMESs. The current density ( J  ov ) is the same in the solenoid 

cross-section (( R   e   −  R   i  )  h ). The dimensions ( R   i  ,  R   e   and  h ) have been opti-

mized using a genetic algorithm to maximize the specifi c mass energy (then 
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 13.9      Mass specifi c energy vs maximum stress for different current 

densities and for two energies.  
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the minimum solenoid cross-section) for given energy ( W  mag ), current den-

sity ( J  ov ) and maximum hoop stress (  σ  max ) within the winding. 19  Figure 13.9 

shows the results for two different energies. They well illustrate the limi-

tations of SMES. For high current densities (depending on the energy), 

mechanics limits the specifi c energy, which is proportional to the stress in 

accordance with the virial theorem. On the other hand the current density 

becomes the limitation if it is too low and high specifi c energy cannot be 

reached. The fi gures also show that a high energy is favourable for an SMES. 

Higher mass specifi c energies may be reached with similar constraints on 

the superconductor (current density and stresses).       

  13.4.6      Specifi c power limitation 

 If a SC  magnet does not store, relative to its size, a huge energy, it can release 

it in a very short time. The power per unit mass does not theoretically have 

a limit, but often has little sense from a physical point of view. In practi-

cal applications this level can, however, be extremely high (100 MW/kg). 

The power is the product of the magnet current ( I  sc ) and the terminal volt-

age ( V  sc ) across it. High powers thus require large currents and an excellent 

electric isolation for high voltages. 

 The maximum power is also determined by the power conditioning sys-

tem. As energy is removed from the magnet, the current decreases since the 

energy is proportional to the square of the current (Equation [13.1]). The 

rated power cannot then be fi xed for the maximum operating current ISC
max   . It 

refers typically to about half of ISC
max   , and the magnet operates then between 

ISC
max / 2    and ISC

max   . Energy always remains in the magnet ( W   o   /4  for ISC
max / 2   ). 

This is similar to a fl ywheel, which never stops. For a discharge at constant 

power ( P ), the fraction ( f ) of the energy used is given by:  

    f
P

V ISCVV SC

= −
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

1

2

mI ax
       [13.14]   

 Table 13.3     Two superconducting solenoid magnets for similar energy 

and stresses 

 Internal/external radius (m)  0.1684/0.1884  0.6393/0.6459 

 Height (m)  1.3906  1.283 

 Current density (MA/m 2 )  400  400 

 Max hoop stress (MPa)  370  399 

 Energy (MJ)  4.82  4.99 

 Max magnetic fl ux density (T)  9.76  3.09 

 Energy mass density (kJ/kg)  19.35  18.26 

 Energy volume density (MJ/m 3 )  31.1  2.97 
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VSCVV max    is the maximum voltage across the magnet terminal. 

 Figure 13.10 gives the voltage and energy vs current for a discharge at 

constant power from ISC
max    to ISC

max / 2   . The voltage has a maximum value at 

the end of the discharge to compensate the current reduction.      

 However, an SMES can be totally discharged but not at constant power. 

For ultrafast discharging times, under 100  μ s, the series and derivative capac-

ities of the coil should be taken into account.  

  13.4.7      Energy transfer effi ciency 

 During current changes (charge and the discharge) some energy is lost due 

to the AC losses in the superconducting coil and to eddy current losses in 

the cryostat. These two contributions can be kept to a very low level (some 

% of the stored energy) thanks to a suitable design of a low-AC-loss super-

conducting conductor and of the cryostat. Therefore, the SMESs show 

excellent energy conversion effi ciencies, greater than 95%. This value is very 

high compared to other storage systems (batteries 70–90%, pumped hydro 

up to 70%). This inherently high energy effi ciency is due to the absence of 

energy conversion to and from another form, mechanical or chemical. For 

the same reason, the capacitors also show a high energy conversion factor 

of 90–95%. 

Voltage

Current

Discharge

Isc
max /2 Isc

max

Vmax

Vmax/2

Wo/4

Energy

Wo

0

13.10      Voltage and energy evolutions vs current during a discharge at 

constant power.  
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 Though this effi ciency is important to adjust the SMES to the load ener-

gies, it is not the real energy effi ciency of the system, and  may be irrelevant 

depending on the application. The energy required by the cryogenic system 

should be then taken into account and it degrades the high transfer effi -

ciency when the cycle number is low. 

 Charging the magnet must be less rapid than its discharge. The operat-

ing margins indeed decrease during charging, while they increase during 

discharge. The temperature margin is the difference between the operat-

ing ( T   o  ) and current sharing ( T  cs ) temperatures. At  T  cs  the superconduc-

tor starts to be dissipative and  T  cs  decreases with the transport current. 

 T  cs  reaches  T   o   for the critical current at  T   o   and  T   c   for no current. During 

charges and discharges the operating temperature increases due to the 

AC losses, but  T  cs  increases or decreases during discharge or charge, 

respectively 

 The number of charge-discharge cycles can be very high since it is mainly 

limited by the mechanical fatigue of the support structure. A SMES may be 

then used for repetitive and rapid bidirectional exchanges of power with the 

load.  

  13.4.8      Summary and main SMES applications 

 In summary, mass specifi c energy is limited by mechanical stresses to values 

of tens of kJ/kg (0.003 kWh/kg), much lower than batteries or other energy 

sources (Fig. 13.7, Table 13.2). But the energy can be very quickly, and with 

little loss, released so that the SMES is a short time/pulse energy source. It 

is basically a transient/pulse power source, not an energy source. The charge 

can be fast and the number of cycles very high. The SMES acts as a current 

source and the load should suit. Without moving parts except in the refrig-

eration system, SMES requires only very light maintenance. It is an environ-

mentally friendly device. 

 The characteristics of SMESs make them a promising candidate for 

pulse power sources in different fi elds, such as some fl exible AC transmis-

sion systems (FACTS), the rail electromagnetic launchers 20,21  or catapults 

(aircraft launch), magnetic forming (use of electromagnetic forces to form 

a metal), 22  and possibly other. The rail electromagnetic launcher uses a 

pair of conductive rails with a moving part with sliding/rolling contacts 

in between. Supplied with huge currents, the velocities may reach several 

km/s. Surpassing the velocities of conventional guns, a possible application 

of the electromagnetic launcher is military (rail gun). It also could be used 

to launch small payloads into suborbital or orbital altitudes. 23  A FACTS is 

a device that enhances the operation (security, capacity and fl exibility) of 

power grids. FACTS cover various grid applications and SMESs suit those 
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characterized by a high power and a moderate energy such as transient sta-

bility, voltage sag smoothing and fl icker mitigation. 

 Table 13.4 gives some characteristics of three SMESs intended for dif-

ferent power and energy ranges. Only the smallest was constructed and 

operated.        

  13.5     Superconducting magnets 

 The heart of the SMES system, the SC magnet, must be designed to:

   minimize the SC volume for a given magnetic energy, taking into account • 

the mechanical stresses,  

  ensure proper cooling and mechanical support of the electromagnetic • 

forces.    

 The magnet must fulfi l the specifi ed electromagnetic signature, for example 

the position  of the 0.5 mT line. It must be protected in case of a quench, 

which should be avoided by proper design. Nevertheless, quench is always a 

possible event, which must not be allowed to degrade the magnet. 

  13.5.1      Magnet topologies 

 There are two main magnet topologies: solenoidal and toroidal (Fig. 13.11).      

 A solenoid has a simple structure and its electromagnetic forces are eas-

ier to handle than for a toroid; a toroid is subjected to a net large radial 

force towards the central axis, in addition to the transverse and longitudinal 

forces. Quench of a toroidal coil is problematic, since it creates an imbalance 

in the force distribution. The main advantage of a toroid is its naturally low 

stray fi eld, since the fi eld is contained only within the magnet bore. Its dis-

advantage is that it stores only about half of the energy per unit conductor 

stored by the non-shielded solenoid. Nevertheless, the conductor quantity 

 Table 13.4     Some SMES characteristics for different purposes 

 SMES plant 2   SMES/ETM 24   5 MVA SMES 25  

 Energy 

 Power 

 Magnet diameter 

 Magnet height 

 Current 

 Superconductor 

 Operating 

temperature 

 Status 

 5250 MWh (18.9 TJ) 

 1000 MW 

 1000 m 

 19 m 

 200 kA 

 Nb-Ti 

 1.8 K 

 Only design 

 20.4 MWh (73 GJ) 

 400 MW 

 129 m 

 7.5 m 

 200 kA 

 Nb-Ti 

 1.8 K 

 Abandoned 

 7.3 MJ 

 5 MW 

 0.648 m (4 pole) 

 0.7 m confi guration) 

 2657 A 

 Nb-Ti 

 4 K 

 Used for voltage dips 
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per unit stored energy becomes nearly the same when compared to an 

actively shielded solenoid. Active shielding uses compensated coils around 

the main magnet in order to cancel the magnetic fi eld outside. 

 A hexagonal arrangement of solenoids with opposite polarity for adja-

cent coils (Fig. 13.12), can be used to reduce the stray fi eld of solenoids. 26  

Moreover this topology offers a modular design with elementary  ‘ small ’  

solenoids and the production of several identical coils leads to cost sav-

ings. However, for fi xed physical dimensions, the geometry with alternating 

polarity stores much less energy than the geometry with all coils having the 

same polarity.      

 The energy per unit conductor volume is optimized in a non-shielded 

solenoid with a diameter to height ratio of about 5 but without stress 

constraint.  

  13.5.2      Cryogenics 

 To remove dissipation ( P  cold ) at low temperature ( T  cold ) power must be pro-

vided at room temperature (300 K). The minimum power ( P  min ) is given by 

the Carnot formula:  

    
P
P

T
T

miPP n

coPP ld

coTT ld

coTT ld

=
−300

       [13.15]   

 Figure 13.13 shows that the minimum power required to remove 1 W at 

low temperature (Equation [13.15]) decreases by a factor of 5.3 at 20 K 

and 14.8 at 50 K when compared to 4 K operation. A higher operating tem-

perature only slightly reduces the cost of the cryostat, but it reduces very 

(a) (b)

 13.11      The two basic magnet topologies for an SMES: (a) solenoidal and 

(b) toroidal.  
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signifi cantly the cost of the cryocooler, in a way even more pronounced than 

the Carnot effi ciency. To illustrate that, Fig. 13.13 also shows the cold power 

capacity from a 7 kW compressor, which approximately fi xes the cryocooler 

cost. The inverse of this cold capacity gives then an approximate cost per 

watt (Fig. 13.13), which drastically decreases when the operation tempera-

ture increases (Fig. 13.13).      

 However, in large systems, the cryogenic cost is only a fraction (even if 

not very small) of the total cost. Therefore, a higher operating temperature 

cannot bring a very strong reduction of the system total cost and thus a tre-

mendous modifi cation of the SMES competitiveness. Nevertheless, opera-

tion at higher temperatures brings a lot of advantages for the magnet itself 

(Section 13.5.3).  

  13.5.3      Magnet conductor 

 The superconducting conductor for the magnet winding must meet several 

requirements:

   High engineering (overall, i.e., the superconductor and normal matrix/• 

shunt/substrate) current densities in large magnetic fi elds.  

 13.12      Schematic drawing of hexagonal arrangement of solenoids for 

stray fi eld reduction. 26   
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  Support of mechanical stresses/deformations to integrate the mechani-• 

cal function.  

  Low cost, since the real present SMES bottleneck remains its cost.  • 

  Operating temperature as high as possible.    • 

 The cable-in-conduit conductor (CICC) 27,28  combines for example several 

functions: the external sheath may contain most of the Lorentz forces, and 

is used as cooling fl uid vessel. 

  Low temperature superconductors (LTS),  Nb-Ti 

 At present, only Nb-Ti conductors meet the fi rst three requirements, but 

their operating temperature is unfortunately low, at or slightly above 4.2 

K, the liquid helium temperature. 4 K cryogenics is perfectly mastered, but 

remains very expensive in terms of capital investment cost and to a much 

lesser extent operational costs. 

 Nb-Ti magnets benefi t from steady advances in cryogenic cooling. 

Gradual improvements in large cryocoolers extend the maintenance cycle 

and reduce the refrigeration electrical load. The introduction of high-criti-

cal-temperature (high temperature superconducting (HTS)) current leads 

was another important improvement. These have signifi cantly reduced the 

related losses (1/10 at 4 K, 1/3 total at 300 K), a large contributor towards 

the total loss. 29  

 With LTS, for reasons of stability, protection and stress containment, the 

engineering current density decreases with energy. 30  For energies above 1 MJ 

PCold

Cost

Carnot

P
Compressor

≈ 7 kW

200

100

0

C
ost per w

att (reduced to 77 K
)

C
anot efficiency

Temperature (K)

100

10

0 10 20 30 40 50 60 70 80

1

P
co

ld
 (W

)

 13.13      Cold capacity from a 7 kW compressor, cost per cold power 

reduced to the 77 K value and Carnot effi ciency.  
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(0.3 kWh), the overall current density should be lower than 100 MA/m 2 . The 

current density is no more limited by the SC current capacity.  

  High temperature superconductor (HTS) 

 HTS materials offer very interesting opportunities for SMES. They offer the 

possibility to operate at higher temperatures, which reduces the cryogenic 

operating cost and above all the cryocooler cost (Fig. 13.13).The reduced 

refrigeration power then translates into improved effi ciency. 

 The operation at higher temperatures brings a very signifi cant enhance-

ment of the material specifi c heat (Fig. 13.14) (factors of 80 and 1000 

between 4, 20 and 50 K, respectively), then a much more stable operation, 

so less sensitive to external perturbations. The minimum quench energy 

(MQE) characterizes the energy density deposited in the magnet required 

to quench it, then its stability. In adiabatic conditions, the expression of the 

MQE per unit volume may be estimated by: 31        

    MQE = H csT Hcs T c T
I
Io pT cT oTT SC

c

( ) ( ) ( )[ ]csTc TocsTc TT− −1        [13.16]   

 The large increase in the specifi c heat (Fig. 13.14), in addition to the larger 

temperature margin ( T   cs    − T   o  ) enhances the MQE greatly. 

 The constraints relative to stability are much lower compared to those 

of LTS, and higher overall current densities may be foreseen. Since SMES 

systems are in general characterized by high power, constraints linked to 

protection are not a limitation (see Section 13.5.4). 

 Nevertheless, the increased specifi c heat is not favourable for magnet pro-

tection. 32  The zone, which has lost its SC state, propagates very slowly, and 

may experience high temperature excursions and thus be damaged. Quench 

detection becomes more diffi cult: the voltage to be detected is proportional 

to the quenched zone. Improved detection methods have been proposed. 33  

 The YBCO-coated conductor or second generation (2G) HTS wire is 

particularly promising for SMES. Their current capacity under high mag-

netic fl ux densities keeps high values, even when temperature increases 

(Fig. 13.15), exceeding 1000 MA/m 2  at 20 K under 13 T. The 2G wires con-

tinuously experience remarkable improvements and advances; these values 

will increase still further in the future.      

 The greater the mechanical stresses in a SMES system, the lower is the 

magnet weight (Equation [13.7]). To minimize the weight, the conductor 

should combine the function of current transport and mechanical support. 

This is the reason for the great interest in IBAD  2G tapes for SMES, since 

they withstand more than 800 MPa without any degradation. 
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 Nevertheless, the 2G wires are anisotropic thin tapes. The magnet designer 

should reduce the transverse magnetic fl ux density, which signifi cantly 

affects the current capacity (Fig. 13.15). High current cables from 2G wires 

remain an issue, due to their geometry, but some means to address this are 

under investigation, such as Roebel bars. 34  

 Though 2G HTS wires offer exciting perspectives, their present cost is the 

real bottleneck, but they are still in development stage with reduced produc-

tion. They are today at least 20 times more expensive than Nb-Ti, and Nb-Ti 

SMES systems are already too expensive. The cost of HTS will decrease a 

lot in the future, so HTS SMES offers great promise. 

 MgB 2  wires, another area of research , do not have the potential for a very 

signifi cant breakthrough, even at low conductor cost. The operating temper-

ature increase is not signifi cant enough compared to Nb-Ti (10–15 K instead 

of 4 K). The current capacities at higher temperatures decrease rapidly with 

magnetic fl ux density.   

  13.5.4      Magnet protection 

 To protect a magnet is to design it such that the hot spot temperature after 

a quench does not reach values that may damage the magnet. The hot spot 

temperature is overestimated from the thermal adiabatic equation:  
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 13.14      Typical specifi c heat vs temperature (copper example).  
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 The time integration of the two members gives the hot spot temperature 

( T  max ):  

    
c T

T F Tp

T

T

oTT ( )T
d

0

∞

∫ ∫j t( )t d2
( ) ( )

ρ

maTT x

maTT x        [13.18]   

 The classical technique is to discharge the magnet into an external dis-

charge resistance ( R   d  ) when the quench is detected ( t  det  after the real 

quench). The magnet resistance is supposed negligible compared to the 

discharge resistance. The time integration of the square of the current is 

then very simple, and the equation can be rewritten introducing the relevant 

quantities:  
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13.15      Overall tape current densities at various temperatures  vs  

longitudinal magnetic fi eld except at 4.2 K (transverse characteristic as 

well) data from CEA and CERN.  
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  W   o   is the energy for the SC current  I   o   or current density  J   o  .  V  max  is the max-

imum voltage across the SC magnet, which fi xes the maximum power ( P  max  

 = V  max   I   o  ). 

 This equation shows that a magnet becomes more diffi cult to protect 

when the current density and/or the energy increases. The sensitivity of the 

quench detection, which defi nes the detection delay ( t  det ), plays an impor-

tant part. But detection is diffi cult with HTS magnets. Nevertheless, since 

SMESs are above all attractive as power sources, their low ratio  W   o   /P  max  is 

favourable for their protection. 

 Let us consider some orders of magnitude. Superconductors experience 

no damage for temperatures of 400 K with some margin. Some YBCO 

tapes have indeed reached 720 K without any signifi cant degradation 35  in 

fault current limiters (FCL). For magnets, thermal differential contraction 

stresses have to be studied. Taking 400 K for  T  max  and 100 ms for  t  det  as 

well as for  W   o   /P  max  the overall current density must be lower than 450 MA/

m 2  for the SCS4050 SuperPower tape (http://www.superpower-inc.com/). 

Reducing the tape resistivity (thicker copper stabilizer) may increase this 

already rather high value. Such high current densities are only required 

for small SMESs. For SMESs above 50 MJ Fig. 13.9 has shown that overall 

current densities of the order of 200 MA/m 2  are enough to design sole-

noid magnets with mass specifi c energy of the order of 26 kJ/kg (two times 

today’s record value).   

  13.6     Applications of SMES 

 Table 13.5 summarizes the main applications of SMESs.      

  13.6.1      SMES for the power grid 

  Load levelling 

 The idea of the SMES was fi rst conceived in 1970; the motivation was to level 

the diurnal load in the French electricity network. 4  The energies required 

(thousands of MWh) led to huge magnets (1 km in diameter, see Table 13.1) 

with a lot of realization diffi culties. Furthermore, SMES is not the best solu-

tion in this case, due to the long cycles (hours). Pumped hydroelectric offers 

an alternative which is generally chosen. Of course, the need for two nearby 

water reservoirs with signifi cant altitude difference limits the available sites 

for this technology. 

�� �� �� �� �� ��



Superconducting magnetic energy storage (SMES) systems   467

© Woodhead Publishing Limited, 2013

 On the other hand SMES is very interesting to level some pulse loads 

with short cycles. Some power supplies use an energy tank to signifi cantly 

smooth the power consumption of pulse loads. A typical example is the 

proton synchrotron (PS) circular accelerator at CERN . This accelerator 

operates in pulse mode. The operational magnetic fl ux density is typically 

reached in 0.7 s, maintained during 0.3 s and returned to zero in 0.7 s. Six to 

eight millions of such cycles are performed each year. The maximum dissi-

pative power of this resistive accelerator is 10 MW, but 50 MW is required 

at the end of the magnet charge, whereas the power supply should absorb a 

large amount of power to lower the magnetic fl ux density. It is very interest-

ing, even indispensable, to have an energy tank to provide energy during the 

magnetic fi eld to raise and to recover energy during the magnetic fi eld fall. 

The fi rst PS power supplies used rotating machines as storage device, and 

now capacitors are used. This last power supply is called power converter 

for the PS (POPS main magnets 36 ). An SMES system is of interest to replace 

it, due to the mass and volume of the capacitors.  

  Flexible AC transmission system (FACTS) 

 With energies of some to tens of MJ, SMES can be used in the electricity net-

works as a FACTS 3 7   device. An SMES system operating in part as a FACTS 

device was the fi rst superconducting application installed in a real power 

grid. In 1976, the Los Alamos Scientifi c Laboratory began the development 

of a 30 MJ SMES for use on the Bonneville Power Authority’s Tacoma sub-

station 38  to damp low-frequency power oscillations. This SMES operated in 

real grid conditions for a very short time with only a few hundred energy 

transfers during a test, evaluation and commissioning period. The main oper-

ational issue was the refrigerator, which had been damaged during shipping 

from the manufacturer. No problems occurred with the Nb-Ti magnet and 

 Table 13.5     Main applications of SMES 

 Application  UPS  FACTS  Load 

levelling 

 Pulse power 

source 

 Use  Voltage-

power 

quality and 

security for 

sensitive-

critical 

loads 

 Active (and 

reactive) power 

exchanges 

with the grid 

to improve 

its operation 

(stability, 

capacity 

enhancement, 

etc.) 

 Pulsed 

loads with 

large stored 

energies 

(pulsed 

magnets, 

etc.) 

 Devices with 

high power 

/ short time 

requirements: 

  •   Electromagnetic 

launcher 

  •   Magnetic 

forming 
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the cryostat. An alternative solution for power fl ow variations was found 

while the 30 MJ coil was under construction. That approach was to replace 

some of the rectifi er diodes on the northern terminus of the existing DC link 

between the Pacifi c Northwest and Southern California with SCRs.  That 

solution successfully damped the oscillations. As a result, the LANL-BPA  

SMES operation was stopped. However, this experience was the fi rst suc-

cessful and conclusive demonstration and fi eld test of a large SMES opera-

tion in a real power grid. 

 More recently, in 2000, the American Superconductor company installed 

six SMES units at key points in the grid in northern Wisconsin, USA, to 

enhance its stability. 39  This grid was experiencing voltage instability prob-

lems with large momentary voltage depressions, which could have led to grid 

collapse. The six SMESs at different key locations in the grid injected real 

and reactive powers into the grid to boost the voltage and they increased 

the power transmission capabilities by 15%. Each SMES could provide con-

tinuously 2.8 MVAR (5.6 MVAR during 1 s) and 2 MW during a short dura-

tion. These SMESs were packaged in standard trailers for easy and rapid 

deployment. The commissioning of a 345 kV line some years later solved 

the voltage instability problems, and these SMES units were disconnected. 

 But electric grids require much more reactive than active power to 

enhance their operation. The active power requirement is rather rare. An 

SMES is only required for active power in FACTS. For reactive power, a 

FACTS using capacitors with a relatively low stored energy is suffi cient: 

D-VAR for example. 40  Such a FACTS meets most of the grid requirements.  

  Bridging power 

 The development of renewable energies for electricity grids poses the prob-

lem of storage, since they often are intermittent. If SMES cannot solve the 

issue of the management of energy or load levelling, it may be an attractive 

solution for short durations, up to seconds for power quality or bridging 

power. SMES may assure the continuity of service before the starting of 

other storage technologies better suitable for long durations. So, associated 

with other storage devices, an SMES may make it possible to cover the full 

range of durations.   

  13.6.2      SMES for local power conditioning: uninterruptible 
power supplies (UPS) 

 Several SMESs have been operated in UPS with power ratings in the 

order of MW. These are used locally for critical loads requiring ultra-clean 

power for sensitive processing (such as semiconductor chip fabrication 

facilities, for example) or military and research laboratory applications. 
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The superconducting magnet replaces the batteries classically used. These 

SMESs have been mainly provided by American Superconductor. 41  They 

have led to a considerable amount of test experience. From 2000, this com-

pany had accumulated more than 35 unit-years of operation. 

 One of the fi rst systems was installed in 1993 for an ammonia production 

furnace. Another 1.4 MVA/2.4 MJ SMES was installed at the Brookhaven 

National Laboratory (USA) to offer high quality power for a synchrotron 

radiation source. 42  It provides power during voltage sags or momentary 

interruptions to avoid beam loss. Owens Corning’s extrusion and produc-

tion lines in North Carolina have been protected by SMES from voltage 

sags. 43  Likewise, in South Africa, an SMES has protected a paper machine 

against 72 dips in 11 months. 44  

 In Japan several SMESs have been built. One objective is the protection 

of sensitive load against voltage dips. In 2003 a 5 MW–7 MJ SMES was fab-

ricated using Nb-Ti solenoid in a four-pole confi guration. 25  It has compen-

 13.16      10 MJ Chubu electric SMES in operation at Kameyama Factory, 

Sharp corporation.  
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sated voltage dips in a liquid crystal manufacturing factory. Another SMES 

system with a rating of 10 MVA was built in 2005 (Fig. 13.16).      

 A national Japanese programme is being carried out on SMES for load 

fl uctuation compensations. They have initiated the development of high- T   c   

SMES and tested a 1 MVA SMES using a Bi-2212 PIT  wire, but operating at 

4 K. 45  Due to the advances and performances of YBCO-coated conductors, 

SMES projects are based on these conductors now.  

  13.6.3      SMES for pulse power sources 

 Another SMES class are pulse power sources for dedicated applications with 

very high power demand over short time. In the 1980s, a large SMES devel-

opment programme was carried out in United States under the Strategic 

Defense Initiative (SDI). 46,47  The main objective was a power source for the 

Free Electron Laser, but utility applications were studied as well. As inter-

mediate stage, the SMES engineering test model (ETM) aimed to design and 

build a 20–30 MWh (72–108 GJ) – 400/1000 MW magnet (see Table 13.1, 

middle column). Two teams (Bechtel and Ebasco) were in competition in 

the design phase and they proposed rather different solutions. One used a 

60 kA Al stabilized Nb-Ti conductor with a helium bath cooling. The second 

was based on a 200 kA Nb-Ti CICC. It was developed and tested up to 303 

kA under 5 T at 1.8 K, which still is a world record in terms of current capac-

ity. Abandoning the SDI resulted in the termination of this SMES project. 

 Pulse power SMES sources using toroidal coil magnets have been also 

studied in Russia. 48,49  

 The D é l é gation G é n é rale pour l’Armement (DGA), the French institu-

tion in charge of research for army, has launched in the fi rst decade of this 

century a programme to develop an HTS SMES for rail electromagnetic 

launchers/guns 50,51  with Institute N é el and G2Elab among others. Since this 

application requires a short current pulse, SMES is the ideal power source 

with a very simple implementation (Fig. 13.3). Today power capacitors are 

used but a dissipative conversion circuit is required to transform the voltage 

source (capacitor) into a current source necessary for the rail gun. The huge 

currents (100−1000 kA) required by a rail gun remain a challenging issue 

for an SMES. Using an SMES, the current can be lowered compared to a 

capacitor-based source since the supplied current can be more constant dur-

ing the shot. 5  The XRAM concept (MARX spelt backwards) may be used to 

increase the discharge current: the magnet is made with several coils charged 

in series and discharged in parallel. Figure 13.17 shows the successful tests 

carried out with Institut Saint Louis (ISL) on the XRAM generator. 52       

 This DGA programme has led inter alia to an HTS SMES (Fig. 13.18) 

designed for 800 kJ (425 kJ achieved) based on a BiSrCaCuO conduc-

tor from Nexans. It operates at 20 K using only conduction cooling from 
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 13.18      (a, b) 800 kJ 20 K BSCCO conducting cooling SMES built in 

Grenoble.  
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cryocoolers for user friendly cryogenics. Taking into account the severe 

military environment, HTS suits much better than LTS. The purpose was 

to qualify several technological solutions on a representative level and to 

acquire an essential operational experience feedback. It has been followed 

by a refl ection phase with ISL to optimize the complete system. The use of 

YBCO has been analysed and show opportunities to enhance the mass spe-

cifi c energies (Fig. 13.9) so the interest of SMESs.        

  13.6.4      Summary 

 In summary, several SMES systems have proved their operational capabil-

ities for short-term (seconds) power at MW scale. They are commercially 

available and the fi eld test experience is very large in the US and Japan. 

Nevertheless, the number of SMES systems sold remains very low. The 

 Table 13.6     Main HTS SMES throughout the world 

 Organization  Country  Year  Data  SC  Application 

 Chubu 45   Japan  2004  1 MVA, 1 MJ  Bi-2212  Voltage stability 

 CAS 53   China  2007  0.5 MVA, 1 MJ  Bi-2223  Power quality 

 KERI 54   Korea  2007  0.6 MJ  Bi-2223  Power, voltage 

quality 

 DGA/CNRS 50   France  2007  0.8 MJ  Bi-2212  Pulse application/

rail gun 

 KERI 54   Korea  2011  2.5 MJ  YBCO  Power quality 

 Chubu 55  M-PACC 

project 

 Japan  100 MVA, 2.4 GJ  YBCO  Power system 

control 

 SuperPower, ABB, 

BNL, TcSUH 56  

 USA  2011–

2013 

 20 kW, 3.4 MJ  YBCO  Load levelling 

(b)

13.18 Continued
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major reason is the high initial cost coupled with the competition with more 

mature technologies. Moreover, SMES addresses niche applications having 

high active power and short time demands. 

 R&D mainly now concerns HTS SMES (Table 13.6).        

  13.7     Conclusion 

 SMES is particularly suitable for power sources of short duration, because 

the power density is much higher than the stored energy density. SMES 

is thus an excellent solution for applications such as pulse/transient power 

sources especially current sources, UPS or FACTS for power grids. A num-

ber of SMES units have been installed and operated successfully during 

many years demonstrating their very satisfying performances. The bottle-

neck for widespread commercialization of SMES remains the high capital 

cost. 

 The deregulation of the electricity market and the requirements to 

enhance the power capacities of the present grids bring the opportunity for 

FACTS or bridging power using SMES. 

 The need for pulse power sources for emerging applications such as elec-

tromagnetic launchers also offers very good opportunities for SMES since 

they offer a high performance, well-adapted solution. 

 Several characteristics of HTSs are very attractive for SMESs, especially 

YBCO-coated conductors, for which the following characteristics are signif-

icant: current capacity under large magnetic fl ux densities at temperatures 

much higher than 4 K, mechanical strength. But these very favourable and 

promising properties will be used only if these conductors can be produced 

at low cost.  
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