
Texts in Applied Mathematics 50

Editors
J.E. Marsden
L. Sirovich
S.S. Antman

Advisors
G. Iooss

P. Holmes
D. Barkley
M. Dellnitz
P. Newton



Texts in Applied Mathematics

1. Sirovich: Introduction to Applied Mathematics.
2. Wiggins: Introduction to Applied Nonlinear Dynamical Systems and Chaos.
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Series Preface

Mathematics is playing an ever more important role in the physical and biolog-
ical sciences, provoking a blurring of boundaries between scientific disciplines
and a resurgence of interest in the modern as well as the classical techniques
of applied mathematics. This renewal of interest, both in research and teach-
ing, has led to the establishment of the series Texts in Applied Mathematics
(TAM).

The development of new courses is a natural consequence of a high level
of excitement on the research frontier as newer techniques, such as numerical
and symbolic computer systems, dynamical systems, and chaos, mix with and
reinforce the traditional methods of applied mathematics. Thus, the purpose
of this textbook series is to meet the current and future needs of these advances
and to encourage the teaching of new courses.

TAM will publish textbooks suitable for use in advanced undergraduate
and beginning graduate courses, and will complement the Applied Mathe-
matical Sciences (AMS) series, which will focus on advanced textbooks and
research-level monographs.

Pasadena, California J.E. Marsden
Providence, Rhode Island L. Sirovich
Houston, Texas M. Golubitsky
College Park, Maryland S.S. Antman



Preface

Mathematics is more an activity than a theory
(Mathematik is mehr ein Tun als eine Lehre)
Hermann Weyl, after L.E.J. Brouwer

Perturbation theory is a fundamental topic in mathematics and its appli-
cations to the natural and engineering sciences. The obvious reason is that
hardly any problem can be solved exactly and that the best we can hope for
is the solution of a “neighbouring” problem. The original problem is then a
perturbation of the solvable problem, and what we would like is to establish
the relation between the solvable and the perturbation problems.

What is a singular perturbation? The traditional idea is a differential equa-
tion (plus other conditions) having a small parameter that is multiplying the
highest derivatives. This covers a lot of cases but certainly not everything. It
refers to boundary layer problems only.

The modern view is to consider a problem with a small parameter ε and so-
lution x(t, ε). Also defined is an “unperturbed” (neighbouring) problem with
solution x(t, 0). If, in an appropriate norm, the difference ‖x(t, ε) − x(t, 0)‖
does not tend to zero when ε tends to zero, this is called a singular per-
turbation problem. The problems in Chapters 1–9 are covered by both the
old(fashioned) definition and the new one. Slow-time problems (multiple time
dynamics), as will be discussed in later chapters, fall under the new definition.
Actually, most perturbation problems in this book are singular by this defi-
nition; only in Chapter 10 shall we consider problems where “simple” contin-
uation makes sense.

This book starts each chapter with studying explicit examples and intro-
ducing methods without proof. After many years of teaching the subject of
singular perturbations, I have found that this is the best way to introduce
this particular subject. It tends to be so technical, both in calculations and in
theory, that knowledge of basic examples is a must for the student. This view
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is not only confirmed by my lectures in Utrecht and elsewhere but also by lec-
turers who used parts of my text in various places. In this respect, Hermann
Weyl’s quotation which is concerned with the fundamentals of mathematics,
gives us the right perspective.

I have stressed that the proposed workbook format is very suitable for
singular perturbation problems, but I hope that the added flavour of precise
estimates and excursions into the theoretical background makes the book of
interest both for people working in the applied sciences and for more theoret-
ically oriented mathematicians.

Let me mention one more important subject of the forthcoming chapters.
There will be an extensive discussion of timescales and a priori knowledge of
the presence of certain timescales. This is one of the most widely used concepts
in slow-time dynamics, and there is a lot of confusion in the literature. I hope
to have settled some of the questions arising in choosing timescales.

What about theory and proofs one may ask. To limit the size of the book,
those mathematical proofs that are easy to obtain from the literature are listed
at the end of each chapter in a section “Guide to the Literature”. If they are
readily accessible, it usually makes no sense to reproduce them. Exceptions
are sometimes cases where the proof contains actual constructions or where
a line of reasoning is so prominent that it has to be included. In all cases
discussed in this book - except in Chapter 14 - proofs of asymptotic validity
are available. Under “Guide to the Literature” one also finds other relevant
and recent references.

In a final chapter I collected pieces of theory that are difficult to find in
the literature or a summary such as the one on perturbations of matrices or
a typical and important type of proof such as the application of maximum
principles for elliptic equations. Also, in the epilogue I return to the discussion
about “proving and doing”.

To give a general introduction to singular perturbations, I have tried to
cover as many topics as possible, but of course there are subjects omitted.
The first seven chapters contain standard topics from ordinary differential
equations and partial differential equations, boundary value problems and
problems with initial values within a mathematical framework that is more
rigorous in formulation than is usual in perturbation theory. This improves
the connection with theory-proof approaches. Also, we use important, but
nearly forgotten theorems such as the du Bois-Reymond theorem.

Some topics are missing (such as the homogenisation method) or get a
sketchy treatment (such as the WKBJ method). I did not include relaxation
oscillations, as an elementary treatment can be found in my book Nonlinear
Differential Equations and Dynamical Systems. Also there are books available
on this topic, such as Asymptotic Methods for Relaxation Oscillations and
Applications by Johan Grasman.

Perturbation theory is a fascinating topic, not only because of its appli-
cations but also because of its many unexpected results. A long time ago,
Wiktor Eckhaus taught me the basics of singular perturbation theory, and at
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about the same time Bob O’Malley introduced me to Tikhonov’s theorem and
multiple scales.

Many colleagues and students made remarks and gave suggestions. I
mention Abadi, Taoufik Bakri, Arjen Doelman, Hans Duistermaat, Wiktor
Eckhaus, Johan Grasman, Richard Haberman, Michiel Hochstenbach, James
Murdock, Bob O’Malley, Richard Rand, Bob Rink, Thijs Ruijgrok, Theo
Tuwankotta, Adriaan van der Burgh. I got most of section 15.5 from Van
Harten’s (1975) thesis, section 15.9 is based on Buitelaar’s (1993) thesis.

The figures in the first nine chapters were produced by Theo Tuwankotta;
other figures were obtained from Abadi, Taoufik Bakri and Hartono. Copyed-
itor Hal Henglein of Springer proposed the addition of thousands of comma’s
and many layout improvements.

I am grateful to all of them.
Corrections and additions will be posted on

http://www.math.uu.nl/people/verhulst

Ferdinand Verhulst, University of Utrecht
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1

Introduction

Perturbation theory, defined as the theory of approximating solutions of math-
ematical problems, goes back to ancient times. An important example is the
practice of measurement, where quantities such as distance and volume (such
as the contents of wine barrels) have been estimated by professional people
through the ages.

The theory of perturbations expanded very rapidly when mathematical
analysis was founded in the eighteenth century, and many classical results
in this field can be traced to Newton, Euler, Lagrange, Laplace, and others.
One of the most stimulating fields of application of that time was celestial me-
chanics, where the controversies and excitement about Newton’s gravitational
theory triggered many detailed calculational studies.

The establishment of more rigorous foundations of perturbation theory had
to wait until Poincaré (1886) and Stieltjes (1886) separately published papers
on asymptotic series, which are in general divergent; see also the discussion on
the literature at the end of Chapter 2. In the twentieth century, an additional
stimulus came from other fields of application. In 1905, Prandtl published a
paper on the motion of a fluid or gas with small viscosity along a body. In the
case of an airfoil moving through air, the problem is described by the Navier-
Stokes equations with large Reynolds number; see also Prandtl and Tietjens
(1934) and, for modern developments, Van Ingen (1998). Ting (2000) and
other authors discuss the boundary layer theory of fluids in a special issue
of the Zeitschrift für Angewandte Mathematik und Mechanik dedicated to
Ludwig Prandtl.

In this problem, there are two regions of interest: a boundary layer around
the solid body, where the velocity gradient becomes large, and the region
outside this layer, where we can neglect the velocity gradient and the viscosity.
The mathematical analysis of the problem uses this insight to develop an
appropriate perturbation theory in the case of the presence of boundary layers.
Notes on the historical development of boundary layer theory are given by
O’Malley (1991).
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As mentioned above, the roots of classical perturbation theory, which are
mainly in celestial mechanics, are quite old. A modern stimulus came from the
theory of nonlinear oscillations in electronics and mechanics. The name of the
Dutch physicist Balthasar van der Pol is connected with this field, for instance
in the theory of relaxation oscillations. One can find historical remarks in the
books by Bogoliubov and Mitropolsky (1961), Sanders and Verhulst (1985),
and Grasman (1987).

We conclude this introduction by giving some examples. Note that here
and henceforth ε will always be a small positive parameter:

0 < ε � 1.

Quantities and functions will be real unless explicitly stated otherwise.

Example 1.1
The first example is a series studied by Euler (1754) with partial sum

Sm(ε) =
m∑

n=0

(−1)nn!εn.

It is clear that the series diverges as, denoting the terms of the series by an,
we have ∣∣∣∣ an

an−1

∣∣∣∣ = nε.

However, the size of the terms for small values of ε does not increase much in
the beginning (i.e. if nε � 1), but growth seriously affects the partial sum for
larger values of m. The question is, can we use a number of the first terms of
such a divergent series to approximate a function in some sense? This looks
like a wild idea, but consider the function f(ε) defined by the convergent
integral

f(ε) =
∫ ∞

0
e−t dt

1 + εt
.

Partial integration leads to the expression

f(ε) = Sm(ε) + (−1)m+1(m + 1)!εm+1
∫ ∞

0
e−t dt

(1 + εt)m+2 .

The integral on the right-hand side converges, and we estimate

|f(ε) − Sm(ε)| ≤ (m + 1)!εm+1.

In some sense, to be made precise later on, for ε small enough, Sm constitutes
an approximation of f . To be more explicit, we give some numerical details.

ε f(ε) S2(ε) = 1 − ε + 2ε2

.05 .9543 .9550
.10 .9156 .9200
.20 .8521 .8800
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To see when the divergence becomes effective, we list Sm(.10) for m =
1, · · · , 21. The best approximation in this case is found for m = 9.

In Fig. 1.1 we show the behaviour of the error |Sm − f(.1)| as a function
of m. It is typical for an asymptotic approximation that there is an optimal
choice of the number of terms that generates the best approximation. In ap-
proximations by a convergent series, there is not such a finite optimal choice
and usually we take as many terms as possible.

m Sm(f(.1) = .9156) m Sm(f(.1) = .9156)
0 1 11 .9154
1 .9000 12 .9159
2 .9200 13 .9153
3 .9140 14 .9161
4 .9164 15 .9148
5 .9152 16 .9169
6 .9159 17 .9134
7 .9154 18 .9198
8 .9158 19 .9076
9 .9155 20 .9319
10 .9158 21 .8809

0 2 4 6 8 10 12 14 16 18 20
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

Fig. 1.1. The error |Sm − f(.1)| as a function of m; this behaviour is typical for an
asymptotic approximation that generally does not converge to the solution.

We shall now discuss some perturbation problems arising from differential
equations.

Example 1.2
The function φε(x) is defined for x ∈ [0, 1] as the solution of the differential
equation
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dφ

dx
+ εφ = cos x

with initial value φε(0) = 0.
Solving the “unperturbed” problem means putting ε = 0 in the equation;

we find, using the initial condition,

φ0(x) =
∫ x

0
cos tdt = sinx.

To solve the problem for ε > 0, we might try an expansion of the form

φε(x) =
∞∑

n=0

εnφn(x),

which, after substitution in the differential equation, leads to the recurrent
system

dφn

dx
= −φn−1, φn(0) = 0, n = 1, 2, · · · .

In this problem, it is natural to put all initial values for the higher-order
equations equal to zero. We find for the first correction to φ0(x), φ1(x) =
cos x − 1, so we have

φε(x) = sinx + ε(cos x − 1) + ε2 · · · .

The expansion for φε(x) is a so-called formal expansion, which leads to a
consistent construction of the successive terms. (Note that it is strange that
mathematicians call this a “formal” expansion when it is really “informal”.)
In this example, we can analyse the approximate character i.e., the validity
of this expansion, by writing down the solution of the problem, obtained by
variation of constants,

φε(x) = e−εx

∫ x

0
cos teεtdt.

We can study the relation between this solution and the formal expansion by
partial integration of the integral, see Fig. 1.2. We find

φε(x) = sinx + ε(cos x − e−εx) − ε2φε(x)

so that we have

φε(x) =
1

1 + ε2 (sin x + ε(cos x − e−εx)).

Expansion with respect to ε produces the validity of the formal approximation
on [0, 1].
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0
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0.8

1

0 0.5 1 1.5 2 2.5 3
x

Fig. 1.2. Solution (full line) and formal expansion (dashed line) with ε = 0.1 in
Example 1.2. Calculating higher-order approximations will improve the approxima-
tion.

Example 1.3
Suppose now that we change the interval in which we are interested in the
behaviour of the solution of the equation in Example 1.2 to [0,∞]. Note that
the formal approximation to O(ε),

φε(x) = sinx + ε · · · ,

still holds on the whole interval but the approximation to O(ε2) is not a
formal approximation. For x in a neighbourhood of x = 0, we recover the
formal approximation from the exact solution to O(ε2), but for x very large,
we find from the exact solution the approximation

sin x + ε cos x.

This motivates us to be more precise in our notions of approximation; we shall
return to this in Chapter 2.

Example 1.4
We consider for x ∈ [0, 1] the function φε(x) defined by the initial value
problem

ε
dφ

dx
+ φ = cos x, φε(0) = 0.

The equation is nearly the same as in Example 1.2 but, as will be apparent
shortly, the different location of ε changes the problem drastically. Substitut-
ing again a formal expansion of the form
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φε(x) =
∞∑

n=0

εnφn(x)

produces, after regrouping the terms,

φ0 − cos x +
∞∑

n=1

εn

(
φn +

dφn−1

dx

)
= 0.

So we have φ0 = cos x, φn = −dφn−1
dx , n = 1, 2, · · · , and as a formal expansion

φε(x) = cos x + ε sin x − ε2 cos x + · · · .

However, the expansion makes little sense, as we cannot satisfy the initial con-
dition! To understand what is going on, we write down the solution obtained
by variation of parameters,

φε(x) =
1
ε
e−x/ε

∫ x

0
et/ε cos tdt.

We expand the integral by partial integration to find

φε(x) = cos x − e−x/ε + e−x/ε

∫ x

0
et/ε sin tdt.

The function exp(−x/ε) is quickly varying in a neighbourhood of x = 0, see
Fig. 1.3. For say, x ≥

√
ε, this term is very small; we call it “exponentially

small”.
To order m, we find

φε(x) =
∑m

n=0(−1)nεn[cos(n)(x) − e−x/ε cos(n)(0)]
+ (−1)m+1εme−x/ε

∫ x

0 et/ε cos(m+1)(t)dt.

Introducing the expansion

Sm(x) =
m∑

n=0

(−1)nε(n)[cos(n)(x) − e− x
ε cos(n)(0)],

we have in [0, 1]

|φε(x) − Sm(x)| ≤ C εme− x
ε

∫ x

0 e
t
ε dt

≤ C εm+1
(
1 − e− x

ε

)
.

Note that Sm(x) satisfies the initial condition and represents an approximation
of the solution. The structure of the expansion, however, is essentially different
from the formal expansion. On the other hand, the formal expansion represents
the solution well outside a neighbourhood of x = 0.

In the next chapter, we shall make our terminology more precise. This is
essential to avoid confusion and to obtain a fair appraisal of the results to be
obtained by expansion techniques.
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Fig. 1.3. Solution (full line) and formal expansion (dashed line) with ε = 0.1 in
Example 1.4. The solution goes through a fast transition near x = 0.
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Basic Material

When calculating series expansions for solutions of equations, it is important
to have a clear view of the meaning of these expansions. For this it is necessary
to introduce a number of definitions and concepts that will be our tools in
what follows.

2.1 Estimates and Order Symbols.

In this section, we present a number of basic concepts that are necessary to
discuss approximation theory. We would like to estimate vector fields that
depend on a small parameter ε, but we start in a simple way by considering
pairs of real continuous functions f(ε) and g(ε), where 0 < ε ≤ ε0 � 1.

To compare these functions, we can use Landau’s order symbols 0 and o.

Definition
f(ε) = 0(g(ε)) for ε → 0 if there exist positive constants C, ε0 such that in
(0, ε0]

|f(ε)| ≤ C| g(ε)| for ε → 0.

Example 2.1
Compare the functions

f(ε) = ε, g(ε) = 2ε,
f(ε) = ε, g(ε) = sin ε − 3ε,

f(ε) = ε2, g(ε) = ε
1
2 .

Definition
f(ε) = o(g(ε)) for ε → 0 if we have

lim
ε→0

f(ε)
g(ε)

= 0.
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Example 2.2
Compare the functions

f(ε) = ε2, g(ε) = ε,

f(ε) = sin ε − ε, g(ε) = ε3/2 + ε.

It is interesting to note that Landau’s order symbols enable us also to compare
functions that do not exist for ε = 0. For instance, the estimate

1
ε

= o

(
1
ε2

)

informs us about the rate of divergence of the two functions 1/ε and 1/ε2 for
ε → 0.

A second remark is that, against the rules of the use of Landau’s symbols,
we shall usually leave out the expression “for ε → 0” in our estimates as this
is the case that we are always considering in this book.

A third remark is that an estimate f(ε) = 0(g(ε)) can sometimes be im-
proved to an o-estimate and that sometimes this is not the case. For instance,
ε = 0(2ε) and ε 
= o(2ε) but ε2 = 0(ε) and ε2 = o(ε). It is natural to compare
order functions, and sometimes we have to be more precise in our estimates;
two definitions are in use in the literature.

Definition of equivalence
The functions f(ε) and g(ε) are equivalent, f(ε) ≈ g(ε) as ε → 0, if
f(ε) = 0(g(ε)) and g(ε) = 0(f(ε)) for ε → 0.

Although this looks like a natural definition, equivalence is a strong prop-
erty and we shall hardly use it in practice.

Example 2.3
Simple examples of equivalence are

ε ≈ 24ε,

ε ≈ 6 sin ε.

There are many subtle difficulties with these order estimates. One might for
instance think that if two functions f(ε) and g(ε) are not equivalent, f(ε) 
≈
g(ε), and while f(ε) = 0(g(ε)) for ε → 0, we would have f(ε) = o(g(ε)). This
is not the case, as for instance εsin(1/ε) = 0(ε) for ε → 0, and the reverse is
not true because of the infinite number of zeros of sin(1/ε) as ε → 0. However,
ε sin(1/ε) 
= o(ε), as the lim

ε→0
sin(1/ε) does not exist.

Another definition enables us to give a sharp estimate of functions that is
more useful.
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Definition
f(ε) = 0s(g(ε)) if f = 0(g) and f 
= o(g) for ε → 0.

It is clear that equivalence of functions implies the sharp estimate, f ≈ g ⇒
f = 0s(g). On the other hand, one can show that there exist pairs of functions
such that f = 0s(g) while f 
≈ g.

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

ε

ε3

Fig. 2.1. Illustration of partial ordering of order functions by considering the func-
tions ε, ε2, and ε sin2(1/ε) + ε3.

In what follows we shall use the 0, o, and 0s symbols. We should keep in
mind, however, that with these tools we cannot compare all real continuous
functions defined in (0, ε0]. Consider for instance the functions f(ε) = ε2 and
g(ε) = ε sin2(1/ε)+ε3, see Fig. 2.1. Consider two infinite sequences of numbers
converging towards zero for n = 1, 2, · · ·

an = (2nπ)−1, sin(1/an) = 0,
bn = (2nπ + 1

2π)−1, sin2(1/bn) = 1.

Comparison of the magnitudes of f and g on these sequences produces essen-
tially different answers in each small neighbourhood of ε = 0. This example
shows that the ordering of functions with respect to their magnitude intro-
duced by the 0, o symbols is a partial ordering. On the other hand, this should
not worry us too much, as we shall find a set of comparison functions, order
functions, that will be sufficient to estimate any continuous function f(ε).

Definition
E is the set of order functions δ(ε) defined in (0, ε0] that are real, positive,
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continuous, and monotonic and for which lim
ε→0

δ(ε) exists. The extended set Ē
consists of the functions δ(ε) with δ ∈ E or δ−1 ∈ E .

Example 2.4
The following order functions are often used:
δn(ε) = εn or e−n/ε, n = 1, 2, · · ·.

The following remarkable theorem enables us to find, in principle, an estimate
for any continuous function.

Theorem 2.1
Suppose that f(ε) is a real continuous function in (0, ε0), not identically zero,
then there exists an order function δ ∈ Ē such that f = 0s(δ).

Proof: See Eckhaus (1979).

2.2 Asymptotic Sequences and Series

We have seen in Chapter 1 how the series studied by Euler can be used to
approximate a certain integral. In general, we wish to approximate functions
sometimes given as integrals, or functions implicitly defined as the solution of
a differential equation. First we define asymptotic sequence.

Definition
A sequence of order functions δn(ε), n = 0, 1, 2, · · · is called asymptotic if for
n = 0, 1, 2, · · · δn+1 = o(δn), ε → 0.

Example 2.5
δn = εn+1, n = 0, 1, 2, · · · .

Of course, an asymptotic sequence can have a finite or infinite number of el-
ements. It is useful to generalise this as follows.

Definition
A sequence of real continuous functions fn(ε), n = 0, 1, 2, · · · in (0, ε0] is called
asymptotic if one has fn(ε) = 0s(δn(ε)) for ε → 0 with the δn(ε) order func-
tions and δn+1 = o(δn), n = 0, 1, 2, · · · for ε → 0.

The idea here is to compare the functions fn(ε), which are expected to be
asymptotically ordered by using order functions δn(ε). This is possible ac-
cording to Theorem 2.1 given in the preceding section.

Example 2.6
sin ε + ε2 sin(1/ε), ε sin ε + ε3sin(1/ε), e−1/ε cos ε can be compared with the
order functions ε, ε2, e−1/ε, which form an asymptotic sequence.
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We are now prepared for the following definition.

Definition
The sum

∑m
n=0 anfn(ε) with constant coefficients an is called an asymptotic

series if fn(ε), n = 0, 1, 2, · · · , m is an asymptotic sequence.

Note that we may put m = ∞; the existence or nonexistence of the sum
has nothing to do with the asymptotic character of the series. Sometimes we
call the sum an asymptotic expansion. An example is the series obtained in
the introduction,

∞∑
n=0

(−1)nn ! εn.

It improves our insight into asymptotic sequences and series to point out
one more basic difference with convergent sequences. As we know, the set of
real numbers is ordered such that if we take a sequence of positive numbers
converging towards zero, the terms of the sequence are ordered such that the
terms become arbitrarily small and there exists no positive number smaller
than all elements of this sequence. An analogous result does not hold for
asymptotic sequences.

Theorem 2.2
(du Bois-Reymond)
For any asymptotic sequence δn(ε), n = 0, 1, 2, · · · , there exist order functions
δ0(ε) such that for all n

δ0 = o(δn).

Remark
The theorem was introduced by du Bois-Reymond in 1887 (see Borel, 1902)
to study the growth of functions near a singularity. A corollary has been given
by Hardy (1910); the present formulation of the theorem is due to Eckhaus
(1979). For a proof, see Section 15.1.

It is easy to find examples: take δn = εn, n = 0, 1, 2, · · · and δ0 = e−1/ε.
The amazing thing about the theorem is that such a δ0 exists for any sequence,
for instance

δ1 = e−1/ε, δ2 = e−1/δ1 , · · · , δn = e−1/δn−1 , · · · .

We take such a δ0 and construct δ1 = e−1/δ0
, δ2 = e−1/δ1 , · · · and we may

repeat the process ad infinitum.

2.3 Asymptotic Expansions with more Variables

Consider a function parametrised by the small parameter ε : φ = φε(x);x ∈
D ⊂ R

n. Take for instance the functions εx and εsin x for x ≥ 0. Estimating
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these functions with respect to ε, one notices that εx is not uniformly bounded
on the domain, while ε sin x is bounded. Intuitively we would be inclined to
put ε sin x = 0(ε) for x ≥ 0; if the domain is finite, for instance 0 ≤ x ≤ 1, we
would also put εx = 0(ε); see Example 1.4 for such a case.

To estimate the magnitude of a function φ = φε(x), x ∈ D ⊂ R
n, we use a

given norm ‖·‖. The choice of the norm is usually a natural one in the context
of a given perturbation problem, as we shall see. Often we use the supremum
(sup) or uniform norm

‖φε(x)‖D = sup
x∈D

|φε(x)|,

where |.| indicates the Euclidean norm of the vector function. The resulting
magnitude is a scalar function of ε, which we can try to estimate in terms of
order functions. So we have in the sup norm

‖ε sin x‖R+ = sup
x∈R+

|ε sin x| = ε,

which is a simple estimate.

Definition
Consider φε(x), x ∈ D ⊂ R

n, with φε an element of a linear set of functions
provided with some norm ‖ · ‖D; δ(ε) is an order function. Then, for ε → 0,

φε(x) = 0(δ(ε)) in D if ‖φε‖D = 0(δ(ε)),
φε(x) = o(δ(ε)) in D if ‖φε‖D = o(δ(ε)),
φε(x) = 0s(δ(ε)) in D if ‖φε‖D = 0s(δ(ε)).

In the previous examples, we have, using the sup norm,

ε sin x = 0s(ε) ∈ R
+,

εx = 0s(ε) ∈ [0, 1].

Remark
It is instructive to note the influence of the choice of the norm. Consider for
instance

φε = e−x/ε, x ∈ [0, 1].

Using the sup norm we have e−x/ε = 0s(1). Another norm, the L2-norm

‖φε‖ =
(∫ 1

0
φ2

ε(x)dx

) 1
2

produces e−x/ε = 0s(
√

ε). So we may have an asymptotic estimate of a func-
tion in a particular norm that is not valid in another norm. In real-life appli-
cations it is important to have estimates in the natural norms of the problem
at hand.
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Remark
The definitions given here enable us to give a meaning to the expansion ob-
tained in Example 1.4 of Chapter 1. The problem was to study the solution
of

ε
dφ

dx
+ φ = cos x, φε(0) = 0, x ∈ [0, 1].

We have found the expansion

φε(x) =
m∑

n=0

εnψn(x,ε) + Rm

with ψn = (−1)n[cos(n)(x) − e−x/ε cos(n)(0)] and

|Rm| ≤ Cεm+1(1 − e−x/ε).

In the sup norm, ψn = 0s(1) and (1−e−x/ε) = 0s(1). It is natural to interpret
this expansion as an asymptotic series as follows.

Definition
m∑

n=0

ψn(x, ε) is an asymptotic series in D with respect to a given norm if

ψn(x, ε) = 0s(δn) and δn(ε), n = 0, 1, · · · is an asymptotic sequence.

It is clear from Theorem 2.1 that any nontrivial continuous function φε(x)
can be estimated by an order function δ(ε) such that φε(x) = 0s(δ(ε)). This
has the practical consequence that we can always rescale

φε(x) = δ(ε)φ̄ε(x)

with δ(ε) an order function and φ̄ε(x) = 0s(1). Rescaling is useful in defining
asymptotic approximations in the sense that it is natural to rescale before
estimating. If we omit this, we would have a definition such as φ̃ is an asymp-
totic approximation of φ if φ − φ̃ = o(1). This implies that ε would be an
asymptotic approximation of ε2; this makes little sense.

Definition
φ̃ε(x) is an asymptotic approximation of φε(x) in D with respect to a given
norm if φε(x) = 0s(1) and φε(x) − φ̃ε(x) = o(1).

The definitions of an asymptotic series and an asymptotic approximation
can be combined to study asymptotic expansions, which are approximating
series of the form
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m∑
n=0

δn(ε)ψn(x, ε).

In this expression, δn, n = 0, 1, · · · is an asymptotic sequence and ψn(x, ε) =
0s(1).

2.4 Discussion

In this section, we discuss three fundamental aspects of asymptotic expan-
sions: nonuniqueness, convergence, and the practical significance of the du
Bois-Reymond theorem. Consider a function φε(x) in D. We wish to study
an asymptotic expansion of the function with respect to a given norm. Note
that there is no uniqueness of expansion.

Example 2.7
(non-uniqueness; Eckhaus, 1979)

φε(x) =
(

1 − ε

1 + ε
x

)−1

for x ∈ [0, 1].

Using the binomial expansion rule, we have

φε(x) =
m∑

n=0

(
ε

1 + ε

)n

xn + O(εm+1).

This is an asymptotic expansion with respect to the set of order functions
δn = ( ε

1+ε )n, n = 0, 1, 2, · · · . However, we may also write

φε(x) = 1+ε
1+ε(1−x) = (1 + ε)

m∑
n=0

(−1)nεn(1 − x)n + 0(εm+1)

= 1 +
m∑

n=1

εnx(x − 1)n−1 + 0(εm+1).

This is an asymptotic expansion of the same function with respect to a dif-
ferent set of order functions.

Note that the expansion is unique with respect to a given asymptotic se-
quence δn(ε), n = 0, 1, 2, · · · with φε(x) = 0s(δ0). We have

φε(x) =
m∑

n=0

δn(ε)ψn(x)

with
ψ0 = lim

ε→0
φε/δ0,

ψ1 = lim
ε→0

(φε − δ0ψ0)/δ1,

ψ2 = lim
ε→0

(φε − δ0ψ0 − δ1ψ1)/δ2, etc.
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2.4.1 The Question of Convergence.

We will sometimes put

δε(x) =
∞∑

n=0

δnψn,

but this is considered as an asymptotic series generally with no convergence;
compare this for instance with the expansion of the integral in Chapter 1.

Moreover, even if the asymptotic series converges, the limit need not equal
the function that we have expanded. Consider the function

φε(x) = ψε(x) + e−x/ε, x ≥ 1.

Suppose we can expand ψε(x) =
∑∞

n=0 εnψn(x) and this series is supposed to
be convergent. It is clear that

φ̃ε(x) =
m∑

n=0

εnψn(x)

is an asymptotic approximation of φε(x) that even converges for m → ∞. The
limit, however, does not equal φε(x).

2.4.2 Practical Aspects of the du Bois-Reymond Theorem.

One might wonder whether the fact that there always exists an order function
smaller than any term of an asymptotic sequence, as discussed in Section 2.2,
has any practical importance. If one has constructed a nontrivial asymptotic
approximation in some application, does this theorem matter? Remarkably
enough it does, if two phenomena that are qualitatively very different are
present in a problem. We shall meet examples of this in Chapter 4 and in
what follows, where we have asymptotic expansions of a very different nature
within one problem. We discuss another example here.

Consider a two degrees of freedom Hamiltonian system near a stable equi-
librium point

ṗ =
∂H

∂q
, q̇ = −∂H

∂p
,

with H = H0(p, q)+εH1(p, q); p and q are two-dimensional, and suppose that
for ε = 0 the Hamiltonian system is integrable. This means that for ε = 0, a
second independent integral exists apart from the Hamiltonian. Near stable
equilibrium the energy manifold is foliated in invariant tori around the stable
periodic solutions.

The KAM-theorem tells us that, under certain conditions, for ε nonzero
but small enough, an infinite number of invariant tori survive. Constructing
asymptotic approximations of the solutions by expansion in powers of ε, one
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finds these tori and periodic solutions. To any order (power) of ε, the approx-
imating system is integrable, i.e., in the asymptotic approximation, the tori
fill up phase-space near stable equilibrium.

We know however, that Hamiltonian systems with two degrees of freedom
are generally nonintegrable and that chaotic phaseflow is present. There has
been a lot of confusion in the literature about this, as we do not find these
chaotic orbits in the perturbation expansion described above.

The explanation is that in the case of systems with two degrees of freedom
near stable equilibrium, the measure of the chaotic orbits is o(εn) for any
n; the measure is exponentially small. An explicit example to demonstrate
this has been studied by Holmes et al. (1988). A general discussion and more
references can be found in Verhulst (1998, 2000).

This shows that the du Bois-Reymond theorem is of practical importance
if a problem contains qualitatively different types of solutions that are char-
acterised by different order functions of the perturbation parameter.

2.5 The Boundary of a Laser-Sustained Plasma

To illustrate the use and efficiency of asymptotic expansions, we consider a
laser beam focused in a monatomic gas. If the laser intensity is high enough,
a region of plasma can be created near the focal point. We consider a very
simple model describing the local temperature T of the gas by an energy
balance equation. In the case of equilibrium, the equation is

ε2�T − T + I0F (r, T )H(T − 1) = 0

with, assuming spherical symmetry, the Laplace operator

� =
1
r2

∂

∂r

(
r2 ∂

∂r

)
;

ε is the heat conductivity coefficient, supposed to be small; −T stands for the
radiation losses; I0 is a constant indicating the laser intensity, F (r, T ) describes
the absorption process that takes place if the temperature is high enough (i.e.,
T ≥ 1). The Heaviside function H(T − 1) switches off the absorption process
if T < 1 as

H(T − 1) = 1, T ≥ 1
= 0, T < 1.

The absorption coefficient takes the form

F (r, T ) =
1

r2 + a2 exp
(

−
∫ ∞

r

H(T (ξ) − 1)dξ

)

where a2 represents the imperfection of the focusing device and the exponen-
tial accounts for the loss of intensity due to absorption.
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Note that the trivial solution T = 0 satisfies the equation. We shall look
for nontrivial solutions, ignited by the laser beam in a sphere around the focal
point, with the properties

T (r) > 1, 0 ≤ r < R,
T (R) = 1,
T (r) < 1, r > R,

lim
r→∞T (r) = 0,

where R is the boundary of the plasma.
We start with the solution for T (r) outside the plasma. The equation is

ε2 1
r2

d

dr

(
r2 dT

dr

)
− T = 0

or, with v = Tr,

ε2 d2v

dr2 − v = 0.

Solving the equation produces

T (r) =
1
r
(Ae−r/ε + Ber/ε).

The requirement at infinity means that B = 0. The boundary of the plasma
corresponds with T (R) = 1, which determines A. We find for the temperature
outside the plasma

T (r) =
R

r
e−(r−R)/ε,

where R is still unknown. Inside the plasma, the equation becomes

ε2�T − T +
I0

r2 + a2 e−(R−r) = 0.

For this equation, we have three conditions:

1. T (R) = 1,
2. lim

r→o
T (r) exists (regularity of the solution). Moreover,

3. dT
dr

∣∣
r↑R = dT

dr

∣∣
r↓R

(continuity of the heat flux across the boundary).

The third condition becomes dT
dr

∣∣
r↑R = − 1

ε − 1
R .

Do we have too many conditions? Usually there are two conditions for a
second order equation, but in this case we have the additional free parame-
ter R. The solution describing the temperature T inside the plasma can be
obtained by variation of constants; we have, using conditions (1) and (3),

T (r) =
1
r

[
− I0

2ε

{
er/ε

∫ r

R

e−t/εe−(R−t) tdt

t2 + a2

−e−r/ε

∫ r

R

et/εe−(R−t) tdt

t2 + a2

}
+ Re(R−r)/ε

]
.
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This can be verified by differentiation and substitution. Note that condition
2 (regularity at the origin) means that the expression [ ] tends to zero as
r → 0. We determine R with this condition, which produces the relation

R =
I0

2ε
e−R/ε

[∫ R

0
et/εe−(R−t) tdt

t2 + a2 −
∫ R

0
e−t/εe−(R−t) tdt

t2 + a2

]
.

This relation determines R implicitly as the solution of a transcendental equa-
tion, but it is not an easy one.

To get an asymptotic estimate of R, we integrate partially; we find

R = I0
2

R
R2+a2 + 0(ε) or

R2 = 1
2I0 − a2 + 0(ε).

We conclude that a plasma solution exists whenever the intensity I0 is such
that I0 > 2a2, a result that is both simple and unexpected. See Eckhaus et
al. (1985) for more results on these plasma problems.
In Chapter 3, we give an elementary introduction to the techniques estimating
integrals.

2.6 Guide to the Literature

A number of the examples and basic results in this chapter can be found in
Eckhaus (1979). For the fundamentals of asymptotic theory, see also Erdélyi
(1956) and De Bruijn (1958).

In the nineteenth century, before the papers of Poincaré (1886) and Stielt-
jes (1886), the use of divergent series and asymptotics was not generally ac-
cepted. This attitude was clearly expressed by d’Alembert, who wrote around
1800: “For me, I have to state that all reasonings which are based on non-
convergent series seem to be very suspect, even if the results agree with correct
results obtained in another way.” However, around 1900, after the papers of
Poincaré and Stieltjes, divergent series became an accepted research topic.

A still very readable text also with historical remarks - among them
d’Alembert’s observation - is Borel (1901); see also Borel (1902, Chapter 3).
The du Bois-Reymond theorem (1887) is discussed by Borel in the context of
orders of infinity; see also Hardy (1910).

New developments in the basics of asymptotic series were the introduc-
tion of neutrices (Van der Corput, 1966) and nonstandard analysis. Neutrix
calculus has not yet fullfilled its promise to start new theories and applica-
tions. Nonstandard analysis is flourishing; it is used to develop new concepts
to characterise asymptotic behaviour together with a number of interesting
applications; see for instance, Van den Berg (1987) and Jones (1997).
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2.7 Exercises

Exercise 2.1 Consider again the function φε(x) = e−x/ε, x ∈ [0, 1]. We have
estimated this function using the sup norm and the L2-norm; we introduce
two additional norms.

‖φ‖ = sup
x∈D

|φ| + sup
x∈D

∣∣∣∣dφ

dx

∣∣∣∣ and ‖φ‖ =

(∫ 1

0

(
φ2 +

(
dφ

dx

)2
)

dx

) 1
2

.

Estimate e−x/ε again using these four norms for x ∈ [1, 2]. Make the statement
in Example 1.4 that this function is nearly zero for x ≥

√
ε more precise.

Exercise 2.2 Compare the following order functions:

a. Show that: εn = o(εm) if n > m.
b. Compute an order function δ(ε) such that ε sin 1

ε is 0(δ(ε)); give examples
in which ε sin(1

ε ) = 0s(δ(ε)).
c. Consider δ(ε) = −ε2 ln ε; do we have δ(ε) = 0(ε2 ln2(ε)), or o, or 0s?
d. Show that exp(− 1

ε ) = o(εn) with n ∈ N.

Exercise 2.3 Consider the functions f(x) and g(x), with x ∈ R:

f(x) = x,
g(x) = x exp(x) + x2.

a. Compare f(x) and g(x) for x → 0. (This means compute whether f(x) =
0(g(x)) or g(x) = 0(f(x)), or o, or 0s)

b. Answer the same question as in part (a) for x → +∞.

Exercise 2.4 Compare the functions f(x) and g(x), x ∈ R, for x ↓ 0:

f(x) = x2,
g(x) = x sin2( 1

x ) + x3.

Exercise 2.5 Find an order function δ(ε) such that

sin(ε) = δ(ε) + 0(ε4).

Does the estimate hold with 0s instead of 0?

Exercise 2.6 Consider the following sequences:

a. {δn(ε)}∞
n=1, with δn(ε) = −εn ln ε.

Prove that this sequence is an asymptotic sequence.
b. Answer the same question as in part (a) with δ1(ε) = sin ε and δn(ε) =

εn exp(−1
ε ) with n = 2, 3, 4, · · · .



22 2 Basic Material

c. Answer the same question as in part (a) with the sequences {δn(ε)}∞
n=0,

where δn(ε) = εn.

Exercise 2.7 Consider the function

f(ε) = sin ε + (cos ε) exp
(

−1
ε

)
.

a. Which asymptotic sequence(s) from Exercises 2.5 and 2.6, can one use to
construct approximations for f(ε)?

b. Are the approximations convergent or only asymptotic? Do they converge
to f(ε)?

Exercise 2.8 Prove that if δ1(ε) = 0(δ2(ε)), then

a. O(δ1) + O(δ2) = O(δ2).
b. o(δ1) + o(δ2) = o(δ2).
c. O(δ1) + o(δ2) = O(δ2).

Exercise 2.9 We consider expansions for x ∈ R
+.

a. Consider the expansion

f(x; ε) =
√

x + ε =
√

x

(
1 +

ε

2x
− ε2

8x2 + · · ·
)

For which values of x is this an asymptotic sequence.
b. Answer the same question as in part (a) for the expansion

g(x; ε) =
1

1 + εx
= 1 − εx + ε2x2 − ε3x3 + · · · .

Exercise 2.10 Consider the quadratic equation (x ∈ R):

x2 + εx − 1 = 0,

with 0 < ε � 1.

The solution of this equation is called xε; x0 is the solution of x2 − 1 = 0.

a. Is it true that limε↓0 xε = x0?
b. Use the explicit solutions to construct an asymptotic expansion for xε.
c. Substitute x =

∑∞
n=0 cnεn in the equation and compute the coefficients

cn. We call this expansion a formal expansion. Is this formal expansion
asymptotic? Is it convergent?

d. How do we know a priori (without using part b) that the formal expansion
is asymptotic and even convergent?
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Exercise 2.11 Consider the quadratic equation for x ∈ R:

x2 − 2x + (1 − ε) = 0.

a. Is it true that for the solutions of this equation we have limε↓0 xε = x0?
b. What is the result of the formal procedure of Exercise 2.10? Is this pre-

dictable? This phenomenon, which appears for ε ↓ 0, is called a bifurca-
tion.

Exercise 2.12 Consider the following quadratic equation for x ∈ R:

εx2 + x + 1 = 0.

a. Which expression do we find for the roots of the quadratic equation after
substituting the formal expansion x = x0 + εx1 + ε2x2 + · · · ?

b. Putting ε = 0, we obtain one root. Rescale x = y/εp; choose p suitable and
compute the coefficients of the formal expansion y = y0 +εy1 +ε2y2 + · · · .
Determine y0 and y1.

c. Compare the expansion obtained in parts (a) and (b) with the exact (ex-
plicit) solutions of the equation.

Exercise 2.13 Consider a system of two bodies with Newtonian attraction
and loss of mass. The variation of the eccentricity e and the angular variable
E (eccentric anomaly) are given by

de

dt
= ε

(1 − e2) cos E

(1 − e cos E)
,

dE

dt
= β

(1 − e2)3/2

(1 − e cos E)
− ε

sin E

e(1 − e cos E)
.

0 < β is a dynamical constant independent of ε, 0 < ε � 1, and 0 ≤ e < 1.

a. Determine the stationary solutions e = e0 (constant) and E = E0 (con-
stant).

b. Approximate the stationary solutions for e. (Construct a formal expansion
in powers of (ε/β).)

For more details and references, see Verhulst (1975).

Exercise 2.14 Consider the equation x = eεx − 1 for x ≥ 0. This equation
has two roots, one is x = 0. Find an asymptotic approximation of the other
root.

Exercise 2.15 Give an estimate for the integral∫ 1

0
e− x2

ε dx.
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Approximation of Integrals

The techniques of expanding integrals have proved to be very useful in math-
ematical analysis, physics, fluid dynamics, and the technical sciences. There
exist a number of excellent introductory books on the subject, a reason to be
relatively brief here. A useful book has been written by Olver (1974); see also
Erdelyi (1956), De Bruijn (1958), Jeffreys (1962), and Lauwerier (1974).

In practice, one often meets integrals for which no clear-cut theorem or
result in the literature seems to be available. Therefore, instead of listing
theorems, it is more important to obtain an idea of how to use the current
methods such as partial integration, the method of Laplace, Fourier integrals,
the method of stationary phase, the steepest descent, and the saddle point
method. We discuss briefly the first three of them.

3.1 Partial Integration and the Laplace Integral

Consider the function φ(x) defined for x > 0 by

φ(x) =
∫ ∞

0
e−xt dt

t + 1
.

Note that the integral exists for positive values of x. We are interested in the
behaviour of φ(x) for large values of x (i.e., for x → ∞). In the context of this
book, it would be natural to introduce ε = 1/x and consider the behaviour of
the corresponding integral for ε → 0; however, we conform ourselves here to
the standard formulation in the literature.

Intuitively, it is clear that the largest contribution to the value of the
integral will come from a neighbourhood of t = 0. It is easy to obtain an
expansion. From the geometric series, we have

1
t + 1

=
m∑

n=1

(−t)n−1 +
(−t)m

t + 1
.
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Substitution produces

φ(x) =
∫∞
0 e−tx

(
m∑

n=1

(−t)n−1 +
(−t)m

t + 1

)
dt

= 1
x − 1

x2 + · · · (−1)m−1 (m−1)!
xm + Rm(x)

with
|Rm(x)| =

∫∞
0 e−tx tm

t+1dt

<
∫∞
0 e−txtmdt = m!

xm+1 ,

and so we have obtained an asymptotic expansion for φ(x) with respect to the
order function (1/x)n, n = 1, 2, · · · for x → ∞. Note that the series diverges;
the ratio of subsequent terms yields∣∣∣∣am+1

am

∣∣∣∣ = m

x
.

We now generalise this result somewhat.

Theorem 3.1
Consider the Laplace integral

φ(x) =
∫ ∞

0
e−xtf(t)dt

with f(t) uniformly bounded for t ≥ 0; the derivatives f (1)(t) · · · f (m+1)(t)
exist and are bounded on [0, a], a > 0. Then

φ(x) =
m−1∑
n=0

1
xn+1 f (n)(0) + 0

(
1

xm+1

)
+ 0
(

1
x

e−ax

)

for x → ∞.

Proof
The proof is simple and can be found in section 15.2.

The idea that the contribution from the integrand near t = 0 dominates
the result can be generalised; for instance, to study integrals such as

φ(x) =
∫ b

a

exh(t)f(t)dt,

one can consider the case where

f(t) = tλg(t)
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with Re λ > −1 and where g(t) is supposed to have an asymptotic expansion
for t → 0 and does not grow faster than exponentially for t → ∞. Again
one can expand the integral, and the corresponding result is called Watson’s
lemma. The lemma can be formulated for functions that are real and complex;
see the references mentioned in the introduction.

3.2 Expansion of the Fourier Integral.

Consider the oscillating or Fourier integral

φ(x) =
∫ β

α

eixtf(t)dt

with α, β real; f(t) is integrable and we wish to study the behaviour of the
integral for x → ∞. The intuitive idea is that for x large enough there are fast
oscillations that tend to average out all contributions of the integrand except
near the endpoints. One of the simplest results runs as follows.

Theorem 3.2
Consider the Fourier integral φ(x) =

∫ β

α
eixtf(t)dt with f(t) that is (m + 1)

times continuously differentiable in [α, β]; then
φ(x) = −

∑m−1
n=0 in−1 f(n)(α)

xn+1 eixα +
∑m−1

n=0 in−1 f(n)(β)
xn+1 eixβ + 0(x−m−1).

Remark
The result remains valid if α = −∞ or β = ∞, but we have to require that
f (n)(t) → 0 for t → −∞ or +∞.

Proof
See section 15.2.

In a number of problems, we encounter integrals in which f(t) has a sin-
gularity at t = α or β. Similar results can be obtained in these cases with
weaker estimates for the remainder.

3.3 The Method of Stationary Phase

We consider more general oscillating integrals

φ(x) =
∫ β

α

eixf(t)g(t)dt

for x → ∞; f and g are real functions.
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Kelvin reasoned that the most important contribution to the integral arises
from a neighbourhood of t0 where the phase f(t) is stationary (i.e., f ′(t0) = 0).
It turns out that this intuitive reasoning leads in a number of cases to correct
first terms of an expansion. Note that in Theorem 3.2, where the contributions
of the endpoints dominate, there are no stationary phase points.

Example 3.1
Consider φ(x) =

∫ −∞
−∞

eixt2

1+t2 dt. The phase t2 is stationary if t = 0, which
suggests expanding the integrand around t = 0. A probable first asymptotic
approximation of the integral would then be

φ0(x) =
∫ +∞

−∞
eixt2dt.

Rotating over π/4 by z = e−iπ/4t yields

φ0(x) = eiπ/4
∫ ∞

−∞
e−xz2

dz = eiπ/4
√

π

x
.

φ0(x) turns out to be an asymptotic approximation of φ(x).

A simple example of a theorem using the method of stationary phase runs
as follows. We start by splitting the interval of integration into subintervals
with stationary points at one of the endpoints. Consider an integral corre-
sponding with one of the subintervals.

Theorem 3.3
Consider φ(x) =

∫ b

a
eixf(t)g(t)dt with f ∈ C2[a, b], f ′(t) 
= 0 in (a, b], f ′(a) =

0, f ′′(a) 
= 0, andg(t) is bounded in a neighbourhood of t = a and integrable.
If f(a) is a minimum,

φ(x) =
1√
x

(
π

2f ′′(a)

) 1
2

g(a)e
iπ
4 +ixf(a) + 0(x−1).

If f(a) is a maximum, the coefficient of f ′′(a) changes sign.

Proof
See Lauwerier (1974) or Olver (1974).

3.4 Exercises

Exercise 3.1 Consider the incomplete gammafunction

γ(a, x) =
∫ x

0
e−tta−1dt, a > 0, x > 0.
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a. Show that a suitable series for calculation is given by

γ(a, x) =
∞∑

n=0

(−1)nxn+a

(a + n)n!
, if x > 0 is small.

b. Is the expansion obtained in (a) a useful series for numerical calculations?
(For example, a = 1

2 , x = 10, (Γ ( 1
2 , 10) =

√
π + 0(10−5).)

If x is large and positive, it seems better to consider the function

Γ (a, x) = Γ (a) − γ(a, x) =
∫ ∞

x

e−tta−1dt, a ∈ R.

c. Give an asymptotic expansion for x → ∞ and an error estimate.
d. How suitable is the result, obtained in (c), for numerical calculations?
e. Put x = 1

ε , Γ (a, 1
ε ) = f(ε). Which asymptotic sequence is used in the

expansion of f(ε)?

Exercise 3.2 Consider the error function

erfc(x) =
2√
π

∫ x

0
e−t2dt.

Give an asymptotic expansion of erfc(x) for x → ∞, and give also an error
estimate. (Remark: The error function is by transformation related to the
incomplete gammafunction.)

Exercise 3.3 Consider the oscillatory integral{
φ(x) =

∫ β

α
eixtf(t)dt

α, β ∈ R, f(t) is N times continuously differentiable

for x → ∞ (or x → −∞). Prove that:

φ(x) =
N−1∑
n=0

(fn(α)eixα − fn(β)eixβ)(−ix)−n−1 + o(x−N )

for x → ∞ (and x → −∞).
(Remark: Use Weierstrass’ approximation theorem.)

Exercise 3.4 Consider the integral

f(w) =
∫ ∞

0
e−w(t−ln(1+t))dt.

The function φ(t) = t − ln(1 + t) is concave with minimum zero at t = 0.
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a. Compute the Taylor expansion for φ(t) in a neighbourhood of t = 0:

φ(t) =
∞∑

n=0

antn.

b. Substitute this expansion in 1
2u2 = φ(t) and obtain

u =
∞∑

n=0

bntn.

c. Compute the inverse expansion of u:

t =
∞∑

n=0

cntn.

d. Differentiate this expansion and compute the first two terms of the asymp-
totic expansion of f(w).

Remark:
f(w) =

∫∞
−∞ e− 1

2 wu2 dt
dudu.

f(w) = w!w−w−1ew·

Exercise 3.5 Prove that∫ ∞

0
cos
(

t +
1
2
εt2
)

dt = 0(1), for ε ↓ 0,

and ∫ ∞

0
cos
(

−t +
1
2
εt2
)

dt = 0
(

1
ε

)
, for ε ↓ 0.

(Remark: Find a suitable transformation and use partial integration.)
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Boundary Layer Behaviour

In this chapter, we take a closer look at boundary layer phenomena. The
tools we shall develop for our analysis are local boundary layer variables and
degenerations of operators.

4.1 Regular Expansions and Boundary Layers

In Chapter 1, we considered two examples of first-order differential equations.
For the solutions, we substituted a formal expansion of the form

φε(x) =
∞∑

n=0

εnφn(x).

In the case of the problem

φ′ + εφ = cos x, φ(0) = 0,

this led to a consistent formal expansion. In the problem

εφ′ + φ = cos x, φ(0) = 0,

by comparing this with the exact solution, we have shown that the formal
expansion is far too simple to represent the solution. The difficulty with the
formal expansion arises when applying the boundary condition; a problem of
this type is often called a singular perturbation or boundary layer problem.
The asymptotic expansion in the second case looks like

φε(x) =
∞∑

n=0

δn(ε)ψn(x, ε).

The simpler expansion that we used in the first case will be called regular.
Note that in the literature the term “regular” is used in many ways.
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Definition
Consider the function φε(x) defined on D ⊂ R

n; an asymptotic expansion for
φε(x) will be called regular if it takes the form

φε(x) =
m∑

n=0

δn(ε)ψn(x) + 0(δm+1)

with δn(ε), n = 0, 1, · · · an asymptotic sequence and ψn(x), n = 0, 1, · · · func-
tions on D.

It turns out that in studying a function φε(x) on a domain D we have
to take into account that regular expansions of φε(x) often only exist on
subdomains of D.

Example 4.1
Consider the function

φε(x) = e−x/ε + eεx, x ∈ [0, 1].

On any subdomain [d, 1] with 0 < d < 1 a constant independent of ε, we have
the regular expansion

φε(x) =
m∑

n=0

εn xn

n!
+ 0(εm+1).

However, there exists no regular expansion in functions of x on [0, d] or [0, 1].

Example 4.2
The function φε(x) is for x ∈ [0, 1] defined as the solution of the two-point
boundary value problem

εφ′′ + φ′ = 0, φ(0) = 1, φ(1) = 0.

The solution is

φε(x) =
e−x/ε

1 − e−1/ε
− e−1/ε

1 − e−1/ε
.

Ignoring this exact solution and looking for a regular expansion by substituting
into the differential equation

φε(x) =
m∑

n=0

εnφn(x),

we find
φ′

0 = 0,

φ′′
0 + φ′

1 = 0, etc.
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This leads to φ0(x) = constant, φ1(x) = constant, etc. There is no way to
satisfy the boundary conditions with the regular expansion.

The exact solution can be written as

φε(x) = e−x/ε + 0(e−1/ε),

which shows that the behaviour of the solutions is different in two subdomains
of [0, 1]: in a small region of size 0(ε) near x = 0, the solution decreases very
rapidly from 1 towards 0; in the remaining part of [0, 1], the solution is very
near 0. The regular expansion is valid here with, rather trivially, φn(x) =
0, n = 0, 1, · · · . Note that even in the domain where the regular expansion is
valid, the choice to expand with respect to order functions of the form εn is
not a fortunate one as e−1/ε = o(εn), n = 1, 2, · · · .

S

D

Fig. 4.1. Domain D with boundary layer near S.

The small region near x = 0 where no regular expansion exists in Example
4.2, is called a boundary layer. We now characterise such regions.

4.1.1 The Concept of a Boundary Layer

Consider the function φε(x) defined on D ⊆ R
n. Suppose there exists a con-

nected subset S ⊂ D of dimension ≤ n, with the property that φε(x) has no
regular expansion in each subset of D containing points of S (see Fig. 4.1).
Then a neighbourhood of S in D with a size to be determined, will be called
a boundary layer of the function φε(x).

In Examples 4.1 and 4.2 the domain is one-dimensional. A boundary layer,
corresponding with the subset S, has been found near the boundary point
x = 0 of the domain. Note that in applications we also may find a boundary
layer in the interior of the domain and, if we have an evolution equation, the
boundary layer may even be moving in time.

To study the behaviour of a function φε(x) in a boundary layer, a fun-
damental technique is to use a local analysis. This is a technique that we
shall meet again and again. In this chapter, we consider local analysis in a
one-dimensional context. Later we shall meet higher-dimensional problems.
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Suppose that near a point x0 ∈ S the boundary layer is characterised in
size by an order function δ(ε). We “rescale” or “stretch” the variable x by
introducing the local variable

ξ =
x − x0

δ(ε)
.

If δ(ε) = o(1), we call ξ a local (stretched or boundary layer) variable. The
function φε(x) transforms to

φε(x) = φε(x0 + δ(ε)ξ)
= φ∗

ε(ξ).

It is then natural to continue the local analysis by expanding the function φ∗
ε

with respect to the local variable ξ; we hope to find again a regular expansion.
To be more precise, assume that

φ∗
ε(ξ) = 0s(1) near ξ = 0.

We wish to find local approximations of φ∗
ε by a regular expansion of the form

φ∗
ε(ξ) =

∑
n

δ∗
n(ε)ψn(ξ)

with δ∗
n(ε), n = 0, 1, 2, · · · an asymptotic sequence.

When solving the problem of approximating a function φε(x) in a domain
D, our program will then be as follows.

1. Try to construct a regular expansion in the original variable x. This is
possible outside the boundary layers (by definition), and this expansion
is usually called the outer expansion.

2. Construct in the boundary layer(s) a local expansion in an appropriate lo-
cal variable. Such a regular expansion is usually called the inner expansion
or boundary layer expansion.

3. The inner and outer expansions should be matched to obtain a formal
expansion for the whole domain D. As we shall see later, in a number of
problems, techniques have been developed to combine the three stages,
which makes the process more efficient. This formal expansion, which is
valid in the whole domain, is sometimes called a uniform expansion. Note,
however, that in the literature and also in this book, expressions that
are called “uniformly valid expansion” are more often than not formal
expansions. So we come to the next point.

4. Prove that formal expansions, obtained in the stages 1–3, represent valid
asymptotic approximations of the function φε(x) that we set out to study.

In many problems, the function φε(x) has been implicitly defined as the
solution of a system of differential equations with initial and/or boundary
conditions. To study such a problem by perturbation theory, we have to be
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more precise in the use of the expressions “formal expansion” and “formal
approximation”. Suppose that we have to study the perturbation problem

Lεφ = f(x), x ∈ D + other conditions.

Lε is an operator containing a small parameter ε. For instance, in Example
4.2 we have

Lε = ε
d2

dx2 +
d

dx

D = [0, 1], f(x) = 0 and boundary conditions φ(0) = 1, φ(1) = 0.
The function φ̃ε(x) will be called a formal approximation or formal expan-

sion of φε(x) if φ̃ satisfies the boundary conditions to a certain approximation
and if

Lεφ̃ = f(x) + o(1).

We shall see that to require φ̃ to satisfy the boundary conditions in full is
asking too much and in practice it suffices for φ̃ to satisfy the boundary
conditions to a certain approximation.

To prove that if φ̃ is a formal approximation it also is an asymptotic
approximation of φ is in general a difficult problem. Moreover, one can give
simple and realistic examples in which this is not true. Remarkably enough,
we shall later also meet cases where we have an asymptotic approximation
that is not a formal approximation.

Example 4.3
(a formal approximation that is not asymptotic)
Consider the harmonic oscillator

φ̈ + (1 + ε)2φ = 0, t ≥ 0

with initial conditions φ(0) = 1, φ̇(0) = 0. The solutions of the equation are
bounded, and with these initial conditions we have

φ(t) = cos((1 + ε)t).

On the other hand, φ̃(t) = cos t satisfies the initial conditions and moreover

∼̈
φ +(1 + ε)2φ̃ = 2ε cos t + ε2 cos t = O(ε).

However, using the sup norm, it is easy to see that φ(t) − φ̃(t) = 0s(1), t ≥ 0.

4.2 A Two-Point Boundary Value Problem

We shall now illustrate the process of constructing a formal expansion for a
simple boundary value problem.
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Example 4.4
Consider the equation

ε
d2φ

dx2 − φ = f(x), x ∈ [0, 1]

with boundary values φε(0) = φε(1) = 0. The function f(x) is sufficiently
smooth on [0, 1] to allow for the construction that follows. We note that the
choice of boundary values equal to zero (homogeneous boundary values) is
not a restriction: aif φε(0) = α, φε(1) = β, we introduce ψε(x) = φε(x) − α −
(β − α)x, which produces zero boundary values for the problem in ψε (while
of course changing the right-hand side).

In the spirit of Section 3.1, we assume that in some subset D0 of [0, 1] the
solution has a regular expansion of the form

φε(x) =
m∑

n=0

εnφn(x).

Substitution in the preceding equation produces successively

φ0(x) = −f(x),

φn(x) = d2φn−1
dx2 , n = 1, 2, · · · .

The expansion coefficients φn are determined completely by the recurrency
relation so that we cannot impose the boundary conditions to the regular
expansion. (Even if accidentally f(0) = f(1) = 0, the next order will change
the boundary conditions again.) We conclude that for the regular expansion
to make sense in D0, this subset should not contain the boundary points x = 0
and x = 1 (see Fig. 4.2). Before analysing what is going on near the boundary

Do

0 1

Fig. 4.2. Boundary layers near the end points.

points, we carry out the subtraction trick; this trick is of no fundamental
importance but is computationally convenient, as it shifts the equation to a
homogeneous one. For nonlinear equations, the subtraction trick can be less
convenient. Introduce

ψε(x) = φε(x) −
m∑

n=0

εnφn(x).

The two-point boundary value problem for ψε becomes
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ε
d2ψ

dx2 − ψ = 0(εm+1)

and

ψε(0) = −
m∑

n=0

εnφn(0), ψε(1) = −
m∑

n=0

εnφn(1).

Near x = 0, we introduce the local variable

ξ =
x

δ(ε)

with δ(ε) = o(1); at this point, we have no a priori knowledge of a suitable
choice of δ(ε).

The equation with respect to this local variable becomes

ε

δ2

d2ψ∗

dξ2 − ψ∗ = 0(εm+1),

where ψ∗ = ψε(δ(ε)ξ). How to choose δ(ε) will be the subject of discussion
later on; here we just remark that

δ2(ε) = ε or δ(ε) =
√

ε

seems to be a well-balanced choice. We now assume that there exists a regular
expansion of ψ∗

ε , so
lim
ε↓0

ψ∗
ε (ξ) = ψ0(ξ) exists

and satisfies the formal limit equation

d2ψ0

dξ2 − ψ0 = 0.

ψ0 would be the first term in a formal regular expansion in ξ near the point
x = 0. Solving this limit equation, we find

ψ0(ξ) = ae−ξ + be+ξ.

Imposing the boundary condition at ξ = 0, we have

a + b = −φ0(0) = f(0).

We have to find a second relation to determine a and b; for this we observe
that the solution in the boundary layer near x = 0 should be matched with
the regular expansion in D0. Rewriting ψ0(ξ) in x, we note that the term
exp(x/

√
ε) becomes exponentially large with x in D0 unless its coefficient b

vanishes, so we propose the matching relation limξ→∞ ψ0(ξ) = 0 or b = 0 and
we have

ψ0(ξ) = f(0)e−ξ.
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We can proceed to calculate higher-order terms by assuming a regular expan-
sion of the form

ψ∗
ε (ξ) =

m∑
n=0

εn/2ψn(ξ),

where for each term in the expansion we have again one boundary condition
and one matching relation. The equations for ψ1, ψ2, · · · will become increas-
ingly complicated. We can repeat this local analysis near x = 1 by introducing
the local variable

η =
1 − x√

ε
.

The calculation runs along exactly the same lines and is left to the reader.
Adding the terms from the outer expansion and the two local (boundary layer)
expansions, we find to first order the formal uniform expansion

φ̃ε(x) = −f(x) + f(0)e−x/
√

ε + f(1)e−(1−x)/
√

ε + · · · .

The dots are standing for terms such as εφ1(x),
√

εψ1(ξ), etc. It follows from
the construction that φ̃ε(x) satisfies the equation to a certain approximation
and it is a formal approximation of the solution, as we allow for exponentially
small deviations of the boundary conditions. Later we shall return to the
question of whether φ̃ is an asymptotic approximation of φ. At this stage, it
is interesting to note that one easily finds an affirmative answer by analysing
the exact solution, which can be found by variation of constants.

4.3 Limits of Equations and Operators

We consider differential operators Lε parametrised by ε. We are interested in
discussing the limit as ε → 0 of Lε while keeping in mind our experience of
the preceding sections where in various subdomains different variables have
played a part. Consider again Example 4.4 of Section 4.2,

Lεφ = f(x), φε(0) = φε(1) = 0,

with

Lε = ε
d2

dx2 − 1.

Taking the formal limit of Lε as ε → 0, we obtain

L0 = −1.

Introducing local variables of course changes the limiting behaviour of the
operator. Consider for instance the boundary layer near x = 0 and introduce

ξ =
x

δ(ε)
with δ(ε) = o(1).
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We find

L∗
ε =

ε

δ2

d2

dξ2 − 1.

Our choice of δ(ε) determines which operator L∗
ε degenerates into as ε → 0.

For instance, if δ2(ε) = ε, then

L∗
0 =

d2

dξ2 − 1.

If ε = o(δ2(ε)), and for instance δ = ε1/4, we have

L∗
0 = −1.

If δ2(ε) = o(ε), the limit does not exist and it makes sense to rescale,

δ2

ε
L∗

ε = L∗∗
ε .

We find the degeneration

L∗∗
0 =

d2

dξ2 .

Making these calculations, we observe that, taking the formal limits, the de-
generations of the operator in the cases ε = o(δ2) and δ2 = o(ε) are contained
in the degeneration obtained on choosing δ2 = ε. We call L∗

0 in this case,

L∗
0 =

d2

dξ2 − 1,

a significant degeneration of the operator Lε near x = 0. Put in a different way,
a significant degeneration implies a well-balanced choice of the local variable ξ
such that the corresponding operator as ε → 0 contains as much information
as possible.
Note that a number of authors are using the term distinguished limit instead
of significant degeneration.

Definition
Consider the operator Lε, written in the variable x, near the boundary layer
point x = x0 and the operator Lε rewritten in all possible local variables of
the form (x − x0)/δ(ε) near x0. L∗

0 is called a significant degeneration of Lε if
L∗

0 is obtained by writing L in the local variable ξ and taking the formal limit
as ε → 0 (possibly after rescaling), whereas the corresponding degenerations
in the other local variables are contained in L∗

0.

Remark
In practice, many operators can be analysed for significant degenerations by
considering the set of order functions δ(ε) = εν , ν > 0. For instance, in our
example
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Lε = ε
d2

dx2 − 1,

we have, introducing the local variable ξν = x/εν ,

Lε = ε1−2ν d2

dξ2
ν

− 1,

ν =
1
2
, L∗

0 =
d2

dξ2
1
2

− 1,

ν >
1
2
, L∗

0 =
d2

dξ2
ν

,

ν <
1
2
, L∗

0 = −1.

Remark
This definition is too simple in some cases. For instance, it is possible that near
a point x = x0, more than one significant degeneration exists corresponding
with a more complicated boundary layer structure. For these cases, we have
to adjust the definition somewhat, but we omit this here.

By introducing the concept of significant degeneration, we have a formal
justification of our choice of boundary layer variables in the problem of Ex-
ample 3.3 in Section 3.2. The underlying assumption here and in the following
is that on analysing the significant degenerations of an operator, we find the
correct boundary layer variables and the corresponding expansions in these
variables. It turns out that this asumption works very well in most problems.

Still we have to keep in mind the possibility of hidden pitfalls. One of
the assumptions in the construction is that the problem obtained by taking
the formal limit of the operator does have something to do with the original
problem. That is, if we study the function φε(x) in a domain D given by the
equation

Lεφ = fε(x),

by taking the limit we have

L0ψ = f0(x).

Does this mean that we have limε↓0 φε(x) = ψ(x) in some nontrivial subdo-
main D0 ⊂ D?

In applications, the answer seems to be affirmative. The reason is that
equations in practice have been obtained by modelling reality. In these equa-
tions, various distinct effects or forces (in mechanics) play a part. For a de-
generation to make sense, we have that locally in space or time one or a few of
these effects or forces is dominant. This is quite natural in applications. Math-
ematically, this is not a simple question, and we give an example, admittedly
artificial, to show that we may have a serious problem here.
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Example 4.5
(Eckhaus, 1979)
Consider the following initial value problem in a neighbourhood of x = 0:

Lεφ = fε(x), φε(0) = 1, φ′
ε(0) = 0,

Lε = ε3 cos(
x

ε2 )
d2

dx2 + ε sin(
x

ε2 )
d

dx
− 1,

fε(x) = −ε(1 − cos(
x

ε2 )).

Taking the formal limit L0ψ = f0(x), we find ψ(x) = 0, but the solution of
the problem is

φε(x) = 1 + ε − ε cos
( x

ε2

)
with, for all x ≥ 0,

lim
ε→0

φε(x) = 1.

Note that ψ(x) = 0 is not a formal approximation since it does not satisfy the
boundary conditions. However, more dramatically, there is also no subdomain
where ψ(x) represents an asymptotic approximation of φ. On the other hand,
the function φ0(x) = 1 does represent an asymptotic approximation, but this
function does not satisfy the limit equation!

Fortunately, this example is not typical for applications, but it is instruc-
tive to keep it in mind as a possible phenomenon. It also illustrates the im-
portance of giving proofs of asymptotic validity.

4.4 Guide to the Literature

The idea of a boundary layer orginates from physics, in particular fluid me-
chanics; see Prandtl (1905) and Prandtl and Tietjens (1934). Degenerations
of operators, significant degenerations in local variables, and matching tech-
niques are more recent concepts. Both the terminology and the techniques
may take rather different forms.

One of the approaches to validate matching is the assumption of the so-
called overlap hypothesis. This assumes that if one has two neighbouring local
expansions or a neighbouring local and a regular expansion, there exists a
common subdomain where both expansions are valid. This provides a sufficient
condition to match the expansions by using in this subdomain intermediate
variables. Such variables were considered by Kaplun and Lagerstrom (1957).
More discussion of matching rules is found in Section 6.2 and Section 15.4.

The foundations are further discussed by Van Dyke (1964), Fraenkel
(1969), Lagerstrom and Casten (1972), Eckhaus (1979) and Kevorkian and
Cole (1996).

A different approach to identify scales and layers is to use blow-up transfor-
mations; see Krupa and Szmolyan (2001) and Popović and Szmolyan (2004).
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The theory of singular perturbations as far as boundary layer theory is con-
cerned, is still largely a collection of inductive methods in which taste and
inventiveness play an important part.

4.5 Exercises

Exercise 4.1 Compute a second-order approximation of Example 4.4 treated
in Section 4.2. Discuss the asymptotic character of the approximation.

Exercise 4.2 Consider the boundary value problem{
εy′′ + y′ + y = 0,
y(0) = a, y(1) = b.

Compute a first-order approximation of the solution yε(x) of the boundary
value problem and compare this approximation with the exact solution. Is
this first-order approximation a formal approximation?

Exercise 4.3 Consider the operator

Lε = ε(ε2 + x − 1)
d

dx
+ ε(ε + 1) + x − 1.

a. Compute the significant degenerations of the operator Lε in a neighbour-
hood of x = 0 and x = 1. (Show that the other degenerations are contained
in them.)

b. To illustrate the result of (a), we solve the initial value problem

Lεy = 0, y(1) = 1.

Compute the solution of this problem and compare it with the result in
(a).

Exercise 4.4 Consider the boundary value problem

εL1y − y = 1, x ∈ (0, 1),
y(0) = a, y(1) = b, a, b 
= 0,

L1 = (1 + x2) d2

dx2 + d
dx − x.

Compute the first- and second-order terms of a formal approximation; show
explicitly that this expansion is a formal approximation.
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Two-Point Boundary Value Problems

In linear problems, much more qualitative information is available than for
nonlinear systems. Still, in general we cannot solve linear equations with vari-
able coefficients explicitly. Therefore it is very surprising that in the case of
singularly perturbed linear systems, we can often obtain asymptotic expan-
sions to any accuracy required.

In most of this chapter, we shall look at rather general, linear two-point
boundary value problems. To start, consider a second-order equation of the
form

εL1φ + L0φ = f(x), x ∈ (0, 1)

with boundary values φε(0) = α, φε(1) = β. For the operator L1, we write

L1 = a2(x)
d2

dx2 + a1(x)
d

dx
+ a0(x)

with a0(x), a1(x), a2(x) continuous functions in [0, 1]; moreover,

a2(x) > 0, x ∈ [0, 1].

We exclude that a2(x) vanishes in [0, 1], as this introduces singularities re-
quiring a special approach.Taking the formal limit for ε → 0, we retain
L0φ = f(x); for the operator L0, we have

L0 = b1(x)
d

dx
+ b0(x).

We assume b0(x) and b1(x) to be continuous in [0, 1]. It turns out that the
analysis of the problem depends very much on the properties of b0 and b1.

5.1 Boundary Layers at the Two Endpoints

We first treat the case where b1(x) vanishes everywhere in [0, 1], so we are
considering the equation
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εL1φ + b0(x)φ = f(x).

Assume that b0(x) does not change sign; for instance,

b0(x) < 0, x ∈ [0, 1].

If b0(x) changes sign, the analysis is more complicated; we shall deal with
such a case later on. As before, we suppose that in a subdomain of [0, 1] there
exists a regular expansion of the solution of the form

φε(x) =
m∑

n=0

εnφn(x) + O(εm+1).

On substituting this into the preceding equation, we find

φ0(x) = f(x)/b0(x)

φn = −L1φn−1(x)/b0(x), n = 1, 2, · · · .

It is clear that to perform this construction b0(x) and f(x) have to be suf-
ficiently differentiable. By these recurrency relations, the terms φn of the
expansion are completely determined and, of course, in general they will not
satisfy the boundary conditions. Therefore we make the assumption that this
regular expansion will exist in the subdomain [d, 1 − d] with d a constant,
0 < d < 1

2 . Near the boundary points x = 0 and x = 1, we expect the
presence of boundary layers to make the transitions to the boundary values
possible.

First we use the “subtraction trick” by putting

φε(x) =
m∑

n=0

εnφn(x) + ψε(x)

to obtain, using the relations for φn,

εL1ψ + b0(x)ψ = −εm+1L1φm(x).

The subtraction trick is not essential, to use it is a matter of taste. Its ad-
vantage is that in the transformed problem the regular (outer) expansion has
coefficients zero, which facilitates matching. The boundary conditions become

ψε(0) = α −
∑m

n=0 εnφn(0),

ψε(1) = β −
∑m

n=0 εnφn(1).

We start with the analysis of the boundary layer near x = 0. In a neighbour-
hood of x = 0, we introduce the local variable

ξ =
x

δ(ε)
, δ(ε) = o(1),
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and write ψε(δξ) = ψ∗
ε (ξ). The orderfunction δ(ε) and correspondingly the

size of the boundary layer still have to be determined. The equation in the
local variable ξ becomes

L∗ψ∗ =
ε

δ2 a2(δξ)
d2ψ∗

dξ2 +
ε

δ
a1(δξ)

dψ∗

dξ
+ εa0(δξ)ψ∗ + b0(δξ)ψ∗ = O(εm+1).

A significant degeneration L∗
0 arises if δ(ε) =

√
ε, which yields

L∗
0 = a2(0)

d2

dξ2 + b0(0).

The equation with this local variable has terms with coefficients containing ε
and

√
ε. This suggests that we look for a regular expansion in ξ of the form

ψ∗
ε (ξ) =

2m∑
n=0

εn/2ψn(ξ) + O(εm+ 1
2 ).

We find at the lowest order

L∗
0ψ0 = a2(0)

d2ψ0

dξ2 + b0(0)ψ0 = 0.

Assuming that the coefficients have Taylor expansions to sufficiently high
order near x = 0, we can expand a2, a1, a0, and b0, rewritten in the local
variable ξ, in the equation for ψ∗. So we have for instance

a2(
√

εξ) = a2(0) +
√

εξa′
2(0) + ε · · · .

Collecting terms of equal order of ε, we deduce equations for ψ1, ψ2, · · · . Keep-
ing terms to order

√
ε, this looks like

(a2(0)+
√

ε ξa′
2(0) + · · · )

(
d2ψ0

dξ2 +
√

ε
d2ψ1

dξ2 + · · ·
)

+
√

ε (a1(0) + · · · )
(

dψ0

dξ
+ · · ·

)
+(b0(0)+

√
ε ξb′

0(0) + · · · )(ψ0 +
√

εψ1 + · · · ) = O(εm+1),

where the dots stand for O(ε) terms. For ψ1, we find the equation

L∗
0ψ1 = a2(0)

d2ψ1

dξ2 + b0(0)ψ1 = −ξa′
2(0)

d2ψ0

dξ2 − a1(0)
dψ0

dξ
− ξb′

0(0)ψ0.

In fact, it is easy to see that the coefficients ψn all satisfy the same type of
differential equation (with different right-hand sides) of the form

L∗
0ψn = Fn(ψ0(ξ), ..., ψn−1(ξ), ξ).
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The boundary values at x = 0 are

ψ0 = α − φ0(0),

ψ1(0) = 0,

ψ2(0) = −φ1(0), etc.

So we have for ψn, n = 0, 1, ... a second-order equation and one boundary
condition at ξ = 0, which is not enough to determine ψn completely. As in
Chapter 3, we determine the functions ψn by requiring the boundary layer
functions ψn(ξ) to vanish outside the boundary layer. This means that we
will add the matching relation

lim
ξ→∞

ψn(ξ) = 0.

That we have to match towards zero is a result of the subtraction trick. Of
course, for ξ → ∞ the variable ξ leaves the domain we are considering. How-
ever, if we let x tend to 1, ξ tends to 1/

√
ε, which is very large, and we use

+∞ instead.
The solution of the equation for ψ0 is

ψ0(ξ) = Ae−ω0ξ + Beω0ξ,

where we have abbreviated ω0 = (−b0(0)/a2(0))
1
2 ; note that we assumed

b0(0) < 0. From the boundary condition, we find

A + B = α − φ0(0).

The matching condition yields B = 0, so ψ0 is now determined completely.
The determination of ψ1 runs along the same lines. We find

ψ1(ξ) = A1(ξ)e−ω0ξ + B1(ξ)eω0ξ,

where A1 and B1 are polynomial functions of ξ that are determined completely
by the boundary condition and the matching relation.

To satisfy the boundary conditions of the original problem, we have to
repeat this analysis near the boundary at x = 1; the calculations mirror the
preceding analysis. We give the results; the details are left as an exercise for
the reader.

A suitable local variable is

η =
1 − x√

ε
.

The operator degenerates into

a2(1)
d2

dη2 + b0(1).
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We propose a regular expansion of the form

2m∑
n=0

εn/2ψ̄n(η),

which yields for the first term

ψ̄0(η) = Āe−ω1η + B̄eω1η

with ω1 = (−b0(1)/a2(1))
1
2 . The boundary condition at x = 1 produces

Ā + B̄ = β − φ0(1).

The matching relation becomes

lim
η→∞ ψ̄0(η) = 0,

so B̄ = 0. Collecting the first terms of the expansion with respect to x, ξ, and
η in the three domains, we find

φε(x) =
f(x)
b0(x)

+
(

α − f(0)
b0(0)

)
e−ω0x/

√
ε +
(

β − f(1)
b0(1)

)
e−ω1(1−x)/

√
ε +O(

√
ε).

For an illustration see Fig. 5.1.
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Fig. 5.1. Matching at two endpoints for the equation εd2φ/dx2+φ = 1+2x2, φ(0) =
5, φ(1) = 2, ε = 0.001.

Remark
Omitting the O(

√
ε) term in the preceding expression and substituting the

result in the differential equation, after checking the boundary conditions,
we find that we have obtained a formal approximation of the solution of the
boundary value problem. Because of the construction, this seems like a natural
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result; in the next section, we shall see, however, that this is due to the absence
of the term b1(x).

Once we knew how to proceed, the calculation itself was as simple as in
Section 4.2 even though the problem is much more general. We shall now
consider other boundary value problems and shall encounter some new phe-
nomena.

5.2 A Boundary Layer at One Endpoint

We consider again the boundary value problem formulated at the beginning
of this chapter,

εL1φ + L0φ = f(x), φε(0) = α, φε(1) = β,

but now with
L0 = b1(x)

d

dx
+ b0(x).

As before, we have

L1 = a2(x)
d2

dx2 + a1(x)
d

dx
+ a0(x)

with a2(x) > 0, x ∈ [0, 1]; all coefficients are assumed to be sufficiently
differentiable. Suppose, moreover, that b1(x) does not change sign, say

b1(x) < 0, x ∈ [0, 1].

The case in which b1(x) vanishes in the interior of the interval is called a
turning-point problem. For such problems, see Sections 5.4 and 5.5 and some
of the exercises.

Here we assume again the existence of a regular expansion in a subdomain
of [0, 1] of the form

φε(x) =
m∑

n=0

εnφn(x) + O(εm+1).

After substitution of this expansion into the equation, we find

L0φ0 = f(x),
L0φn = −L1φn−1(x), n = 1, 2, · · · .

For φ0(x), we find the first-order equation

b1(x)
dφ0

dx
+ b0(x)φ0 = f(x),

which can be solved by variation of constants. We find, abbreviating,
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g(x) =
∫ x

0
b0(t)
b1(t)

dt,

φ0(x) = Ae−g(x) + e−g(x)
∫ x

0 eg(t)f(t) dt.

In contrast with the preceding boundary value problem, we have one free
constant in the expression for φ0(x); we can verify that the same holds for
φ1, φ2, · · · . This means that the regular expansion in the variable x can be
made to satisfy the boundary condition at x = 0 or at x = 1. Which one do
we choose?

Suppose that we choose to satisfy the boundary condition at x = 1 and
that we expect the existence of a boundary layer near x = 0. Does this lead
to a consistent construction of a formal expansion? First we perform the sub-
traction trick

φε(x) =
m∑

n=0

εnφn(x) + ψε(x).

The equation for ψε(x) becomes

εL1ψ + L0ψ = O(εm+1)

with the boundary conditions

ψε(0) = α −
∑m

n=0 εnφn(0),
ψε(1) = β −

∑m
n=0 εnφn(1).

With our assumption that the regular expansion satisfies the boundary con-
dition at x = 1, we have φ0(1) = β so ψε(1) = 0. Introduce the local variable

ξ =
x

δ(ε)
.

The differential operator written in the variable ξ takes the form

L∗ =
ε

δ2 a2(δξ)
d2

dξ2 +
ε

δ
a1(δξ)

d

dξ
+ εa0(δξ) +

1
δ
b1(δξ)

d

dξ
+ b0(δξ).

Looking for a significant degeneration, we find δ(ε) = ε and the degeneration

L∗
0 = a2(0)

d2

dξ2 + b1(0)
d

dξ
.

Expanding

ψε(εξ) =
m∑

n=0

εnψn(ξ) + O(εm+1),

we find

L∗
0ψ0 = a2(0)

d2ψ0

dξ2 + b1(0)
dψ0

dξ
= 0.



50 5 Two-Point Boundary Value Problems

The solution is
ψ0(ξ) = B + Ce

− b1(0)
a2(0) ξ

.

Because of the subtraction trick, the matching relation will again be

lim
ξ→∞

ψ0(ξ) = 0.

As we assumed b1(0)/a2(0) to be negative, this implies

B = C = 0.

A similar result holds for ψ1, ψ2, · · · , namely all boundary layer terms (func-
tions of ξ) vanish from the expansion. We conclude that the assumption of
the existence of a boundary layer near x = 0 is not correct.

We consider now the other possibility, which is assuming that the regular
expansion in the variable x satisfies the boundary condition at x = 0 that
produces ψε(0) = 0; we then expect the existence of a boundary layer near
x = 1. Introduce the local variable

η =
1 − x

δ(ε)
.

Looking for a significant degeneration of the operator written in the variable
η, we find δ(ε) = ε. Expanding

ψε(1 − εη) =
m∑

n=0

εnψ̄n(η) + O(εm+1),

we find
L̄∗

0ψ̄0 = a2(1)d2ψ̄0
dη2 − b1(1)dψ̄0

dη = 0,

L̄∗
0ψ̄n = Fn(ψ̄0, ..., ψ̄n−1, η), n = 1, 2, · · · .

Putting ω = −b1(1)/a2(1), we have

ψ̄0(η) = B + Ce−ωη.

The matching relation is
lim

η→∞ ψ̄0(η) = 0

so that B = 0. (Note that ω > 0.) The boundary condition yields

C = β − φ0(1).

We compose an expansion from regular expansions in two subdomains, in the
variables x and η, respectively, to obtain

φε(x) = φ0(x) + (β − φ0(1))e−ω(1−x)/ε + O(ε),
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Fig. 5.2. Matching at one endpoint for the equation εd2φ/dx2 − dφ/dx − 2φ =
0, φ(0) = 5, φ(1) = 4, ε = 0.02.

where
φ0(x) = αe−g(x) + e−g(x)

∫ x

0 eg(t)f(t) dt,

g(x) =
∫ x

0
b0(t)
b1(t)

dt.

For an illustration, see Fig. 5.2.
Remark
When omitting the O(ε) terms, do we have a formal approximation of the
solution? The boundary condition at x = 0 is satisfied with an exponentially
small error. However, on calculating (εL1 + L0)ψ̄0, we find a result that is
Os(1), so we have not obtained a formal approximation. It is easy to see that
to obtain a formal approximation we have to include the O(ε) terms of the
expansion. This is in contrast with the calculation in the preceding section.

On the other hand, it can be proved (see Section 5.6 for references) that
on omitting the O(ε) terms we have an asymptotic approximation of the so-
lution! This looks like a paradox, but one should realise that a second-order
linear ODE is characterised by a two-dimensional solution space. In the case
of a scalar equation this is a space spanned by the solution and its derivative.
In the problem at hand, omitting the O(ε) terms produces an asymptotic ap-
proximation of the solution but not of the derivative.

Remark
Note that the location of the boundary layer is determined by the sign of
b1(x)/a2(x). If we were to choose b1(x) > 0, x ∈ [0, 1], the boundary layer
would be located near x = 0, while the regular expansion in the variable x
would extend to the boundary x = 1. Note, however, that it is not necessary
to know this a priori, as the location of the boundary layer is determined while
constructing the formal approximation.
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5.3 The WKBJ Method

The method ascribed to Wentzel, Kramers, Brillouin, and Jeffreys plays a
part in theoretical physics, in particular in quantum mechanics. One of the
simplest examples is the analysis of the one-dimensional Schrödinger equation

d2ψ

dx2 + (k2 − U(x))ψ = 0.

U(x) is the potential associated with the problem and k the wave number
(k/2π = 1/λ with λ the wavelength). We are looking for solutions of the
Schrödinger equation with short wavelength (i.e., k is large). Over a few
(short) wavelengths, U(x) will not vary considerably, so it seems reasonable
to introduce an effective wave number q(x) by

q(x) =
√

k2 − U(x)

and propose as a first approximation of the Schrödinger equation

ψ̃ = e±i
∫

q(x) dx.

One expects that this type of formal approximation may break down if, after
all, U(x) changes very quickly (dU/dx � 1) or if k2 − U(x) has zeros. Both
situations occur in practice; in the case of zeros of k2 − U(x), one usually
refers to turning points. For a discussion of a number of applications of the
WKBJ method in physics, the reader may consult Morse and Feshbach (1953,
Vol. II, Chapter 9.3). Here we shall explore the method from the point of view
of asymptotic analysis for one-dimensional problems. Consider the two-point
boundary value problem

ε
d2φ

dx2 − w(x)φ = 0, 0 < x < 1.

w(x) is sufficiently smooth and positive in [0, 1] with boundary values φ(0) =
α, φ(1) = β. We analysed this problem in this chapter to find boundary
layers near x = 0 and x = 1. We propose to interpret the WKBJ method as
a regularising transformation in the following sense. We try to find solutions
in the form

exp .(Q(x)/δ(ε)).

The regularisation assumption implies that we expect Q to have a regular
expansion that is valid in the whole domain. In the case of the two-point
boundary value problem, we substitute

φ = exp .(Q/
√

ε)

to find √
εQ′′ + (Q′)2 − w(x) = 0.
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This does not look like an equation with a regular expansion. However, if it has
one, and because of

√
ε in the equation, we expect such a regular expansion

to take the form

Qε(x) =
2m∑
n=0

εn/2qn(x) + O(εm+ 1
2 ).

We find after substitution

(q′
0)

2 = w(x),
2q′

0q
′
1 = −q′′

0 , etc.

with solutions
q0(x) = ±

∫ x

0

√
w(t) dt + C0,

q1(x) = − ln w
1
4 (x) + C1.

The original differential equation is linear and has two independent solutions.
Using the first two terms q0, q1 to determine Q, we find from the calculation
up to now two expressions that we propose to use as approximations for the
independent solutions:

ψ1(x) = 1
w

1
4 (x)

e
− 1√

ε

∫ x
0

√
w(t) dt

,

ψ2(x) = 1
w

1
4 (x)

e
− 1√

ε

∫ 1
x

√
w(t) dt

.

Note that ψ1(1) and ψ2(0) are exponentially small. A linear combination of
ψ1 and ψ2 should represent a formal approximation of the boundary value
problem; we put

φ̃ε(x) = Aψ1(x) + Bψ2(x).

Imposing the boundary values, we have

A = αw
1
4 (0) + O(e−Ω/

√
ε),

B = βw
1
4 (1) + O(e−Ω/

√
ε),

with Ω =
∫ 1
0 w(t) dt. In Section 5.1, we found a formal approximation φ̃ε(x) of

the boundary value problem with two boundary layers and a regular expansion
identically zero. To compare the results, we expand φ̃ε(x) with respect to x
and 1 − x:

φ̃ε(x) = αe−
√

w(0)x/
√

ε + βe−
√

w(1)(1−x)/
√

ε + o(1), x ∈ [0, 1].

So, to a first approximation, the results of the boundary layer method in
Section 5.1 (which can be proved to be asymptotically valid) agree with the
results of the WKBJ method. The quantitative difference between the meth-
ods can be understood in terms of relative and absolute errors. One can show
that in this case one can write for the independent solutions φ1 and φ2 of the
original differential equation solutions φ1 and φ2 of the original differential
equation
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φ1 = ψ1(1 + O(
√

ε)),
φ2 = ψ2(1 + O(

√
ε)), x ∈ [0, 1].

The error outside the boundary layers is in the case of our boundary layer
expansion an absolute one of order

√
ε; in the case of the WKBJ expansion, we

have a relative error O(
√

ε), and as ψ1, ψ2 are exponentially decreasing, this is
a much better result. However, this advantage of the WKBJ method is lost in
slightly more general perturbation problems, as it rests on the regular expan-
sion being identically zero. As soon as we find nontrivial regular expansions,
the corresponding errors destroy the nice exponential estimates. Finally, we
note that proofs of asymptotic validity involving WKBJ expansions are still
restricted to relatively simple cases.

5.4 A Curious Indeterminacy

If we omit some of the assumptions of the preceding sections, the expansion
and matching techniques that we have introduced may fail to determine the
approximation. We shall demonstrate this for an example where we have an
exact solution. The phenomenon itself is interesting but, even more impor-
tantly, it induced Grasman and Matkowsky (1977) to develop a new method
to resolve the indeterminacy. We shall discuss this at the end of this section.

Consider the boundary value problem (see also Kevorkian and Cole, 1996,
Section 2.3.4)

ε
d2φ

dx2 − x
dφ

dx
+ φ = 0,−1 < x < +1,

φ(−1) = α, φ(+1) = β.

Assuming the existence of a regular expansion of the form

ψε(x) =
m∑

n=0

εnφn(x) + O(εm+1),

we find
−x

dφ0

dx
+ φ0 = 0

so that φ0(x) = c0x and actually to any order φn(x) = cnx with cn, n =
0, · · · , m arbitrary constants. We can satisfy one of the boundary conditions
by setting either −c0 = α or +c0 = β.

In fact, if α = −β, φ0(x) solves the boundary value problem exactly. In
the following we assume that α 
= −β with the presence of a boundary layer
near x = −1 or x = +1. We expect that one of the choices will lead to an
obstruction when trying to match the boundary layer solution to the regular
expansion. Subtraction of the regular expansion by

φε(x) =
m∑

n=0

εncnx + ψε(x)
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leads to

ε
d2ψ

dx2 − x
dψ

dx
+ ψ = O(εm+1), ψ(−1) = α + c0 − ε · · · , ψ(+1) = β − c0 + ε · · · .

Suppose we have a boundary layer near x = −1 with local variable

ξ =
x + 1
εν

.

We find

ε1−2ν d2ψ

dξ2 − ενξ − 1
εν

dψ

dξ
+ ψ = O(εm+1),

with a significant degeneration for ν = 1; expanding ψε produces to first order

d2ψ0

dξ2 +
dψ0

dξ
= 0

with solution
ψ0(ξ) = A1 + A2e

−ξ

with A1, A2 constants. The matching relation will be

lim
ξ→∞

ψ0(ξ) = 0

so that A1 = 0; the boundary condition yields A2 = α + c0.
We expect no boundary layer near x = +1; let’s check this. Introduce the

local variable
η =

1 − x

εν

so that we have locally

ε1−2ν d2ψ̄

dη2 +
1 − ενη

εν

dψ̄

dη
+ ψ̄ = O(εm+1)

with a significant degeneration for ν = 1. To first order, we find

d2ψ̄0

dη2 +
dψ̄0

dη
= 0

with solution
ψ̄0(η) = B1 + B2e

−η

with B1, B2 constants. The matching relation

lim
η→∞ ψ̄0(η) = 0

produces B1 = 0, and the boundary condition yields B2 = β − c0.
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It turns out there is no obstruction to the presence of boundary layers
near x = −1 and near x = +1. The approximation obtained until now takes
the form

φε(x) = c0x + (α + c0)e− x+1
ε + (β − c0)e− 1−x

ε + O(ε)

with undetermined constant c0. It can easily be checked that introducing
higher-order approximations does not resolve the indeterminacy.

This is an unsatisfactory situation. In what follows we analyse the exact
solution, which luckily we have in this case. In general, this is not a possible
option and we shall discuss a general method that enables us to resolve the
indeterminacy.

As φε(x) = x solves the equation, we can construct a second independent
solution to obtain the general solution

φε(x) = C1x + C2

(
e

x2
2ε − x

ε

∫ x

−1
e

t2
2ε dt

)
.

We assume again α 
= −β to avoid this simple case. C1 and C2 are determined
by the boundary conditions. Analysing the exact solution is quite an effort;
see Exercise 5.6 or Kevorkian and Cole (1996). The conclusion is that indeed
near x = −1 and x = +1 a boundary layer of size O(ε) exists. In the interior
of the interval, there exists a regular expansion with first-order term c0x, c0 =
(β − α)/2.

The method developed by Grasman and Matkowsky (1977) to resolve the
indeterminacy is based on variational principles. The solution to our boundary
value problem can be viewed as the element of the set

V = {C2(−1, +1)|y(−1) = α, y(+1) = β}

that extremalises the functional

Iε =
∫ +1

−1
L(x, φ, φ′; ε)dx,

where L is a suitable Lagrangian function. Extremalisation of the functional
leads to the Euler-Lagrange equation

d

dx

(
∂L

∂φ′

)
− ∂L

∂φ
= 0.

For a general reference to variational principles, see Stakgold (2000). In the
case of the equation

εφ′′ − xφ′ + φ = 0,

a suitable Lagrangian function is

L =
1
2
(εφ′2 − φ2)e− x2

2ε .
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The approximation that we derived can be seen as a one-parameter family of
functions, a subset of V , parameterised by c0. We can look for a member of
this family that extremalises the functional Iε by substituting the expression
and looking for an extremal value by satisfying the condition

dIε

dc0
= 0.

Keeping the terms of L to leading order in ε, we find again c0 = (β − α)/2.
This result has been obtained without any explicit knowledge of the exact
solution.

We can apply this elegant method to many other boundary value problems
where a combination of boundary layer and variational methods is fruitful.

5.5 Higher Order: The Suspension Bridge Problem

Following Von Kármán and Biot (1940), we consider a model for a suspen-
sion bridge consisting of a beam supported at the endpoints and by hangers
attached to a cable. Without a so-called live load on the bridge, the cable
assumes a certain shape while bearing the beam that forms the bridge (the
dead weight position). Adding a live load, and upon linearising, we obtain an
equation describing the deflection w(x) from the dead weight position of the
cable,

ε
d4w

dx4 − d2w

dx2 = p(x).

On deriving the equation, we have assumed that the beam and cable axes are
lined up with the x-axis and that the total tension in the cable is large relative
to the flexural rigidity (Young’s elasticity modulus times the inertial moment).
Also, we have rescaled such that 0 ≤ x ≤ 1; p(x) represents the result of a
dead weight and live load. Natural boundary conditions are clamped supports
at the endpoints which means

w(0) = w(1) = 0; w′(0) = w′(1) = 0.

We assume that in a subdomain of [0, 1] a regular expansion exists of the form

w(x) =
m∑

n=0

εnwn(x) + O(εm+1).

We find after substitution

−d2w0

dx2 = p(x),
d2wn

dx2 =
d4wn−1

dx4 , n = 1, 2, · · · .

The second derivative d2w/dx2 is inversely proportional to the curvature and
so proportional to the bending moment of the cable. In the domain of the



58 5 Two-Point Boundary Value Problems

regular expansion, tension induced by the load p(x) dominates the elasticity
effects. Solving the lowest-order equation, we have

w0(x) = −
∫ x

0

∫ s

0
p(t)dtds + ax + b

with a and b constants. On assuming p(x) to be sufficiently differentiable, we
obtain higher-order terms of the same form.

We cannot apply the four boundary conditions, but a good choice turns
out to be

w0(0) = w0(1) = 0.

We could also leave this decision until matching conditions have to be applied,
but we shall run ahead of this. We find

a =
∫ 1

0

∫ s

0
p(t)dtds, b = 0.

Subtracting the regular expansion

ψ(x) = w(x) −
m∑

n=0

εnwn(x)

produces

ε
d4ψ

dx4 − d2ψ

dx2 = O(εm+1)

with boundary conditions

ψ(0) = ψ(1) = 0, ψ′(0) = −a, ψ′(1) =
∫ 1

0
p(s)ds − a.

Expecting boundary layers at x = 0 and x = 1, we analyse what happens
near x = 0; near x = 1 the analysis is similar. Introduce the local variable

ξ =
x

εν
,

and the equation becomes

ε1−4ν d4ψ∗

dξ4 − ε−2ν d2ψ∗

dξ2 = O(εm+1).

A significant degeneration arises if 1 − 4ν = −2ν or ν = 1
2 . Expanding ψ∗ =

ψ0(ξ) + ε1/2ψ1(ξ) + · · · , we have

d4ψ0

dξ4 − d2ψ0

dξ2 = 0

with boundary conditions
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ψ0(0) =
ψ0(0)

dξ
= 0

and general solution

ψ0(ξ) = c0 + c1ξ + c2e
−ξ + c3e

+ξ.

Applying the matching condition

lim
ξ→+∞

ψ0(ξ) = 0,

we have c0 = c1 = c3 = 0; the boundary conditions yield c2 = 0 so we have
to go to the next order to find a nontrivial boundary layer contribution. Note
that this is not unnatural because of the clamping conditions of the cable
(w(0) = w′(0) = 0). For ψ1 (and to any order) we have the same equation;
the boundary conditions are

ψ1(0) = 0,
dψ1(0)

dξ
= −a.

However, applying the matching condition, we find again c0 = c1 = c3 = 0,
and we cannot apply both boundary conditions.

What is wrong with our assumptions and construction? At this point, we
have to realise that the matching rule

lim
ξ→+∞

ψ(ξ) = 0

is matching in its elementary form. What we expect of matching is what
this terminology expresses: the boundary layer expansion should be smoothly
fitted to the regular (outer) expansion. If the boundary layer expansion is
growing exponentially as exp(+ξ), there is no way to fit this behaviour with a
regular expansion. Polynomial growth, however, is a different matter; a term
such as ε1/2ξ behaves as x outside the boundary layer and poses no problem
for incorporation in the regular expansion.

To allow for polynomial growth, we have to devise slightly more general
matching rules. This will not be a subject of this chapter, but it is important
to realise that one may encounter these problems. See for more details Section
6.2 and Section 15.4.

To illustrate this here and to conclude the discussion, one can compute
the exact solution of the problem by variation of constants and by applying
the boundary conditions. It is easier to look at the equation for ψ(x) obtained
by the subtraction trick. Its general solution is

ψ(x) = c0 + c1x + c2e
−x/

√
ε + c3e

(x−1)/
√

ε.

Applying the boundary conditions, one finds that in general c1 = Os(
√

ε).
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5.6 Guide to the Literature

Linear two-point boundary value problems have been studied by a number of
authors. An elegant technique to prove asymptotic validity is the use of max-
imum principles. It was introduced by Eckhaus and De Jager (1966) to study
elliptic problems. Such problems will be considered in Chapter 7; we give an
example of a proof in Section 15.6. The technique of using maximum prin-
ciples was applied extensively by Dorr, Parter, and Shampine (1973). Other
general references for two-point boundary value problems, including turning-
point problems, are Wasow (1965), Eckhaus (1979), Smith (1985), O’Malley
(1991), and De Jager and Jiang Furu (1996). A number of basic aspects were
analysed by Ward (1992, 1999).

An interesting phenomenon involving turning points is called Ackerberg-
O’Malley resonance and has inspired a large number of authors. De Groen
(1977, 1980) clarified the relation of this resonance with spectral properties
of the related differential operator; for other references, see his papers.

Higher-dimensional linear boundary value problems can present them-
selves in various shapes. One type of problem is the linear scalar equation

εφ(n)
ε + Ln−1φε = f(x)

with Ln−1 a linear operator of order (n−1) and appropriate boundary values.
Another formulation is for systems of first-order equations of the form

ẋ = a(t)x + b(t)y,

εẏ = c(t)x + d(t)y,

with x an n-dimensional vector, y an m-dimensional vector, a, b, c and d matri-
ces, and appropriate boundary values added. The vector form is also relevant
for control problems. For a more systematic treatment, see O’Malley (1991).

More details about the WKBJ method can be found in Eckhaus (1979),
Vainberg (1989), O’Malley (1991) and Holmes (1998). For turning points, see
Wasow (1984), Smith (1985), and De Jager and Jiang Furu (1996).

5.7 Exercises

Exercise 5.1 We consider the following boundary problem on [0, 1]:

ε

(
d2φ

dx2 + arctan(x)
dφ

dx
− ex2

cos(x)φ
)

− cos(x)φ = x2,

φ(0) = α, φ(1) = β.

Compute a first-order approximation. Is this a formal approximation?
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Exercise 5.2 Consider the following boundary value problem on [0, 1]:

ε
d2φ

dx2 +
dφ

dx
+ cos xφ = cos x,

φ(0) = α, φ(1) = β.

Compute a first-order approximation. Is the approximation formal?

Exercise 5.3 Consider the boundary value problem

ε d2y
dx2 + (1 + 2x) dy

dx − 2y = 0, x ∈ (0, 1),
y(0) = α, y(1) = β.

a. Compute a first-order approximation of y(x) using Section 5.2.
b. Compute a first-order approximation of y(x) by the WKBJ method and

compare the results of (a) and (b).

Note that for a one-parameter set of boundary values no boundary layer is
present.

Exercise 5.4 Consider the so-called “turning-point problem”:

Lεy = (εL1 + L0)(y) = 0, x ∈ [0, 1],
L1 = a2(x) d2

dx2 + a1(x) d
dx + a0(x), a2(x) 
= 0,

L0 = b1(x) d
dx + b0(x).

Suppose b1(x) has a simple zero x0 ∈ (0, 1) and b0(x) 
= 0 in [0, 1]. This is
usually called a turning-point problem.

a. Compute the significant degenerations of Lε in a neighbourhood of x = x0.
Take for instance b1(x) = β0(x−x0)+ · · · , where β0 is a nonzero constant
and the dots indicate the higher-order terms in (x − x0) so that b1(x) has
a simple zero.

b. Does a significant degeneration arise if b1 ≡ 0 in [0, 1] and b0 has a simple
zero?

Exercise 5.5 To recognise some of the difficulties arising with singular dif-
ferential equations mentioned in the introduction to this chapter, we consider
the Euler equation

ε(x2y′′ + 3xy′) − y = 0, x ∈ (0, 1),

y(0) = α, y(1) = β, α2 + β2 
= 0, p ∈ R.

a. Try to find a suitable local variable near x = 0.
b. Show that the boundary value problem has no solution.
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Exercise 5.6 In Section 5.4 we obtained an exact solution,

φε(x) = C1x + C2

(
e

x2
2ε − x

ε

∫ x

−1
e

t2
2ε dt

)
,

which has to satisfy the boundary conditions φε(−1) = α, φε(−1) = β. We
wish to determine the first-order term of the regular expansion in the interior
of [−1, +1]. We also want to show that there exist boundary layers near x =
−1 and x = +1. The calculation closely follows Kevorkian and Cole (1996),
Section 2.3.4.

a. Apply the boundary conditions to find

C1 =
(β − α)e1/2ε + αA(ε)

2e1/2ε − A(ε)
, C2 =

β + α

2e1/2ε − A(ε)
,

with

A(ε) =
1
ε

∫ +1

−1
et2/2εdt.

In the following, we assume β + α 
= 0. Putting β + α = 0 eliminates the
boundary layers and produces the exact solution φε(x) = βx.

b. Use Laplace’s method (Chapter 3) to evaluate

e−1/2εA(ε) = 2(1 + ε + 3ε2) + O(ε3),

C1 = −β + α

2ε
+

3β + α

2
+ O(ε), C2 = (β + α)e−1/2ε

(
− 1

2ε
+

3
2

+ O(ε)
)

.

c. To expand φε(x) in the interior of [−1, +1], note that, away from the
boundary layers, C2e

x2/2ε is exponentially small.

d. Again with Laplace’s method show that in the interior of [−1, +1] with
x 
= 0∫ x

−1
e

t2
2ε dt = εe1/2ε(1 + ε + O(ε2)) +

2ε

x

(
1 +

ε

x2 + O(ε2)
)

ex2/2ε.

e. Conclude that in the interior of [−1, +1]

φε(x) =
β − α

2
x + O(ε).

f. Introduce local variables to analyse the exact solution near the endpoints.
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Nonlinear Boundary Value Problems

For nonlinear problems a number of ideas have been developed to obtain
formal approximations and proofs of asymptotic validity; however, there are
so many complications and interesting phenomena that the theory is far from
complete. To start with it is not a priori clear that a nonlinear boundary value
problem has a solution. There may be various reasons for this.

Example 6.1
Consider the problem

ε
d2φ

dx2 =
(

dφ

dx

)2

+ 1, φε(0) = α, φε(1) = β.

Note that we cannot obtain a regular expansion, as putting ε = 0 produces
no solution. Integration of the equation is possible by putting v = dφ/dx and
separation of variables. We find

dφ

dx
= tan

(x

ε
+ a
)

with a a constant of integration. We observe that, whatever the value of a,
within an O(ε)-neighbourhood of any point in the interval, the derivative of
φε(x) becomes unbounded. There exists no solution of the boundary value
problem. Van Harten (1975) gives a more general formulation for “explosion”
of solutions to occur; see Section 15.5.

Another cause of unsolvability may be the presence of restrictions on the
boundary conditions: the solutions may not be malleable enough to admit
boundary layers. In a paper on the existence of solutions of nonlinear boundary
value problems, Coddington and Levinson (1952) give an example; see also
Chang and Howes (1984, Section 6.1).

Example 6.2
Consider



64 6 Nonlinear Boundary Value Problems

ε
d2φ

dx2 +
(

dφ

dx

)
+
(

dφ

dx

)3

= 0, φε(0) = α, φε(1) = β.

By putting v = dφ/dx and by separation of variables, we can obtain the
solution of the equation

φε(x) = ±ε arcsin(e(x+a)/ε) + b

with a and b constants of integration. As the arcsin function is bounded, φε(x)
can only produce O(ε) variations around a constant. If |α − β| = Os(1), the
problem has no solution.

As we shall show in this chapter, there are examples that can be studied
along the same lines as in the preceding chapter but also cases where new
phenomena take place.

6.1 Successful Use of Standard Techniques

We start with some simple-looking equations that can be associated with
conservative problems. For a related analysis, see O’Malley (1991).

6.1.1 The Equation εφ′′ = φ3

We consider the equation with special boundary values in the following ex-
ample.

Example 6.3

ε
d2φ

dx2 = φ3, φε(0) = 1, φε(1) = 0.

Starting with a regular expansion, one finds that to any order the terms
vanish. This suggests that the regular expansion extends to x = 1 and that a
boundary layer exists at x = 0. Introducing the boundary layer variable

ξ =
x

εν
,

we find a significant degeneration for ν = 1/2. Transforming φ(x) to ψ(ξ), we
find

d2ψ

dξ2 = ψ3,

which is the original equation in a slightly different form. Fortunately, we can
find an integral by multiplying with dψ/dξ and integrating. We find

1
2

(
dψ

dξ

)2

=
1
4
ψ4 + a
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with a a constant of integration. As the solution has to decrease from the
value 1 to 0, we choose the minus sign:

dψ

dξ
= −

√
1
2
ψ4 + 2a.

In the limit for ξ → +∞, ψ will vanish to any order, so matching will require
a = 0. Integrating once more, applying the boundary condition at x = 0, and
transforming back to x, we find

φ̃ε(x) =
1

x/
√

2ε + 1
.

This turns out to be an exact solution of the equation and an asymptotic
approximation of the boundary value problem.

The problem becomes less simple if we consider more general boundary con-
ditions, φε(0) = α, φε(1) = β. However, the equation will have the integral
formulated above, which facilitates the study of the solutions; see Exercise
6.1.

6.1.2 The Equation εφ′′ = φ2

For this equation, there are some interesting aspects of existence or non-
existence of solutions. Consider the equation with Dirichlet boundary values
in the following example.

Example 6.4

ε
d2φ

dx2 = φ2, φε(0) = α, φε(1) = β.

As in Example 6.3, the regular expansion vanishes to any order. So, if αβ 
=
0, we expect boundary layers at both endpoints. As before, we find O(

√
ε)

boundary layers. Near x = 0, the boundary layer equation is, with ξ = x/
√

ε,

d2ψ

dξ2 = ψ2,

which can be integrated to

1
2

(
dψ

dξ

)2

=
1
3
ψ3 + a

with a a constant of integration. As before, matching yields a = 0 and we
have

dψ

dξ
= ±

√
2
3
ψ

3
2 .
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If α < 0, we choose the + sign; integration produces

ψ− 1
2 =

ξ√
6

+ b

with b a constant. However, we cannot satisfy the condition ψ(0) = α.
A similar conclusion holds when calculating the boundary layer behaviour

near x = 1 for β < 0. We conclude that the boundary value problem has no
solutions if α or β is negative.

Chang and Howes (1984, Chapter 3) concluded this in a different way. It is
clear that near x = 0 and x = 1, where φ(x) does not vanish, we have φ′′ > 0.
So the graph of φ(x) has to be convex. This makes it impossible to connect
negative boundary values with the trivial regular solution.

If α, β > 0, there is no such problem. The reader may verify that we find
as a first-order approximation

φ̃ε(x) =
α

(1 +
√

α
6εx)2

+
β(

1 +
√

β
6ε (1 − x)

)2 .

The asymptotic validity of this approximation can be shown by analysing the
exact solution in terms of elliptic functions.

6.1.3 A More General Equation

The function φ is for x ∈ [0, 1] the solution of

Lεφ = ε

(
d2

dx2 + a1(x)
d

dx
+ a0(x)

)
φ − g(x, φ) = 0

with boundary values φ(0) = α > 0, φ(1) = 0; a0(x), a1(x), and g(x, φ) are
sufficiently smooth functions. Furthermore,

g(x, 0) = 0.

Suppose that a regular expansion exists in a subdomain of [0, 1]:

φε(x) =
m∑

n=0

εnφn(x) + O(εm+1).

Substitution produces
g(x, φ0) = 0.

φ0(x) = 0 is a solution of this equation, and we suppose this solution to
be unique by assuming gz(x, z) 
= 0. It is easy to see that we have also
φn(x) = 0, n = 1, ..., m. Note that the regular expansion satisfies the bound-
ary condition at x = 1. We expect a boundary layer near x = 0 and we
introduce the local variable
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ξ =
x

εν
.

The equation becomes, after transformation,

L∗
εφ

∗ = ε1−2ν d2φ∗

dξ2 + ε1−νa1(ενξ)
dφ∗

dξ
+ εa0(ενξ)φ∗ − g(ενξ, φ∗) = 0.

A significant degeneration arises if ν = 1
2 . Assuming that

lim
ε→0

φ∗
ε(ξ) = ψ0(ξ),

we find
d2ψ0

dξ2 − g(0, ψ0) = 0.

We add the boundary value ψ0(0) = α and the matching relation

lim
ξ→∞

ψ0(ξ) = 0.

To solve this problem for ψ0, we have to be more explicit about g. Suppose
for instance that gz(x, z) > 0, x ∈ [0, 1], z ∈ R, and introduce

G(ψ0) =
∫ ψ0

0
g(0, t) dt.

The equation for ψ0 can be integrated to give

1
2

(
dψ0

dξ

)2

− G(ψ0) = a

with a a constant. We have

dψ0

dξ
= ±(2G(ψ0) + 2a)

1
2 .

As α > 0, the matching relation requires us to take the minus sign, cor-
responding with a decreasing solution (the plus sign if α < 0). Matching
produces a = 0. The solution for ψ0 is given implicitly by

ξ = −
∫ ψ0

α

dη

(2G(η))
1
2
.

Note that higher-order terms satisfy linear equations that we can solve in
terms of ψ0. In the boundary value problem, a boundary layer near x = 1
would arise if we were to put φε(1) = β, β 
= 0. The analysis of the behaviour
of the solution near x = 1 in this case runs along exactly the same lines.
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6.2 An Intermezzo on Matching

In the examples of the preceding section, we have deliberately introduced con-
ditions such that the regular expansion vanishes to all orders. This facilitates
matching, which obeys for instance a rule such as

lim
ξ→+∞

ψ0(ξ) = 0,

where ξ is a local variable at the left endpoint of the interval.
In the linear problems of the preceding chapters, this type of matching

is easy to achieve by applying the subtraction trick. In the case of nonlinear
problems, this trick can also be used but it may cause technical complications.
Also, in more difficult problems, we need a matching principle that can be
generalised.

In Section 4.4, we noted that in the justification of matching rules the
overlap hypothesis plays a part. To fix the idea, consider an interval with left
endpoint x = 0. Suppose that in the interior of the interval we have a regular
expansion of the form φ0(x) + εφ1(x) + · · · . Near x = 0, we have a boundary
layer expansion ψ0(ξ) + κ(ε)ψ1(ξ) + · · · , κ(ε) = o(1), in the local variable

ξ =
x

δ(ε)
, δ(ε) = o(1).

The overlap hypothesis assumes that there exists a subdomain near x = 0
where both the regular and the boundary layer expansions are valid and where
they can be matched. A local variable ξ0 corresponding with such a subdomain
can be of the form

ξ0 =
x

δ0(ε)
, δ0(ε) = o(1), δ(ε) = o(δ0(ε)).

In the overlap domain, the first terms of the regular and the boundary layer
expansions are transformed:

ψ0(ξ) → ψ0

(
δ0(ε)
δ(ε)

ξ0

)
, φ0(x) → φ0(δ0(ε)ξ0).

For ψ0(ξ) and φ0(x) to be matched in the overlap domain as ε → 0, we have,
upon expanding from the equality of the leading terms,

lim
ξ→+∞

ψ0(ξ) = lim
x→0

φ0(x).

This is a slightly more general matching rule than the one we derived in
Section 4.2. We illustrate this as follows.
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Example 6.5

ε
d2φ

dx2 + 2
dφ

dx
+ eφ = 0, φε(0) = φε(1) = 0.

The first-order term of a regular expansion φ0(x) + ε . . . will be a solution of

2
dφ0

dx
+ eφ0 = 0

so that

φ0(x) = ln
(

2
x + a

)
with a a constant of integration. Assume that we have a boundary layer at
x = 0 and that φ0(1) = 0; in this case a = 1. Near x = 0, we introduce the
boundary layer variable

ξ =
x

εν
,

which produces the equation

ε1−2ν d2ψ

dξ2 + 2ε−ν dψ

dξ
+ eψ = 0.

A significant degeneration arises for ν = 1; expanding ψ(ξ) = ψ0(ξ) + ε · · ·
yields for ψ0(ξ) the equation

d2ψ0

dξ2 + 2
dψ0

dξ
= 0

with solution
ψ0(ξ) = A + Be−2ξ.

From the boundary condition ψ0(0) = 0, we have A + B = 0. Matching
according to our new rule produces

A = ln 2

and
ψ0(ξ) = ln 2(1 − e−2ξ).

In composing a first-order approximation, we cannot merely add φ0(x) and
ψ0(ξ); we have to subtract the common part, which is in this case ln 2. The
approximation takes the form

φ̃ε(x) = ln
2

x + 1
− ln 2e−2x/ε.

Remark
The matching rule that we have formulated here is slightly more general than
the rule formulated in Section 4.2. In applications, we may still encounter cases
where this rule does not enable us to match different local expansions. One
of the problems lies in the requirement that we restrict ourselves to leading
terms. A more general matching rule, intermediate matching, is discussed in
Section 15.4.
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6.3 A Nonlinearity with Unexpected Behaviour

We consider now a problem with new, rather unexpected phenomena.

Example 6.6
The function φ is for x ∈ [0, 1] the solution of

ε
d2φ

dx2 − dφ

dx

(
dφ

dx
+ 1
)

= 0

with boundary values φε(0) = α, φε(1) = 0; we take 0 < α < 1. The problem
was discussed by Van Harten (1975). The assumption of the existence of a
regular expansion in x suggests the expansion

φε(x) =
m∑

n=0

εnφn(x) + O(εm+1).

We find for φ0 the equation

dφ0

dx

(
dφ0

dx
+ 1
)

= 0

with solutions
φ01(x) = c1 and φ02(x) = −x + c2.
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Fig. 6.1. Various possibilities in Example 6.6

From this point on, there are several possibilities. We could for instance as-
sume that one of the solutions can be used in a subdomain of (0, 1) and the
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other should be discarded; there are many other choices possible, see Fig. 6.1.
It turns out, however, that the following construction leads to correct results:
assume that φ01(x) is a valid first approximation in a subdomain that has
x = 0 as a boundary, so we take φ01(x) = α; φ02(x) is valid in a subdomain
that has x = 1 as a boundary, so take φ02(x) = 1 − x. The two local ap-
proximations intersect at x = 1 − α; in this case we find a boundary layer at
x = 1 − α, the location of which clearly depends on the boundary values!

To obtain more insight into what is going on, we analyse the exact solution.
The solution for α ∈ (0, 1) is of the form

−ε ln
(
Ae

x
ε + B

)
with A and B constants. Applying the boundary conditions, we can write for
the solution

φε(x) = α − ε ln

(
1 + e

x−1+α
ε − e

x−1
ε − e− 1−α

ε

1 − e− 1
ε

)
,

which on [0, 1] simplifies to

φε(x) = α − ε ln
(
1 + e

x−1+α
ε − e

x−1
ε

)
+ o(ε).

Inspection of this expression confirms the validity of the two regular expan-
sions:

φε(x) = α + O(ε), 0 ≤ x ≤ 1 − α − d, d > 0,
φε(x) = 1 − x + O(ε), 1 − α + d ≤ x ≤ 1.

To describe the behaviour in the free boundary layer, we introduce the local
variable

ξ =
x − (1 − α)

ε

and we find
φ∗

ε(ξ) = α − ε ln
(
1 − e− α

ε +ξ + eξ
)

+ o(ε)
= α − ε ln(1 + eξ) + o(ε).

What happens if we take α > 1?

The equation that we studied here is an example of an equation with
quadratic nonlinearities of the form

ε
d2φ

dx2 = a(x, φ)
(

dφ

dx

)2

+ b(x, φ)
dφ

dx
+ c(x, φ).

For more details, see Section 15.5.
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6.4 More Unexpected Behaviour: Spikes

As we have seen, relatively simple differential equations can have solutions
with striking behaviour. Another type of equation, producing spike-like be-
haviour, has attracted a lot of attention. A transparent demonstration of
such behaviour for autonomous, conservative equations was given by O’Malley
(1976); see also O’Malley (1991) and De Jager and Jiang Furu (1996).
We sketch the ideas by considering the problem in Example 6.7.

Example 6.7

ε
d2φ

dx2 + φ − φ2 = 0, φε(0) = α, φε(1) = β.

In the φ, dφ/dx phase-plane (see Fig. 6.2), there are two critical points,
(φ, dφ/dx) = (0, 0), which is a centre, and (φ, dφ/dx) = (1, 0), which is a
saddle. The phase orbits are given by the integral of the equation

- 0.5 1
φ

dφ
dx

βα

P Q

Q’P’

Fig. 6.2. The phase-plane of Example 6.7. Phase orbits such as PQQ′ or
PQQ′ · · · PQ correspond with spiked solutions with boundary conditions φε(0) =
α, φε(1) = β.
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1
2
ε

(
dφ

dx

)2

+
1
2
φ2 − 1

3
φ3 = E0

for all possible values of the constant E0. The closed orbits around (0, 0) and
within the saddle loop, given by

ε

(
dφ

dx

)2

+ φ2 − 2
3
φ3 =

1
3
,

correspond with periodic solutions (i.e., periodic in x when disregarding the
boundedness of the interval). Near (0, 0), the frequency approaches 1/

√
ε,

which means very fast oscillations.
To apply the boundary values, we have to select a part of a phase orbit

corresponding with length 1 in x, starting in φ = α and ending in φ = β.
Suppose that −1/2 < α, β < 1 and that α and β are not close to either −1/2
or 1 as ε → 0. It is always possible to find a suitable part of a phase orbit
inside the saddle loop as, moving out from the centre point to the saddle, the
period increases monotonically from 0 (as ε → 0) to ∞.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.5

0

0.5

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.5

0

0.5

1

Fig. 6.3. Spikes in Example 6.7 with α = −0.4, β = 0.5, ε = 0.00025.

To use a phase orbit such as PQQ′, we have to pass fairly close to the
saddle to obtain a “time interval” of length 1 in x. The motion near the
saddle will be slow. (The solution φ stays for a long “time” near the value 1.)
Outside a neighbourhood of the saddle, the motion will be fast. This solution
corresponds with boundary layer behaviour near x = 0 and x = 1, connecting
α and β with regular behaviour near φ = 1.

Moving to a phase orbit slightly more inwards, we can construct a solution
PQQ′ · · ·PQ corresponding with a chosen number of rotations of the phase
orbit. Each time the phase orbit moves from a neighbourhood of the saddle
through Q′P ′PQ back to this neighbourhood, we observe a spike (see Fig.
6.3). The sizes of the spikes are bounded by the size of the saddle loop, and
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they will hardly increase as ε → 0. So remarkably enough, we can construct as
many solutions with as many spikes as we want. For a more detailed analysis
and proofs we refer to the literature cited.

6.4.1 Discussion

1. In our example, the analysis is made easier by the a priori knowledge that
the period function, when going from the centre to the saddle, increases
monotonically from O(

√
ε) to ∞. We know for equations of the form

ε
d2φ

dx2 + f(φ) = 0

with f(φ) quadratic that the period function is a monotonic function (as
in the case of the pendulum equation), see Chow and Sanders (1986).
If f(φ) is cubic, the period function can already be nonmonotonic. This
opens the possibility of more complications.

2. In the analysis of a boundary value problem for εφ′′ + f(φ) = 0, the crit-
ical points (φ, dφ/dx) = (x0, 0) with f(x0) = 0 play an essential part.
Excluding the degenerate case f ′(x0) = 0, all critical points are either
centres (when f ′(x0) > 0) or saddles (when f ′(x0) < 0). Near the cen-
tres, we have high-frequency oscillations that are not suitable for solving
boundary value problems. Near the saddles, the motion is slowed down as
much as we want to produce solutions as discussed above. For a general
background on conservative equations of this type, see Verhulst (2000,
Chapter 2).

3. Various generalisations of the boundary value problem for the equation
εφ′′ + f(φ) = 0 are possible. A natural one is to add linear damping.
The qualitative analysis remains the same as a saddle (hyperbolic critical
point) remains a saddle under perturbation. The centre becomes a slowly
attracting focus, but the time-scale of circulation remains asymptotically
the same.

6.5 Guide to the Literature

Nonlinear boundary value problems are extensively discussed in Chang and
Howes (1984), O’Malley (1991), and De Jager and Jiang Furu (1996). Eck-
haus (1979) uses the examples of van Harten (1975), discussed in Section 6.3
(see also Section 15.5), to analyse significant degenerations of operators and
matching problems.

In applied mathematics, difficult examples often play an important and
stimulating part. Lagerstrom and Cole (see Kevorkian and Cole, 1996) intro-
duced the problem

ε
d2φ

dx2 + φ
dφ

dx
− φ = 0, φε(0) = α, φε(1) = β,
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which involves all kind of problems such as shocks, the location of boundary
layers, and matching of expansions. Of the many studies see Dorr, Parter, and
Shampine (1973), Howes (1978) and Kevorkian and Cole (1996). For another
Lagerstrom model problem studied by blow-up transformation, see Popović
and Szmolyan (2004).

Carrier and Pearson (1968) formulated the problem

ε
d2φ

dx2 + 2(φ − φ3) = 0, φε(−1) = φε(1) = 0,

which displays shock-layer phenomena and spikes. This has triggered a lot of
research, of which Section 6.4 is only a very small part. Carrier and Pear-
son noticed that the perturbation scheme produces “spurious solutions” that
do not represent actual solutions. It is not easy to find a selection-rejection
criterion to handle these spurious solutions. The phase-plane method for au-
tonomous problems (O’Malley, 1976) solves this by adding a new, geometric
element to the discussion.

A number of authors have tried to solve this selection-rejection problem
within the theory of singular perturbations. We mention Lange (1983), who
uses exponentially small terms in his analysis. In the same spirit, MacGillivray
(1997) also uses transcendentally small terms in the matching process.

A completely different analysis of these problems has been proposed by
Ward (1992); for a survey and introduction, see Ward (1999). He associates
the Carrier-Pearson problem with a linear eigenvalue problem that is ill-
conditioned (i.e., there are exponentially small eigenvalues). By using an
asymptotic projection on the space spanned by the eigenfunctions, the asymp-
totic approximation can be identified.

Another very different approach is to use nonstandard analysis. For a
readable account, one should consult Lutz and Goze (1981). In this type of
analysis, quantitative information is more difficult to obtain without returning
to standard analysis of singular perturbations.

A large and important field that we do not discuss in this book is the
application of singular perturbations to control theory. Some of its topics
can be found in O’Malley (1991); for a systematic study and references, see
Kokotović, Khalil, and O’Reilly (1999).

6.6 Exercises

Exercise 6.1 Consider the problem

ε
d2φ

dx2 = φ3, φε(0) = α, φε(1) = β,

with α < 0, β > 0.
a. Note that the regular expansion vanishes to each order.
b. Compute a first-order approximation of the solution.
c. Can you say anything about the validity of the approximation?
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Exercise 6.2 Consider the nonlinear boundary value problem

ε
d2y

dx2 − dy

dx
+ g(y) = 0,

y(0) = α, y(1) = β.

The function g is sufficiently differentiable and is chosen in such a way that
the reduced equation (ε = 0), for any given y(x0) = y0, x0 ∈ [0, 1], has a
unique solution y(x) for x ∈ [0, 1].
a. Localise the possible boundary layer(s).
b. Give a first-order approximation.

Exercise 6.3 Consider the nonlinear boundary value problem

ε
dx

dt
= y − x2, x(0) = 0,

dy

dt
= x, y(1) = 1, x, y ≥ 0.

Compute a first-order approximation.

Exercise 6.4 Consider the boundary value problem on [0, 1]:

ε
d2y

dx2 =
(

dy

dx

)2

, y(0) = α, y(1) = β.

We exclude the trivial case α = β. This example will show that the location
of the boundary layer depends on whether α > β or α < β.

a. Consider the various possibilities for constructing a regular expansion. Is
it possible to locate boundary layers? Can you find a significant degener-
ation?

b. Compute the exact solution and show that there is one boundary layer
location.

c. Identify a boundary layer variable in the case α > β.

Exercise 6.5 Consider again the problem

ε
d2φ

dx2 + φ − φ2 = 0, φε(0) = α, φε(1) = β.

a. Does the boundary value problem have solutions if α, β < −1/2?
b. The same question as in (a) if α < −1/2, β > 1.
c. Sketch the solutions for the orbits PQQ′ and PQQ′P ′PQ.

Exercise 6.6 Consider the solvability of Dirichlet boundary value problems
on [0, 1] for the equations φ′′ − φ + φ3 = 0 and φ′′ + φ − φ3 = 0.
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Elliptic Boundary Value Problems

We now turn our attention to partial differential equations and, in particular,
to elliptic boundary value problems in the plane. At the end of this chapter,
we shall sketch some developments for nonconvex domains and for domains
in R

3.
Consider a bounded domain D ⊂ R

2 with boundary Γ . We shall study a
function of two variables φε(x, y), that in D is given implicitly as the solution
of a differential equation; on the boundary Γ, φ will take values prescribed by
the function θ. This type of prescription of boundary values is usually called
a Dirichlet problem.

We shall restrict ourselves to Dirichlet problems to keep the presentation
simple but note that other boundary value problems can be treated by a
similar analysis. We start with what appears to be a direct extension of the
boundary value problem of Section 5.1.

7.1 The Problem εΔφ − φ = f for the Circle

Consider the domain D = {x, y|x2+y2 < 1} with the circle Γ = {x, y|x2+y2 =
1} as boundary. The problem is to find φε(x, y) as the solution of

εΔφ − φ = f(x, y)

with boundary condition φ|Γ = θ(x, y). The functions f and θ are defined
in D and Γ , respectively, and are sufficiently differentiable; Δ is the Laplace
operator.

Note that choosing the boundary condition to be homogeneous, φ|Γ = 0,
we have no restriction of generality.

We assume that, in a subdomain of D, a regular expansion of the solution
exists:

φε(x, y) =
m∑

n=0

εnφn(x, y) + O(εm+1).
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D

Γ

Fig. 7.1. A boundary layer along a circle.

Substitution in the equation produces

φ0(x, y) = −f(x, y),
φn(x, y) = Δφn−1(x, y), n = 1, · · · .

In general, this expansion will not satisfy the boundary conditions, so that
we expect the existence of a boundary layer along Γ . As in the preceding
chapters, it is convenient to subtract the regular expansion; we put

ψ(x, y) = φ(x, y) −
m∑

n=0

εnφn(x, y)

and calculate

εΔψ = εΔφ −
∑m

n=0 εn+1Δφn

= φ + f −
∑m

n=0 εn+1φn+1
= ψ +

∑m
n=0 εnφn + f −

∑m
n=0 εn+1φn+1

= ψ − εm+1φm+1.

So we have
εΔψ − ψ = O(εm+1)

with boundary value ψ|Γ = θ(x, y) −
∑m

n=0 εnφn|Γ . To study the behaviour
of the solution along the boundary, it is natural to introduce the radius-angle
coordinates ρ, α by

x = (1 − ρ) cos α,
y = (1 − ρ) sinα.

The equation for ψ becomes

Lψ = ε

(
∂2

∂ρ2 − 1
1 − ρ

∂

∂ρ
+

1
(1 − ρ)2

∂2

∂α2

)
ψ − ψ = O(εm+1).

The boundary corresponds with ρ = 0, and we put
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ψ|ρ=0 =
m∑

n=0

εnθn(α),

where θ0 is obtained by transforming x, y → ρ, α in θ(x, y) − φ0(x, y) and
putting ρ = 0; θ1 is obtained from −φ1(x, y) etc.

We introduce a boundary layer variable along Γ by

ξ =
ρ

εν
.

The equation becomes

L∗ψ∗ = ε1−2ν ∂2ψ∗

∂ξ2 − ε1−ν

1 − ενξ

dψ∗

dξ
+

ε

(1 − ενξ)2
∂2ψ∗

∂α2 − ψ∗ = 0(εm+1).

The differential operator has a significant degeneration L∗
0 if ν = 1

2 so that
ξ = ρ/ε

1
2 and then

L∗
0 =

∂2

∂ξ2 − 1.

The equation has terms containing ε and ε
1
2 , so we suppose that near the

boundary a regular expansion exists of the form

ψ∗
ε (ξ, α) =

2m∑
n=0

εn/2ψn(ξ, α) + O
(
εm+ 1

2

)
.

Substitution of the expansion and comparing terms of the same order in ε
produces

L∗
0ψ0 = 0, ψ0|Γ = θ0(α),

L∗
0ψ1 = ∂ψ0

∂ξ , ψ1|Γ = 0,

L∗
0ψ2 = ∂ψ1

∂ξ + ξ ∂ψ0
∂ξ − ∂2ψ0

∂α2 , ψ2|Γ = θ1(α), etc.

Note that the equations for ψ0, ψ1, ... are all ordinary differential equations.
For this reason, we call the boundary layer along Γ an ordinary boundary
layer (see Fig. 7.1). The equations are easy to solve; we find for ψ0

ψ0(ξ, α) = A(α)e−ξ + B(α)e+ξ.

Again we introduce a matching relation, and it takes the form

lim
ξ→∞

ψn(ξ, α) = 0, n = 0, ..., m.

For ψ0 this implies that B(α) = 0. We find successively

ψ0(ξ, α) = θ0(α)e−ξ,
ψ1(ξ, α) = − 1

2θ0(α)ξe−ξ.



80 7 Elliptic Boundary Value Problems

The formal approximation of the original boundary value problem becomes,
to O(ε),

φε = −f(x, y) + (θ(x, y) + f(x, y))|Γ
(

1 − 1
2
ρ

)
e−ρ/

√
ε + ε · · · ,

in which ρ = 1−
√

x2 + y2. It would appear that in the expansion only terms
that are Os(1) arise; the reader may verify, however, that we have

ρe−ρ/
√

ε = O(
√

ε), 0 ≤ ρ ≤ 1.

7.2 The Problem εΔφ − ∂φ
∂y

= f for the Circle

Consider again the domain D = {x, y|x2 + y2 < 1} with boundary the circle
Γ = {x, y|x2 + y2 = 1}. The equation is

εΔφ − ∂φ

∂y
= f(x, y)

with boundary condition
φ|Γ = θ(x, y).

The equation with boundary condition models the laminar flow of a conduct-
ing, incompressible fluid in the presence of a magnetic field; see Van Harten
(1979) and references therein.

We start again in the usual way: assume that in a subset of D a regular
expansion exists,

φε(x, y) =
m∑

n=0

εnφn(x, y) + O(εm+1).

Substitution in the differential equation produces

∂φ0
∂y = −f(x, y),
∂φn

∂y = Δφn−1, n = 1, 2, · · · ,

which are first-order equations. For φ0, we find

φ0(x, y) = −
∫ y

f(x, t) dt + A(x).

We are still free to choose the function A(x). On the boundary, we can elimi-
nate y; we separate Γ into an upper and a lower half,

Γ+ = {x, y|x2 + y2 = 1, y ≥ 0},
Γ− = {x, y|x2 + y2 = 1, y ≤ 0},



7.2 The Problem εΔφ − ∂φ
∂y

= f for the Circle 81

and accordingly the boundary conditions become

Γ+ : θ+(x) = θ
(
x,

√
1 − x2

)
,

Γ− : θ−(x) = θ
(
x,−

√
1 − x2

)
.

It is clear that we can choose A(x) such that the boundary condition on
either Γ+ or Γ− is satisfied. A good guess is then that imposing the boundary
condition on one half will evoke the existence of a boundary layer along the
other half of the boundary. We have to analyse the boundary layer equations
before making this choice. We subtract the regular expansion

ψ(x, y) = φ(x, y) −
m∑

n=0

εnφn(x, y)

to find, in an analogous way as in Example 7.1,

εΔψ − ∂ψ

∂y
= O

(
εm+1) .

The boundary conditions must also be transformed, but we postpone this cal-
culation until we know the location of the boundary layer. Again we introduce
the radius-angle coordinates to study what happens along the boundary

x = (1 − ρ) cos α,
y = (1 − ρ) sinα.

The equation becomes

ε

(
∂2ψ

∂ρ2 − 1
1 − ρ

∂ψ

∂ρ
+

1
(1 − ρ)2

∂2ψ

∂α2

)
+ sin α

∂ψ

∂ρ
− cos α

1 − ρ

∂ψ

∂α
= O(εm+1).

The boundary corresponds with ρ = 0, and so we introduce the local variable

ξ =
ρ

εν
.

Transforming x, y → ρ, α → ξ, α and replacing ψ(x, y) by ψ∗(ξ, α), we find
the equation

L∗ψ∗ = ε1−2ν ∂2ψ∗

∂ξ2 − ε1−ν

1 − ενξ

∂ψ∗

∂ξ
+

ε

(1 − ενξ)2
∂2ψ∗

∂α2

+ε−ν sin α
∂ψ∗

∂ξ
− cos α

1 − ενξ

∂ψ∗

∂α
= O(εm+1).

The operator L∗ has a significant degeneration if ν = 1. After rescaling, the
degeneration takes the form

L∗
0 =

∂2

∂ξ2 + sin α
∂

∂ξ
.
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Note, however, that we may have to exclude the points α = 0 and α = π
where the second term vanishes and which corresponds with the points where
Γ− and Γ+ are connected. As we have only entire powers of ε in the equation,
it is natural to postulate the regular expansion

ψ∗
ε (ξ, α) =

m∑
n=0

εnψn(ξ, α) + O(εm+1).

We find
L∗

0ψ0 = 0

with the solution
ψ0(ξ, α) = B(α) + C(α)e−ξ sin α.

Γ -

DP Q

Γ+

Fig. 7.2. Boundary layer at one side of a circular domain.

If we move into the interior of the domain, the boundary layer solution has
to match the regular expansion in x, y. So we have the matching relation

lim
ξ→∞

ψn(ξ, α) = 0.

Along Γ−, π < α < 2π, the exponent of ψ0 is positive so that matching
produces B = C = 0. Clearly, we then have no boundary layer along Γ−, so
we propose the regular expansion in x, y to satisfy the boundary condition on
Γ− and we expect a boundary layer along Γ+ (see Fig. 7.2). This determines
A(x) (and the lower constant of integration) as

θ−(x) = −
∫ −√

1−x2

f(x, t)dt + A(x).

Furthermore, we have the boundary condition
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ψε|Γ+ = θ+(x) −
m∑

n=0

εnφn|Γ+ .

We find with this condition and the matching relation

ψ0(ξ, α) = (θ+(cos α) − φ0(cos α, sin α))e−ξ sin α

with 0 < α < π. The next term, ψ1(ξ, α), follows from the boundary condition,
the matching relation, and the equation

L∗
0ψ1 = +

∂ψ0

∂ξ
+ cos α

∂ψ0

∂α
.

In our analysis, we excluded the points where α = 0, π; let us call them P and
Q. There is another reason to exclude a neighbourhood of these points. The
regular expansion coefficients φn(x, y) will in general be singular at P and Q.
To illustrate this, take for instance θ−(x) = 1, f(x, y) = 1. We find

A(x) = 1 −
√

1 − x2,

φ0(x, y) = −y + 1 −
√

1 − x2,

which has branch points at x = ±1. On calculating φ1, one finds expressions
that contain singularities at x = ±1. It is not difficult to see that this example
illustrates the general situation. We conclude that our first-order calculation
is complete except for a neighbourhood of the points P and Q. To complete
the analysis, we have to introduce local variables near these points. It turns
out that boundary layer regions arise near P and Q that form a transition
between the boundary layer along Γ+ and the boundary Γ− where no bound-
ary layer exists. The analysis becomes much more sophisticated, and we do
not perform it here.

Remarks

1. On adding the analysis for a neighbourhood of the points P and Q, one
still has not obtained a formal approximation, although the result can
be proved to be an asymptotic approximation. This is analogous to the
discussion in Section 5.2.

2. In the equation for φ, the term ∂φ/∂y has coefficient −1. Replacing −1
by +1, we can repeat the analysis and find that the parts played by Γ−

and Γ+ with respect to the boundary layer structure are interchanged.
3. A difference between the results of Section 7.1 and the present one is that

we have in the second case a part of the boundary where no boundary
layer exists and special problems in the transition regions near P and Q.
In general, such problems arise if we have an equation such as

εL1φ + L0φ = f
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in which L1 is an elliptic second-order operator and L0 is a first-order
operator. Special boundary layers, as above near P and Q, arise whenever
the characteristics of L0 are tangent to the boundary. This is in agree-
ment with the theory of boundary value problems in partial differential
equations and the part played by characteristics.

7.3 The Problem εΔφ − ∂φ
∂y

= f for the Rectangle

We have seen in the preceding section that the presence of characteristics in
the reduced equation (ε = 0) causes special problems at the points where
these characteristics are tangent to the boundary. In this way, the geometry
of the domain plays an important part.

We shall now consider a problem that is typical for the case in which part
of the boundary coincides with a characteristic (see Fig. 7.3). The equation is
again

εΔφ − ∂φ

∂y
= f(x, y),

which we consider on the rectangular domain D given by

D = {x, y|a < x < b, c < y < d}.

On the boundary Γ of D, we have the condition

φ|Γ = θ(x, y).

We assume again that in a subdomain of D a regular expansion exists of the
form

φε(x, y) =
m∑

n=0

εnφn(x, y) + O(εm+1).

We find after substitution

∂φ0
∂y = −f(x, y),
∂φn

∂y = Δφn−1, n = 1, 2, · · · .

Inspired by the problem of the preceding section, we suppose that the regular
expansion satisfies the boundary condition for y = c. We find

φ0(x, y) = −
∫ y

c

f(x, t)dt + θ(x, c).

We subtract the regular expansion

ψ(x, y) = φ(x, y) −
m∑

n=0

εnφn(x, y)
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a

c

x

y

D Γ

d

b

Fig. 7.3. Boundary layers in the case where characteristics coincide with part of
the boundary.

to find, as before,

εΔψ − ∂ψ

∂y
= O(εm+1).

The boundary conditions for ψ are

ψ(x, c) = 0,

ψ(x, d) = θ(x, d) −
∑m

n=0 εnφn(x, d),

ψ(a, y) = θ(a, y) −
∑m

n=0 εnφn(a, y),

ψ(b, y) = θ(b, y) −
∑m

n=0 εnφn(b, y).

We expect the presence of boundary layers along the part of Γ where x = a, b
and y = d. We shall compute the first terms of the boundary layer expansions.
Near y = d, we propose the local variable

ξd =
d − y

εν
.

The equation becomes (we omit *)

ε
∂2ψ

∂x2 + ε1−2ν ∂2ψ

∂ξ2
d

+ ε−ν ∂ψ

∂ξd
= O(εm+1).

The significant degeneration of the operator arises if ν = 1 and becomes

∂2

∂ξ2
d

+
∂

∂ξd
.
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Near y = d, we have an ordinary boundary layer. Expanding here ψε =∑m
n=0 εnψd

n(x, ξd) + O(εm+1), we find

∂2ψd
0

∂ξ2
d

+
∂ψd

0

∂ξd
= 0,

which we can solve using the boundary condition at y = d and the matching
condition

lim
ξd→∞

ψd
0(x, ξd) = 0.

We find

ψd
0(x, ξd) =

[
θ(x, d) − θ(x, c) +

∫ d

c

f(x, t) dt

]
e−ξd .

Near x = a, we propose the local variable

ξa =
x − a

εν
.

The equation becomes

ε1−2ν ∂2ψ

∂ξ2
a

+ ε
∂2ψ

∂y2 − ∂ψ

∂y
= O(εm+1).

The significant degeneration arises if ν = 1
2 and becomes

L∗
0 =

∂2

∂ξ2
a

− ∂

∂y
.

This is a parabolic differential operator, and therefore we call the boundary
layer near x = a parabolic. The equation contains only integer powers of ε, so
we propose an expansion of the form

ψε =
m∑

n=0

εnψa
n(ξa, y) + O(εm+1).

To first order, we have
L∗

0ψ
a
0 = 0

with boundary condition

ψa
0 (0, y) = θ(a, y) − θ(a, c) +

∫ y

c

f(a, t) dt = g(y)

and the matching condition

lim
ξa→∞

ψa
0 (ξa, y) = 0.

The solution of the equation is well-known, and we find
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ψa
0 (ξa, y) =

√
2
π

∫ ∞

ξa/2
√

y

e− 1
2 t2g

(
y − ξ2

a

2t2

)
dt.

It is not difficult to calculate higher-order terms of the expansion, and it can
be shown that in this calculation difficulties arise near the boundary points
(a, c) and (a, d). At (a, c) there is a transition between a parabolic boundary
layer and the lower boundary where no boundary layer exists; at point (a, d)
there is a transition between a parabolic and an ordinary boundary layer. In
the analysis given here, we must exclude a neighbourhood of these points. It
will be clear that the discussion of the formal expansion near the boundary
x = b runs along exactly the same lines. We find the boundary layer variable

ξb =
b − x√

ε

and a parabolic boundary layer. In this case, we have to exclude a neighbour-
hood of the points (b, c) and (b, d).

7.4 Nonconvex Domains

In applications, nonconvex domains arise naturally, for instance in ocean and
seabasin dynamics. The analysis of such problems shows some interesting new
features. We demonstrate this by looking at an example (see Fig. 7.4).
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Fig. 7.4. Boundary layers in the case of a nonconvex domain; a free boundary layer
arises.

Consider again the Dirichlet problem for the elliptic equation

εΔφ − ∂φ

∂y
= 0
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on the interior of the domain ABCDEFA. The boundary conditions are spec-
ified as follows. On the boundary Γ, φε(x) is given by

AB : 1, DE : y,

BC : y, EF : 3,

CD : 2, FA : y.

We start again with the regular expansion

φε(x, y) =
m∑

n=0

εnφn(x, y) + O(εm+1).

From the analysis in Section 7.3, we expect:

• φ0(x, y) satisfies the boundary condition on AB and CD. Explicitly,
φ0(x, y) = 1 on the rectangle ABC ′F, φ0(x, y) = 2 on CDEC ′.

• An ordinary boundary layer of size O(ε) exists along EF and parabolic
boundary layers of size O(

√
ε) exist along BC,DE, and FA.

• Transition boundary layers are present at all the corner points.

The verification runs along the same lines as in Section 7.3 and is left to the
reader. What concerns us here is that, because of the nonconvexity of the
domain, φ0(x, y) has a nonsmooth transition on CC ′, where it equals 1 to the
left and 2 to the right.

To describe this transition by our approximation scheme, we have to as-
sume the presence of a free boundary layer along CC ′ and an additional tran-
sition layer at C and C ′. Note that this free boundary layer is located along a
characteristic of the reduced (ε = 0) equation. Introducing the local variable

ξ =
2 − x

εν
,

the equation becomes

ε1−2ν ∂2ψ

∂ξ2 + ε
∂2ψ

∂y2 − ∂ψ

∂y
= O.

A significant degeneration arises if ν = 1/2 with leading operator

∂2

∂ξ2 − ∂

∂y
,

so the free boundary layer is parabolic. Expanding ψε(ξ) gives

∂2ψ0

∂ξ2 − ∂ψ0

∂y
= 0.

If ξ → +∞, x has to decrease, so we move into ABC ′F . This produces the
matching condition
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lim
ξ→+∞

ψ0(ξ, y) = 1.

Moving into CDEC ′ we must have

lim
ξ→−∞

ψ0(ξ, y) = 2.

The smoothness that produces these matching conditions is a global effect
induced by the smoothness of the boundary conditions of the problem. The
complete analysis is rather technical; for details see Mauss (1969, 1970).

7.5 The Equation εΔφ − ∂φ
∂y

= f on a Cube

The analysis until now was for second-order elliptic problems in one and two
dimensions. The transition from one- to two-dimensional domains produced
a number of new phenomena, and the same holds for the transition to three-
dimensional problems.

Explicit calculations for three dimensions are less common; an example
can be found in Van Harten (1975, Chapter 3.7) and in Lelikova (1978). One
considers the analogue of the problem treated in Section 7.3: the interior
Dirichlet problem for

εΔφ − ∂φ

∂z
= f(x, y, z)

on the cube in 3-space. In this case, one finds from a formal analysis the
following phenomena:

- a regular expansion in the variables x, y, z in the interior of the cube that
satisfies the boundary condition on the base plane;

- an ordinary boundary layer near the upper plane of size O(ε);
- parabolic boundary layers along the side planes of size O(

√
ε);

- parabolic boundary layers along the vertical edges of size O(
√

ε);
- elliptic boundary layers along the edges in the base plane of size O(ε);
- elliptic boundary layers at the corner points of size O(ε).

It is interesting to note that although there are more complications as the
dimension of the domain is increased, the calculation scheme can still be
carried out as explained before.

7.6 Guide to the Literature

The subject of elliptic equations was pioneered by Levinson (1950) and Vishik
and Liusternik (1957); there is a survey paper by Trenogin (1970). Regard-
ing proofs to establish the asymptotic character of approximations in elliptic
problems, the first study introducing maximum principles was the paper by
Eckhaus and De Jager (1966); see also Dorr, Parter, and Shampine (1973) and
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Section 15.6 of this book. Since then, the theory has been extended consider-
ably to involve other a priori estimates and Hilbert space techniques. Good
references are Lions (1973), Huet (1977), and Il’in (1999); see also Van Harten
(1978).

Constructions as in Section 7.2, where a characteristic of L0 is tangent
to the boundary (points P and Q), were handled by Grasman (1971, 1974).
The phenomenon is called “birth of boundary layers”. Applications to exit
problems, groundwater flow, and pollution are described by Grasman and
van Herwaarden (1999). For a general introduction, extensions to quasilinear
and higher-order problems and for more references, we refer to the books by
Eckhaus (1979, Chapter 7) and De Jager and Jiang Furu (1996).

We did not discuss singular perturbations of eigenvalue problems. Sanchez
Hubert and Sanchez Palencia (1989) discuss spectral singular perturbations,
for instance in the case of clamped plate vibrations; more references can be
found in their monograph.

7.7 Exercises

Exercise 7.1 Consider a pipe with a circular cross section in the x, y-plane
and a flow in the z direction of an incompressible, electrically charged fluid.
The wall of the pipe is insulating. The velocity field φ(x, y) of the flow is
described by the problem⎧⎨

⎩
εΔφ − dφ

dy = 1,

φ(x, y) = 0, if (x, y) ∈ Γ = {(x, y) ∈ R
2|x2 + y2 = 1},

ε = 1
M , (where M is the Hartmann-number)

Compute an approximation of φ up to and including the second-order term
with the possible exception of some point(s) with their neighbourhood(s).

Exercise 7.2 Consider the elliptic problem⎧⎨
⎩

εΔφ − ∂φ
∂y + φ = 0 with

φ|Γ = 1, where Γ is the boundary of the rectangle,
R = {(x, y) ∈ R

2| 0 ≤ x ≤ a, 0 ≤ y ≤ b.}

a. Localise the boundary layer(s).
b. Compute the regular expansion.
c. Formulate the boundary layer equations to third order for the horizontal

boundary layer. Solve the first of these equations.

Exercise 7.3 Consider again the interior problem for the circle described in
this chapter but now for the equations

εΔφ − g(x, y)φ = f(x, y),
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εΔφ − g(x, y)φy = f(x, y).

Assume that g(x, y) is sufficiently smooth and positive for x2 + y2 ≤ 1. Show,
without giving all detailed calculations, that the same perturbation scheme
as in Section 7.1 resp. Section 7.2 carries over.

Exercise 7.4 We assume that φε(x, y) is the solution of the equation

εΔφ − φy = f(x, y), 1 < x2 + y2 < 4,
φ|x2+y2=1 = θ1, φ|x2+y2=4 = θ2,

f(x, y) is sufficiently smooth, and θ1 and θ2 are functions describing the be-
haviour of φ on the boundary. Construct an expansion of the solution by
giving a regular expansion, locating the boundary layers and giving the first
terms of the boundary layer expansions.

Exercise 7.5 Assume that φε(x, y) is the solution of the equation

εΔφ − φ = x in the rectangle 0 < x < a, 0 < y < b.

On the boundary Γ , we have the Neumann condition

∂φ

∂n

∣∣∣∣Γ = 0.

Construct an expansion of the solution by giving regular and boundary layer
expansions while ignoring corner boundary layers.
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Boundary Layers in Time

In the preceding chapters, we have analysed problems in which fast changes
in the solutions take place near the spatial boundary of the domain. In this
chapter, we consider initial value problems and restrict ourselves to ordinary
differential equations. PDEs will be studied later.

As usual, the independent variable will be t ∈ R. It is clear from the outset
that there exist various types of initial value problems. Consider for instance
the harmonic oscillator

εφ̈ + φ = 0

with initial values. The solutions consist of high-frequency oscillations of the
forms sin(t/

√
ε) and cos(t/

√
ε); no boundary layer can be found. Or consider

the problem
εφ̈ + aφ̇ = 0, φ(0) = α, φ̇(0) = β,

where the constant a is positive. The solution is

φε(t) = α + ε
β

a
− ε

β

a
e−at/ε.

We have boundary layer behaviour of the solution near t = 0. If a were
negative, this would not be the case.

Analysing this problem using the formal calculations of the preceding chap-
ters, we would assume the existence of a regular or outer expansion of the form∑

n

εnφn(t),

and we would have found φ̇0 = 0 or φ0(t) = constant. The condition that a
is positive guarantees that such an outer expansion exists. Conditions such as
this, in a more general form, will arise naturally in initial value problems; we
shall formulate theorems later.

We start with two examples to show that these assumptions arise while
constructing expansions.
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8.1 Two Linear Second-Order Problems

In the first example, our construction is rather straightforward. In the second
example, because of its slightly different character, decisions have to be made
in constructing the expansion. However, it is interesting that for a consistent
construction of asymptotic expansions, we need not know the Tikhonov the-
orem to be formulated in the next section. Of course, the knowledge of that
theorem will clarify the background of these initial value problems enormously.
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Fig. 8.1. Solution in Example 8.1 starting in (x, y) = (1, 4). The solution is to O(ε)
attracted to the approximate slow manifold y = 2x (dashed), which corresponds
with the regular expansion x0(t), y0(t), ε = 0.1.

Example 8.1
Consider the two-dimensional system

ẋ = x + y, x(0) = 1,
εẏ = 2x − y, y(0) = 4.

As usual, we assume the existence of a regular expansion

x(t) = x0(t) + εx1(t) + ε2 · · · ,
y(t) = y0(t) + εy1(t) + ε2 · · · ,

which yields

ẋ0 = x0 + y0, ẋn = xn + yn,
y0 = 2x0, yn = 2xn − ẏn−1, n = 1, 2, · · · .

At lowest order, we find x0(t) = Ae3t, y0(t) = 2Ae3t. We can apply the initial
condition for x so we take A = 1. At the next order, we have
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ẋ1 = x1 + y1, y1 = 2x1 − 6e3t,

so that
ẋ1 = 3x1 − 6e3t

and
x1(t) = Be3t − 6te3t, y1(t) = (2B − 6)e3t − 12te3t.

We could take x1(0) = 0 so B = 0, but then we will be in trouble with the
boundary layer expansion later on. So for the moment we leave the decision
on the value of B. Summarising, we have the regular expansion (see Fig. 8.1)

x : e3t + ε(B − 6t)e3t + ε2 · · · ,

y : 2e3t + ε(2B − 6 − 12t)e3t + ε2 · · · .

Note that in the regular expansion y(0) = 2 + ε(2B − 6) + ε2 · · · so we expect
a boundary layer jump near t = 0 as initially y equals 4. Subtracting the
regular expansion, we have

X(t) = x(t) − (x0(t) + εx1(t) + ε2 · · · ),
Y (t) = y(t) − (y0(t) + εy1(t) + ε2 · · · ),

and because of the linearity, the same equations with different initial values

Ẋ = X + Y, X(0) = −εB + ε2 · · · ,

εẎ = 2X − Y, Y (0) = 2 + ε(6 − 2B) + ε2 · · · .

Introducing the local time-like variable

τ =
t

εν
,

we find the significant degeneration ν = 1 and the equations

dX

dτ
= εX + εY,

dY

dτ
= 2X − Y.

For X and Y , we propose the expansions

X(τ) = α0(τ) + εα1(τ) + ε2 · · · , Y (τ) = β0(τ) + εβ1(τ) + ε2 · · · ,

to find at lowest order

dα0

dτ
= 0,

dβ0

dτ
= 2α0 − β0, α0(0) = 0, β0(0) = 2,

so that α0(τ) = constant. The matching rules

lim
τ→+∞ αn(τ), βn(τ) = 0, n = 0, 1, 2, · · · ,
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produce α0(τ) = 0; this fits with the initial condition. Solving the equation
for β0, we find exponential decay, which agrees with the matching rule, and
after applying the initial condition

β0(τ) = 2e−τ .

At the next order, we have

dα1

dτ
= α0 + β0,

dβ1

dτ
= 2α1 − β1, α1(0) = −B, β1(0) = 6 − 2B.

Solving the equations, applying matching and the initial conditions, we find
B = 2 and

α1(τ) = −2e−τ , β1(τ) = −4τe−τ + 2e−τ .

As an expansion of the solution of the original initial value problem, we then
propose

x(t) = e3t + ε(2e3t − 2e− t
ε − 6te3t) + ε2 · · · ,

y(t) = 2e− t
ε + 2e3t + ε(− 4t

ε e− t
ε + 2e− t

ε − (2 + 12t)e3t) + ε2 · · · .

The term β0(τ) represents the major part of the boundary layer jump from
the initial value to the regular expansion.

Example 8.2
Consider the linear second-order equation

Lεφ = εL1φ + L0φ = f(t), t ≥ 0,

with

L1 =
d2

dt2
+ a1(t)

d

dt
+ a0(t),

L0 = b1(t)
d

dt
+ b0(t);

a0, a1, b0, b1, f(t) are sufficiently smooth functions. The initial values are
φε(0) = α, φ̇ε(0) = β. As usual, it is not clear a priori what kind of ex-
pansion we should expect; we proceed, however, as before.

Suppose that a regular expansion exists in a subdomain of R
+,

φε(t) =
m∑

n=0

εnφn(t) + O(εm+1).

Substitution produces

L0φ0 = f(t),
L0φn = −L1φn−1, n = 1, 2, · · · .
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We avoid singularities in the regular expansion by assuming b1(t) 
= 0, t ≥ 0.
Introduce

B(t) =
∫ t

0

b0(s)
b1(s)

ds

to find

φ0(t) = C0e
−B(t) + e−B(t)

∫ t

0
eB(s)f(s) ds

and similar expressions for φn(t). There is one free constant at each step, so we
can impose one of the initial values. We leave this decision until later. In any
case, we expect a boundary layer near t = 0. Subtract the regular expansion

ψ(t) = φ(t) −
m∑

n=0

εnφn(t)

to find an equation for ψ with initial conditions

Lεψ = O(εm+1),

ψ(0) = α −
∑m

n=0 εnφn(0),

ψ̇(0) = β −
∑m

n=0 εnφ̇n(0).

Introduce the local variable τ = t
εν , and then

L∗
εψ

∗ = ε1−2ν d2ψ∗

dτ2 + ε1−νa1(εντ)dψ∗

dτ + εa0(εντ)ψ∗

+ε−νb1(εντ)dψ∗

dτ + b0(εντ)ψ∗ = O(εm+1).

A significant degeneration arises if ν = 1; we have

L∗
0 =

d2

dτ2 + b1(0)
d

dτ
.

For the solution ψ, we assume the existence of a regular expansion of the form

ψ∗
ε =

m∑
n=0

εnψn(τ) + O(εm+1).

The equations for the coefficients are obtained after expanding the coefficients
a1, a0, b1, b0 and collecting terms of the same order of ε,

L∗
0ψ0 = 0,

L∗
0ψ1 = −a1(0)

dψ0

dτ
− b0(0)ψ0 − τb′

1(0)
dψ0

dτ
,

with initial values derived from
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ψ∗
ε (0) = α −

m∑
n=0

εnφn(0),

dψ∗
ε

dτ
(0) = εβ −

m∑
n=0

εn+1φ̇n(0).

For ψ0, we find
ψ0(τ) = A1 + A2e

−b1(0)τ .

We expect ψ0, ψ1, ... to vanish outside the boundary layer so that we have the
matching relation

lim
τ→∞ ψ0(τ) = 0.

It is clear that we have to require b1(0) > 0; if not, our formal construc-
tion breaks down completely. Assuming b1(0) > 0, we also deduce from the
matching relation that

A1 = 0.

The initial values ψ0(0) = α − φ0(0), dψ0
dτ (0) = 0 imply also that A2 = 0 and

we have to choose
(C0 =) φ0(0) = α,

which determines φ0(t). It looks like we lost our boundary layer, but to show
that this construction still involves boundary layer behaviour near t = 0, we
must find the next order of the formal approximation. We have

φ1(t) = c1e
−B(t) − e−B(t)

∫ t

0
eB(s)L1φ0(s) ds.

ψ1(τ) follows from the equation L∗
0ψ1 = 0 with initial values ψ1(0) =

−φ1(0), dψ1
dτ (0) = β − φ̇0(0). This produces nontrivial terms for ψ1(τ):

ψ1(τ) =
β − φ̇(0)

b1(0)
+

φ̇0(0) − β

b1(0)
e−b1(0)τ − φ1(0).

The matching relation limτ→∞ ψ1(τ) = 0 produces

(C1 =) φ1(0) =
β − φ̇0(0)

b1(0)
,

so ψ1(τ) and φ1(t) have been determined completely. The formal approxima-
tion satisfies the initial values and is of the form

φε(t) =
m∑

n=0

εnφn(t) +
m∑

n=1

εnψn

(
t

ε

)
+ O(εm+1).

We remark finally that the requirement b1(0) > 0 corresponds with a kind of
attraction property of the regular (outer) solution. Initially the solution moves
very fast (initial layer), after which it settles, (at least for some time) in a
state described by the regular expansion, which corresponds with relatively
slow behaviour.
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8.2 Attraction of the Outer Expansion

As we have seen, certain attraction properties of the regular (outer) expan-
sion play an essential part in the construction of the formal approximation.
This is also true for the analysis of nonlinear initial value problems; in the
constructions, the following theorem provides a basic boundary layer property
of the solution.

Theorem 8.1
(Tikhonov, 1952)
Consider the initial value problem

ẋ = f(x, y, t) + ε · · · , x(0) = x0, x ∈ D ⊂ R
n, t ≥ 0,

εẏ = g(x, y, t) + ε · · · , y(0) = y0, y ∈ G ⊂ R
m.

For f and g, we take sufficiently smooth vector functions in x, y, and t; the
dots represent (smooth) higher-order terms in ε.

a. We assume that a unique solution of the initial value problem exists and
suppose this holds also for the reduced problem

ẋ = f(x, y, t), x(0) = x0,
0 = g(x, y, t),

with solutions x̄(t), ȳ(t).
b. Suppose that 0 = g(x, y, t) is solved by ȳ = φ(x, t), where φ(x, t) is a

continuous function and an isolated root. Also suppose that ȳ = φ(x, t) is
an asymptotically stable solution of the equation

dy

dτ
= g(x, y, t)

that is uniform in the parameters x ∈ D and t ∈ R
+.

c. y(0) is contained in an interior subset of the domain of attraction of ȳ =
φ(x, t) in the case of the parameter values x = x(0), t = 0.

Then we have
limε→0 xε(t) = x̄(t), 0 ≤ t ≤ L,

limε→0 yε(t) = ȳ(t), 0 < d ≤ t ≤ L

with d and L constants independent of ε.

An interior subset of a domain is a subset of which all the points have a
positive distance to the boundary of the domain, which is independent of ε.
The necessity of this condition is illustrated by Example 8.6 at the end of this
section.

In assumption (b), t and x are parameters and not variables. The idea is
that during the fast motion of the variable y, the small variations of these
parameters are negligible as long as the stability holds for values of the pa-
rameters x ∈ D and t ∈ R

+.
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Example 8.3
We can apply Tikhonov’s theorem to the second example of Section 8.1. Writ-
ing the equation in vector form by transforming φ, φ̇ → φ1, φ2, we have,

φ̇1 = φ2,

εφ̇2 = −b1(t)φ2 − b0(t)φ1 + f(t) − εa1(t)φ2 − εa0(t)φ1,
φ1(0) = α, φ2(0) = β.

The reduced problem is

φ̇1 = φ2, φ1(0) = α,
0 = −b1(t)φ2 − b0(t)φ1 + f(t).

If for 0 ≤ t ≤ L, b1(t) > 0, then the root

φ2 =
−b0(t)
b1(t)

φ1 +
f(t)
b1(t)

satisfies the conditions of the theorem. In particular, this root corresponds
with an asymptotically stable solution of

dφ2

dτ
= −b1(t)φ2 − b0(t)φ1 + f(t),

where t and φ1 are parameters.

Example 8.4
(restriction of the time-interval)
Consider the initial value problem

ẋ = f(x, y), x(0) = x0,
εẏ = (2t − 1)yg(x), y(0) = y0

with x, y ∈ R, t ≥ 0; f and g are sufficiently smooth, and g(x) > 0. On the
interval 0 ≤ t ≤ d with 0 < d < 1

2 (with d a constant independent of ε), y = 0
is an asymptotically stable solution of the equation

dy

dτ
= (2t − 1)yg(x)

with t, x as parameters. We expect a boundary layer in time near t = 0 after
which the solution will settle near the solution of

ẋ = f(x, 0), y = 0, x(0) = x0

as long as 0 ≤ t ≤ d.
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Fig. 8.2. Solutions in Example 8.5 starting in (x, y) = (−2, 2) and (−1, 2), ε = 0.1. If
x < 0, they are attracted to the slow manifold y = 0; if x > 0, the attraction is to the
approximate slow manifold y = x. Near the x-axis, the solutions get exponentially
close and the closest one, starting in (−2, 2), sticks longer to the x-axis after passing
a neighbourhood of the origin; see Section 8.6.

Example 8.5
Consider the two-dimensional autonomous system

ẋ = 1, x(0) = x0,
εẏ = xy − y2, y(0) = y0,

with x, y ∈ R, t ≥ 0.
In the case of autonomous (dynamical) systems as in this example, the

attracting outer expansions correspond with manifolds in phase-space and so
have a clear geometrical meaning. In this case, there are two roots correspond-
ing with “critical points”:

y = 0, y = x.

If x < 0, y = 0 is stable and the second one unstable.
If x > 0, the second one is stable and y = 0 is unstable.

It follows that for x < 0 we expect a boundary layer jump towards the
x-axis (y = 0) and for x > 0 we expect a boundary layer jump towards the
line y = x. Note, however, the domains of attraction by sketching the phase-
plane (see Fig. 8.2); solutions may also move off to infinity. The manifolds
corresponding with the outer expansions, the lines y = 0 and y = x, are
called slow manifolds to indicate the difference from the fast behaviour in the
boundary layers.
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There are two other interesting aspects of this behaviour. In the example,
the solutions starting on the left-hand side move on to the right-hand side.
On passing the y-axis, there is an exchange of stability; there are interesting
applications showing such behaviour.

A second interesting aspect is that the slow manifold y = 0 corresponds
with an invariant manifold of the full system; y = x, however (excluding a
neighbourhood of the origin), is an approximation of a nearby existing invari-
ant manifold; see Section 8.5. The orbits in the first quadrant of the phase-
plane are following the manifold given by y = x closely, but this is not an
invariant manifold of the full system.

Another interesting point is that to the left of the y-axis the solutions
get exponentially close to the invariant manifold y = 0. This results in the
phenomenon of “sticking to the x-axis” for some time after passing the origin.
We shall return to this in Section 8.6; see also Exercise 8.6.

Example 8.6
Condition c of the Tikhonov theorem requires us to choose the initial condition
y(0) in an interior subset of the domain of attraction. We show by an example
that this is a necessary condition. Consider the equation

εẏ = −y + y2 + 2εy2

with initial condition y(0). Putting ε = 0, we find the critical points y = 0,
which is asymptotically stable, and y = 1, which is unstable. Choose y(0) =
1 − ε, which is in the domain of attraction of y = 0.

For the full equation (ε > 0), the critical points are y = 0, y = 1 − 2ε +
ε2 · · · , and our choice of y(0) puts it outside the domain of attraction. The
solution runs off to +∞.

It is possible to weaken the interior subset condition. For instance, in this
example, we may take y(0) = 1 − δ(ε) with δ(ε) an order function such that
ε = o(δ(ε)).

8.3 The O’Malley-Vasil’eva Expansion

How do we use Tikhonov’s theorem to obtain approximations of solutions
of nonlinear initial value problems? The theorem does not state anything
about the size of the boundary layer (the parameter d in the theorem) or
the timescales involved to describe the initial behaviour and the relative slow
behaviour later on.

Asymptotic expansions are often based on Tikhonov’s theorem and the
additional assumption

Re Sp gy(x, ȳ, t) ≤ −μ < 0, x ∈ D, 0 ≤ t ≤ L,

with Re Sp the real part of the spectrum (the collection of parameter-
dependent eigenvalues of the matrix). This condition guarantees that the root
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ȳ = φ(x, t) is asymptotically stable in the linear approximation. Following
O’Malley (1974), we start with the system

ẋ = f(x, y, t, ε), x(0) = x0, x ∈ D ⊂ R
n, t ≥ 0,

εẏ = g(x, y, t, ε), y(0) = y0, y ∈ G ⊂ R
m, t ≥ 0,

in which f and g can be expanded in entire powers of ε. First, we substitute
the regular expansion

x =
m∑

n=0

εnan(t) + O(εm+1)

y =
m∑

n=0

εnbn(t) + O(εm+1).

We write down the first equations for an, bn:

ȧ0 + εȧ1 + ... = f(a0 + εa1 + ..., b0 + εb1 + ..., t, ε),
εḃ0 + ε2ḃ1 + ... = g(a0 + εa1 + ..., b0 + εb1 + ..., t, ε).

For a0 and b0, we find, on adding one initial condition,

ȧ0 = f(a0, φ(a0, t), t, 0), a0(0) = x0,
0 = g(a0, φ(a0, t), t, 0),

with b0(t) = φ(a0, t). The next order produces

ȧ1 = fx(a0, b0, t, 0)a1 + fy(a0, b0, t, 0)b1 + fε(a0, b0, t, 0),
ḃ0 = gx(a0, b0, t, 0)a1 + gy(a0, b0, t, 0)b1 + gε(a0, b0, t, 0).

The last equation enables us to express b1 in terms of a1 and known functions
of t. The equation for a1, after elimination of b1, is linear; we add the initial
condition a1(0) = 0. It is easy to see that in higher order the equations are
linear again.

In general, the regular expansion will not satisfy the initial condition for y.
We now postulate the following expansion, which has to satisfy the equations
and the initial conditions for t ∈ [0, L]:

xε(t) =
m∑

n=0

εnan(t) +
m∑

n=1

εnαn

(
t

ε

)
+ ...,

yε(t) =
m∑

n=0

εnbn(t) +
m∑

n=0

εnβn

(
t

ε

)
+ · · · .

As we have two timescales, t and t/ε, in the expansion, this is called a mul-
tiple timescales expansion. Note that this also agrees with application of the
subtraction trick. We substitute the expansion in the equations, finding to
O(ε)
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ȧ0 + εȧ1 + εα̇1 = f(a0 + εa1 + εα1, b0 + εb1 + β0 + εβ1, t, ε) + O(ε2),
εḃ0 + εβ̇0 = g(a0 + εa1 + εα1, b0 + εb1 + β0 + εβ1, t, ε) + O(ε2),

where a0, a1, b0, b1 are known functions of t; a dot still denotes derivation with
respect to t. Putting t = ετ , using the equation for a0, and expanding, we
have

dα1

dτ
= f(a0(0), b0(0) + β0(τ), 0, 0) − f(a0(0), b0(0), 0, 0),

dβ0

dτ
= g(a0(0), b0(0) + β0(τ), 0, 0).

Together with the initial condition (boundary layer jump)

β0(0) = y0 − b0(0),

the last equation determines β0(τ). The equation for α1 can be integrated
directly; as we took a1(0) = 0, we have to put α1(0) = 0. The equations for
αn, βn at higher order are linear and can be derived in the usual way. The
initial conditions are

αn(0) = 0, βn(0) = −bn(0), n = 1, 2, · · · .

The construction given here follows the treatment given by O’Malley; see Sec-
tion 8.8 for references. A computationally different construction has been given
by A.B. Vasil’eva (1963) with asymptotically equivalent results; both authors
prove the asymptotic validity of the expansions for which O’Malley uses an
integral equation method based on a contraction argument. We summarise as
follows:

Theorem 8.2
(O’Malley-Vasil’eva)
Consider the initial value problem in R

n × R
m × R

+

ẋ = f(x, y, t, ε), x(0) = x0, x ∈ D ⊂ R
n, t ≥ 0,

εẏ = g(x, y, t, ε), y(0) = y0, y ∈ G ⊂ R
m,

where f and g can be expanded in entire powers of ε. Suppose that the
requirements of Tikhonov’s theorem have been satisfied and moreover that
for the solution of the reduced equation 0 = g(x, ȳ, t, 0), ȳ = φ(x, t), we have

Re Sp gy(x, ȳ, t) ≤ −μ < 0, x ∈ D, 0 ≤ t ≤ L.

Then, for t ∈ [0, L], x ∈ D, y ∈ G, the formal approximation described above
leads to asymptotic expansions of the form

xε(t) =
m∑

n=0

εnan(t) +
m∑

n=1

εnαn

(
t

ε

)
+ O(εm+1),

yε(t) =
m∑

n=0

εnbn(t) +
m∑

n=0

εnβn

(
t

ε

)
+ O(εm+1).
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The constant L that bounds the domain of validity in time is in general an
O(1) quantity determined by the vector fields f and g. We shall return to this
later on.

8.4 The Two-Body Problem with Variable Mass

In astrophysics, a model is being used that describes a binary system from
which fast, spherical ejection of mass takes place. The equations of motion are

r̈ = −G
m(t)
r2 +

c2

r3 ,

c = r2θ̇,

in which r, θ are polar coordinates, and c and G are positive constants. We
add initial values, rescale such that c = G = 1 and take for the first initial
mass m(0) = 1. For the function describing quick loss of mass, we take

m(t) = mr + (1 − mr)e−t/ε,

where mr is the rest mass, 0 ≤ mr < 1. For a discussion of the model and
calculations in the case of other choices of m(t), see Verhulst (1975). Putting
ρ = 1/r, the problem can be transformed to the initial value problem

d2ρ

dθ2 + ρ = mr + u, ρ(0) = 1,
dρ

dθ
(0) = α,

ε
du

dθ
= − u

ρ2 , u(0) = 1 − mr.

The first equation can be written in vector form by putting

ρ = ρ1,
dρ1
dθ = ρ2

dρ2
dθ = −ρ1 + mr + u.

Ejected shells transport momentum out of the system, and one of the questions
of interest is whether orbits that are elliptic at t = 0 can become hyperbolic
as a result of the process of loss of mass. The energy of the system is given
by the expression

E =
1
2

(
dρ

dθ

)2

+
1
2
ρ2 − mrρ − uρ.

Initially E(0) = 1
2 (α2 − 1), so that starting with an elliptic orbit we have

0 ≤ α2 < 1. It is not difficult to see that the requirements of the Vasil’eva -
O’Malley theorem have been satisfied, and we propose to apply the O’Malley
expansion method. We start with the regular expansion
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ρ(θ) = a0(θ) + εa1(θ) + ε2 · · · ,

dρ

dθ
(θ) = b0(θ) + εb1(θ) + ε2 · · · ,

u(θ) = c0(θ) + εc1(θ) + ε2 · · · .

We substitute these expansions in the equations to find c0 = c1 = ... = 0 and

da0

dθ
= bo,

db0

dθ
= −a0 + mr,

dan

dθ
= bn,

dbn

dθ
= −an, n = 1, 2, · · · .

Satisfying the initial conditions for a0, b0, we have

a0(θ) = mr + (1 − mr) cos θ + α sin θ,

b0(θ) = −(1 − mr) sin θ + α cos θ.
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m =0.55r

Fig. 8.3. Asymptotic approximations (dashed) of Kepler orbits after fast ejection
of mass. The initial values for the original, unperturbed orbit (solid line) are ρ(0) =
1, dρ/dθ(0) = 0.35, m0 = 1. If one third of the mass is shed (mr = 2/3), the
orbit remains elliptic; if 0.45 of the mass is shed (mr = 0.55) the system becomes
unbounded. For disruption of the two-body system, the limit value is mr = 0.57.

Note that the regular expansion corresponds with a state of the two-body
problem where the process of mass ejection has been finished. Following
O’Malley, the complete expansion will be of the form
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ρ1 = ρ(θ) = a0(θ) + εa1(θ) + εα1

(
θ

ε

)
+ ε2 · · · ,

ρ2 =
dρ

dθ
(θ) = b0(θ) + εb1(θ) + εβ1

(
θ

ε

)
+ ε2 · · · ,

u(θ) = γ0

(
θ

ε

)
+ εγ1

(
θ

ε

)
+ ε2 · · · .

The initial conditions for a1, b1, etc., will be derived from the boundary layer
terms as

a1(0) = −α1(0), b1(0) = −β1(0), etc.

We have

an(θ) = −αn(0) cos θ − βn(0) sin θ,

bn(θ) = αn(0) sin θ − βn(0) cos θ, n = 1, 2, · · · .

Substituting the complete expansion into the equations in vector form, we
obtain with ν = θ/ε and a dot for derivation with respect to θ

ȧ0 + εȧ1 +
dα1

dν
+ ε2 · · · = b0 + εb1 + εβ1 + ε2 · · · ,

ḃo + εḃ1 +
dβ1

dν
+ ε2 · · · = −a0 − εa1 − εα1 + mr + γ0 + εγ1,

dγ0

dν
+ ε

dγ1

dν
+ ε2 · · · = −(γ0 + εγ1)(a0 + εa1 + εα1 + ε2 · · · )−2.

For the first boundary layer terms, we find

dα1

dν
= 0,

dβ1

dν
= γ0,

dγ0

dν
= −γ0a0(0)−2.

Note that we developed the outer expansion terms a0(θ), etc., with respect to
ε after putting θ = εν; a0(0) = 1. As c0 = 0, the boundary layer jump for γ0
corresponds with the initial condition for u. Applying the matching conditions

lim
ν→∞ α1(ν) = lim

ν→∞ β1(ν) = 0,

we find

α1(ν) = 0, β1(ν) = −(1 − mr)e−ν , γ0(ν) = (1 − mr)e−ν ,

so α1(0) = 0, β1(0) = −(1 − mr), which determines a1 and b1. Summarising
our results, we have

ρ(θ) = mr + (1 − mr) cos θ + α sin θ + ε(1 − mr) sin θ + O(ε2),
dρ

dθ
(θ) = −(1 − mr) sin θ + α cos θ + ε(1 − mr) cos θ

−ε(1 − mr)e−θ/ε + O(ε2),
u(θ) = (1 − mr)e−θ/ε + O(ε).
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For an illustration, see Fig. 8.3. If we were to continue the expansion, we
would find γ1(ν) = 0, so the last O(ε) estimate can be improved to O(ε2).
We can use these expressions to obtain an asymptotic approximation for the
energy E; outside the boundary layer, when most of the ejected mass is shed,
we omit the terms exp .(−θ/ε) to find

E = E(0) + (1 − mr) + εα(1 − mr) + O(ε2).

The orbits will become hyperbolic if E > 0 or

mr <
E(0) + 1 + εα

1 + εα
.

Starting in a circular orbit, the radial velocity is zero, or α = 0. In that case,
we have simply

mr <
1
2
.

So, for orbits starting in a circular orbit to become hyperbolic, more than half
of the mass has to be shed; note that this statement is based on expansions
that are valid to O(ε). To find the dependence of mr on ε, the rate of mass
loss, we have to go to O(ε2) approximations in the case of orbits that are
initially circular; see Hut and Verhulst (1981).

8.5 The Slow Manifold: Fenichel’s Results

Tikhonov’s theorem (Section 8.2) is concerned with the attraction, at least
for some time, to the regular expansion that corresponds with a stable critical
point of the boundary layer equation. The theory is quite general and deals
with nonautonomous equations.

In the case of autonomous equations, it is possible to associate with the
regular expansion a manifold in phase-space and to consider the attraction
properties of the flow near this manifold. This raises the question of whether
these manifolds really exist or whether they are just a phantom phenomenon.
Such questions were addressed and answered in a number of papers by Fenichel
(1971, 1974, 1977, 1979), Hirsch, Pugh, and Shub (1977), and other authors;
the reader is referred to the survey papers by Jones (1994), Kaper (1999), and
Kaper and Jones (2001).

Consider the autonomous system

ẋ = f(x, y) + ε · · · , x ∈ D ⊂ R
n,

εẏ = g(x, y) + ε · · · , y ∈ G ⊂ R
m.

In this context, one often transforms t → τ = t/ε so that

x′ = εf(x, y) + ε2 · · · , x ∈ D ⊂ R
n,

y′ = g(x, y) + ε · · · , y ∈ G ⊂ R
m,
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where the prime denotes differentiation with respect to τ .
As before, y is called the fast variable and x the slow variable. The zero set

of g(x, y) is given again by y = φ(x), which in this autonomous case represents
a first-order approximation M0 of the n-dimensional (slow) manifold Mε. The
flow on Mε is to a first approximation described by ẋ = f(x, φ(x)).

In Tikhonov’s theorem, we assumed asymptotic stability of the approxi-
mate slow manifold; in the constructions of Section 8.3, we assumed a little
bit more:

Re Sp gy(x, φ(x)) ≤ −μ < 0, x ∈ D.

That is, the eigenvalues of the linearised flow near M0, derived from the equa-
tion for y, have negative real parts only.

In geometric singular perturbation theory, for which Fenichel’s results are
basic, we only assume that all real parts of the eigenvalues are nonzero. In
this case, the slow manifold Mε is called normally hyperbolic. A manifold is
called hyperbolic if the local linearisation is structurally stable (real parts
of eigenvalues all nonzero), and it is normally hyperbolic if in addition the
expansion or contraction near the manifold in the transversal direction is
larger than in the tangential direction (the slow drift along the slow manifold).

Note that, although this generalisation is not consistent with the con-
structions in Section 8.3 where all the real parts of the eigenvalues have to
be negative, it allows for interesting phenomena. One might approach Mε for
instance by a stable branch, stay for some time near Mε, and then leave again
a neighbourhood of the slow manifold by an unstable branch. This produces
solutions indicated as “pulse-like”, “multibump solutions”, etc. This type of
exchanges of the flow near Mε is what one often looks for in geometric singular
perturbation theory.

8.5.1 Existence of the Slow Manifold

The question of whether the slow manifold Mε approximated by ȳ = φ(x)
persists for ε > 0 was answered by Fenichel. The main result is as follows. If
M0 is a compact manifold that is normally hyperbolic, it persists for ε > 0
(i.e., there exists for sufficiently small, positive ε a smooth manifold Mε close
to M0). Corresponding with the signs of the real parts of the eigenvalues,
there exist stable and unstable manifolds of Mε, smooth continuations of the
corresponding manifolds of M0, on which the flow is fast.

There are some differences between the cases where M0 has a boundary
or not. For details, see Jones (1994), Kaper (1999) and the original papers by
Fenichel.

8.5.2 The Compactness Property

Note that the assumption of compactness of D and G is essential for the
existence and uniqueness of the slow manifold. In many examples and appli-
cations, M0, the approximation of the slow manifold obtained from the fast



110 8 Boundary Layers in Time

equation, is not bounded. This can be remedied, admittedly in an artificial
way, by applying a suitable cutoff of the vector field far away from the domain
of interest. In this way, compact domains arise that coincide locally with D
and G. However, this may cause some problems with the uniqueness of the
slow manifold. Consider for instance the following example.

Example 8.7
Consider the system

ẋ = x2, x(0) = x0 > 0,

εẏ = −y, y(0) = y0.

Putting ε = 0 produces y = 0, which corresponds with M0. We can obtain a
compact domain for x by putting l ≤ x ≤ L with l and L positive constants
independent of ε. However, the limiting behaviour of the solutions depends
on the initial condition. Integration of the phase-plane equation yields

y(x) = y0 exp
(

1
εx

− 1
εx0

)
.

As x(t) increases (for t = 1/x0, x(t) becomes infinite), the solution for y(t)
tends to

y0 exp
(

− 1
εx0

)
,

so the solutions are for x(0) > 0 and after an initial fast transition all exponen-
tially close to y = 0. There are, however, an infinite number of slow manifolds
dependent on x0, all tunnelling into this exponentially small neighbourhood
of M0 given by y = 0.

A variation of this example is the system

ẋ = 1, x(0) = x0 > 0,

εẏ = − y

x2 , y(0) = y0.

To avoid the singularity at x = 0, we take x0 > 0. We have the same phase-
plane solutions but now we can take t arbitrarily large. The conclusions are
similar.

One might wonder about the practical use of exponential closeness as such
solutions cannot be distinguished numerically. The phenomenon is important
and of practical use when there is a change of stability, a bifurcation of the
slow manifold. As we have seen in a number of examples, exponentially close
orbits may demonstrate very different sticking phenomena; see also Section
8.7.
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8.6 Behaviour near the Slow Manifold

In this section, we consider the estimates on the regular expansion that cor-
responds with the slow manifold in the autonomous case. We also introduce
conditions that enable us to extend the timescale of validity beyond O(1).

8.6.1 Approximating the Slow Manifold

As we have seen in the discussion of Tikhonov’s theorem, the solutions may
leave the slow manifold (in the case of autonomous systems) or a neighbour-
hood of ȳ = φ(x, t) (for nonautonomous systems) in a relatively short time.
How close do the solutions stay near ȳ = φ(x, t) during that time?

Example 8.8
Consider the system

ẍ + x = 0, x(0) = 0, ẋ(0) = 1,

εẏ = −(y − x), y(0) = y0.

Putting ε = 0, we find ȳ = x, and we note that this critical point - in the sense
of Tikhonov’s theorem - of the boundary layer equation is asymptotically sta-
ble in the linear approximation (eigenvalue −1), uniformly in the parameters
x and t. The corresponding approximate two-dimensional manifold Mε in the
system is described by y = x.

Introducing a regular expansion for y, we find

y(t) = x(t) − εẋ(t) + O(ε2).

On the other hand, solving the system, we find

x(t) = sin t, y(t) = y0e
−t/ε + x(t) − ε(cos t − e−t/ε) + O(ε2).

So, putting ȳ = x yields an O(ε) (first-order) asymptotic approximation of
the slow manifold, which, in this case, is valid for all time. The uniformity of
the eigenvalue estimate does not lead to exponential closeness as would be the
case for critical points of the full system.

The O(ε)-estimate that we obtained above follows directly from the
O’Malley-Vasil’eva theorem in Section 8.3.

Corollary (O’Malley-Vasil’eva)
Consider the system

ẋ = f(x, y, t), x(0) = x0, x ∈ D ⊂ R
n, t ≥ 0,

εẏ = g(x, y, t), y(0) = y0, y ∈ G ⊂ R
m, t ≥ 0.
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We assume that the vector fields f and g are C1 on the compact domains
D and G. Suppose that g(x, y, t) = 0 is solved by ȳ = φ(x, t), and choose
y0 = φ(x0, 0) + δ(ε) with δ(ε) = O(ε). If

Re Sp gy(x, ȳ, t) ≤ −μ < 0, x ∈ D, 0 ≤ t ≤ L,

we have for x ∈ D, y ∈ G

||y(t) − φ(x, t)|| = O(ε), 0 ≤ t ≤ L.

Example 8.8 shows that under these general conditions this estimate is opti-
mal.

The size of the time-interval
If the equations are autonomous, there is no a priori restriction on the interval
bound L. The restriction of the time interval arises from the conditions that
x and y are in the compacta D and G. If x(t) leaves D as in Example 8.5
of Section 8.2, this imposes the bound on the time interval of validity of the
estimates. In this example, we also have the phenomenon of the solutions
“sticking” to the x-axis, even after passing the origin. The explanation is in
the exponential closeness to the slow manifold for x < 0 predicted by the
theorem of Section 15.7.

8.6.2 Extension of the Timescale

To use regular expansions on a timescale longer than O(1), we have to take
care of secular terms. This is discussed extensively in textbooks; see for in-
stance Kevorkian and Cole (1996), Holmes (1998), or Verhulst (2000). We
illustrate this as follows.

Example 8.9
Consider the three-dimensional system

ẍ + εẋ + (1 + y)x = 0, x(0) = 1, ẋ(0) = 0,

ε
dy

dt
= −f(x, ẋ)y, y(0) = 1,

with f(x, ẋ) ≥ μ > 0, (x, ẋ) ∈ R
2. Both Tikhonov’s theorem and the O’Malley-

Vasil’eva expansion technique can be applied, and we put

x(t) = a0(t) + εa1(t) + ε2 · · · ,
y(t) = b0(t) + εb1(t) + ε2 · · · .

We find b0(t) = b1(t) = · · · = 0; outside an initial boundary layer, the solution
y(t) remains exponentially close to y = 0 for all time. Note that the equation
for x reduces to

ẍ + εẋ + x = 0,
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which describes damped oscillations. The expansion for x, however, leads to
the set of equations

ä0 + a0 = 0, a0(0) = 1, ȧ0(0) = 0,
ä1 + εȧ0 + a1 = 0, a1(0) = 0, ȧ1(0) = 0.

The solutions are a0(t) = cos t, a1(t) = 1
2 sin t − 1

2 t cos t, in which a1(t) has
an amplitude increasing with time. The expansion is valid on an O(1) time
interval only.

Consider again the system

ẋ = f(x, y) + εf1(x, y) + ε2 · · · , x(0) = x0, x ∈ D ⊂ R
n, t ≥ 0,

εẏ = g(x, y) + εg1(x, y) + ε2 · · · , y(0) = y0, y ∈ G ⊂ R
m, t ≥ 0.

The slow manifold corresponds with y = φ(x), which is a critical point of the
boundary layer equation and asymptotically stable in linear approximation as
long as x ∈ D, y ∈ G.

Suppose now that the solutions stay close to the slow manifold for at least
a time interval of the order 1/ε; we have seen such cases in earlier sections.
To obtain asymptotic approximations valid on such a long timescale in the
slow manifold, we have to employ two timescales: t and εt. There are various
techniques, of which the method of averaging is very efficient; see Chapter 11.
The procedure is illustrated by the following example.

Example 8.10
Consider the three-dimensional system

ẍ + x = ε(1 − x2)ẋ + εf(x, ẋ, y)
εẏ = g(x, y) + ε · · · .

We have g(x, φ(x)) = 0 with gy(x, φ(x)) ≤ −μ < 0. The conditions of
Tikhonov’s theorem (Section 8.2) have been satisfied, and putting x(0) =
x0, y(0) = φ(x0), we have with x(t) the solution of the reduced equation
(ε = 0)

y(t) − φ(x(t)) = O(ε), 0 ≤ t ≤ L.

To improve the approximation of x(t), we propose the solution of the slow
manifold equation

Ẍ + X = ε(1 − X2)Ẋ + εf(X, Ẋ, φ(X))

with appropriate initial values. X in its turn can be approximated by aver-
aging. We choose as an example f(x, y) = ayẋ, g(x, y) = −y + x2, so that
φ(x) = x2; Tikhonov’s theorem can be applied. We find

Ẍ + X = ε(1 − X2)Ẋ + εaX2Ẋ.
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Averaging (see Chapter 11), produces that no periodic solution exists if a ≥ 1;
if a < 1, we have the approximation for the periodic solution X(t) and so of
x(t) in the slow manifold in the form

X(t) =
2√

1 − a
cos(t + ψ0) + O(ε),

valid on the timescale 1/ε; ψ0 is the initial phase. Note that if the equation
for x contains y in the O(1) terms, the perturbation scheme changes.

Suppose for instance that a = −3 and that we start outside the slow man-
ifold at (x(0), ẋ(0), y(0)). The solution will jump to an O(ε) neighbourhood of
the slow manifold given by y = x2, and the flow is then to first order described
by

Ẍ + X = ε(1 − 4X2)Ẋ, y = X2.

Averaging produces an approximation Xas of X(t),

Xas =
r0

(r2
0 + (1 − r2

0)e−εt)1/2 cos(t + ψ0),

with r0 = (x(0)2+ẋ(0)2)1/2 and ψ(0) determined by the initial conditions. The
asymptotic approximation of the solution to O(ε) contains three timescales:
t/ε, t, and εt. For x(t) and y(t), they take the form

x(t) = Xas + O(ε),
y(t) = (y(0) − x(0)2)e−t/ε + X2

as + O(ε),

for 0 ≤ t ≤ c/ε with c a positive constant, independent of ε.

General procedure for long-time approximations
The general procedure would run as follows. Suppose we have the initial value
problem

ẋ = f0(x) + εf1(x, y, t) + ε2 · · · , x(0) = x0, x ∈ D ⊂ R
n, t ≥ 0,

εẏ = g(x, y, t) + ε · · · , y(0) = y0, y ∈ G ⊂ R
m, t ≥ 0.

Suppose that y = φ(x, t) solves the equation g(x, y, t) = 0 and that Tikhonov’s
theorem applies. Assume also that we can solve the equation for x with ε = 0.
The solutions for ε = 0 will be of the form x(t) = X(t, C) with C a constant
n-vector.

Variation of constants according to Lagrange gives the transformation

x(t) = X(t, z),

which produces the system

ż = εf∗
1 (z, y, t) + ε2 · · · ,

εẏ = g∗(z, y, t) + ε · · · .

If we can average the regular part of the equation for z over t, in particular
the vector field f∗

1 (z, φ(X(t, z), t), t), this produces the regular part of the
expansion with validity on the timescale 1/ε.
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8.7 Periodic Solutions and Oscillations

Consider again the equations in Example 8.10,

ẍ + x = ε(1 − x2)ẋ + εayẋ,

εẏ = −y + x2,

where we have found a periodic solution for a < 1 of the equation describing
the flow in the slow manifold. Does this periodic solution exist for the full
system?

In a number of cases, the existence of periodic solutions is obtained by the
following theorem.

Theorem 8.3
(Anosov, 1960)
Consider the system

ẋ = f(x, y) + ε · · · , x ∈ D ⊂ R
n,

εẏ = g(x, y) + ε . . . , y ∈ G ⊂ R
m,

and again that g(x, y) = 0 yields ȳ = φ(x). Assume that: a. gy(x, φ(x)) has
no eigenvalues with real part zero in D;
b. the slow manifold equation ẋ = f(x, φ(x)) has a T0-periodic solution P0
with only one multiplier 1 (only one eigenvalue purely imaginary).
Then there exists a Tε-periodic solution Pε of the original system for which
we have Pε → P0, Tε → T0 as ε → 0.

A theorem under related conditions was formulated by Flatto and Levinson
(1955); in their paper, condition (a) is the same and condition (b) is formulated
differently.

Anosov’s theorem does not apply to Example 8.10. The reason is that
the slow manifold equation ẋ = f(x, φ(x)) (here ẍ + x = 0) is conservative,
admitting a family of periodic solutions. In such a case, both resonance and
dissipation may destroy the periodic solutions, as the simple example ẍ+x =
−εẋ shows. Theorems have been formulated to allow for conservative systems
ruling the regular expansion, see Alymkulov (1986).

Another way out of this is to observe that, according to Fenichel (Section
8.5), the slow manifold exists. The next step is then to determine the per-
turbation equations for the flow in the slow manifold. These equations may
contain periodic solutions as in Example 8.10 or Example 8.11.

Example 8.11
Consider the three-dimensional system

ẍ + x = μ(1 − x2)ẋ + νf(x, ẋ, y),
εẏ = −g(x, ẋ)y + εh(x, ẋ, y),
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with g(x, ẋ) ≥ a > 0 in R
2.

If μ is a positive constant independent of ε and ν = ε, Anosov’s theorem
applies, predicting the existence of a periodic solution close to the periodic
solution of the Van der Pol equation.

If μ = ε, ν = ε2, Anosov’s theorem does not apply, and we have to follow
the procedure outlined above. The slow manifold exists in an ε-neighbourhood
of ȳ = 0. The flow in the slow manifold is described by the equation

ẍ + x = ε(1 − x2)ẋ + ε2f(x, ẋ, 0) + ε3 · · · .

As we will see in Chapter 11, this equation admits a periodic solution that is
close to the periodic solution of the Van der Pol equation.

Example 8.12
There may be critical values of the parameters that necessitate the calculation
of higher-order terms of the perturbations. Consider the system

ẍ + x + yx2 = μ

(
1 − 1

3
ẋ2
)

ẋ,

εẏ = −y + λ + εf(x, ẋ, y),

with parameters λ, μ > 0. The flow in the slow manifold is to first order
described by

ẍ + x + λx2 = μ

(
1 − 1

3
ẋ2
)

ẋ.

In the limiting case λ = 0, we have the Rayleigh equation that admits one
(stable) periodic solution. If λ = O(ε), we have the same result (see Chapter
11).

A subtle phenomenon arises if we increase λ. Doelman and Verhulst (1994)
showed that at λh = 0.28 · · · a homoclinic bifurcation takes place where the
stable solution vanishes. However, there exists a number λSN > λh such that
for λh < λ < λSN there exist two periodic solutions, one stable and one
unstable. The surprise is that λSN − λh ≈ 10−6 as ε varies from 0 to 0.8.
The implication is that for λ near λh = 0.28 · · · we certainly have to include
higher-order terms to analyse the behaviour of the solutions.

Interesting phenomena take place when the solutions jump repeatedly from
one manifold to another, nonintersecting one. This may give rise to periodic
solutions or oscillations with fast and slow motions. The classical example is
the Van der Pol equation in the form

εẍ + x = (1 − x2)ẋ.

This very important subject is dealt with extensively by Grasman (1987), a
reason why we only mention the subject here. We end with an explicit example
of jumping phenomena.
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Example 8.13
Consider the system

ẋ = f(x, y),
εẏ = −xy(1 − y).

We assume that the equation for x contains oscillatory solutions. As an illus-
tration we replace it by an explicit function. The slow manifolds are y = 0
and y = 1 with eigenvalues −x and x, respectively.

Choosing periodic behaviour of x, we find spike-like relaxation behaviour
as shown in Fig. 8.4.

Another possibility is to take for x a solution with almost-periodic or
chaotic behaviour. Choosing for instance the Lorenz equations

ẋ1 = 10(x2 − x1),
ẋ2 = 28x1 − x2 − x1x3,

ẋ3 = x1x2 − 8
3
x3,

we identify x with x1/10 (10 because of the O(10) variations of x1(t)). As
expected, this leads to chaotic jumping.

8.8 Guide to the Literature

The Tikhonov (1952) theorem predicts qualitatively the behaviour of bound-
ary layer jumps in time. Related work was done by Levinson and his stu-
dents; see Flatto and Levinson (1955) or Wasow (1965). Vasil’eva (1963) and
O’Malley (1968, 1971) produced actual constructions of the solutions includ-
ing proofs of asymptotic validity. In the paper by Vasil’eva, the construction
is carried out by calculating regular and boundary layer expansions followed
by a matching process. O’Malley gave the multiple-timescale expansion of
Section 8.3; this is an efficient way of obtaining approximations.

There were some imperfections in the original formulation of Tikhonov’s
theorem. It is interesting to note that Hoppensteadt (1967, 1969) added the
uniformity requirement (Section 8.2, condition b). He also gave a modified
proof using a Lyapunov function. We have added condition (c), requiring
solutions to start in an interior subset, and we expect that now the formulation
of Tikhonov’s theorem in Section 8.2 is final.

Attention was given to the so-called critical case where a root, describing
the regular expansion corresponding with the slow manifold, is not isolated.
Flaherty and O’Malley (1980) called this a “singular singular perturbation
problem”. This actually happens in applications. For more references and
examples, see O’Malley (1991), and Vasil’eva, Butuzov, and Kalachev (1995).
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Fig. 8.4. The solution y(t) of the equation εẏ = −xy(1 − y) with x(t) = sin t that
starts being attracted to the slow manifold y = 0. Although the stability between
the slow manifolds y = 0 and y = 1 changes periodically, exponential sticking delays
the departure from y = 0 and produces spike behaviour; ε = 0.01.

Another problem that arises in applications is that the root describing
the regular expansion is stable but not stable in the linear approximation. In
other words, the slow manifold is not hyperbolic. Such a case was discussed
by Verhulst (1976), where it is shown that the regular expansion has to be
adjusted to contain broken powers of ε and logarithmic terms.

Example 8.5 in Section 8.2 shows a case where two roots of the fast equa-
tion cross each other. Interesting here is the exchange of stabilities and what
has been termed “delay of stability loss” (Neishtadt, 1991). In our example,
this is simply due to sticking by exponential attraction. Delay phenomena
in this context were first discovered by Shiskova (1973) and Pontrjagin; the
demonstration is for a three-dimensional model equation containing focus-
limit cycle transitions. Neishtadt (1991), and more references therein, shows
how delay of stability loss can be tied in with temporary capture in a resonance
zone of a dynamical system. Such resonance phenomena can be described by
averaging methods that we shall discuss in Chapter 11. We note that regard-
ing the problem of exchange of stabilities without delay phenomena, a detailed
analysis was given by Lebovitz and Schaar (1975, 1977).

An early result on periodic solutions was obtained by Flatto and Levinson
(1955). Apart from the important Anosov (1960) theorem, Hale (1963, Chap-
ter 5), formulated a theorem combining results on slow and fast equations.
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Two important subjects have only been lightly touched upon in the present
chapter. First there are relaxation oscillations, for which the reader is referred
to Grasman (1987) and also Mishchenko and Rosov (1980). Then there is
geometric singular perturbation theory, which was prepared by Tikhonov and
Anosov but really got started with Fenichel’s results (Section 8.5); this theory
also led to a subtle instrument, the exchange lemma; for surveys see Jones
(1994), Kaper (1999), and Kaper and Jones (2001).

8.9 Exercises

Exercise 8.1 Consider a harmonic oscillator that is excited from the equi-
librium position by a sudden impulse.

Model a (exponential decay):

ẍ + x = exp
(

−t

ε

)
.

Model b (algebraic decay):

ẍ + x =
ε

ε + t
,

with initial conditions x(0) = 0, ẋ(0) = 0. Compute the asymptotic approxi-
mations of the solutions.

Exercise 8.2 Consider the equation

dx

dt
= ex3

sin y + exy2
sin x − y2 − xy − 1, x(0) = α > 0,

ε
dy

dt
= y2 − x2, y(o) = β.

a. Apply the theorem of Tikhonov. For which values of α and β does the
theorem predict boundary layer behaviour near t = 0?

b. Determine in this case for t ≥ d > 0

lim
ε↓0

x(t) and lim
ε↓0

y(t).

Exercise 8.3 Consider the initial value problem

dx

dt
= x + 2y, x(0) = 2, t ≥ 0,

ε
dy

dt
= x − 2y + sin t, y(0) = 3.
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a. Are the conditions of the theorem of Tikhonov satisfied?
b. Construct a first-order formal approximation, and give a sketch of the

construction of a second-order approximation.

Exercise 8.4 Consider the mathematical pendulum with large damping

ẍ + μẋ + sin x = 0,
x(0) = α, μ � 1,
ẋ(0) = β.

Put 1
μ = ε and describe up to and including the second order in ε the initial

boundary layer expansion that arises.

Exercise 8.5 Consider the two-body problem with variable mass given by

d2ρ

dθ2 + ρ = mr + u,

ε
du

dθ
=

−u

ρ2 , u(0) = 1 − mr.

Starting in a circular orbit ρ(0) = 1, dρ
dθ (0) = 0, compute the critical masslimit

up to O(ε2) for the orbits to become hyperbolic. Compare the results with
numerical calculations.

Exercise 8.6 Consider the initial value problem

ẋ = f(x, y), x(0) = x0, x ∈ D ⊂ R
n, t ≥ 0,

εẏ = y2(1 − y) + εg(x, y), y(0) = y0, 0 < y0 < 1, t ≥ 0.

a. Consider the two cases y0 = 1/2 and y0 = ε. Can one apply Tikhonov’s
theorem to these cases?

b. Estimate in both cases the time needed to arrive in an O(ε) neighbourhood
of the slow manifold y = 1; explain the estimates.

Exercise 8.7 In Example 8.12 we formulated the equation for the flow in the
slow manifold to first order. Derive the equation in the case μ = ε.

Exercise 8.8 Use Example 8.13 to construct a relaxation oscillation in which
both the jumping times and the amplitude vary chaotically.
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Evolution Equations with Boundary Layers

Evolution equations form a rich problem field; the purpose of this chapter is
to introduce the reader to some prototype problems illustrating the analysis
of expansions for parabolic and hyperbolic equations.

The analysis in Sections 9.5 and 9.2 for wave equations is well-known; see
Kevorkian and Cole (1996) or De Jager and Jiang Furu (1996). We include
these problems because they display fundamental aspects.

9.1 Slow Diffusion with Heat Production

In this section, we consider a case where the ideas we have met thus far can
be extended directly to a spatial problem with time evolution. Slow spatial
diffusion takes place in various models, for instance in material where heat
conduction is not very good; see the model in this section. Other examples
are the slow spreading of pollution in estuaries or seas and, in mathematical
biology, the slow spreading of a population in a domain.

First, we consider a one-dimensional bar described by the spatial variable
x and length of the bar L; the temperature of the bar is T (x, t), and we assume
slow heat diffusion. The endpoints of the bar are kept at a constant tempera-
ture. Heat is produced in the bar and is also exchanged with its surroundings,
so we have that T = T (x, t) is governed by the equation and conditions

∂T

∂t
= ε

∂2T

∂x2 − γ(x)[T − s(x)] + g(x)

with boundary conditions T (0, t) = t0, T (L, t) = t1, and initial temperature
distribution T (x, 0) = ψ(x). The temperature of the neighbourhood of the bar
is s(x); γ(x) is the exchange coefficient of heat and γ(x) ≥ d with d a positive
constant so the bar is nowhere isolated.

In the analysis we shall follow Van Harten (1979). From Chapter 5, we
know how to determine an asymptotic expansion for the stationary (time-
independent) problem. Starting with the approximation of the stationary
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problem, we will analyse the time-dependent problem. One of the questions
is: does the time-dependent expansion converge to the stationary one?

Inspired by our experience in Chapter 5, we expect boundary layers near
x = 0 and x = L with local variables

ξ =
x√
ε
, η =

L − x√
ε

.

The approximation of the stationary solution will be of the form

T (x) = V0(x)+ εV1(x)+ ε2 · · · +Y0(ξ)+ ε1/2Y1(ξ)+ Ȳ0(η)+ ε1/2Ȳ1(η)+ ε · · · ,

where V0 + εV1 is the first part of the regular expansion and the boundary
layer approximations satisfy

d2Y0

dξ2 − γ(0)Y0 = 0, Y0(0) = t0 − V0(0), lim
ξ→∞

Y0(ξ) = 0.

Ȳ0(η) will satisfy

d2Ȳ0

dη2 − γ(L)Ȳ0 = 0, Ȳ0(L) = tL − V0(L), lim
η→∞ Ȳ0(η) = 0.

We find

Yo(ξ) = (t0 − V0(0))e−
√

γ(0)ξ, Ȳ0(η) = (tL − V0(L))e−
√

γ(L)η.

9.1.1 The Time-Dependent Problem

Substituting a regular expansion of the form T (x, t) = U0(x, t)+εU1(x, t) · · · ,
we find in lowest order

∂U0

∂t
= −γ(x)U0 + γ(x)s(x) + g(x), U0(x, 0) = ψ(x),

with solution
U0(x, t) = V0(x) + (ψ(x) − V0(x))e−γ(x)t.

This first-order regular expansion satisfies the initial condition and, as γ(x) >
0, the regular part of the time-dependent expansion tends to the regular part
of the stationary solution as t tends to infinity.

This suggests proposing for the full expansion

T (x, t) = U0(x, t) + ε · · · + X0(ξ, t) + X̄0(η, t) +
√

ε · · · .

Substituting this expansion in the equation produces

∂X0

∂t
=

∂2X0

∂ξ2 − γ(0)X0



9.2 Slow Diffusion on a Semi-infinite Domain 123

with boundary condition, matching condition, and initial condition

X(0, t) = t0 − U0(0, t), lim
ξ→∞

X0(ξ, t) = 0, X0(ξ, 0) = 0.

This problem is solved by putting X0 = Z0 exp(−γ(0)t), which yields

∂Z0

∂t
=

∂2Z0

∂ξ2 .

Applying Duhamel’s principle (see, for instance, Strauss, 1992), we find

X0(ξ, t) =
2√
π

e−γ(0)t
∫ ∞

ξ

2
√

t

φ

(
t − ξ2

4τ2

)
e−τ2

dτ

with φ(z) = (t0 − U(0, z)) exp(γ(0)z).
In the same way, we find for X̄0(η, t) the problem

∂X̄0

∂t
=

∂2X0

∂η2 − γ(L)X̄0

with boundary condition, matching condition, and initial condition

X̄(0, t) = tL − U0(L, t), lim
η→∞ X̄0(η, t) = 0, X̄0(η, 0) = 0.

The solution is obtained as before and becomes

X̄0(η, t) =
2√
π

e−γ(L)t
∫ ∞

η

2
√

t

φ̄

(
t − η2

4τ2

)
e−τ2

dτ

with φ̄(z) = (tL − U0(L, z)) exp(γ(L)z).

9.2 Slow Diffusion on a Semi-infinite Domain

A different problem arises on considering for t ≥ 0 the semi-infinite domain
x ≥ 0 for the equation

∂φ

∂t
= ε

∂2φ

∂x2 − p(t)
∂φ

∂x

with initial condition φ(x, 0) = f(x) and boundary condition φ(0, t) = g(t)
(boundary input). The functions p(t), f(x), g(t) are assumed to be sufficiently
smooth, and p(t) does not change sign. Moreover, we assume continuity at
(0, 0) and, for physical reasons, decay of the boundary input to zero:

f(0) = g(0), lim
t→∞ = 0.

We start again with a regular expansion of the form
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φ(x, t) = u0(x, t) + εu1(x, t) + ε2 · · ·

to find for the first two terms after substitution

∂u0

∂t
+ p(t)

∂u0

∂x
= 0,

∂u1

∂t
+ p(t)

∂u1

∂x
=

∂2u0

∂x2 .

Introducing P (t) =
∫ t

0 p(s)ds, the equation for u0 has the characteristic x −
P (t), which implies that any differentiable function of x − P (t) solves the
equation for u0. (The reader who is not familiar with the characteristics of
first-order partial differential equations can verify this by substitution.) At
this stage, the easiest way is to satisfy the initial condition by choosing

u0(x, t) = f(x − P (t)).

A consequence is that for u1 we have to add the initial condition u1(x, 0) = 0.
Solving the equation

∂u1

∂t
+ p(t)

∂u1

∂x
=

∂2

∂x2 f(x − P (t))

with the initial condition, we find

u1(x, t) =
∫ t

0

∂2

∂x2 (x + P (s) − 2P (t))ds.

This regular expansion does not satisfy the boundary condition at x = 0,
so we expect the presence of a spatial boundary layer there. Introducing the
boundary layer variable

ξ =
x

εν
,

we expect for the solution φ(x, t) an expansion of the form

φ(x, t) = u0(x, t) + εu1(x, t) + ε2 · · · + ψ(ξ, t)

with initial and boundary conditions

ψ(ξ, 0) = 0, ψ(0, t) = g(t) − u0(0, t) − εu1(0, t) − ε2 · · ·

and matching condition
lim

ξ→∞
ψ(ξ, t) = 0.

Introducing the boundary layer variable into the equation for φ yields

∂ψ

∂t
= ε1−2ν ∂2φ

∂ξ2 − ε−νp(t)
∂φ

∂ξ
= 0.



9.3 A Chemical Reaction with Diffusion 125

A significant degeneration arises if 1 − 2ν = −ν or ν = 1. Assuming that we
can expand ψ = ψ0 + εψ1 + ε2 · · · , we have

−∂2ψ0

∂ξ2 + p(t)
∂ψ0

∂ξ
= 0, ψ0(0, t) = g(t) − f(−P (t)),

−∂2ψ1

∂ξ2 + p(t)
∂ψ1

∂ξ
=

∂ψ0

∂t
, ψ1(0, t) = −

∫ t

0

∂2

∂x2 (P (s) − 2P (t))ds.

For ψ0, we find the expression

ψ0(ξ, t) = A(t)ep(t)ξ + B(t)ξ + C(t)

with A, B, C suitably chosen functions.
From the matching condition, we find B(t) = C(t) = 0 and the condition

p(t) < 0.

With this condition, we have

ψ0(ξ, t) = (g(t) − f(−P (t))ep(t)ξ,

which satisfies the initial and boundary conditions. It is easy to calculate ψ1
and higher-order approximations.

9.2.1 What Happens if p(t) > 0?

This problem was analysed by Shih (2001); see also this paper for related
references. We recall that the regular expansion starts with u0(x, t) = f(x −
P (t)). If p(t) < 0, the characteristic x − P (t) = constant is not located in
the quarter-plane x ≥ 0, t ≥ 0, but if p(t) > 0, the characteristics x − P (t) =
constant extend into this domain. We have f(0) = g(0), but the derivatives of
these functions are generally not compatible. This causes jump discontinuities
along the characteristic curve x − P (t) = 0, which can be compensated by a
boundary layer along this curve. It turns out that the appropriate boundary
layer variable in this case is

η =
x − P (t)√

ε
.

For more details of the analysis, see Shih (2001).

9.3 A Chemical Reaction with Diffusion

A number of chemical reaction problems can be formulated as singularly per-
turbed equations. Following Vasil’eva, Butuzov, and Kalachev (1995), we con-
sider the problem
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ε

(
∂u

∂t
− a(x, t)

∂2u

∂x2

)
= f(u, x, t) + ε · · · ,

where 0 ≤ x ≤ 1, 0 ≤ t ≤ T , and a(x, t) > 0. We shall consider this as a
prototype problem for the more complicated cases where u and x are vectors
and we consider a system of equations.

The initial condition is
u(x, 0) = φ(x).

Natural boundary conditions in this case are the Neumann conditions

∂u

∂x
(0, t) =

∂u

∂x
(1, t) = 0.

Putting ε = 0, we have f(u, x, t) = 0, and we note a similarity with the initial
value problems of Chapter 8. We will indeed impose a similar condition as in
the Tikhonov theorem (Section 8.2): assume that f(u, x, t) = 0 has a unique
solution u0(x, t) and that

∂f

∂u
(u0(x, t), x, t) < 0

uniformly for 0 ≤ x ≤ 1, 0 ≤ t ≤ T .
We shall determine the lowest-order terms of the appropriate expansion.

A regular expansion of the form u(x, t) = u0(x, t) + εu1 · · · will in general
not satisfy the initial and boundary conditions. This suggests the presence of
an initial layer near t = 0 and boundary layers near x = 0 and x = 1. We
subtract the regular expansion by putting

u(x, t) = u0(x, t) + εu1 · · · + v(x, t, τ, ξ, η),

in which we assume that v is of the form

v = Pε(x, τ) + Qε(ξ, t) + Rε(η, t),

where τ = t/ε and ξ and η are the boundary layer variables near x = 0 and
x = 1, respectively. Substitution produces for v

ε

(
∂u0

∂t
+ ε

∂u1

∂t
+

∂v

∂t
− a(x, t)

∂2u0

∂x2 − εa(x, t)
∂2u1

∂x2 − a(x, t)
∂2v

∂x2

)
=

= fu(u0(x, t), x, t)(εu1 + v + · · · )
We assume expansions for P, Q, R such as Pε(x, τ) = P0(x, τ)+εP1 · · · . After
putting t = ετ , we find for P0

∂P0

∂τ
= f(u0(x, 0) + P0(x, τ) + Q0(ξ, 0) + R0(η, 0), x, 0)

with an initial condition for P0(x, 0). It is natural to assume that Q0(ξ, 0) =
R0(η, 0) = 0 so that
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P0(x, 0) = φ(x) − u0(x, 0).

We solve the equation for P0 with x as a parameter, noting that P0(x, τ) = 0
is an equilibrium solution; we have to assume that the initial condition is
located in the domain of attraction of this equilibrium solution, as we did in
the Tikhonov theorem. In that case, we have immediately that the matching
condition

lim
τ→∞ P0(x, τ) = 0

is satisfied. As x is a parameter, we still have the freedom to put P0(0, τ) = 0.
To determine the boundary layer variables, we have to rescale the equation.
We abbreviate again P + Q + R = v and put ξ = x/εν to find near x = 0

ε
∂u0

∂t
+ε

∂v

∂t
−ε1−2νa(ενξ, t)

∂2u0

∂ξ2 −ε1−2νa(ενξ, t)
∂2v

∂ξ2 = f(u0+v, ενξ, t)+ε · · · .

A significant degeneration arises if ν = 1
2 . We will require the boundary layer

solution Rε(η, t) to vanish outside the boundary layer near x = 1, so the
equation for Q0(ξ, t) becomes

−a(0, t)
∂2Q0

∂ξ2 = f(u0(0, t) + Q0, 0, t).

From the Neumann condition at x = 0, we have at lowest-order

∂u0

∂x
(0, t) +

∂P0

∂x
(0, τ) + ε− 1

2
∂Q0

∂ξ
(0, t) = 0,

which yields
∂Q0

∂ξ
(0, t) = 0

with the matching condition

lim
ξ→∞

Q0(ξ, t) = 0.

We conclude that Q0(ξ, t) = 0 and that nontrivial solutions Q1(ξ, t), Q2(ξ, t),
etc., arise at higher order.

In the same way, we conclude that R0(ξ, t) = 0 and finally that the lowest-
order expansion of the solution is of the form

u0(x, t) + P0

(
x,

t

ε

)
.

Remark
The computation of higher-order approximations leads to linear equations for
Q1, R1, etc. An additional difficulty is that there will be corner boundary
layers at (x, t) = (0, 0) and (1, 0) involving boundary layer functions of the
forms Q∗(ξ, τ) and R∗(η, τ) at higher order. For more details, see Vasil’eva,
Butuzov, and Kalachev (1995), where a proof of asymptotic validity is also
presented.
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9.4 Periodic Solutions of Parabolic Equations

Following Vasil’eva, Butuzov, and Kalachev (1995), we will look for 2π-
periodic solutions of the equation

ε
∂2u

∂x2 =
∂u

∂t
+ s(x, t)u + f(x, t) + εg(x, t, u) + ε · · ·

with Dirichlet boundary conditions

u(0, t) = u(1, t) = 0

and periodicity condition

u(x, t) = u(x, t + 2π)

for 0 ≤ x ≤ 1 and t ≥ 0. All time-dependent terms in the differential equation
are supposed to be 2π-periodic. To illustrate the technique, we shall analyse
an example first and discuss the more general case later.

9.4.1 An Example

Consider the equation

ε
∂2u

∂x2 =
∂u

∂t
+ a(x)u + b(x) sin t

with a(x) and b(x) smooth functions; a(x) > 0 for 0 ≤ x ≤ 1.
Based on our experience with problems in the preceding sections, we expect

that the boundary layer variables

ξ =
x√
ε
, η =

1 − x√
ε

,

will play a part, so we will look for a solution of the form

u(x, t) = u0(x, t) + Q0(ξ, t) +
√

εQ1(ξ, t) + R0(η, t) +
√

εR1(η, t) + ε · · · ,

where u0(x, t) is the first term of a regular expansion of the form u0(x, t) +
εu1(x, t) + ε2 · · · . The equation for u0(x, t) is

∂u0

∂t
+ a(x)u0 + b(x) sin t = 0,

which has the general solution

c(x)e−a(x)t − b(x)e−a(x)t
∫ t

0
ea(x)s sin sds.
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After integration and applying the periodicity condition to determine the
function c(x), we find

c(x) =
b(x)

a2(x) + 1

and

u0(x, t) = − a(x)b(x)
a2(x) + 1

sin t +
b(x)

a2(x) + 1
cos t.

Note that u0(x, t) is 2π-periodic but u0 will in general not satisfy the boundary
conditions. Introducing the boundary layer variable ξ, we find for Q0(ξ, t) the
equation

∂2Q0

∂ξ2 =
∂Q0

∂t
+ a(0)Q0,

where we have used that u0(x, t) satisfies the inhomogeneous equation and
that R0(η, t) vanishes outside a boundary layer near x = 1. For Q0(ξ, t), we
have the boundary, matching, and periodicity conditions

Q0(0, t) = −u0(0, t), lim
ξ→∞

Q0(ξ, t) = 0, Q0(ξ, t) = Q0(ξ, t + 2π).

As Q0(ξ, t) is 2π-periodic in t, we propose a Fourier series for Q0 and, the
boundary condition only having two Fourier terms, we postulate

Q0(ξ, t) = f1(ξ) sin t + f2(ξ) cos t.

Substitution in the equation for Q0 yields

f ′′
1 = −f2 + a(0)f1,

f ′′
2 = −f1 + a(0)f2.

This is a linear system with characteristic equation (λ2 − a(0))2 + 1 = 0 and
with eigenvalues

λ = ±
√

a(0) + i,±
√

a(0) − i.

We assumed a(0) > 0; the matching condition requires us to discard the so-
lutions corresponding with +

√
a(0), and we retain the independent solutions

e−
√

a(0)ξ cos ξ, e−
√

a(0)ξ sin ξ.

We find

f1(ξ) = e−
√

a(0)ξ
(

a(0)b(0)
a(0)2 + 1

cos ξ + α sin ξ

)
,

f2(ξ) = e−
√

a(0)ξ
(

− b(0)
a(0)2 + 1

cos ξ + β sin ξ

)
,

where α and β can be determined by substitution in the equations for f1 and
f2.
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Introducing the boundary layer variable η, we find for R0(η, t) the equation

∂2R0

∂η2 =
∂R0

∂t
+ a(1)R0,

where we have again used that u(x, t) satisfies the inhomogeneous equation
and that Q0(ξ, t) vanishes outside a boundary layer near x = 0. For R0(η, t),
we have the boundary, matching, and periodicity conditions

R0(1, t) = −u0(1, t), lim
η→∞ R0(η, t) = 0, R0(η, t) = R0(η, t + 2π).

Again we retain a finite Fourier series, and the calculation runs in the same
way.

9.4.2 The General Case with Dirichlet Conditions

We return to the general case

ε
∂2u

∂x2 =
∂u

∂t
+ s(x, t)u + f(x, t) + εg(x, t, u) + ε · · ·

with Dirichlet boundary conditions u(0, t) = u(1, t) = 0 and all time-
dependent terms 2π-periodic in t. Again we expect the same boundary layer
variables ξ and η and an expansion of the form

u(x, t) = u0(x, t) + Q0(ξ, t) +
√

εQ1(ξ, t) + R0(η, t) +
√

εR1(η, t) + ε · · · ,

where u0(x, t) is the first term of the regular expansion. The equation for
u0(x, t) is

∂u0

∂t
+ s(x, t)u0 + f(x, t) = 0,

which has to be solved with x as a parameter. After integration by variation of
constants, we have a free constant - dependent on x - to apply the periodicity
condition to u0.

As before, we can derive the equation for the boundary layer solution near
x = 0,

∂2Q0

∂ξ2 =
∂Q0

∂t
+ s(0, t)Q0,

with boundary, matching, and periodicity conditions

Q0(0, t) = −u0(0, t), lim
ξ→∞

Q0(ξ, t) = 0, Q0(ξ, t) = Q0(ξ, t + 2π).

A Fourier expansion for Q0 is again appropriate, and we expand

s(0, t) = a0 +
∞∑

k=1

(ak cos kt + bk sin kt)
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and in the same way u0(0, t). We assume

a0 > 0.

For Q0, we substitute

Q0(ξ, t) = α0(ξ) +
∞∑

k=1

(αk(ξ) cos kt + βk(ξ) sin kt).

The coefficients are obtained by substitution of the Fourier series for Q0 and
s(0, t) into the differential equation for Q0, which produces an infinite set of
equations; they can be solved as they are ODE’s with constant coefficients.
In the same way we determine the boundary layer function R0(η, t). Note
that higher-order approximations can be obtained by extending the regular
expansion and subsequently deriving higher-order equations for Qk, Rk, k =
1, 2, · · · . These equations are linear.

9.4.3 Neumann Conditions

The problem

ε
∂2u

∂x2 =
∂u

∂t
+ s(x, t)u + f(x, t) + εg(x, t, u) + ε2 · · ·

with Neumann boundary conditions

∂u

∂x
(0, t) =

∂u

∂x
(1, t) = 0

and all terms in the equation 2π-periodic in t is slightly easier to handle.
Determine again a regular expansion of the form u0(x, t)+ε · · · and assume

again a full expansion of the solution of the form

u(x, t) = u0(x, t) + Q0(ξ, t) +
√

εQ1(ξ, t) + R0(η, t) +
√

εR1(η, t) + ε · · · .

The regular expansion will in general not satisfy the Neumann conditions, and
we require for instance at x = 0

∂u0

∂x
(0, t) + ε

∂u1

∂x
(0, t) + ε2 + · · · +

1
ε

∂Q0

∂ξ
(0, t) +

∂Q1

∂ξ
(0, t) + ε · · · = 0.

Multiplying with ε and comparing coefficients, we have

∂Q0

∂ξ
(0, t) = 0,

∂Q1

∂ξ
(0, t) = −∂u0

∂x
(0, t), · · · .

The equation for Q0 will again be

∂2Q0

∂ξ2 =
∂Q0

∂t
+ s(0, t)Q0,

which is satisfied by the trivial solution. A similar result holds for R0(η, t).
Nontrivial boundary layer solutions will generally arise at higher order.
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9.4.4 Strongly Nonlinear Equations

Thus far, we have considered weakly nonlinear equations. It is of interest to
consider more difficult equations of the form

ε
∂2u

∂x2 =
∂u

∂t
+ f(x, t, u) + ε · · ·

with Dirichlet or Neumann boundary conditions.
The main obstruction for the construction of an expansion is the solvability

of the lowest-order equations. For the regular expansion, we have

∂u0

∂t
+ f(x, t, u0) = 0,

where, after solving the equation, we have to apply the periodicity condition.
For the boundary layer contribution, this is even nastier. Assuming again an
expansion for the periodic solution u(x, t) of the form u(x, t) = u0(x, t) +
Q0(ξ, t) + R0(η, t) +

√
ε · · · , we have

∂2Q0

∂ξ2 =
∂Q0

∂t
+ f(0, t, u0(0, t) + Q0) − f(0, t, u0(0, t)),

which looks nearly as bad as the original problem in the case of Dirichlet
conditions. At higher order, the equations are linear.

In the case of Neumann conditions, we have again that the trivial solution
Q0(ξ, t) = 0 satisfies the equation and the boundary condition.

9.5 A Wave Equation

As a prototype of a hyperbolic equation with initial values, we consider the
equation

ε

(
∂2φ

∂x2 − ∂2φ

∂t2

)
−
(

a
∂φ

∂x
+ b

∂φ

∂t

)
= 0,

where t ≥ 0,−∞ < x < +∞. The initial values are

φ(x, 0) = f(x), φt(x, 0) = g(x),−∞ < x < +∞.

The functions f(x), g(x) are sufficiently smooth; a and b are constants, and
in a dissipative system b > 0. As we shall see, the constants have to satisfy
the conditions 0 < |a| < b.

The wave operator ∂2/∂x2 − ∂2/∂t2 has real characteristics

r = t − x, s = t + x.

The reduced (ε = 0) equation
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a
∂φ

∂x
+ b

∂φ

∂t
= 0

has characteristics of the form bx − at = constant; we call them subcharac-
teristics of the original equation. Any differentiable function of (bx − at) or
(x − a

b t) satisfies the reduced equation.
We start by calculating a formal approximation. This will give us the

practical experience that will lead to more general insight into hyperbolic
problems. Again we start by assuming that in some part of the half-plane
t ≥ 0,−∞ < x < +∞; a regular expansion exists of the form

φε(x, t) =
m∑

n=0

εnφn(x, t) + 0(εm+1).

The coefficients φn satisfy

a
∂φ0

∂x
+ b

∂φ0

∂t
= 0,

a
∂φn

∂x
+ b

∂φn

∂t
=

∂2φn−1

∂x2 − ∂2φn−1

∂t2
, n = 1, 2, · · · .

We find φ0 = h(z), z = x − a
b t, and h(z) a differentiable function of its

argument. The equation for φ1 becomes

a
∂φ1

∂x
+ b

∂φ1

∂t
=

∂2h

∂x2 − ∂2h

∂t2
=
(

1 − a2

b2

)
h′′
(
x − a

b
t
)

.

Transforming t, x → t, z, we find

b
∂φ1

∂t
=
(

1 − a2

b2

)
h′′(z),

so that

φ1(z, t) =
b2 − a2

b3 h′′(z)t + k(z),

where h(z) and k(z) still have to be determined. It would be natural to choose
h(z) = f(z), but we leave this decision until later.

We cannot satisfy both initial values, so we expect boundary layer be-
haviour near t = 0. Subtracting the regular expansion

ψ(x, t) = φ(x, t) −
m∑

n=0

εnφn(x, t)

and substitution in the original wave equation yields

ε

(
∂2ψ

∂x2 − ∂2ψ

∂t2

)
−
(

a
∂ψ

∂x
+ b

∂ψ

∂t

)
= 0(εm+1).
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The initial values are

ψ(x, 0) = f(x) −
m∑
0

εnφn(x, 0),

ψt(x, 0) = g(x) −
m∑
0

εnφnt(x, 0).

We introduce the boundary layer variable

τ =
t

εν
.

Transforming x, t → x, τ , the equation for ψ becomes(
ε

∂2

∂x2 − ε1−2ν ∂2

∂τ2 − a
∂

∂x
− ε−νb

∂

∂τ

)
ψ∗ = 0(εm+1).

A significant degeneration arises when 1 − 2ν = −ν or ν = 1. Near t = 0, we
clearly have an ordinary boundary layer. Assuming the existence of a regular
expansion

ψ∗
ε =

m∑
n=0

εnψn(x, τ) + 0(εm+1),

we find

L∗
0ψ0 = 0,

L∗
0ψ1 = a

∂ψ0

∂x
, etc.,

with

L∗
0 =

∂2

∂τ2 + b
∂

∂τ
.

The initial conditions have to be expanded and yield

ψ0(x, 0) = f(x) − h(x), ψ1(x, 0) = −k(x),
∂ψ0

∂τ
(x, 0) = 0,

∂ψ1

∂τ
(x, 0) = g(x) +

a

b
h′(x).

The matching conditions take the form

lim
τ→∞ ψn(x, τ) = 0, n = 0, 1, 2, · · · .

For ψ0, we find
ψ0(x, τ) = A(x) + B(x)e−bτ .

The restriction b > 0 is necessary to satisfy the matching conditions and, to
satisfy ∂ψ0/∂τ = 0, we are then left with the trivial solution, ψ0(x, τ) = 0.
So this determines h, as we have to take ψ0(x, 0) = 0:
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h(x) = f(x).

For ψ1, we find the same expression as for ψ0. Matching produces again A(x) =
0, leaving

ψ1(x, τ) = C(x)e−bτ .

The initial values yield

C(x) = −k(x),
−bC(x) = g(x) + a

b f ′(x),

which determines k:

k(x) =
g(x)

b
+

a

b2 f ′(x).

At this stage, we propose the formal expansion

φε(x, t) = f(x − a
b t) + ε[ b2−a2

b3 tf ′′(x − a
b t) + 1

b g(x − a
b t) + a

b2 f ′(x − a
b t)]

−ε[ a
b2 f ′(x) + 1

b g(x)]e−bt/ε + ε2 · · · .

It is clear that, outside the boundary layer, the solution is dominated by the
initial values of φ that propagate along the subcharacteristic through a given
point.

This, however, opens the possibility of the following situation. The solution
at a point P (x, t) is determined by the propagation of initial values along
the characteristics (i.e., no information can reach P from the initial values
in x < A or x > B). If |a| > b, the formal expansion consists mainly of
terms carrying information from these forbidden regions. This means that in
this case the formal expansion cannot be correct, resulting in the condition
0 < |a| < b; see Fig. 9.1.

We demonstrate this somewhat more explicitly by considering the problem
where φ(x, 0) = f(x) = 0,−∞ < x < +∞, φt(x, 0) = g(x). The solution can
be written as an integral using the Riemann function R:

φ(x, t) =
∫ x+t

x−t

Rε(x − τ, t)g(τ)dτ.

Riemann functions are discussed in many textbooks on partial differential
equations, such as Strauss (1992). For some special values of a, b, the Riemann
function can be expressed in terms of elementary functions. Suppose now that
we prescribe

g(x) > 0, x < A, x > B,
g(x) = 0, A ≤ x ≤ B.

It is clear that in this case φ(x, t)|P = 0. On the other hand, the formal
expansion yields

φε(x, t) =
ε

b
g
(
x − a

b
t
)

− ε

b
g(x)e−bt/ε + ε2 · · · .
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x 
- t

 =
 c

on
sta

nt

P

a
b

x - 

t

t = constant

xA B

x + t = constant

φ(x, t) = 0

g(x) = 0

Fig. 9.1. Characteristics and subcharacteristics in the hyperbolic problem of Section
9.1.

If |a| > b, it is clear that φε(x, t)|P 
= 0, which means that in this case the
formal expansion does not produce correct results.

Remark
The condition |a| < b means that the direction of the subcharacteristic is
“contained” between the directions of the characteristics. In this case, one
calls the subcharacteristic time-like.

9.6 Signalling

As an example of the part played by boundaries, we consider a so-called
signalling or radiation problem. We have x ≥ 0, t ≥ 0. At t = 0, the medium
is in a state of rest: φ(x, 0) = φt(x, 0) = 0. At the boundary, we have a source
of signals or radiation:

φ(0, t) = f(t), t > 0.

Wave propagation is described again by the equation

ε

(
∂2φ

∂x2 − ∂2φ

∂t2

)
−
(

a
∂φ

∂x
+ b

∂φ

∂t

)
= 0,

where 0 < a < b. As φ is initially identically zero, the solution for t > 0 will be
identically zero for x > t. (Information propagates along the characteristics.)

As before we start with a regular expansion.
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t = x

x

t

x 
=

 t
a

b

Fig. 9.2. Signalling: a source at the boundary x = 0.

φε(x, t) =
m∑

n=0

εnφn(x, t) + 0(εm+1).

We find again φ0 = h(z), z = x − a
b t.

φ1 =
b2 − a2

b3 h′′(z)t + k(z)

with h, k sufficiently differentiable functions. We can satisfy the boundary
condition by putting

φ0 = 0, t < b
ax

= f(t − b
ax), t > b

ax.

(f is defined only for positive values of its argument.)
Note that a consequence of this choice of φ0 is that, unless f(0) = 0,

the regular expansion is discontinuous along the subcharacteristic t = b
ax, so

we expect a discontinuity propagating from the origin as in general f(0) 
=
0, f ′(0) 
= 0, etc. However, the theory of hyperbolic equations tells us that
such a discontinuity propagates along the characteristics, in this case x = t,
so we expect a boundary layer along the subcharacteristic to make up for this
discrepancy; see Fig. 9.2.

We transform x, t → ξ, t with

ξ =
x − a

b t

εν
,

whereas φε(x, t) → ψε(ξ, t). We have
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∂

∂x
→ ε−ν ∂

∂ξ
,

∂

∂t
→ −ε−ν a

b

∂

∂ξ
+

∂

∂t
.

The equation becomes L∗
εψ = 0 with

L∗
ε = ε1−2νc

∂2

∂ξ2 + 2ε1−ν a

b

∂2

∂ξ∂t
− ε

∂2

∂t2
− b

∂

∂t
,

where c = 1 − a2/b2. A significant degeneration arises if ν = 1
2 , so that the

operator becomes

L∗
0 = c

∂2

∂ξ2 − b
∂

∂t
.

Note that c > 0; near the subcharacteristic t = b
ax, we have a parabolic

boundary layer. For the boundary layer solution, an expansion of the form

ψε(ξ, t) =
2m∑
n=0

εn/2ψn(ξ, t) + 0(εm+ 1
2 )

is taken, where ψ0 is a solution of the diffusion equation

L∗
0ψ0 = 0,

which has to be matched with the regular expansion. We have, moving to
the right-hand side of the subcharacteristic, (t < b

ax) that ψ0 → 0. On the
left-hand side, the regular expansion becomes

lim
z↑0

f(z) = f(0+)

on approaching the subcharacteristic, which should match with ψ0 moving to
the left. We find, omitting the technical details of matching, that

ψ0(ξ, t) =
1
2
f(0+)erfc

(
ξ

2
√

kt/b

)
.

where
erfc(z) =

2√
π

∫ ∞

z

e−t2dt; erfc(0) = 1.

The boundary layer approximation ψ0 satisfies the equation while ψ0(0, t) =
1
2f(0+); moreover, moving to the right-hand side of the characteristic ξ → ∞
or z → ∞, we have agreement with the expression above for erfc(z).

Note that we did not perform the subtraction trick before carrying out
the matching, but, as we have seen, ψ0 satisfies the required conditions. Note
also that, according to this analysis, the formal approximation becomes zero
in the region between the characteristics t = b

ax and t = x.
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9.7 Guide to the Literature.

A survey of results obtained in the former Soviet Union for parabolic equations
has been given by Butuzov and Vasil’eva (1983), and Vasil’eva, Butuzov, and
Kalachev (1995). For expansions and proofs, see also Shih and Kellogg (1987)
and Shih (2001) and further references therein. The first section on a problem
with slow diffusion and heat production is actually a simplified version of a
more extensive problem (Van Harten, 1979). In all of these papers, proofs of
asymptotic validity are given.

We shall not consider here the case of equilibrium solutions of parabolic
equations, which reduces to the study of elliptic equations; for an introduction
to singular perturbations of equilibrium solutions of systems with reaction and
diffusion, see Aris (1975, Vol. 1, Chapter 3.7).

A classical example of a nonlinear diffusion equation is Burgers’ equation

ut + uux = εuxx

on an infinite domain, which is also a typical problem for studying shock
waves. An introductory treatment can be found in Holmes (1998, Chapter 2).

Applications of slow manifolds (Fenichel theory) and extensions are de-
scribed by Jones (1994), Kaper (1999) and Kaper and Jones (2001). These
papers contain many references and applications. One possibility is to project
the solutions of the evolution equation to a finite space, which reduces the
problem to the analysis given in the preceding chapter (ODE’s). Another pos-
sibility is to compute travelling or solitary waves; an example is the paper by
Szmolyan (1992). It is typical to start with an evolution equation such as

ut + uux + uxxx + ε(uxx + uxxxx) = 0,

(see for instance Jones, 1994) and then look for solitary waves (i.e., solutions
that depend on x − ct alone). This results in a system of ordinary differential
equations that contains one or more slow manifolds. The reason for omitting
these examples in this chapter is that in what follows one needs an extensive
dynamical systems analysis with subtle reasoning also to connect the results
to the original evolution equation. The results, however, are very interesting.

Another important subject that we did not discuss is combustion, which
leads to interesting boundary layer problems. A basic paper is Matkowsky
and Sivashinsky (1979); introductory texts are Van Harten (1982), Buckmas-
ter and Ludford (1983), and Fife (1988). More recent results can be found
in Vasil’eva, Butuzov, and Kalachev (1995), and Class, Matkowsky, and Kli-
menko (2003).

For hyperbolic problems, the formal construction of expansions has been
discussed in Kevorkian and Cole (1996). Constructions and proofs of asymp-
totic validity on a timescale O(1) have been given in an extensive study by
Geel (1981); see also De Jager and Jiang Furu (1996). The proofs are founded
on energy integral estimates and fixed-point theorems in a Banach space. An
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extension to larger timescales for hyperbolic problems has been given by Eck-
haus and Garbey (1990), who develop a formal approximation that is shown
to be valid on timescales of the order 1/ε.

9.8 Exercises

Exercise 9.1 Consider the hyperbolic initial value problem

ε(utt − uxx) + aut + ux = 0,

u(x, 0) = 0,

ut(x, 0) = g(x) (x ∈ R),

based on Kevorkian and Cole (1996), with a ≥ 1. We will introduce φ by
u(x, t) = φ(x, t) exp(αx−βt

2ε ).

a. Compute α and β such that

ε(φtt − φxx) −
(

a2 − 1
4ε

)
φ = 0.

Consider the case a = 1. In this special case the function φ(x, t) has to
satisfy the wave equation, so write: φ(x, t) = ψl(x − t) + ψr(x + t).

b. Compute the functions ψl and ψr; use the initial conditions of u(x, t).
c. Give the exact solution u(x, t, ε) of the given problem for a ≥ 1.
d. Construct an approximation Ũ(x, t, ε) of the form

Ũ(x, t, ε) = U0(x, t) + εU1(x, t) + εW1(x, τ) + 0(ε2)

with τ = t/ε.
e. Compare the approximation Ũ(x, t, ε) with the exact solution u(x, t, ε).

Exercise 9.2 Consider the equation

εuxx = ut − ux, x ≥ 0, t ≥ 0,

with initial condition u(x, 0) = 1 and boundary condition u(0, t) = exp(−t).

a. Produce the first two terms of a regular expansion and locate the boundary
layer(s).

b. Repeat the analysis when we change the boundary condition to u(0, t) =
sin t.

Exercise 9.3 As an example of a parabolic problem on an unbounded do-
main, consider Fisher’s equation (KPP)

ut = εuxx + u(1 − u), −∞ < x < ∞, t > 0,

with u(x, 0) = g(x), 0 ≤ u ≤ 1.
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a. Determine the stationary solutions in the case ε = 0. Which one is clearly
unstable?

b. Introduce the regular expansion u = u0(x, t)+ εu1(x, t)+ · · · and give the
equations and conditions for u0, u1.

c. Solve the problem for u0(x, t).

Exercise 9.4 Consider the parabolic initial boundary value problem

ε(ut − auxx) + bu = f(x),
u(x, 0) = 0, a > 0, b > 0,

u(0, t) = 0, (x, t) ∈ R
2,

u(1, t) = 0, 0 < x < 1, 0 < t ≤ T.

We construct an approximation in four steps.

a. Compute the regular expansion U(x, t):

U(x, t, ε) = U0(x, t) + εU1(x, t) + 0(ε2).

b. Compute the initial layer correction Π0(x, τ), τ = t/ε, and give the equa-
tion (with initial value) for Π1(x, τ) such that V (x, t, ε) satisfies the initial
condition at t = 0:

V (x, t, ε) = U(x, t, ε) + Π0(x, τ) + Π1(x, τ) + 0(ε2).

c. Compute the boundary layer correction

Q0(ξ, t), ξ =
x√
ε
,

and give the equations for Q1(ξ, t) and Q2(ξ, t) such that

W (x, t, ε) = V (x, t, ε) + Q0(ξ, t) +
√

εQ1(ξ, t) + εQ2(ξ, t) + 0(ε3/2)

satisfies the boundary condition at x = 0. In the same way, boundary layer
corrections can be constructed at the boundary x = 1 with (ξ∗ = (1−x)√

ε
);

we omit this.

Also, at the corner boundary points (0, 0) and (1, 0), corrections are
needed.

d. Give the equations for the corner boundary layer corrections P0(ξ, τ),
P1(ξ, τ), and P2(ξ, τ) at (0, 0) (ξ∗ = x√

ε
, τ = t/ε). Give the initial bound-

ary values.

Combining (a), (b), (c) and (d) produces an approximation ũ(x, t, ε) of the
solution u(x, t, ε) of the given problem of the form



142 9 Evolution Equations with Boundary Layers

ũ(x, t, ε) = U0(x, t) + Π0(x, τ) + Q0(ξ, t)
+P0(ξ, τ) +

√
ε[Q1(ξ, t) + P1(ξ, τ)]

+ε[U1(x, t) + Π1(x, τ) + Q2(ξ, t) + P2(ξ, τ)] + 0(ε2),

where τ = t/ε, ξ = x/
√

ε. Note that corner boundary layer corrections at
(1, 0) can be constructed in the same way with ξ∗ = (1−x)/

√
ε. No correction

terms are added for the boundary x = 1 and the corner point (1, 0), so the
approximation only holds on

{(x, t) ∈ R
2|0 < x < 1 − d, (0 < d < 1) and 0 < t ≤ T}.
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The Continuation Method

In Chapter 1 we considered an equation Lεy = 0 that contains a small pa-
rameter ε. We associate with this equation an “unperturbed” problem, the
equation L0y = 0. If the difference between the solutions of both equations
in an appropriate norm does not tend to zero as ε tends to zero, we call the
problem a singular perturbation problem.

Actually, when formulated with suitable norms, most perturbation prob-
lems are singular. This does not only apply to boundary layer problems as
considered in the preceding chapters, but also to slow-time problems, as we
shall see in what follows. In all of these cases, the solutions of the unperturbed
problem can not be simply continued with a Taylor expansion in the small
parameter to obtain an approximation of the full problem.

Simple perturbation examples can be found in the exercises of Chapter 2,
where we looked at solutions of algebraic equations of the form

a(ε)x2 + b(ε)x + c(ε) = 0,

in which a, b, and c depend smoothly on ε. Associating with this problem the
“unperturbed” or “reduced” equation

a(0)x2 + b(0)x + c(0) = 0,

we found that in the analysis the implicit function theorem plays a fundamen-
tal part. If x0 is a solution of the unperturbed problem and if

2a(0)x0 + b(0) 
= 0,

the implicit function theorem tells us that the solutions of the full problem
depend smoothly on ε and we may expand in integral powers of ε: xε =
x0 + ε · · · . If this condition is not satisfied, we cannot expect a Taylor series
with respect to ε and there may be bifurcating solutions.

We shall discuss this application of the implicit function theorem for initial
value problems for ordinary differential equations.
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10.1 The Poincaré Expansion Theorem

We start with a few examples.

Example 10.1
x(t) is the solution of the initial value problem

ẋ = −x + ε, x(0) = 1.

The unperturbed problem is

ẏ = −y, y(0) = 1.

We have x(t) = ε + (1 − ε)e−t, y(t) = e−t, so

|x(t) − y(t)| = ε − εe−t ≤ ε, t ≥ ε.

The approximation of x(t) by y(t) is valid for all time.

Example 10.2
x(t) is the solution of the initial value problem

ẋ = x + ε, x(0) = 1.

The unperturbed problem is

ẏ = y, y(0) = 1,

and we have
|x(t) − y(t)| = ε(et − 1),

so we have an approximation that is valid for 0 ≤ t ≤ 1 (or any positive
constant that does not depend on ε).

We might conjecture that in the second example the approximation breaks
down because the solutions are not bounded. However, to require the solutions
to be bounded is not sufficient, as the following example shows.

Example 10.3
Consider the initial value problem

ẍ + (1 + ε)2x = 0, x(0) = 1, ẋ(0) = 0,

with solution x(t) = cos(1 + ε)t. The unperturbed problem is

ÿ + y = 0, y(0) = 1, ẏ(0) = 0

which is solved by y(t) = cos t. So we conclude that |x(t) − y(t)| = 2| sin(t +
1
2εt) sin(1

2εt)|, which does not vanish with ε; take for instance t = π/ε. One
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might expect an improvement of the timescale where the approximation is
valid when expanding to higher order. However, this is generally not the case.
Expand x(t) = cos t + εx1(t) + ε2 · · · and substitute this expression into the
differential equation. To O(ε) we obtain the problem

ẍ1 + 2 cos t + x1 = 0, x1(0) = ẋ1(0) = 0.

The solution is x1(t) = −t sin t and is an unbounded expression, which we
cannot call an improvement.

We shall now formulate the general perturbation procedure and state what
we can expect in general of the accuracy of the approximation. Consider the
initial value problem for x ∈ R

n

ẋ = f(t, x, ε), x(t0) = a(ε).

We assume that f(t, x, ε) can be expanded in a Taylor series with respect to
x (in a neighbourhood of the initial value) and with respect to ε. We also
assume that a(ε) can be expanded in a Taylor series with respect to ε. The
solution of the initial value problem is xε(t).

We associate with this problem the unperturbed (or reduced) problem

ẋ0 = f(t, x0, 0), x(t0) = a(0),

with solution x0(t). The Poincaré expansion theorem tells us that

||xε(t) − x0(t)|| = O(ε), t0 ≤ t ≤ t0 + C,

with C a constant independent of ε. As C is O(1) with respect to ε, this is
sometimes called an approximation valid on the timescale 1.

We can improve the result by expanding to higher order. More generally
the Poincaré expansion theorem asserts that xε(t) can be expanded in a con-
vergent Taylor series of the form

xε(t) = x0(t) + εx1(t) + · · · + εnxn(t) + · · · .

The terms xn(t) are obtained by substituting the series in the differential
equation and expanding the vector function f with respect to ε as

ẋ0 + εẋ1 + ε2 · · · = f(t, x0 + x1 + ε2 · · · , ε), a(ε) = a0 + εa1 + ε2 · · · ,

which after expansion and collecting equations at the same power of ε produces

ẋ0 = f(t, x0, 0), x0(t0) = a0,

ẋ1 =
∂f

∂x
(t, x0, 0)x1 +

∂f

∂ε
(t, x0.0), x1(t0) = a1,

and similar equations at higher order. Note that, apart from the unperturbed
equation for x0, all equations are linear. For the nth-order partial sum, we
have the estimate
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||xε(t) − (x0(t) + εx1(t) + · · · + εnxn(t))|| = O(εn+1)

for t0 ≤ t ≤ t0 + C. So by this type of expansion we can improve the accuracy
but not the timescale!

Example 10.4
Consider the damped harmonic oscillator

ẍ + 2εẋ + x = 0, x(0) = 1, ẋ(0) = 0.

Ignoring the known, exact solution, we put xε(t) = x0(t) + εx1(t) + · · · to
obtain the initial value problems

ẍ0 + x0 = 0, x0(0) = 1, ẋ0(0) = 0,

ẍ1 + x1 = −2ẋ0, x1(0) = 0, ẋ1(0) = 0.

We find x0(t) = cos t and for x1

ẍ1 + x1 = −2 cos t, x1(0) = 0, ẋ1(0) = 0,

with solution
x1(t) = sin t − t cos t.

This looks bad. The solutions of the damped harmonic oscillator are bounded
for all time and even tend to zero, while the approximation has an increasing
amplitude. However, the approximation is valid only on the timescale 1.

Such terms that are increasing with time were called “secular terms” in as-
tronomy. The discussion of how to avoid them played an important part in
the classical perturbation problems of celestial mechanics. Poincaré adapted
the approximation scheme to get rid of secular terms.

10.2 Periodic Solutions of Autonomous Equations

To a certain extent, periodic solutions are determined by their behaviour on
a timescale 1. This characteristic enables us to obtain a fruitful application of
the Poincaré expansion theorem. Usually this is called the Poincaré-Lindstedt
method.

In this section, we consider autonomous equations of the form

ẋ = f(x, ε), x ∈ R
n,

for which we assume that the conditions of the expansion theorem have been
satisfied. In addition, we assume that the unperturbed equation ẋ = f(x, 0)
has one or more periodic solutions. Can we continue such a periodic solution
for the equation if ε > 0?
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The reason to make a distinction between autonomous and nonautonomous
equations is that in autonomous equations the period is not a priori fixed. As
a consequence, a period T0 of a periodic solution of the unperturbed equation
will in general also be perturbed. To fix the idea consider the two-dimensional
equation

ẍ + x = εf(x, ẋ, ε).

If ε = 0, we have a rather degenerate case, as all solutions are periodic and even
have the same period, 2π. We cannot expect that all of these periodic solutions
can be continued for ε > 0, but maybe some periodic solutions will branch
off. For such a solution, we will have a period T (ε) with T (0) = T0 = 2π. A
priori we do not know for which initial conditions periodic solutions branch
off (if they do!), so we assume that we find them starting at

x(0) = a(ε), ẋ(0) = 0.

For a two-dimensional autonomous equation, putting ẋ(0) = 0 is no restric-
tion. The expansion theorem tells us that on the timescale 1 we have

lim
ε→0

= a(0) cos t.

It is convenient to fix the period by the transformation

ωt = θ, ω−2 = 1 − εη(ε),

where η(ε) can be expanded in a Taylor series with respect to ε and is chosen
such that any periodic solution under consideration has period 2π. With the
notation x′ = dx/dθ, the equation becomes

x′′ + x = εη(ε)x + ε(1 − εη(ε))f(x, (1 − εη(ε))− 1
2 x′, ε)

with initial values x(0) = a(ε), x′(0) = 0.
Abbreviating the equation to

x′′ + x = εF (x, x′, ε, η(ε)),

we are now looking for a suitable initial value a(ε) and scaling of ω (or η) to
obtain 2π-periodic solutions in θ. This problem is equivalent with solving the
integral equation

x(θ) = a(ε) cos θ + ε

∫ θ

0
F (x(s), x′(s), ε, η(ε)) sin(θ − s)ds

with the periodicity condition x(θ + 2π) = x(θ) for each value of θ.
Applying the periodicity condition, we find∫ θ+2π

θ

F (x(s), x′(s), ε, η(ε)) sin(θ − s)ds = 0.
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Expanding sin(θ − s) = sin θ cos s − cos θ sin s and using that the sin- and
cos-functions are independent, we find the conditions

I1(a(ε), η(ε)) =
∫ 2π

0
F (x(s), x′(s), ε, η(ε)) sin sds = 0,

I2(a(ε), η(ε)) =
∫ 2π

0
F (x(s), x′(s), ε, η(ε)) cos sds = 0.

For each value of ε, this is a system of two equations with two unknowns, a(ε)
and η(ε). According to the implicit function theorem, this system is uniquely
solvable in a neighbourhood of ε = 0 if the corresponding Jacobian J does
not vanish for the solutions:

J =
∣∣∣∣ ∂(I1, I2)
∂(a(ε), η(ε))

∣∣∣∣ 
= 0.

The way to handle the periodicity conditions and the corresponding Jacobian
is to expand the solution xε(t) and the parameters a(ε), η(ε) with respect to
ε. At the lowest order, we find

F (x0(t), x′
0(t), 0, η(0)) = η(0)a(0) cos t + f(a(0) cos t, −a(0) sin t, 0)

and the equations ∫ 2π

0
f(a(0) cos s,−a(0) sin s, 0) sin sds = 0,

πη(0)a(0) +
∫ 2π

0
f(a(0) cos s,−a(0) sin s, 0) cos sds = 0.

These equations have to be satisfied (necessary condition) to obtain a periodic
solution. If the corresponding Jacobian does not vanish, a nearby periodic
solution really exists. The condition derived from the lowest-order equations
is

J0 =
∣∣∣∣ ∂(I1, I2)
∂(a(0), η(0))

∣∣∣∣ 
= 0.

We shall study this condition in a number of examples. Note that if we
can satisfy the periodicity conditions but the Jacobian vanishes at low-
est order, we have to calculate the Jacobian at the next order. Assuming
that the Poincaré expansion theorem applies, we have the convergent series
J = J0 + εJ1 + · · · + εnJn + · · · . This calculation may decide the existence of
a unique periodic solution, but it is possible that the Jacobian vanishes at all
orders. This happens for instance if we have a family of periodic solutions so
instead of having the existence of a unique solution, vanishing of the Jacobian
can in some cases imply that there are many more periodic solutions. We shall
meet examples of these phenomena.
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Example 10.5
(Van der Pol equation)
A classical example is the Van der Pol equation

ẍ + x = εẋ(1 − x2),

which has a unique periodic solution for each positive value of ε. Of course, we
consider only small values of ε. Transforming time by ωt = θ, ω−2 = 1−εη(ε),
we find

x′′ + x = εη(ε)x + ε(1 − εη(ε))
1
2 x′(1 − x2)

with unknown initial conditions x(0) = a(ε), x′ = 0. The periodicity condi-
tions at lowest order become

−
∫ 2π

0
a(0) sin s(1 − a2(0) cos2 s) sin sds = 0,

πη(0)a(0) −
∫ 2π

0
a(0) sin s(1 − a2(0) cos2 s) cos sds = 0.

After integration, we find

a(0)
(

1 − 1
4
a2(0)

)
= 0,

η(0)a(0) = 0.

Apart from the trivial solution, we find a(0) = 2, η(0) = 0 (the solution a(0) =
−2 produces the same approximation), so a periodic solution branches off at
amplitude 2. The existence has been given, but we check this independently
by computing the Jacobian at (a(0), η(0)) = (2, 0): J0 = 4 so the implicit
function theorem applies.

Andersen and Geer (1982) used a formal manipulation of the expansions
and obtained for the Van der Pol equation the expansion to O(ε164).

Example 10.6
Consider the equation

ẍ + x = εx3.

It is well-known that all the solutions of this equation are periodic in a large
neighbourhood of (0, 0). We follow the construction by again putting ωt =
θ, ω−2 = 1 − εη(ε) to find

x′′ + x = εη(ε)x + εx3

and at lowest order the periodicity conditions∫ 2π

0
a3(0) cos3 s sin sds = 0, πη(0)a(0) +

∫ 2π

0
a3(0) cos3 s cos sds = 0,
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so that the first condition is always satisfied and the second condition gives

a(0)
(

η(0) +
3
4
a2(0)

)
= 0.

We conclude that a(0) can be chosen arbitrarily and that η(0) = − 3
4a2(0). For

the Jacobian, we find J0 = 0, as there exists an infinite number of periodic
solutions.

Remark (on the importance of existence results)
Suppose that one can apply the periodicity conditions but that the Jacobian
J vanishes. Why bother about this existence question? The reason to worry
about this is that higher-order terms may destroy the periodic solution. A
simple example is the equation

ẍ + x = εx3 − εnẋ

with n a natural number ≥ 2. We can satisfy the periodicity conditions to
O(εn−1), but the equation has no periodic solution.

10.3 Periodic Nonautonomous Equations

In this section, we consider nonautonomous, periodic equations so the period
is a priori fixed. There are still many subtle problems here, as the period T0 of
a periodic solution of the unperturbed equation can be near the period of the
perturbation or quite distinct. To fix the idea, we consider the two-dimensional
equation

ẍ + x = εf(x, ẋ, t, ε).

We shall look for periodic solutions that can be continued for ε > 0. Let us
assume that the perturbation is T -periodic with a period near 2π. To apply the
periodicity condition, it is convenient to have periodicity 2π so we transform
time with a factor

ω−2 = 1 − εβ(ε), β(ε) = β0 + εβ1 + · · ·

with known constants β0, β1, · · · .
In autonomous equations, we have the translation property that if y(t)

is a solution, y(t − a) with a an arbitrary constant is also a solution. This
is not the case in nonautonomous equations, so it is natural to introduce a
phase ψ that will in general depend on ε: ψ(ε) = ψ0 + εψ1 + ε2 · · · . The time
transformation becomes

ωt = θ − ψ(ε)

and the equation transforms with x′ = dx/dθ to

x′′ + x = εβ(ε)x + ε(1 − εβ(ε))f(x, (1 − εβ(ε))
1
2 x′, (1 − εβ(ε))

1
2 (θ − ψ(ε)), ε).
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We shall look for 2π-periodic solutions starting at

x(0) = a(ε), ẋ(0) = 0,

with the expansion a(ε) = a0 + εa1 + · · · , which still has to be determined.
As before, the differential equation can be transformed to an integral equa-

tion, in this case of the form

x(θ) = a(ε) cos θ + ε

∫ θ

0
F (x(s), x′(s), ψ(ε), s, ε, ) sin(θ − s)ds

with F = F (x, x′, ψ, θ, ε) or

F = β(ε)x + (1 − εβ(ε))f(x, (1 − εβ(ε))
1
2 x′, (1 − εβ(ε))

1
2 (θ − ψ(ε)), ε)

and with the periodicity condition x(θ + 2π) = x(θ) for each value of θ. So∫ 2π

0
F (x(s), x′(s), ψ(ε), s, ε) sin(θ − s)ds = 0.

We find the two conditions∫ 2π

0
F (x(s), x′(s), ψ(ε), s, ε) sin sds = 0,

∫ 2π

0
F (x(s), x′(s), ψ(ε), s, ε) cos sds = 0.

This is a system of two equations with two unknowns, a(ε) and ψ(ε), which
we shall study in a number of examples.

Example 10.7
(forced Van der Pol equation)
Consider the case of the Van der Pol equation with a small forcing

ẍ + x = εẋ(1 − x2) + εh cos ωt.

Using the transformations outlined above, we have

F = β(ε)x(θ) + (1 − εβ(ε))[(1 − εβ(ε))
1
2 x′(1 − x2(θ)) + h cos(θ − ψ(ε))],

which can be expanded to

F = β0a0 cos θ − a0 sin θ(1 − a2
0 cos2 s) + h cos(θ − ψ0) + ε · · · .

From the periodicity conditions, to first order we find

I1 = −a0

(
1 − 1

4
a2
0

)
+ h sin ψ0 = 0,

I2 = β0a0 + h cos ψ0 = 0.
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For the Jacobian, we find at lowest order

J0 =
∣∣∣∣ ∂(I1, I2)
∂(a0, ψ0)

∣∣∣∣ = |h|
∣∣∣∣
(

1 − 3
4
a2
0

)
sin ψ0 − β0 cos ψ0

∣∣∣∣ .
Exact 2π-periodic forcing means β0 = 0.

Exploring this case first, we find ψ0 = π/2, 3π/2, and

a0

(
1 − 1

4
a2
0

)
= ±h.

If |h| > h∗ = 4/(3
√

3), we have one solution; see Fig. 11.3. When |h| passes
the critical value h∗, there is a bifurcation producing three solutions. At the
value h = 0, we have returned to the “ordinary” Van der Pol equation that
has one periodic solution with a0 = 2.

If β0 = 0, we have J0 = |(1 − 3
4a2

0)h|. We observe that at the bifurcation
values h = h∗, 0, the Jacobian J0 vanishes.

If β0 
= 0, we have the relation

tanψ0 =
1
4a2

0 − 1
β0

and a similar analysis can be made.

Example 10.8
(damped and forced Duffing equation)
A fundamental example of mechanics is an oscillator built out of a Hamilto-
nian system with damping and forcing added. A relatively simple but basic
nonlinear case is

ẍ + εμẋ + x + εγx3 = εh cos ωt

with damping coefficient μ > 0. The equation of motion of the underlying
Hamiltonian system is obtained when μ = h = 0. Putting εγ = −1/6 produces
the first nonlinear term of the mathematical pendulum equation.

Using the formulas derived above, we have in this case

f = μẋ − γx3 + h cos ωt

and after transformation

F = β(ε)x(θ) + (1 − εβ(ε))[−(1 − εβ(ε))
1
2 μx′ − γx3 + h cos(θ − ψ(ε))],

which can be expanded to

F = β0a0 cos θ + μa0 sin θ − γa3
0 cos3 θ + h cos(θ − ψ0) + ε · · · .

The periodicity conditions to first order produce
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I1 = μa0 + h sin ψ0 = 0,

I2 = β0a0 − 3
4
γa3

0 + h cos ψ0 = 0.

The Jacobian to first order becomes

J0 =
∣∣∣∣ ∂(I1, I2)
∂(a0, ψ0)

∣∣∣∣ = |h|
∣∣∣∣μ sin ψ0 +

(
β0 − 9

4
γa2

0

)
cos ψ0

∣∣∣∣ .
Easiest to analyse is the case without damping, μ = 0. We have the periodicity
conditions

h sin ψ0 = 0, β0a0 − 3
4
γa3

0 + h cos ψ0 = 0,

so that ψ0 = 0, π, and two possibilities,

a0

(
β0 − 3

4
γa3

0

)
= ±h.

Interestingly, the product β0γ also plays a part in the bifurcations (the ex-
istence of periodic solutions). If β0γ > 0, we have one or three solutions
depending on the value of h, and if β0γ < 0, there is only one solution. This
picture also emerges from the Jacobian

J0 =
∣∣∣∣h
(

β0 − 9
4
γa2

0

)
cos ψ0

∣∣∣∣ .
We conclude that a small detuning of the forcing from exact 2π-periodicity is
essential to obtain interesting bifurcations. On taking β0 = 0, we find to first
order the periodicity conditions

h sin ψ0 = −μa0, h cos ψ0 =
3
4
γa3

0.

Again there are two possible solutions for the phase shift ψ0 corresponding
with one periodic solution each for whatever the values of h, μ, and γ(
= 0)
are. This is also illustrated by the Jacobian, which at an exact 2π-periodic
forcing, using the periodicity conditions, becomes

J0 = |h|
∣∣∣∣μ sin ψ0 − 9

4
γa2

0 cos ψ0

∣∣∣∣ = |a0|
∣∣∣∣μ2 +

27
16

γ2a4
0

∣∣∣∣ .
Example 10.9
(Mathieu equation)
Linear equations with periodic coefficients play an important part in physics
and engineering. A typical example is the π-periodic Mathieu equation that
can be written in the form

ẍ + (ω2 + ε cos 2t)x = 0.
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Of particular interest is usually the question of for which values of ω and ε
the solutions are stable (i.e., decreasing to zero) or unstable. The answer to
this question is guided by Floquet theory, which tells us that for ω fixed,
the (two) independent solutions of the equation can be written in the form
exp(λ(ε)t)p(t) with p(t) a π-periodic function. So the two possible expressions
for the so-called characteristic exponents λ(ε) - call them λ1 and λ2 - deter-
mine the stability of the solutions. Also from Floquet theory we have that
λ1(ε) + λ2(ε) = 0. For extensive introductions to Floquet theory, see Magnus
and Winkler (1966) and Yakubovich and Starzhinskii (1975), for summarising
introductions Hale (1963) or Verhulst (2000).

The expansion theorem tells us that the exponents λ1,2(ε) can be expanded
in a Taylor series with respect to ε with λ1(0) = ωi, λ2(0) = −ωi. This has im-
portant consequences. If ω is not close to a natural number, any perturbation
of λ1,2(0) will cause it to move along the imaginary axis, so for the possibility
of instability we only have to consider the cases of ω near 1, 2, 3, · · · .

It turns out that in an ω, ε-diagram, we have domains emerging from the
ω-axis, called Floquet tongues, where the solutions are unstable; see Fig. 10.1.
The boundaries of these tongues correspond with the values of ω, ε where the
solutions are periodic (i.e., they are neutrally stable). We shall determine these
tongues in two cases.

One should note that if we have for a linear homogeneous equation one
periodic solution, we have a one-parameter family of periodic solutions and
definitely no uniqueness. In this case, the boundaries of the tongues corre-
spond with periodic solutions, so the two independent solutions are periodic
and have the same period. However, this uniqueness question need not bother
us, as we know a priori that in this case families of periodic solutions exist.

We assume that ω2 = m2 −εβ(ε) with m = 1, 2, · · · and β(ε) = β0 +β1ε+
· · · a known Taylor series in ε. The equation becomes

ẍ + m2x = εβ(ε)x − ε cos 2tx.

It will turn out that in the cases m = 2, 3, · · · we have to perform higher-
order calculations. In the case of nonautonomous equations, it is then more
convenient to drop the phase-amplitude representation of the solutions and
use the transformation x, ẋ → y1, y2:

x(t) = y1(t) cos mt + y2(t) sinmt,

ẋ(t) = −my1(t) sinmt + my2(t) cos mt.

The expansion of x(t) will take the form x(t) = y1(0) cos mt + y2(0) sinmt +
ε · · · . For y1, y2, we find the equations

ẏ1 = − ε

m
(β(ε) − cos 2t)(y1 cos mt + y2 sin mt) sinmt,

ẏ2 =
ε

m
(β(ε) − cos 2t)(y1 cos mt + y2 sin mt) cos mt.
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Fig. 10.1. Instability (or Floquet) tongues of the Mathieu equation ẍ + (ω2 +
ε cos 2t)x = 0. The shaded domains correspond with instability.

The Mathieu equation can be transformed to an integral equation by formally
integrating the equations for y1 and y2 and substituting them into the expres-
sion for x(t).
We shall now use the periodicity conditions in various cases.

10.3.1 Frequency ω near 1

The solutions of the unperturbed (harmonic) equation are near 2π-periodic
and the forcing is π-periodic; such a forcing is called subharmonic. We will
look for 2π-periodic solutions, and we have the periodicity conditions∫ 2π

0
(β(ε) − cos 2s)(y1(s) cos s + y2(s) sin s) sin sds = 0,

∫ 2π

0
(β(ε) − cos 2s)(y1(s) cos s + y2(s) sin s) cos sds = 0.

Expanding, we find to first order the periodicity conditions

y2(0)
(

β0 +
1
2

)
= 0, y1(0)

(
β0 − 1

2

)
= 0.

For the boundaries of the Floquet tongue, we find β0 = ± 1
2 or to first order

ω2 = 1 ± 1
2ε.
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10.3.2 Frequency ω near 2

The solutions of the unperturbed equation are π-periodic like the forcing, and
so we are looking for π-periodic solutions of the Mathieu equation. We have∫ π

0
(β(ε) − cos 2s)(y1(s) cos s + y2(s) sin s) sin 2sds = 0,

∫ π

0
(β(ε) − cos 2s)(y1(s) cos s + y2(s) sin s) cos 2sds = 0.

To first order, we find

y2(0)β0 = 0, y1(0)β0 = 0.

To have nontrivial solutions, we conclude that β0 = 0 and we have to expand
to higher order. For this we compute

y1(t) = y1(0) − ε

2

∫ t

0
(− cos 2s)(y1(0) cos 2s + y2(0) sin 2s) cos 2sds + O(ε2)

= y1(0) + ε
3
16

[
y1(0)

(
4
3

− cos 2t − 1
3

cos 6t

)

+ y2(0)
(

sin 2t − 1
3

sin 6t
)]

+ O(ε2).

Substituting this expression in the periodicity conditions produces β1 = 1
48 or

β1 = − 5
48 . Accordingly, the Floquet tongue is bounded by

ω2 = 4 − 1
48

ε2 + · · · , ω2 = 4 +
5
48

ε2 + · · · .

Subsequent calculations will show that the neglected terms are O(ε4).
The calculations for m = 3, 4, · · · will be even more laborious. The same

holds when we want more precision (i.e., calculation of higher-order terms)
for a particular value of m. In this case, computer algebra can be very helpful,
especially as we know in advance here that the expansions are convergent. For
a computer algebra approach, see for instance Rand (1994).

Remark
In Section 15.3, we will show that, for certain values of ω near 1, the solutions
in the instability tongue are growing exponentially with ε

3
2 t. This is not in

contradiction with the Poincaré expansion theorem, as the theorem guarantees
the existence of an expansion in integer powers of ε on the timescale 1. Such
an expansion is clearly not valid on the timescale where the instability is
developing. For periodic solutions the situation is different, as in this case
timescale 1 implies “for all time” (assuming that the period does not depend
on the small parameter). An extensive discussion of timescales is given in
Chapter 11.
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Example 10.10
(Mathieu equation with damping)
In general, dissipation effects play a part in mechanics, so it seems natural to
look at the effect of damping on the Mathieu equation

ẍ + εμẋ + (ω2 + ε cos 2t)x = 0,

where μ is a positive coefficient and we consider the simplest case of ω near
1: ω2 = 1 − εβ0 + O(ε2). Omitting the O(ε2) terms, the equation becomes

ẍ + x = εβ0x − εμẋ − ε cos(2t)x.

In the periodicity conditions derived in the preceding example, we have to
add the term

μ(y1(0) sin s − y2(0) cos s)

to the integrand. This results in the periodicity conditions

1
2
μy1(0) +

(
β0 +

1
2

)
y2(0) = 0,(

β0 − 1
2

)
y1(0) − 1

2
μy2(0) = 0.

To have nontrivial solutions, the determinant has to be zero or

β0 = ±1
2

√
1 − μ2,

and for the boundaries of the instability domain, we find

ω2 = 1 ± 1
2
ε
√

1 − μ2.

As a consequence of damping, the instability domain of the Mathieu equation
shrinks and the tongue is lifted off the ω-axis.

10.4 Autoparametric Systems and Quenching

Consider a system consisting of weakly interacting subsystems. To fix the idea,
we consider a system with two degrees of freedom (four dimensions). Suppose
that in one degree of freedom stable motion is possible without interaction
with the other subsystem; such motion is usually called “normal mode be-
haviour” and in many cases this will be a (stable) periodic solution. Is this
normal mode stable in the four-dimensional system? If not, the corresponding
instability phenomenon is called autoparametric resonance.

This question is of particular interest in engineering problems where the
normal mode may represent undesirable behaviour of flexible structures such
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as vibrations of overhead transmission lines, connecting cables, or chimney
pipes. In the engineering context, normal modes are often called “semitrivial
solutions”. We may try to destabilise them by actually introducing a suitable
interacting system. This may result in destabilisation or energy reduction
of the undesirable normal mode; this process of permanent reduction of the
amplitude of the normal mode is called “quenching”, and the second oscillator,
which does the destabilisation, is called the “energy absorber”. For a survey
and treatment of such problems, see the monograph by Tondl et al. (2000).

In the case of Hamiltonian systems, we may have autoparametric resonance
and a normal mode may be destabilised; an example is the elastic pendulum.
However, because of the recurrence of the phase flow, we have no quenching.
For this we need energy dissipation in the second oscillator.

Fig. 10.2. Example of an autoparametric system with flow-induced vibrations. The
system consists of a single mass on a spring to which a pendulum is attached as an
energy absorber. The flow excites the mass and the spring but not the pendulum.

Example 10.11
(quenching of self-excited oscillations)
Consider the system

ẍ − ε(1 − ẋ2)ẋ + x = εf(x, y),
ÿ + εμẏ + q2y = εyg(x, y),

where μ is the (positive) damping constant, f(x, y) is an interaction term with
expansion that starts with quadratic terms, and the interaction term g(x, y)
starts with linear terms. In Fig. 10.2, a pendulum is attached as an example of
an energy absorber. The equation for x is typical for flow-induced vibrations,
where (1 − ẋ2)ẋ is usually called Rayleigh self-excitation.

To fix the idea, assume that f(x, y) = c1x
2 + c2xy + c3y

2, g(x, y) = d1x +
d2y. (This is different from the case where a pendulum is attached.) Putting
y = 0 produces normal mode self-excited oscillations described by

ẍ − ε(1 − ẋ2)ẋ + x = εc1x
2.
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As in Example 10.5 for the Van der Pol equation, we transform time by
ωt = θ, ω−2 = 1 − εη(ε) to find

x′′ + x = εη(ε)x + ε(1 − εη(ε))
1
2 x′(1 − (1 − εη(ε))−1x′2) + ε(1 − εη(ε))c1x

2

with unknown initial conditions x(0) = a(ε), x′ = 0. The periodicity condi-
tions at lowest order become

−
∫ 2π

0
[a(0) sin s(1 − a2(0) sin2 s) + c1a

2(0) cos2 s] sin sds = 0,

πη(0)a(0) −
∫ 2π

0
[a(0) sin s(1 − a2(0) sin2 s) + c1a

2(0) cos2 s] cos sds = 0.

After integration, we find as for the Van der Pol equation

a(0)
(

1 − 1
4
a2(0)

)
= 0,

η(0)a(0) = 0,

so, apart from the trivial solution, we have a(0) = 2, η(0) = 0. (The solu-
tion a(0) = −2 produces the same approximation.) A periodic solution φ(t)
branches off at amplitude 2 with first-order approximation x0(t) = 2 cos t. For
the periodic solution we have the estimate φ(t) = 2 cos t + O(ε).

To study the stability of this normal mode solution, we put x(t) = φ(t)+u.
Substitution in the equation for x and using that φ(t) is a solution, we find

ü+u = ε(1− φ̇2)u̇− ε(2φ̇u̇+ u̇2)(φ̇+ u̇)+ ε(c1(2φu+u2)+ c2(φ+u)y + c3y
2).

Also, we substitute x(t) = φ(t) + u in the equation for y. To determine the
stability of φ(t), we linearise the system and replace φ(t) by its first-order
approximation x0(t) to obtain

ü + u = ε(1 − 12 sin2 t)u̇ + ε4c1u cos t + ε2c2y cos t,

ÿ + q2y = −εμẏ + ε2d1y cos t.

The equations are in a certain sense decoupled: first we can solve the problem
for y, after which we consider the problem for u. This decoupling happens
often in autoparametric systems.

As in Example 10.9, we use the transformation y, ẏ → y1, y2:

y(t) = y1(t) cos qt + y2(t) sin qt,

ẏ(t) = −qy1(t) sin qt + qy2(t) cos qt.

The expansion will take the form y(t) = y1(0) cos qt + y2(0) sin qt + ε · · · . For
y1, y2, we find the equations
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ẏ1 = −ε

q
[μqy1(t) sin qt − μqy2(t) cos qt + 2d1(y1 cos qt + y2 sin qt) cos t] sin qt,

ẏ2 =
ε

q
[μqy1(t) sin qt − μqy2(t) cos qt + 2d1(y1 cos qt + y2 sin qt) cos t] cos qt.

Integration and application of the periodicity conditions leads at first order
to nontrivial results if q = 1

2 . We find

1
2
μy1 − d1y2 = 0,

d1y1 − 1
2
μy2 = 0.

We have nontrivial solutions if the determinant of the matrix of coefficients
vanishes, or

μ2 = 4d2
1.

If the damping coefficient μ satisfies 0 ≤ μ ≤ 2|d1|, we have instability with re-
spect to perturbations orthogonal to the normal mode (in the y− ẏ direction);
if μ > 2|d1|, we have stability.

It is an interesting question whether perturbations in the normal mode
plane can destabilise the normal mode. For this we have to solve the equation
for u. With the choice q = 1

2 and if c2 
= 0, we find that u = 0 is unstable; the
calculation is left to the reader.

10.5 The Radius of Convergence

When obtaining a power series expansion with respect to ε by the Poincaré-
Lindstedt method, we have a convergent series for the periodic solution. So,
in contrast with the results for most asymptotic expansions, it makes sense to
ask the question of to what value of ε the series converges.

In the paper by Andersen and Geer (1982), where 164 terms were calcu-
lated for the expansion of the periodic solution of the van der Pol equation,
the numerics surprisingly suggests convergence until ε = Os(1). These re-
sults become credible when looking at the analytic estimates by Grebenikov
and Ryabov (1983). After introducing majorising equations for the expansion,
Grebenikov and Ryabov give some examples. First, for the Duffing equation
with forcing,

ẍ + x − εx3 = εa sin t.

Grebenikov and Ryabov show that the convergence of the Poincaré-Lindstedt
expansion for the periodic solution holds for

0 ≤ ε ≤ 1.11|a|− 2
3 .

In the case of the Mathieu equation
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ẍ + (a + ε cos 2t)x = 0

near a = 1, they obtain convergence for

0 ≤ ε ≤ 5.65.

For the resonances a = 4, 9, Os(1) estimates are also found.
Finally, we note that the radius of convergence of the power series with

respect to the small parameter ε does not exclude continuation of the periodic
solution beyond the radius of convergence. A simple example is the equation

ẍ +
3
2
εẋ + x = −3 sin 2t.

The equation contains a unique periodic solution

φ(t) =
1

1 + ε2 sin 2t +
ε

1 + ε2 cos 2t

that has a convergent series expansion for 0 ≤ ε < 1 but exists for all values
of ε.

10.6 Guide to the Literature

The techniques discussed in this chapter were already in use in the eigh-
teenth and nineteenth centuries, but the mathematical formulation of such
results for initial value problems for ordinary differential equations was given
by Henri Poincaré. Usually his method of using the expansion theorem to
construct periodic solutions is called the Poincaré-Lindstedt method, as Lind-
stedt produced a formal calculation of this type. The procedure itself is older,
but Poincaré (1893, Vol. 2) was the first to present sound mathematics. His
1893 proof of the expansion theorem is based on majorising series and rather
complicated, see also Roseau (1966) for an account. More recent proofs use
a continuation of the problem into the complex domain in combination with
contraction; an example of such a proof is given in Verhulst (2000, Chapter
9).

The analysis is in fact an example of a very general problem formulation.
Consider an equation of the form

F (u, ε) = 0

with F a nonlinear operator on a linear space - a Hilbert or Banach space -
and with known solution u = u0 if ε = 0, so F (u0, 0) = 0. The problem is
then under what condition we can obtain for the solution a convergent series
of the form

u = u0 +
∑
n≥1

εnun.
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The operator F can be a function, a differential equation, or an integral equa-
tion and can take many other forms. Vainberg and Trenogin (1974) give a
general discussion, with the emphasis on Lyapunov-Schmidt techniques, and
many examples.

A survey of the implicit function theorem with modern extensions and ap-
plications is given by Krantz and Parks (2002). Application of the Poincaré-
Lindstedt method to systems with dimension higher than two poses no funda-
mental problem but requires laborious formula manipulation. An example of
an application to Hamiltonian systems with two degrees of freedom has been
presented in two papers by Presler and Broucke (1981a, 1981b). They apply
formal algebraic manipulation to obtain expansions of relatively high order.
Rand (1994) gives an introduction to the use of computer algebra in nonlinear
dynamics.

More general nonlinear equations, in particular integral equations, are con-
sidered by Vainberg and Trenogin (1974). The theoretical background and
many applications to perturbation problems in linear continuum mechanics
can be found in Sanchez Hubert and Sanchez Palencia (1989).

Apart from this well-founded work, there are applications to partial differ-
ential equations using the Poincaré-Lindstedt method formally. It is difficult
to assess the meaning of these results unless one has a priori knowledge about
the existence and smoothness of periodic solutions.

10.7 Exercises

Exercise 10.1 Consider the algebraic equation

x3 − (3 + ε)x + 2 = 0,

which has three real solutions for small ε > 0.
a. Can one obtain the solutions in a Taylor series with respect to ε?
b. Determine a two-term expansion for the solutions.

Exercise 10.2 Kepler’s equation for the gravitational two-body problem is

E − e sin E = M

with M (depending on the period) and e (eccentricity) given. Show that the
angle E, 0 ≤ E ≤ 2π, is determined uniquely.

Exercise 10.3 Consider the equation

ẋ = 1 − x + εx2.

If ε = 0, x = 1 is a stable equilibrium and it is easy to see that if ε > 0, a
stable equilibrium exists in a neighbourhood of x = 1.
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a. Apply the Poincaré expansion theorem to find the first two terms of the
expansion x0(t) + εx1(t) + · · · .
b. Compute the limit for t → +∞ of this approximation. Does this fit with
the observation about the stable equilibrium?

Exercise 10.4 In Example 10.4, we showed for the damped harmonic oscil-
lator that secular (unbounded) terms arise in the straightforward expansion.
One might argue that this is caused by the presence of linear terms in the per-
turbation, as these are the cause of linear resonance. Consider as an example
the problem

ẍ + x = εx2, x(0) = 1, ẋ(0) = 0.

a. Show that no secular terms arise for x0(t) and x1(t).
b. Do secular terms arise at higher order, for instance for x2(t)?

Exercise 10.5 Consider again the Van der Pol equation (Example 10.5) and
calculate the periodic solution to second order. The calculation to higher order
becomes laborious but it is possible to implement the procedure in a computer
programme. Andersen and Geer (1982) did this for the Van der Pol equation
to compute the first 164 terms.

Exercise 10.6 It will be clear from Examples 10.5 and 10.6 that an interest-
ing application arises in examples such as

ẍ + x = εx3 + ε2ẋ(1 − x2).

At lowest order, we find that the first-order Jacobian J0 vanishes, but in this
case a unique periodic solution exists. When going to second order in ε, the
Jacobian does not vanish and this unique periodic solution is found. Check
this statement and compute the approximation to this order.
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Averaging and Timescales

In this chapter, we will consider again initial value problems for ordinary
differential equations involving perturbations. In the preceding chapter we
encountered the idea of “an approximation valid on a certain timescale”. This
is an important concept that we have to formulate more explicitly.

Suppose that we want to approximate a (vector) function xε(t) for t ≥ 0
by another function yε(t). If we have for t ≥ 0 the estimate

xε(t) − yε(t) = O(εm), 0 ≤ εnt ≤ C,

with m, n, C constants independent of ε, we shall say that yε(t) is an O(εm)-
approximation of xε(t) on the timescale 1/εn.

Note that if necessary we can generalise somewhat by replacing εm by the
order function δ1(ε) and εn by the order function δ2(ε).

Example 11.1
Consider the function xε(t) = (1+ ε+ ε2t) sin t with O(ε)-approximation sin t

on the timescale 1/ε. At the same time, sin t is an O(ε
1
2 )-approximation on the

timescale 1/ε
3
2 . It is also easy to see that (1+ε) sin t is an O(ε2)-approximation

on the timescale 1.

We shall often use this abbreviation of “an approximation on a timescale”.
In the preceding chapter, we approximated periodic solutions, and in such
cases approximations of a quantity such as an amplitude are valid for all time.
In general, the results are much more restricted; usually we will be happy to
obtain an approximation on a timescale such as 1/ε or 1/ε2. As the estimates
are valid for ε → 0, these are already long timescales.

11.1 Basic Periodic Averaging

Suppose that we have a differential equation of the form
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ẋ = f(t, x, ε)

with f periodic in t. We could try to approximate the solutions by simply
averaging the function f over time. In general, however, this leads to incorrect
results, as was realised already by Lagrange and Laplace in the eighteenth
century. The correct approach is to solve the problem for ε = 0 and use
these “unperturbed” solutions to formulate “variational” equations, also called
equations “in the standard form”, which can be averaged. As an example, we
look again at Example 10.4, where a straightforward expansion with respect
to ε produced secular terms.

Example 11.2
Consider the initial value problem

ẍ + 2εẋ + x = 0, x(0) = 1, ẋ(0) = 0.

This equation is of the form

ẍ + x = εf(x, ẋ), x(0) = a, ẋ(0) = b, (11.1)

with f(x, ẋ) = −2ẋ, and we can study this more general equation with the
same effort.

The unperturbed equation is

ẍ + x = 0

with solutions of the form

x(t) = r0 cos(t + ψ0), ẋ(t) = −r0 sin(t + ψ0),

in which r0, ψ0 are determined by the initial conditions. To study the per-
turbed problem, Lagrange formulated the “variation of constants” method by
replacing r0, ψ0 by the variables r(t), ψ(t), so we transform x, ẋ to r, ψ by

x(t) = r(t) cos(t + ψ(t)), ẋ(t) = −r(t) sin(t + ψ(t)).

Differentiation of x(t) has to produce ẋ(t), which yields the condition

ṙ cos(t + ψ) − ψ̇r sin(t + ψ) = 0.

Differentiation of ẋ and substituting this and the expressions for x(t), ẋ(t)
into the differential equation (11.1) gives

−ṙ sin(t + ψ) − ψ̇r cos(t + ψ) = εf(r cos(t + ψ),−r(t + ψ)).

Solving from the two algebraic equations for ṙ and ψ̇, we find

ṙ = −ε sin(t + ψ)f(r cos(t + ψ),−r(t + ψ)), (11.2)

ψ̇ = −ε
cos(t + ψ)

r
f(r cos(t + ψ),−r sin(t + ψ)). (11.3)
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In the transformation from x, ẋ to polar coordinates r, ψ, we of course have to
exclude a neighbourhood of the origin; this is also illustrated by the presence
of r in one of the denominators.

The equations express that r and ψ are varying slowly with time, and the
system is of the form ẏ = εg(y, t). This slowly varying system is called the
standard form. The idea is now to consider only the nonzero average of the
right-hand sides - keeping r and ψ fixed - and leave out the terms with average
zero. We can think of the right-hand sides as functions periodic in t (ignoring
the slow dependence of r and ψ on t), which we Fourieranalyse, and then we
omit all higher order harmonics.

In our problem, we have f(x, ẋ) = −2ẋ so that

ṙ = −ε2r sin2(t + ψ),
ψ̇ = −ε2 cos(t + ψ) sin(t + ψ).

Now we average, replacing r, ψ by their approximations ra, ψa:

ṙa = −ε
1
2π

∫ 2π

0
2r sin2(t + ψ)dt = −εra,

ψ̇a = −ε
1
2π

∫ 2π

0
2 cos(t + ψ) sin(t + ψ)dt = 0.

Solving this with ra(0) = r0, ψa(0) = ψ0, the approximation takes the form

xa(t) = r0e
−εt cos(t + ψ0).

Note that secular terms are absent. We shall discuss the nature of the approx-
imation later on.

Let us apply this procedure to the Van der Pol equation in the following
example.

Example 11.3
The Van der Pol equation is

ẍ + x = ε(1 − x2)ẋ,

and we transform again x(t) = r(t) cos(t + ψ(t)), ẋ(t) = −r(t) sin(t + ψ(t)).
Using Eqs. (11.2) and (11.3) with f = (1 − x2)ẋ, we find

ṙ = −ε sin(t + ψ)(1 − r2 cos2(t + ψ))(−r sin(t + ψ)), r(0) = r0,

ψ̇ = −ε
cos(t + ψ)

r
(1 − r2 cos2(t + ψ))(−r sin(t + ψ)), ψ(0) = ψ0.

The right-hand sides are 2π-periodic in t and we average over t, keeping r and
ψ fixed. Replacing r, ψ by their approximations ra, ψa, we have:
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ṙa = ε
ra

2

(
1 − 1

4
r2
a

)
, ψ̇a = 0.

Clearly, the phase ψa is constant in this approximation, and we can solve the
equation for ra to find

ra(t) =
r0e

1
2 εt

(1 + r2
0
4 (eεt − 1))

1
2

.

Taking the limit of this expression for ra(t) for t → ∞, we find that ra(t) → 2
so this solution seems to be stable. This value of ra corresponds with the am-
plitude of the periodic solution of the Van der Pol equation that we computed
in Chapter 10 using the Poincaré-Lindstedt method.

There is an easier way to obtain this result. In the differential equation for
ra, the right-hand side has two zeros corresponding with stationary solutions
of the amplitude: ra = 0 and ra = 2. The first one corresponds with the
trivial solution. The second one means that choosing r0 = 2, ra(t) will keep
the value 2 for all time. Obviously, such a stationary solution of the amplitude
corresponds with a periodic solution. We shall discuss this more extensively
in Section 11.3.

Remark
The equation ẍ+x = εf(x, ẋ) is an example of an autonomous equation. (Time
t does not arise explicitly in the equation.) Such equations have special features
that also show up in the averaging results. Consider again the equation for ψ
in Eq. (11.3):

ψ̇ = −ε
cos(t + ψ)

r
f(r cos(t + ψ),−r sin(t + ψ)).

As ψ is kept constant during the averaging process, we might as well transform
τ = t + ψ so that

ψ̇ = −ε
cos τ

r
f(r cos τ, −r sin τ)

and average over τ . The averaged equation for ψ will be of the form ψ̇a =
εF (ra) and will not depend on ψa.

The solution of the averaged equations is reduced to solving a first-order
equation for ra. In general the averaging of an autonomous equation of order
n will result in a reduction to a system of order n − 1.

Example 11.4
(damped and forced Duffing equation)
Consider again Example 10.8 describing the forced Duffing equation

ẍ + εμẋ + εγx3 + x = εh cos ωt, (11.4)
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where we assume ω−2 = 1 − β0ε, which means that the forcing period is near
2π. It is easier when we transform τ = ωt to obtain

x′′ + ε
μ

ω
x′ + ε

γ

ω2 x3 +
1
ω2 x = ε

h

ω2 cos τ,

where a prime denotes differentiation with respect to τ . Expanding and mov-
ing the O(ε) terms to the right, we get

x′′ + x = εβ0x − εμx′ − εγx3 + εh cos τ + O(ε2).

In deriving the system (11.2), (11.3), we did not use any explicit form of the
right-hand side f , so in polar variables r, ψ we get to O(ε) the slowly varying
system

r′ = −ε sin(τ + ψ)(β0x − μx′ − γx3 + h cos τ),

ψ′ = −ε
cos(τ + ψ)

r
(β0x − μx′ − γx3 + h cos τ).

In the preceding equations x and x′ still have to be replaced by r(τ) cos(τ +
ψ(τ)) and −r(τ) sin(τ +ψ(τ)) respectively. Averaging this system over τ pro-
duces

r′
a = −1

2
ε(μra + h sin ψa),

ψ′
a = −1

2
ε

(
β0 − 3

4
γr2

a + h
cos ψa

ra

)
.

It is interesting to note that again - as in the Van der Pol equation - stationary
solutions of the right-hand side produce periodic solutions of the forced Duff-
ing equation; the expressions are the same as those obtained by the Poincaré-
Lindstedt method. However, the averaging result produces more information.
We can now also study the flow near the periodic solutions and thus their
stability.

11.1.1 Transformation to a Slowly Varying System

To apply averaging, we need a system in the standard form

ẋ = εf(t, x).

Sometimes such a system is called the variational system of the original
equations from which they were derived. The system describes the dynamics
around a certain unperturbed state. The classical example is the perturbed
harmonic equation

ẍ + ω2x = εf(t, x, ẋ),

where ω is a positive constant, the frequency. As before, we can use an
amplitude-phase transformation of the form
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x(t) = r(t) cos(ωt + ψ(t)), (11.5)
ẋ(t) = −r(t)ω sin(ωt + ψ(t)). (11.6)

Using variation of constants with these expressions, we find

ṙ = − ε

ω
sin(ωt + ψ)f(t, r cos(ωt + ψ),−rω sin(ωt + ψ)), (11.7)

ψ̇ = − ε

ωr
cos(ωt + ψ)f(t, r cos(ωt + ψ),−rω sin(ωt + ψ)). (11.8)

Of course, we can write the independent solutions of the unperturbed equation
in a different form and obtain an equivalent system. This may be computa-
tionally advantageous.

The equivalent transformation

x(t) = y1(t) cos ωt +
y2(t)

ω
sin ωt, (11.9)

ẋ(t) = −ωy1(t) sinωt + y2(t) cos ωt, (11.10)

leads to the standard form

ẏ1 = − ε

ω
sin ωtf(t, x(t), ẋ(t)), (11.11)

ẏ2 = ε cos ωtf(t, x(t), ẋ(t)), (11.12)

where the expressions for x(t) and ẋ(t) still have to be substituted. We shall
consider some examples.

Example 11.5
Consider the Duffing equation with positive damping

ẍ + εμẋ + x + εγx3 = 0.

Using amplitude-phase variables r, ψ, we find (see the preceding subsection)
for the averaged equations

ṙa = −1
2
εμra, ψ̇a =

3
8
εγr2

a.

Using the transformation from Eqs.(11.9), (11.10), we find, after averaging,

ẏ1a = −1
2
εμy1a +

3
8
εγy2a(y2

1a + y2
2a),

ẏ2a =
1
2
εμy2a +

3
8
εγy1a(y2

1a + y2
2a).

Of course, the results are equivalent, but the expressions in amplitude-phase
form are looking much simpler. We see immediately that (μ indicating positive
damping) the amplitude is decreasing exponentially; the phase is changing
slowly, depending on the amplitude.
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Consider now a case where the second transformation by Eqs. (11.9) and
(11.10) is more useful.

Example 11.6
Consider the Mathieu equation

ẍ + (1 + 2ε cos 2t)x = 0.

In phase-amplitude form, from the transformation Eqs. (11.5) and (11.6), we
find

ṙ = 2ε sin(t + ψ) cos 2t r cos(t + ψ),
ψ̇ = 2ε cos2(t + ψ) cos 2t.

Averaging produces

ṙa =
1
2
εra sin 2ψ, ψ̇a =

1
2
ε cos 2ψa.

This system is not convenient to analyse, and it is even nonlinear.
Trying the second transformation from Eqs. (11.9) and (11.10), we have

ẏ1 = 2ε sin t cos 2t(y1 cos t + y2 sin t),
ẏ2 = 2ε cos t cos 2t(y1 cos t + y2 sin t).

Averaging produces

ẏ1a = −1
2
εy2a, ẏ2a = −1

2
εy1a.

These are linear equations with constant coefficients and are easier to analyse;
the eigenvalues are ± 1

2ε so that the approximations of y1, y2 are a linear
combination of exp(± 1

2εt). If for instance x(0) = x0, ẋ(0) = 0, we have

y1a(t) =
1
2
x0e

− 1
2 εt +

1
2
x0e

1
2 εt, y2a(t) =

1
2
x0e

− 1
2 εt − 1

2
x0e

1
2 εt,

and for xa(t):

xa(t) =
1
2
x0e

− 1
2 εt(cos t + sin t) +

1
2
x0e

1
2 εt(cos t − sin t).

Note that these solutions of the Mathieu equation show the instability of the
trivial solution.

This process of variation of constants to produce a slowly varying standard
form can be applied to a system of equations provided we know the solutions
for ε = 0 more or less explicitly. For instance, for the n-dimensional initial
value problem
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ẋ = A(t)x + εf(t, x), x(0) = x0,

we can produce the standard form by variation of constants if we know the
fundamental matrix of the system ẏ = A(t)y.

More generally, considering a system of the form ẋ = f(t, x, ε), all depends
on the knowledge we have of the solutions of the unperturbed system ẋ =
f(t, x, 0). For instance, in the case of the perturbed mathematical pendulum
equation

ẍ + sin x = ε · · · ,

the unperturbed solutions are elliptic functions. The analysis becomes rather
technical but can still be carried out.

11.1.2 The Asymptotic Character of Averaging

It is important to know the nature of the averaging approximations.

Theorem 11.1
Consider the n-dimensional system

ẋ = εf(t, x) + ε2g(t, x, ε), x(0) = x0, t ≥ 0.

Suppose that f(t, x) is T -periodic in t with T > 0 a constant independent of
ε. Perform the averaging process

f0(y) =
1
T

∫ T

0
f(t, y)dt,

where y is considered as a parameter that is kept constant during integration.
Consider the associated initial value problem

ẏ = εf0(y), y(0) = x0.

Then we have y(t) = x(t) + O(ε) on the timescale 1/ε under fairly general
conditions:

• the vector functions f and g are continuously differentiable in a bounded
n-dimensional domain D, x0 an interior point, on the timescale 1/ε;

• y(t) remains interior to the domain D on the timescale 1/ε to avoid bound-
ary effects.

The smoothness conditions can be weakened somewhat; see the notes on
the literature.

It is interesting to know that in some cases the timescale of validity can be
extended, for instance to the timescale 1/ε2 or sometimes even for all time.
Boundedness of the solutions or the presence of a classical attractor can be
used. However, these are exceptions that require stronger conditions on the
differential equation.

To show that in general the time estimate is optimal we consider the
following example.
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Example 11.7
Consider the equation

ẋ = 2εx2 sin2 t, x(0) = 1.

The right-hand side is 2π-periodic in t, and averaging over t produces the
associated initial value problem

ẏ = εy2, y(0) = 1,

with solution
y(t) =

1
1 − εt

.

The function y(t) becomes unbounded when t approaches 1/ε. Note that if
we choose for instance t = 1/(2ε), y(t) takes the value 2. For the domain D,
we can take any compact segment containing x(0) = 1 as an interior point
but y(t) will leave D on the timescale 1/ε. We have

x(t) − y(t) = O(ε)

on the timescale 1/ε. In this example, we can also compute the solution x(t)
in the form of elementary functions:

x(t) =
1

1 − εt + 1
2ε sin 2t

.

Such a comparison with the exact solution is only possible in special cases,
and it is remarkable that we can still prove the asymptotic validity theorem
in general.

One might think that in this example the fact that the solution becomes
unbounded on a timescale 1/ε is essential for the restriction on the time
interval. This is not the case, as the following very simple example shows.

Example 11.8
Consider the harmonic equation with a slightly perturbed frequency

ẍ + (1 + 2ε)x = 0.

Amplitude-phase variables produce the standard form

ṙ = 2ε sin(t + ψ)r cos(t + ψ),
ψ̇ = 2ε cos2(t + ψ).

Averaging produces
ṙa = 0, ψ̇a = −ε.

Putting for instance r(0) = 1, ψ(0) = 0, we find for the solution and the
approximation
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x(t) = cos(
√

1 + 2εt), xa(t) = cos(t + εt).

As x(t) = cos(
√

1 + 2εt) = cos(t + εt + O(ε2t)), the validity of the approxi-
mation cannot be extended to O(1/ε2).

In our statement about the asymptotic character of the averaging process,
we assumed that the period T does not depend on ε. What is important here
is that T does not become unbounded as ε tends to zero. The following simple
example shows this.

Example 11.9
Consider the equation

ẋ = ε cos(εt), x(0) = x0.

Crude averaging produces ẋa = 0 and so xa(t) = x0. Integration yields the
solution x(t) = sin(εt) + x0 and so xa(t) is not an asymptotic approximation
on the timescale 1/ε.

This kind of assumption becomes important when integrating orbits near
a separatrix, a homoclinic or heteroclinic orbit.

11.1.3 Quasiperiodic Averaging

In a number of applications, more than one period plays a part. If there is a
common period, we can use this to average, but this is not always the case.

Example 11.10
Consider for instance

ẍ + (1 + 2ε cos 2t)x = εf(t),

which is a Mathieu equation with small external forcing. The Mathieu equa-
tion contains a π-periodic term, and the unperturbed equation is 2π-periodic.
If f(t) is T -periodic with T/π rational, we can find a common period. But
suppose for instance that T = π

√
3. In this case, there is no common period

and we might, after putting the problem in the standard form, try to aver-
age over both periods. Using amplitude-phase variables x, ẋ → r, ψ by the
transformation Eqs. (11.5) and (11.6), we find

ṙ = 2ε sin(t + ψ) cos 2t r cos(t + ψ) − ε sin(t + ψ)f(t),

ψ̇ = 2ε cos2(t + ψ) cos 2t +
ε

r
cos(t + ψ)f(t).

Taking for instance f(t) = cos( 2√
3 t), we can write for sin(t + ψ)f(t)

sin(t + ψ) cos
(

2√
3
t

)
=

1
2

sin
(

t +
2√
3
t + ψ

)
+

1
2

sin
(

t − 2√
3
t + ψ

)
,
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which consists of the sum of two functions with different periods. A similar
splitting applies to the term cos(t + ψ)f(t) in the equation for ψ. We can
now average the two terms over their respective periods, which produces an
asymptotic approximation when we solve the averaged equation.

Theorem 11.2
To formulate the result more generally, consider the n-dimensional initial value
problem in the standard form

ẋ = ε

N∑
n=1

fn(t, x), x(0) = x0,

where the vector functions fn(t, x) have N independent periods Tn, n =
1, · · · , N . Averaging over the respective periods, we obtain the associated
system

ẏ = ε
N∑

n=1

1
Tn

∫ Tn

0
fn(t, y)dt, y(0) = x0.

As before, we have y(t) = x(t) + O(ε) on the timescale 1/ε.

There are two important restrictions here. First N has to be finite, and
second it should be possible to write the right-hand side of the equation as a
sum of vector functions where each of them is periodic with one period.

In a number of interesting problems, it is not possible to satisfy these con-
ditions. We shall discuss such cases in the next section and in the subsequent
chapter.

11.2 Nonperiodic Averaging

Suppose now that we have obtained a slowly varying system ẋ = εf(t, x),
where the right-hand side is not periodic and also not a finite sum of periodic
vector fields.

Example 11.11
Consider the equation

ẋ = ε(−1 +
1

1 + t
)x, x(0) = 1,

with solution
x(t) = e−εt+ε ln(1+t).

Suppose that we could not solve the equation. The right-hand side is not
periodic, but we might try a more general form of averaging by taking the
limit
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lim
T→∞

1
T

∫ T

0

(
−1 +

1
1 + t

)
xdt = −x

and considering the associated (averaged) system

ẏ = −εy, y(0) = 1,

with solution y(t) = exp(−εt). As we know the exact solution, we can explic-
itly compare

|x(t) − y(t)| = e−εt(eε ln(1+t) − 1).

On the timescale 1/ε, we have |x(t) − y(t)| = O(ε| ln ε|), so in this case more
general averaging produces an asymptotic approximation on a long timescale
but with a somewhat bigger error than ε. Note that if a vector field is periodic
in t, this general averaging limit exists and equals the (ordinary) average; see
Section 15.8. In the exercises, we repeat this calculation for different right-
hand sides.

There is a theory behind this more general averaging, which we summarise
as follows.

Theorem 11.3
Consider the n-dimensional system

ẋ = εf(t, x) + ε2g(t, x, ε), x(0) = x0, t ≥ 0.

Suppose that f(t, x) can be averaged over t in the sense that the limit

f0(y) = lim
T→∞

1
T

∫ T

0
f(t, y)dt

exists, where y is again considered a parameter that is kept constant during
integration. Consider the associated initial value problem

ẏ = εf0(y), y(0) = x0.

Then we have y(t) = x(t) + O(δ(ε)) on the timescale 1/ε under fairly general
conditions:

• the vector functions f and g are continuously differentiable in a bounded
n-dimensional domain D with x0 an interior point on the timescale 1/ε;

• y(t) remains interior to the domain D on the timescale 1/ε to avoid bound-
ary effects.

For the error δ(ε), we have the explicit estimate

δ(ε) = sup
x∈D

sup
0≤εt≤C

ε

∥∥∥∥
∫ t

0
(f(s, x) − f0(x))ds

∥∥∥∥
with C a constant independent of ε.
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In Verhulst (2000, Chapter 11), there is the following, more realistic example.

Example 11.12
Consider an oscillator with friction that, through wear and tear, increases
slowly with time. The equation is

ẍ + εf(t)ẋ + x = 0.

Assume that f(0) = 1 and f(t) increases monotonically with time. Examples
are

f1(t) = 2 − e−t, f2(t) = 2 − 1
1 + t

.

In amplitude-phase variables r, ψ, we have with Eqs. (11.5) and (11.6)

ṙ = −εr sin2(t + ψ)f(t),
ψ̇ = −ε sin(t + ψ) cos(t + ψ)f(t).

We can perform averaging in the more general sense, and both for f1(t) and
f2(t) we find the approximating system

ṙa = −εra, ψ̇a = 0.

In both cases, we have the approximation

xa(t) = r(0)e−εt cos(t + ψ(0)).

The error, however, is different. For the function f1(t), the integral
∫ t

0 (f(s, x)−
f0(x))ds is uniformly bounded, so the error is O(ε). Choosing f2(t), the inte-
gral is logarithmically growing and we have δ(ε) = O(ε| ln ε|).

Such a difference is not unexpected. Note that the approximation corre-
sponds with a constant friction coefficient 2, which is the limit for t → ∞ of
f1(t) and f2(t). The function f1(t) reaches this limit much faster than f2(t).

The more general version of averaging is highly relevant for the treatment
of so-called almost-periodic functions. We will not give an explicit definition,
but we note that for almost-periodic functions there exists an analogue of
Fourier theory so that a vector field f(t, x) that is almost-periodic in t, can
be written as a uniformly convergent series

f(t, x) =
∞∑

n=0

(An(x) cos λnt + Bn(x) sinλnt).

If f(t, x) is periodic, we would have λn = n, but in this more general case
the λn can be any sequence of real numbers. The collection of these num-
bers is called the generalised Fourier spectrum. For an almost-periodic vector
function, the following average exists:
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f0(x) = lim
T→∞

1
T

∫ T

0
f(t, x)dt.

A strong contrast with periodic Fourier theory is that if the average f0(x) van-
ishes, the primitive of f(t, x) need not be bounded for all time. This weakens
the error estimate, as we shall see in an explicit example.

Example 11.13
Think of an equation that contains a function of the form

f(t) =
∞∑

n=0

1
(2n + 1)2

sin
(

t

2n + 1

)
.

A simple example would be ẋ = εf(t)x.
We shall make a number of statements that are proved in Section 15.8.

First, we note that the average of f(t) vanishes. To estimate the error induced
by using this average, we find, interchanging summation and integration,∫ t

0
f(s)ds =

∞∑
0

1
(2n + 1)2

∫ t

0
sin
(

s

2n + 1

)
ds

=
∞∑
0

1
2n + 1

(
1 − cos

(
t

2n + 1

))
=

∞∑
0

2
2n + 1

sin2 t

2(2n + 1)
.

The series converges for each fixed value of t but is not bounded for all time.
In Section 15.8 we estimate

sup
0≤εt≤C

∫ t

0
f(s)ds = O(| ln ε|),

and so the error when using the averaged equation is O(ε| ln ε|).

The error estimate in this example is typical for almost-periodic functions
with a Fourier spectrum that accumulates near zero. To find the actual error
estimates is in general not so easy, as we have to estimate growth rates of
diverging series.

11.3 Periodic Solutions

When averaging the Van der Pol equation in Example 11.3, we obtained for
the amplitude r the approximate equation

ṙa = ε
ra

2

(
1 − 1

4
r2
a

)
.

We noted that choosing ra = 0 corresponds with the trivial solution and
choosing ra = 2 yields the periodic solution.
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If we find a stationary solution r0 of an (approximate) amplitude equa-
tion ṙa = f(ra), we know that r(t) = r0 + O(ε) on the timescale 1/ε. If we
have additional information about the existence of corresponding periodic so-
lutions, we can use the stationary solutions (critical points of f) to find these
solutions. This shows the importance of connecting quantitative information
with qualitative results. We consider a simple, artificial example.

Example 11.14
The one-dimensional equation

ẋ = ε(1 + sin t − x)

can be averaged to produce

ẏ = ε(1 − y).

The exact solution is

x(t) = 1 − ε

1 + ε2 cos t +
ε2

1 + ε2 sin t + ce−εt,

where c is determined by the initial condition. The last term vanishes for
t → ∞ and what remains is a 2π-periodic solution in a neighbourhood of
x = 1. At the same time, y = 1 is a stationary solution of the averaged
equation.

For slowly varying systems in the standard form, these results are part of
a very general theorem:

Theorem 11.4
(Bogoliubov and Mitropolsky)
Consider the n-dimensional system ẋ = εf(t, x) with f(t, x) T -periodic and
the averaged system ẏ = εf0(y); y0 is a stationary solution of the averaged
equation (f0(y0) = 0). If

• f(t, x) is a smooth vector field;
• for the Jacobian in y0 we have∣∣∣∣∂f0(y)

∂y
|y=y0

∣∣∣∣ 
= 0,

then a T -periodic solution of the equation ẋ = εf(t, x) exists in an ε-
neighbourhood of x = y0.

We can even establish the stability of the periodic solution, as it matches
exactly the stability of the stationary solution of the averaged equation. This
reduces the stability problem of the periodic solution to determining the eigen-
values of a matrix.
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Remark
We have noted before that averaging an autonomous equation or system elim-
inates one angle or, more generally, reduces the system with one dimension.
The implication is that a stationary solution obtained from an autonomous
equation always has one eigenvalue zero and so J = 0. This is for instance
the case for the Van der Pol equation. In accordance with this observation,
we have an important modification of the existence requirement for periodic
solutions in the case of n-dimensional autonomous equations: the Jacobian in
y0 must have rank n − 1.

Example 11.15
Consider again the forced Duffing quation (11.4)

ẍ + εμẋ + εγx3 + x = εh cos ωt,

with μ ≥ 0, h 
= 0, ω−2 = 1−β0ε. This is a fundamental example representing
nonlinear oscillation with damping and forcing. Transforming τ = ωt we found
in amplitude-phase variables the averaged system

r′
a = −1

2
ε(μra + h sin ψa),

ψ′
a = −1

2
ε

(
β0 − 3

4
γr2

a + h
cos ψa

ra

)
.

Stationary solutions ra > 0 satisfy the transcendental equations

μra + h sin ψa = 0, β0 − 3
4
γr2

a + h
cos ψa

ra
= 0.

For the derivative of the right-hand side, leaving out the scalefactor − 1
2ε, we

find (
μ h cos ψa

− 3
2γra − h cos ψa

r2
a

−h sin ψa

ra

)
.

Leaving out the scalefactor 1
4ε2, the Jacobian J becomes

J =
(

−μ sin ψa +
3
2
γr2

a cos ψa + h
cos2 ψa

ra

)
h

ra
.

For periodic solutions to exist, we have the requirement J 
= 0 when the
stationary solutions are substituted.

To be more explicit, we will look at the case of exact resonance β0 = 0.
For the stationary solutions, we have

h sin ψa = −μra, h cos ψa =
3
4
γr3

a.
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Using that cos2 ψa + sin2 ψa = 1, we find

9
16

γ2r6
a + μ2r2

a − h2 = 0,

which always admits at least one positive solution for ra. For the Jacobian,
we have, eliminating ψa,

J = ra

(
μ +

27
16

γ2r4
a

)
.

If μ and γ do not vanish simultaneously, we have J > 0, so a stationary
solution ra > 0 corresponds with a periodic solution of the original forced
Duffing equation.

11.4 The Multiple-Timescales Method

It is time to discuss a very popular method and its relation with averaging.
When we considered initial value problems in the context of averaging for an
equation such as

ẍ + x = εf(x, ẋ),

we first introduced the standard form ẏ = εg(t, y) (with y two-dimensional)
by an amplitude-phase transformation x = r cos(t + ψ), etc., or something
related. After averaging, we have an equation of the form ẏa = εg0(ya). It is
clear that we can absorb ε in time by putting τ = εt so the approximation ya

will be a function of τ . Using again the transformation for the standard form,
we then obtain an approximation

x(t) = xa(t, τ) + o(1) = xa(t, εt) + o(1).

Of course, similar reasoning holds for more general equations. If we have
the n-dimensional equation ẋ = f(t, x, ε), we suppose that we can solve the
unperturbed problem ẋ = f(t, x, 0), which produces a variation of constants
transformation to a slowly varying system of the form ẏ = εg(t, y). Again the
approximation of y will be a function of τ and the approximation of x(t) will
be a function of t and τ .

This experience with approximations of slowly varying systems suggests an
elegant idea: introduce directly an approximation of the form x(t) = xa(t, τ)
into the original equation. As this means that we have two variables, the
equations to be solved are partial differential equations. As it turns out, these
are easy to solve. We explore this for the Van der Pol equation.

Example 11.16
A multiple-timescale analysis of the Van der Pol equation

ẍ + x = εẋ(1 − x2)
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means that we will look for an approximation of the form

x(t) = x0(t, τ) + εx1(t, τ) + ε2 · · · .

To replace ẋ and ẍ, we differentiate

ẋ =
∂x

∂t
+ ε

∂x

∂τ
, ẍ =

∂2x

∂t2
+ 2ε

∂2x

∂t∂τ
+ ε2 ∂2x

∂τ2 .

We substitute this into the equation and collect terms of equal size in ε to
find at lowest order

∂2x0

∂t2
+ x0 = 0.

The variable τ is absent in the equation at this order; integration yields

x0(t, τ) = r(τ) cos(t + ψ(τ)).

To determine r and ψ, we have to look at the next order. The equation at
O(ε) is

∂2x1

∂t2
+ 2

∂2x0

∂t∂τ
+ x1 =

∂x0

∂t
(1 − x2

0)

or

∂2x1

∂t2
+x1 = 2

dr

dτ
sin(t+ψ)+2r cos(t+ψ)

dψ

dτ
−r sin(t+ψ)(1−r2 cos2(t+ψ)).

Again, at this order, we have no derivatives with respect to τ , so we may
treat this as an ordinary differential equation with “constants” depending on
τ . The solution will be given by

x1(t) = R(τ) cos(t + φ(τ)) +
∫ t

0

(
2
dr

dτ
sin(s + ψ) + 2r cos(s + ψ)

dψ

dτ

−r sin(s + ψ)(1 − r2 cos2(s + ψ))
)
sin(t − s)ds.

At this point, we may wonder whether the method leads to a full determi-
nation of terms, as we have introduced new unknown functions of τ without
determining the first ones. The answer to this is that our approximations are
expected to be bounded on the timescale 1/ε. This inspires us to apply the
secularity conditions of the Poincaré-Lindstedt method discussed in Chapter
10. Terms resonating with sin t and cos t have to vanish from the integral.
From the coefficient of sin(t + ψ), we find that necessarily

2
dr

dτ
− r +

1
4
r3 = 0.

From the coefficient of cos(t + ψ),

2r
dψ

dτ
= 0.
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We conclude that ψ(τ) is constant, for instance 0. We can solve the equation
for r,

r(τ) =
r0e

1
2 τ

(1 + r2
0
4 (eτ − 1))

1
2

,

which is the same result we obtained by averaging in Example 11.3. It is
also clear that on choosing r0 = 2 we obtain the same approximation for the
periodic solution as before.

To show that in general first-order averaging corresponds with a first-order
multiple-timescale calculation is quite easy. We assume again that we can solve
an unperturbed (ε = 0) problem to obtain a slowly varying system of the form

ẋ = εf(t, x)

with f T -periodic. A multiple-timescale expansion will be of the form

x(t) = x0(t, τ) + εx1(t, τ) + ε2 · · · ,

where we can take x0(0, 0) = x(0), x1(0, 0) = 0, etc. Differentiation transforms
to

d

dt
=

∂

∂t
+ ε

∂

∂τ
.

Substituting the expansion into the equation and transforming yields

∂x0

∂t
+ ε

∂x0

∂τ
+ ε

∂x1

∂t
+ · · · = εf(t, x0 + εx1 + · · · ).

We Taylor expand

f(t, x0 + εx1 + · · · ) = f(t, x0) + εDf(t, x0)x1 + ε2 · · ·

with Df an n×n matrix, the first derivative of the n-dimensional vector field
f with respect to the n-dimensional variable x.

Collecting terms of order 1 and order ε, we find

∂x0

∂t
= 0,

∂x1

∂t
= −∂x0

∂τ
+ f(t, x0).

From the first equation, we find

x0(t, τ) = A(τ), A(0) = x(0),

in which the function A(τ) is still unknown. It is also easy to integrate the
second equation; we find

x1(t, τ) =
∫ t

0

(
−dA

dτ
+ f(s, A(τ))

)
ds + B(τ).
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B(τ) is again an unknown function; to fit the initial condition, we have B(0) =
0. We apply again the secularity condition by requiring that the integral be
bounded. This is the case if the Fourier expansion of the integrand has no
constant term or its average is zero,

1
T

∫ T

0

(
−dA

dτ
+ f(s, A(τ))

)
ds = 0,

which is the case if we have

dA

dτ
=

1
T

∫ T

0
f(s, A(τ))ds,

With this requirement and A(0) = x(0), we have determined A(τ). The ap-
proximation obtained in this way is exactly the same as the one obtained
by averaging. At the same time, we observe that multiple-timescales analysis
produces, at least to first order, an O(ε) approximation on the timescale 1/ε
if f(t, x) is periodic in t.

Conclusion
The use of timescales t and τ = εt helps us to develop an elegant and in-
tuitively clear perturbation method. It is understandable that the method is
rather popular. Natural questions are whether we can develop higher-order
approximations in the same way and whether this requires more than two
timescales. The answer is that this is possible, but a fundamental problem
is that such expansions are based on an a priori assumption regarding the
form of the timescales. This is a very serious objection, as in open research
problems we do not know which timescales are prominent. We will return to
this question in the subsequent chapter, where we will see that at the next
order unexpected timescales may appear.

11.5 Guide to the Literature

The method of averaging goes back to the eighteenth century, in particular to
Lagrange and Laplace; see Lagrange (1788), which contains a clear description
of the method. It took a long time for the first proof of asymptotic validity
to appear: in 1928 in a paper by Fatou. An influential book has been the
monograph by Bogoliubov and Mitropolsky (1961); in this book one also finds
general averaging and the first formulation and proof of the existence and
approximation of periodic solutions by averaging (Section 11.3). A number
of new results and proofs can be found in the monograph by Sanders and
Verhulst (1985); see this book for more historical details and see also the
introductions in Murdock (1999) and Verhulst (2000).

The idea of “elimination of secular terms” arose in the early work of La-
grange and Laplace. It was taken up again by Poincaré (1893) in his treatment
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of periodic solutions; for this idea Poincaré refers to Lagrange. Nowadays, it
plays an essential part in all asymptotic methods for long-time dynamics.

The method of multiple-timescales was invented by Kryloff and Bogoliubov
(1935). Another paper in this school was by Kuzmak (1959), but they did not
pursue the idea as “they thought multiple timing was not a good method”
(Mitropolsky, 1981). The method of multiple-timescales was independently
discovered by Kevorkian (1961), Cochran (1962), and Mahony (1962) and
promoted by Nayfeh (1973). Using the method, Kevorkian ingeniously solved
a number of difficult problems. We shall discuss the method again in the next
chapter.

11.6 Exercises

Exercise 11.1 An oscillator with nonlinear damping is described by

ẍ + 2εẋ + εaẋ3 + x = 0.

If a > 0, we call the nonlinear damping progressive. Compute an asymptotic
approximation of the solutions valid on 1/ε.

Exercise 11.2 The Duffing equation is an example of the more general (po-
tential) equation

ẍ + x + εf(x) = 0

with f(x) a function that has a convergent Taylor series near x = 0. Compute
an asymptotic approximation of the solutions valid on 1/ε.

Exercise 11.3 An interesting extension of Example 11.10 is the nonlinear
Mathieu equation

ẍ + (1 + 2ε cos 2t)x + εax3 = 0

with a a constant. Study this equation by computing asymptotic approxima-
tions.

Exercise 11.4 Consider again the equation in Example 11.10:

ẍ + (1 + 2ε cos 2t)x = εf(t)

with f(t) = cos( 2√
3 t). Choose initial values x(0) = 1, ẋ(0) = 0, and compute

an asymptotic approximation of the solution.

Exercise 11.5 Consider the initial value problem

ẋ = εx sin t2, x(0) = 1.

Compute an approximation valid on the timescale 1/ε. Give an error estimate.
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Exercise 11.6 Consider the initial value problem

ẋ = εx sin
(

1
1 + t

)
, x(0) = 1.

Compute an approximation valid on the timescale 1/ε. Give an error estimate.

Exercise 11.7 The Rayleigh equation is

ẍ + x = εẋ(1 − ẋ2).

Compute an asymptotic approximation of the periodic solution.

Exercise 11.8 Using averaging, find 2π-periodic solutions of the system

ẋ1 = εx1(2x2 cos2 t + 2x3 sin2 t − 2),
ẋ2 = εx2(2x3 cos2 t + 2x1 sin2 t − 2),
ẋ3 = εx3(2x1 cos2 t + 2x2 sin2 t − 2).

Exercise 11.9 Consider the equation

ẍ + x = εẋ(1 − 3x2 − 5ẋ2).

Prove that the equation has a periodic solution, and compute an asymptotic
approximation.

Exercise 11.10 Consider the forced Duffing equation from Example 11.15.
Determine the stability of the periodic solution(s) obtained in the case β0 = 0.

Exercise 11.11 Consider for the forced Duffing equation from Example
11.15 the special case of no friction (μ = 0) and the cases of a softening
spring (γ < 0) and a hardening spring (γ > 0). Do periodic solutions exist? If
they do, determine their stability.
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Advanced Averaging

In this chapter, we will look at a number of useful and important extensions
of averaging. Also, at the end there will again be a discussion of timescales.

12.1 Averaging over an Angle

In oscillations, we can identify amplitudes and angles and also other quantities
such as energy, angular momentum, etc. An angle can often be used as a time-
like quantity that can be used for averaging. A simple example is the Duffing
equation in Example 11.5.

Example 12.1
Consider the Duffing equation with positive damping and basic (positive)
frequency ω,

ẍ + εμẋ + ω2x + εγx3 = 0.

Using amplitude-phase variables r, ψ, we found slowly varying equations that
could be averaged. Instead, we put ẋ = ωy and propose an amplitude-angle
transformation of the form

x(t) = r(t) sinφ(t), y(t) = r(t) cos φ(t). (12.1)

When transforming x, ẋ(y) → r, φ, we use the differential equation and the
relation between ẋ and y to find

ṙ = ε
cos φ

ω
(−μωr cos φ − γr3 sin3 φ),

φ̇ = ω − ε
sin φ

ωr
(−μωr cos φ − γr3 sin3 φ).

These equations are 2π-periodic in φ, and the equation for r looks like the
standard form for averaging except that time is not explicitly present. We
average the first equation over φ to find
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ṙa = −1
2
εμra

with solution ra(t) = r(0) exp(− 1
2εt).

What does ra(t) represent? We have averaged over φ but are interested in
the behaviour with time. Below we will formulate a theorem that states that
ra(t) is an O(ε) approximation of r(t) on the timescale 1/ε if ω is bounded
away from zero (ω = Os(1)).

The last condition is quite natural. In averaging over φ, we treated φ as a
time-like variable. This would not hold in an asymptotic sense if for instance
ω is O(ε). In such a case, a different approach is needed.

We will now look at a classical example, a linear oscillator with slowly
varying (prescribed) frequency.

Example 12.2
Consider the equation

ẍ + ω2(εt)x = 0.

We put ẋ = ω(εt)y, τ = εt, and use transformation (12.1) to find

ṙ = −ε
1

ω(τ)
dω

dτ
r cos2 φ,

φ̇ = ω(τ) + ε
1

ω(τ)
dω

dτ
sin φ cos φ,

τ̇ = ε.

If we assume that 0 < a < ω(τ) < b (with a, b constants independent of ε),
we have a three-dimensional system periodic in φ with two equations slowly
varying. The function ω(τ) is smooth and its derivative is bounded.

Averaging the slowly varying equations over φ, we obtain

ṙa = −ε
1

2ω(τ)
dω

dτ
ra,

τ̇ = ε.

We write τ instead of τa, as the equation for τ does not change. From this
system, we get

dra

dτ
= − 1

2ω(τ)
dω

dτ
ra,

which can be integrated to find

ra(τ) =
r(0)

√
ω(0)√

ω(τ)
.

Note that the quantity ra(εt)
√

ω(εt) is conserved in time. The same tech-
niques can be applied to equations of the form
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ẍ + εμẋ + ω2(εt)x + εf(x) = 0.

The application is straightforward and we leave this as an exercise.

We now summarise the result behind these calculations:

Theorem 12.1
Consider the system

ẋ = εX(φ, x) + ε2 · · · ,

φ̇ = ω(x) + ε · · · ,

where the dots stand for higher-order terms. We assume that x ∈ D ⊂ R
n, φ

is one-dimensional, and 0 < φ < 2π. Averaging over the angle φ produces

X0(y) =
∫ 2π

0
X(φ, y)dφ.

Assuming that

• the right-hand sides of the equations for x and φ are smooth;
• the solution of

ẏ = εX0(y), y(0) = x(0)

is contained in an interior subset of D;
• ω(x) is bounded away from zero by a constant independent of ε,

then x(t) − y(t) = O(ε) on the timescale 1/ε.

What happens if the frequency in Example 12.2 is not bounded away from
zero? We consider a well-known example that can be integrated exactly.

Example 12.3
A spring with a stiffness that wears out in time is described by

ẍ + e−εtx = 0, x(0) = 0, ẋ(0) = 1.

In the analysis of Example 12.2, we considered such an equation with the
condition that the variable frequency ω(εt) is bounded away from zero. On
the timescale 1/ε, this is still the case, so we conclude from Example 12.2 that
the amplitude r(t) on this timescale is approximated by

ra(εt) =
r(0)

√
ω(0)√

ω(εt)
.

With r(0) = 1, ω(εt) = e− 1
2 εt, we find

r(t) = e
1
4 εt + O(ε)
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on the timescale 1/ε. Of course, this result may not carry through on longer
timescales.

The exact solution can be obtained by transforming s = 2ε−1e−εt/2, which
leads to the Bessel equation of index zero and the solution

x(t) =
π

ε
Y0

(
2
ε

)
J0

(
2
ε
e− 1

2 εt

)
− π

ε
J0

(
2
ε

)
Y0

(
2
ε
e− 1

2 εt

)
,

where J0, Y0 are the well-known Bessel functions of index zero. On the
timescale 1/ε, all of the arguments are large and we can use the known be-
haviour of Bessel functions for arguments tending to infinity. We find that the
solution is approximated by

x(t) = e
εt
4 sin

(
2
ε
(1 − e−εt/2)

)
+ O(ε).

Naturally, this agrees with the results obtained by averaging. If time runs
beyond 1/ε, the arguments of the Bessel functions J0 and Y0 tend to zero.
Using the corresponding known expansions, we find that the solution behaves
as c1t + c2 with

c1 =
√

ε

π
cos
(

2
ε

− π

4

)
, c2 =

π

ε

(
sin
(

2
ε

− π

4

)
− 2

π
cos
(

2
ε

− π

4

)
(ln

1
ε

+ γ)
)

,

where γ is Euler’s constant. Interestingly, on timescales larger than 1/ε, there
are no oscillations anymore, while the velocity c2 becomes large with ε.

In the examples until now, we have introduced a different way of averaging
but not a real improvement on elementary averaging as discussed in the pre-
ceding chapter. An improvement can arise when the equation for φ is rather
intractable and we are satisfied with an approximation of the quantity x.

As we have seen, interesting problems arise when ω(x) is not bounded away
from zero. In the next section, this will become a relevant issue in problems
with more angles. To prepare for this, we consider an example from Arnold
(1965).

Example 12.4
Consider the two scalar equations

ẋ = ε(1 − 2 cos φ),
φ̇ = x.

If x(0) > 0, independent of ε, ω(x) = x will remain bounded away from zero
and averaging produces

ẏ = ε, y(0) = x(0),

so that y(t) = x(0) + εt and x(t) − y(t) = O(ε) on the timescale 1/ε. What
happens if x(0) ≤ 0? The system is conservative (compute the divergence or
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differentiate the equation for φ to eliminate x), and the original system has
two stationary solutions (critical points of the right-hand side vector field):
(x, φ) = (0, π

3 ) and (x, φ) = (0, 5π
3 ). So for these solutions the expression y(t) =

x(0)+ εt is clearly not an approximation. However, this expression represents
an approximation of x(t) if x(0) < 0 until x(t) enters a neighbourhood of
x = 0. This is usually called the resonance zone and the set corresponding with
x = 0 the resonance manifold for reasons that will become clear in the next
section. A picture of the phase-plane of the solutions helps us to understand
the dynamics (see Fig. 12.1). Starting away from x = 0, x(t) increases as a
linear function with small modulations. In the resonance zone, the solutions
may be captured for all time or pass through the resonance zone.

φ

x

x = 0

3 4 5 6 7 8 9 10 11 12 13 14 15
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Fig. 12.1. Passage through resonance and capture into resonance in Example 12.4;
the resonance zone is located near the resonance manifold x = 0.

This resonance zone is really a boundary layer in the sense we discussed in
Chapter 4. We can see that by rescaling near x = 0: ξ = x/δ(ε). Transforming
x, φ → ξ, φ, the equations become

ξ̇ =
ε

δ(ε)
(1 − 2 cos φ),

φ̇ = δ(ε)ξ.

A significant degeneration arises when the terms on the right-hand side are
of the same order or

ε

δ(ε)
= δ(ε).

We conclude that δ(ε) =
√

ε, which is the size of the resonance zone.

This example of a conservative equation is more typical than it seems.
Consider for instance the two much more general scalar equations
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ẋ = εf(φ, x),
φ̇ = g(x),

with f and g smooth functions and f(φ, x) 2π-periodic in φ. Averaging over
φ is possible outside the zeros of g. Suppose g(a) = 0 and rescale

ξ =
x − a

δ(ε)
.

The equations become

δ(ε)ξ̇ = εf(φ, a + δ(ε)ξ),
φ̇ = g(a + δ(ε)ξ).

Expanding, we find

δ(ε)ξ̇ = εf(φ, a) + O(δ(ε)ε),
φ̇ = δ(ε)g′(a)ξ + O(δ2(ε)).

Again, a significant degeneration arises if we choose δ(ε) =
√

ε, which is the
size of the resonance zone. The equations in the resonance zone are to first
order

ξ̇ =
√

εf(φ, a),
φ̇ =

√
εg′(a)ξ,

which is again a conservative system.

12.2 Averaging over more Angles

When more angles are present, many subtle problems and interesting phe-
nomena arise. We start with a few simple examples.

Example 12.5
Consider first the system

ẋ = εx(cos φ1 + cos φ2),
φ̇1 = 1,

φ̇2 = 2.

We average the equation for x over φ1 and φ2, which produces the averaged
equation ẋa = 0 so that xa(t) = x(0). The solution x(t) can easily be obtained
and reads

x(t) = x(0)eε(sin(t+φ1(0))+ 1
2 sin(2t+φ2(0))),

so xa(t) = x(0) is an approximation and this correct answer seems quite
natural, as the right-hand sides of the angle equations do not vanish.
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We modify the equations slightly in the next example.

Example 12.6
Consider the system

ẋ = εx(cos φ1 + cos φ2 + cos(2φ1 − φ2)),
φ̇1 = 1,

φ̇2 = 2.

We average the equation for x over φ1 and φ2, which produces again the
averaged equation ẋa = 0 so that xa(t) = x(0). Also, the solution x(t) can
easily be obtained and reads

x(t) = x(0)eε(sin(t+φ1(0))+ 1
2 sin(2t+φ2(0))+t cos(2φ1(0)−φ2(0))),

so xa(t) = x(0) is in general not an approximation valid on the timescale 1/ε.
What went wrong?

The right-hand side of the equation for x actually contains three angle
combinations, φ1, φ2, and 2φ1 − φ2. Averaging should take place over three
angles instead of two. Adding formally the (dependent) equation for this third
angle, we find that the right-hand side vanishes. The experience from the pre-
ceding section tells us that we might expect trouble because of this resonance.

Note that this example is rather extreme in its simplicity. The angles vary
with a constant rate so that once we have resonance we have for all values of x
a resonance manifold, it fills up the whole x-space. In general, the angles do not
vary with a constant rate and behave more as in the following modification.

Example 12.7
Consider the system

ẋ = εx(cos φ1 + cos φ2 + cos(2φ1 − φ2)),
φ̇1 = x,

φ̇2 = 2.

We have still the same three angle combinations in the equation for x as in
the preceding example. Resonance can be expected if φ̇1 = 0, φ̇2 = 0, or
2φ̇1 − φ̇2 = 2(x − 1) = 0. This leads to resonance if x = 0 and if x = 1 with
corresponding resonance manifolds. Outside the resonance zones around these
manifolds, we can average over the three angles to find the approximation
xa(t) = x(0). How do we visualise the flow?

Outside the resonance manifolds x = 0 and x = 1, the variable x is nearly
constant. To see what happens for instance in the resonance zone near x = 1,
we put ψ = 2φ1 − φ2 and rescale,

ξ =
x − 1
δ(ε)

.
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Introducing this into the equations and expanding, we obtain

δ(ε)ξ̇ = ε(cos φ1 + cos φ2 + cos ψ) + O(εδ(ε)),
ψ̇ = 2δ(ε)ξ,

φ̇1 = 1 + O(δ(ε)),
φ̇2 = 2.

The three angles are dependent and can be replaced by two angles, for in-
stance φ1 and ψ, but this makes little difference in the outcome. A significant
degeneration arises on choosing δ(ε) =

√
ε, which is the size of the resonance

zone. We find locally

ξ̇ =
√

ε(cos φ1 + cos φ2 + cos ψ) + O(ε),
ψ̇ = 2

√
εξ,

φ̇1 = 1 + O(
√

ε),
φ̇2 = 2.

The system we obtained has two slowly varying variables, ξ and ψ, and two
angles with O(1) variation, so we can average over φ1 and φ2 to obtain equa-
tions for the first-order approximations ξa and ψa:

ξ̇a =
√

ε cos ψa,

ψ̇a = 2
√

εξa.

Differentiation yields that ψa satisfies the (conservative) pendulum equation

ψ̈a − 2ε cos ψa = 0,

which describes oscillatory motion in the resonance zone. It is remarkable that
we have found a conservative equation at first order, which is of course very
sensitive to perturbations. The original system of equations is not conserva-
tive, so this suggests that we have to compute a second-order approximation
to obtain a structurally stable result.

Before presenting a more general formulation, we consider the phenomenon
of resonance locking.

Example 12.8
Consider the four-dimensional system

ẋ1 = ε,

ẋ2 = ε cos(φ1 − φ2),
φ̇1 = 2x1,

φ̇2 = x1 + x2.
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There is one angle combination, φ1 −φ2, and we expect resonance if φ̇1 − φ̇2 =
x1 − x2 vanishes. Outside the resonance zone around the line x1 = x2 in the
x1, x2-plane, we can average over the angles to obtain

ẋ1a = ε, ẋ2a = 0,

so that x1a = εt + x1(0), x2a = x2(0). Inside the resonance zone, we can
analyse the original equations by putting

x = x1 − x2, ψ = φ1 − φ2,

which leads to the reduced system

ẋ = ε(1 − cos ψ),
ψ̇ = x.

Differentiation of the equation for ψ produces

ψ̈ + ε cos ψ = ε,

which is a forced pendulum equation.
Note that we have resonance locking as the solutions x = 0, cos ψ = 1 are

equilibrium solutions of the reduced system.
This is typical for many near-integrable Hamiltonian systems where we

have in general an infinite number of resonance zones in which resonance
locking can take place.

12.2.1 General Formulation of Resonance

We will now give a general formulation for the case of two or more angles.
Consider the system

ẋ = εX(φ, x),
φ̇ = Ω(x),

with x ∈ R
n, φ ∈ Tm; Tm is the m-dimensional torus described by m angles.

Suppose that the vector function X is periodic in the m angles φ and that we
have the multiple (complex) Fourier expansion

X(φ, x) =
+∞∑

k1,··· ,km=−∞
ck1,··· ,km(x)ei(k1φ1+k2φ2+···kmφm)

with (k1, · · · , km) ∈ Z
m. The resonance manifolds in R

n (x-space) are deter-
mined by the relations

k1Ω1(x) + · · · kmΩm(x) = 0,
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assuming that the Fourier coefficient ck with k = (k1, · · · , km) does not vanish.
In applications, there are usually order of magnitude variations in the

Fourier coefficients so that we can neglect some. If the resonance manifolds do
not fill up the whole x-space, we can average outside the resonance manifolds
to obtain the equation for the approximation xa(t),

ẋa = εc0,··· ,0(xa).

One can prove that outside the resonance manifolds, assuming that x(0) =
xa(0), we have the estimate

x(t) − xa(t) = O(ε) on the timescale 1/ε.

12.2.2 Nonautonomous Equations

In practice, it happens quite often that time t enters explicitly into the equa-
tions. Consider the system

ẋ = εX(φ, t, x),
φ̇ = Ω(x),

with the vector function X periodic in t. The scaling to the same period of
angles and time is important to make the variations comparable. Suppose that
φ is m-dimensional; put

φm+1 = t, φ̇m+1 = 1,

and consider averaging over m + 1 angles.
This procedure is correct, but of course the dependence on t may produce

many additional resonances.

Example 12.9
Consider the system

ẋ = εX(φ1, t, x),
φ̇1 = x,

with X(φ1, t, x) = 2x sin t sin φ1. Putting

φ2 = t, φ̇2 = 1, X(φ1, t, x) = x(cos(φ1 − t) − cos(φ1 + t)),

we obtain the system with two angles,

ẋ = εx(cos(φ1 − φ2) − cos(φ1 + φ2)),
φ̇1 = x,

φ̇2 = 1.
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The resonance manifolds correspond with the zeros of the right-hand sides of
φ̇1 − φ̇2 and φ̇1 + φ̇2, so we find x = 1 and x = −1. Outside these resonance
zones, we can average over the angles to find ẋa = 0. In the resonance zones,
the flow is again described by pendulum equations.
Note that the Fourier expansion of X contains only two terms. If there were
an infinite number of terms, we would have resonance relations like

k1x + k2 = 0,

which would produce resonance manifolds for an infinite number of rational
values of x.

12.2.3 Passage through Resonance

We have seen an example of locking into resonance. Interesting phenomena
arise when we have passage through resonance; in Example 12.11, we shall see
an application.

To start with, we discuss an interesting example of forced passage through
resonance that was constructed by Arnold (1965).

Example 12.10
A seemingly small variation of an earlier example is the system

ẋ1 = ε,

ẋ2 = ε cos(φ1 − φ2),
φ̇1 = x1 + x2,

φ̇2 = x2,

with initial values x1(0) = −a, x2(0) = 1, φ1(0) = φ2(0) = 0, with a a constant
independent of ε. We have one angle combination that can lead to resonance
(i.e., if φ̇1 − φ̇2 = x1 = 0). Integration produces

x1(t) = −a + εt, φ1(t) − φ2(t) = −at +
1
2
εt2,

and so we have

x2(t) = 1 + ε

∫ t

0
cos
(

−as +
1
2
εs2
)

ds.

If x1(0) > 0 (a negative), the solution does not pass through the resonance
zone around x1 = 0. Partial integration produces that x2(t) = 1 + O(ε) for
all time. If x1(0) < 0 (a positive), we have forced crossing of the resonance
zone. In the case a = 0, we start in the resonance zone and we can use the
well-known integral ∫ ∞

0
cos s2ds =

1
2

√
π

2
,
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so if a = 0 we find the long-term effect of this crossing by taking the limit
t → ∞:

lim
t→∞ x2(t) = 1 +

1
2
√

πε.
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Fig. 12.2. Dispersion of orbits by passage through resonance; the five orbits started
at x1(0) = −a with a = 2, 2 ± ε, 2 ± 1

2ε, ε = 0.1.

More generally, we have to calculate or estimate

lim
t→∞ x2(t) = 1 + ε

∫ ∞

0
cos
(

−as +
1
2
s2
)

ds.

Transforming

s =

√
2
ε
u +

a

ε
,

we find

ε

∫ ∞

0
cos
(

−as +
1
2
s2
)

ds =
√

2ε

∫ ∞

− a√
2ε

cos
(

−a2

2ε
+ u2

)
du,

which can be split into

√
2ε

(
cos
(

a2

2ε

)∫ ∞

− a√
2ε

cos u2du + sin
(

a2

2ε

)∫ ∞

− a√
2ε

sin u2du

)
.

The two integrals equal
√

(π/2) + o(1), so that we have an estimate for the
long-term effect of passing through resonance,

lim
t→∞ x2(t) = 1 +

√
πε

(
cos
(

a2

2ε

)
+ sin

(
a2

2ε

)
+ o(1)

)
.



12.2 Averaging over more Angles 199

This shows that the effect of passing through resonance is O(
√

ε) and remark-
ably that the solution displays sensitive dependence on the initial condition.
Small changes of a produce relatively large changes of the solution. This “dis-
persion” of orbits is illustrated in Fig. 12.2.

Finally, we shall briefly discuss an application in mechanics that displays
both passage through and (undesirable) capture into resonance.

Example 12.11
Consider a spring that can move in the vertical x direction on which a rotating
wheel is mounted; the rotation angle is φ. The wheel has a small mass fixed on
the edge that makes it slightly eccentric, a flywheel. The vertical displacement
x and the rotation φ are determined by the equations

ẍ + x = ε(−x3 − ẋ + φ̇2 cos φ) + O(ε2),

φ̈ = ε

(
1
4
(2 − φ̇) + (1 − x) sinφ

)
+ O(ε2).

See Evan-Ewanowski (1976) for the equations; we have added an appropriate
scaling, assuming that the friction, the nonlinear restoring force, the eccentric
mass, and several other forces are small.

To obtain a standard form suitable for averaging, we transform

x = r sin φ2, ẋ = r cos φ2, φ = φ1, φ̇1 = Ω,

with r > 0, Ω > 0. This introduces two angles and two slowly varying quan-
tities:

ṙ = ε cos φ2(−r3 sin3 φ2 − r cos φ2 + Ω2 cos φ1),

Ω̇ = ε

(
1
4
(2 − Ω) + sin φ1 − r sin φ1 sin φ2

)
,

φ̇1 = Ω,

φ̇2 = 1 + ε

(
r2 sin4 φ2 +

1
2

sin 2φ2 − Ω2

r
cos φ1 sin φ2

)
.

The O(ε2) terms have been omitted. Resonance zones exist if

mΩ + n = 0, m, n ∈ Z.

In the equation for r and Ω to O(ε), the angles are φ1, φ2, φ1 + φ2, φ1 − φ2.
As φ1 and φ2 are monotonically increasing, the only resonance zone that can
arise is when φ1 − φ2 = 0, which determines the resonance manifold Ω = 1.
Outside the resonance zone, a neighbourhood of Ω = 1, we average over the
angles to find the approximations ra and Ωa given by

ṙa = −1
2
εra,

Ω̇a =
1
4
ε(2 − Ωa).
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This is already an interesting result. Outside the resonance zone, r(t) =
ra(t) + O(ε) will decrease exponentially with time; on the other hand, Ω(t)
will tend to the value 2. If we start with Ω(0) < 1, Ω(t) will after some time
enter the resonance zone around Ω = 1. How does this affect the dynam-
ics? Will the system pass in some way through resonance or will it stay in
the resonance zone, resulting in vertical oscillations that are undesirable for
a mounted flywheel.

The way to answer these questions is to analyse what is going on in the
resonance zone and find out whether there are attractors present. Following
the analysis of localising into the resonance zone as before, we introduce the
resonant combination angle ψ = φ1 − φ2 and the local variable

ω =
Ω − 1√

ε
.

Transforming the equations for r,Ω and the angles, the leading terms are
O(

√
ε); we find

ṙ = ε · · · ,

ω̇ =
√

ε

(
1
4

+ sin φ1 − 1
2
r cos ψ +

1
2
r cos(2φ1 − ψ)

)
+ ε · · · ,

ψ̇ =
√

εω + ε · · · ,

φ̇1 = 1 +
√

εω.

We can average over the remaining angle φ1; as the equation for r starts with
O(ε) terms, we have in the resonance zone that r(t) = r(0) + O(

√
ε). The

equations for the approximations of ω and ψ are

ω̇a =
√

ε

(
1
4

− 1
2
r cos ψ

)
,

ψ̇ =
√

εω.

By differentiation of the equation for ψa, we can write this as the pendulum
equation

ψ̈a +
1
2
εr(0) cos ψa =

1
4
ε.

The timescale of the dynamics is clearly
√

εt; there are two equilibria, one a
centre point and the other a saddle. They correspond with periodic solutions
of the original system. The saddle is definitely unstable, and for the centre
point we have to perform higher-order averaging, to O(ε), to determine the
stability. This analysis was carried out by Van den Broek (1988); see also Van
den Broek and Verhulst (1987). The result is that by adding O(ε) terms, the
centre point in the resonance zone becomes an attracting focus so that the
corresponding periodic solution is stable.

The implication is that for certain initial values the oscillator-flywheel
might pass into resonance and stay there. Van den Broek (1988) identified
three sets of initial values leading to capture into resonance.
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1. Remark
An extension of the theory of averaging over angles is possible for systems
of the form

ẋ = εX(φ, x),
φ̇ = Ω(φ, x).

This generalisation complicates the calculations; see Section 5.4 in Sanders
and Verhulst (1985).

2. Remark
In the examples studied here, we obtained pendulum equations describing
the flow in the resonance zones of the respective cases. This was observed
by many authors in examples. In Section 11.7 of Verhulst (2000), it is
shown that a first-order (in ε) computation in a resonance zone always
leads to a conservative equation - often a pendulum equation or system
of pendulum equations - describing the flow. This is remarkable, as the
original system need not be conservative at all and the first-order result
will probably change qualitatively under perturbation. The result stresses
again the importance of second-order calculations in these cases.

12.3 Invariant Manifolds

An important problem is to determine invariant manifolds such as tori or
cylinders in nonlinear equations. Consider a system such as

ẋ = f(x) + εR(t, x, ε).

Suppose for instance that we have found an isolated torus Ta by first-order
averaging. Does this manifold persist, slightly deformed as a torus T , when
considering the original equation? Note that the original equation can be seen
as a perturbation of the averaged equation, and the question can then be
rephrased as the question of persistence of the torus Ta under perturbation.
If the torus in the averaged equation is normally hyperbolic, the answer is af-
firmative. Normally hyperbolic means, loosely speaking, that the strength of
the flow along the manifold is weaker than the rate of attraction to the mani-
fold. We have used such results in Chapter 9 for Tikhonov-Fenichel problems.
In many applications, however, the approximate manifold that one obtains
is hyperbolic but not normally hyperbolic. In the Hamiltonian case, the tori
arise in families and they will not even be hyperbolic.

We will look at different scenarios for the emergence of tori in some exam-
ples. A torus is generated by various independent rotational motions - at least
two - and we shall find different timescales characterising these rotations.
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12.3.1 Tori in the Dissipative Case

First, we look at cases where the branching off of tori is similar to the emer-
gence of periodic solutions in the examples we have seen before. The theory
of such questions was considered extensively by Bogoliubov and Mitropolsky
(1961) and uses basically continuation of quasiperiodic motion under per-
turbations; for a summary and other references, see also Bogoliubov and
Mitropolsky (1963). Another survey and new results can be found in Hale
(1969); see the references therein.

There are many interesting open problems in this field, as the bifurca-
tion theory of invariant manifolds is clearly even richer than for equilibria or
periodic solutions. We present a few illustrative examples.

Example 12.12
Consider the system

ẍ + x = ε

(
2x + 2ẋ − 8

3
ẋ3 + y2x2 + ẏ2x2

)
+ ε2R1(x, y),

ÿ + ω2y = ε(ẏ − ẏ3 + x2y2 + ẋ2y2) + ε2R2(x, y),

where R1 and R2 are smooth functions. Introducing amplitude-phase coor-
dinates by x = r1 cos(t + ψ1), ẋ = −r1 sin(t + ψ1), y = r2 cos(ωt + ψ2), ẏ =
−ωr2 sin(ωt + ψ1), and after first-order averaging, we find, omitting the sub-
scripts a, the system

ṙ1 = εr1(1 − r2
1), ψ̇1 = −ε,

ṙ2 = ε
r2

2

(
1 − 3

4
r2
2

)
, ψ̇2 = 0.

The averaged equations contain a torus Ta in phase-space described by

xa(t) = cos(t − εt + ψ1(0)), ẋa(t) = − sin(t − εt + ψ1(0)),

ya(t) =
2
3

√
3 cos(ωt + ψ2(0)), ẏa(t) = −2ω

3

√
3 sin(ωt + ψ2(0)).

From linearisation of the averaged equations, it is clear that the torus is at-
tracting: it is hyperbolic but not normally hyperbolic, as the motion along
the torus has O(1) speed and the attraction rate is O(ε). If the ratio of 1 − ε
and ω is rational, the torus Ta is filled up with periodic solutions. If the ra-
tio is irrational, we have a quasiperiodic (two-frequency) flow over the torus.
Remarkably enough, the theorems in the literature cited above tell us that in
the original equations a torus T exists in an O(ε) neighbourhood of Ta with
the same stability properties. The torus is two-dimensional and the timescales
of rotation are in both directions O(1).

The next example was formulated as an exercise by Hale (1969). It is a rich
problem and we cannot discuss all of its aspects.
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Example 12.13
Consider the system

ẍ + x = ε(1 − x2 − ay2)ẋ,

ÿ + ω2y = ε(1 − y2 − αx2)ẏ,

with ε-independent positive constants a, α, ω. Using the same amplitude-phase
transformation as in the preceding example, we find the slowly varying system

ṙ1 = εr1 sin(t + ψ1)(1 − r2
1 cos2(t + ψ1) − ar2

2 cos2(ωt + ψ2)) sin(t + ψ1),
ψ̇1 = ε cos(t + ψ1)(1 − r2

1 cos2(t + ψ1) − ar2
2 cos2(ωt + ψ2)) sin(t + ψ1),

ṙ2 = εr2 sin(ωt + ψ2)(1 − r2
2 cos2(ωt + ψ2) − αr2

1 cos2(t + ψ1)) sin(ωt + ψ2),
ψ̇2 = ε cos(ωt + ψ2)(1 − r2

2 cos2(ωt + ψ2) − αr2
1 cos2(t + ψ1)) sin(ωt + ψ2).

First-order averaging yields different results in two cases, ω 
= 1 and ω = 1.
However, in all cases we have the following periodic solutions that are also
present as solutions of the original equations.

Normal modes
Putting r1 = 0, r2 = 2 produces a normal mode periodic solution P2 in the
y, ẏ coordinate plane. In the same way, we obtain a normal mode periodic
solution P1 in the x, ẋ coordinate plane by putting r2 = 0, r1 = 2. These
normal modes in the coordinate planes also exist in the original system. Their
stability is studied by linearisation of the averaged equations.

ω 
= 1
The averaged equations are (we omit again the subscript a)

ṙ1 =
ε

2
r1

(
1 − 1

4
r2
1 − 1

2
ar2

2

)
,

ψ̇1 = 0,

ṙ2 =
ε

2
r2

(
1 − 1

4
r2
2 − 1

2
αr2

1

)
,

ψ̇2 = 0.

Linearisation around the normal modes produces matrices with many zeros.
In the case r1 = 0, r2 = 2 (P2), we find for the derivative in the y, ẏ-plane
−ε, which means attraction in this plane; in the x, ẋ-plane, we find for the
derivative 1

2ε(1− 2a), which means attraction if a > 1
2 and repulsion if a < 1

2 .
In the case of repulsion, we have instability of the r1 = 0, r2 = 2 normal mode.
In the same way, we find instability of the r2 = 0, r1 = 2 normal mode P1 in
the x, ẋ-plane if α < 1

2 .

We will now study the flow outside the coordinate planes. Stationary so-
lutions outside the normal modes can be found if simultaneously



204 12 Advanced Averaging

1 − 1
4
r2
1 − 1

2
ar2

2 = 0, 1 − 1
4
r2
2 − 1

2
αr2

1 = 0.

These relations correspond with quadrics in the r1, r2-plane. They intersect,

Ta Unstable

P1 Unstable
P1 Unstable

P1 Stable

1
2

1
2

P2 Stable

P2 Unstable
P2 Stable

P1 Stable
α

a

Ta Stable

P2 Unstable

Fig. 12.3. Diagram of invariant manifolds, periodic solutions, and tori in Example
12.13; the point a = 1

2 , α = 1
2 is exceptional.

producing one solution, in the cases a < 1
2 , α < 1

2 and a > 1
2 , α > 1

2 . In these
two cases, the stationary solutions of the averaged equations correspond with
a torus Ta. By linearisation of the averaged equations, we can establish the
instability of the torus if a > 1

2 , α > 1
2 . Stability cannot be deduced from

the averaged system in these coordinates, as the matrix is singular. However,
it is interesting to write in this case the original system in amplitude-angle
coordinates and perform averaging over two angles.

Putting x = r1 sinφ1, ẋ = r1 cos φ1, y = r2 sin(ωφ2), ẏ = r2ω cos(ωφ2), we
find when averaging over φ1, φ2

ṙ1 =
ε

2
r1

(
1 − 1

4
r2
1 − 1

2
ar2

2

)
, φ̇1 = 1 + O(ε),

ṙ2 =
ε

2
r2

(
1 − 1

4
r2
2 − 1

2
αr2

1

)
, φ̇2 = 1 + O(ε).

For the system in amplitude-angle coordinates, we can apply the theory cited
above with the conclusion that the torus Ta, when it exists, corresponds with
a torus T of the original equations. The torus is stable if a < 1

2 , α < 1
2 and

unstable if a > 1
2 , α > 1

2 ; see Fig. 12.3. One can see immediately that a critical
case is a = α = 1

2 . In this case, the averaged equations contain an invariant
sphere r2

1 + r2
2 = 4 in four-dimensional phase-space. For the question of per-

sistence of this invariant sphere (slightly deformed) in the original equations,
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first-order averaging is sufficient. The sphere is a first-order approximation
of a centre manifold. For the flow on the sphere, we need higher-order ap-
proximations. Outside this special point, we can cross the lines a = 1

2 , α = 1
2

to pass from a phase-space with two periodic solutions to a phase-space of
two periodic solutions and a torus. When crossing these lines, one of the nor-
mal modes changes stability and produces the torus by a so-called branching
bifurcation. The results are summarised in the diagram of Fig. 12.3. In this
example, the torus again is two-dimensional and the timescales of rotation are
in both directions O(1).

ω = 1
We consider now the special resonance case when the basic frequencies are
equal. The averaged equations are

ṙ1 =
ε

2
r1

(
1 − 1

4
r2
1 − 1

2
ar2

2 +
1
4
ar2

2 cos 2(ψ1 − ψ2)
)

,

ψ̇1 = −ε

8
ar2

2 sin 2(ψ1 − ψ2),

ṙ2 =
ε

2
r2

(
1 − 1

4
r2
2 − 1

2
αr2

1 +
1
4
αr2

1 cos 2(ψ1 − ψ2)
)

,

ψ̇2 =
ε

8
αr2

1 sin 2(ψ1 − ψ2).

Using the combination angle χ = 2(ψ1 − ψ2), the equations become

ṙ1 =
ε

2
r1

(
1 − 1

4
r2
1 − 1

2
ar2

2 +
1
4
ar2

2 cos χ

)
,

ṙ2 =
ε

2
r2

(
1 − 1

4
r2
2 − 1

2
αr2

1 +
1
4
αr2

1 cos χ

)
,

χ̇ = −ε

4
(αr2

1 + ar2
2) sinχ.

Apart from the normal modes P1 and P2, we find phase-locked periodic so-
lutions in a general position by putting sinχ = 0. Introducing this condition
into the equations for the amplitudes, we find that for these solutions to exist
we have

1 − 1
4
r2
1 − 1

2
ar2

2 + ±1
4
ar2

2 = 0,

1 − 1
4
r2
2 − 1

2
αr2

1 + ±1
4
αr2

1 = 0.

The analysis of these equations and the corresponding stability is a lot of work
but straightforward and is left to the reader.

As stated in the introduction to this section, when we start off with a normally
hyperbolic torus, small perturbations will only deform the torus. A simple
example follows.
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Example 12.14

ẍ + x = μ(1 − x2)ẋ + εf(x, y),
ÿ + ω2y = μ(1 − y2)ẏ + εg(x, y),

with ε-independent positive constant ω, μ a fixed large, positive number,
and smooth perturbations f, g. Omitting the perturbations f, g, we have two
normally hyperbolic relaxation oscillations. If ω is irrational, the combined
oscillations attract to a torus filled with quasiperiodic motion. Adding the
perturbations f, g cannot destroy this torus but only deforms it. Also, in this
example the torus is two-dimensional but the timescales of rotation are in
both directions determined by the timescales of relaxation oscillation (see
Grasman, 1987) and so O(1/μ).

12.3.2 The Neimark-Sacker Bifurcation

Another important scenario for creating a torus arises from the Neimark-
Sacker bifurcation. Suppose that we have obtained an averaged equation ẋ =
εf(x, a) with dimension 3 or higher by variation of constants and subsequent
averaging; a is a parameter or a set of parameters. We have discussed before
that if this equation contains a hyperbolic critical point, the original equation
contains a periodic solution. The first-order approximation of this periodic
solution is characterised by the timescales t and εt.

Suppose now that by varying the parameter a a pair of eigenvalues of
the critical point becomes purely imaginary. For this value of a, the averaged
equation undergoes a Hopf bifurcation, producing a periodic solution of the
averaged equation; the typical timescale of this periodic solution is εt, so the
period will be O(1/ε). As it branches off an existing periodic solution in the
original equation, it will produce a torus, and the bifurcation has a different
name: the Neimark-Sacker bifurcation. The result will be a two-dimensional
torus that contains two-frequency oscillations, one on a timescale of order 1
and the other with timescale O(1/ε). A typical example runs as follows.

Example 12.15
A special case of a system studied by Bakri et al. (2004) is

ẍ + εκẋ + (1 + ε cos 2t)x + εxy = 0,

ÿ + εẏ + 4(1 + ε)y − εx2 = 0.

This is a system with parametric excitation and nonlinear coupling; κ is a pos-
itive damping coefficient that is independent of ε. Away from the coordinate
planes, we may use amplitude-phase variables with x = r1 cos(t + ψ1), ẋ =
−r1 sin(t + ψ1), y = r2 cos(2t + ψ2), ẏ = −2r2 sin(2t + ψ1); after first-order
averaging, we find, omitting the subscripts a, the system
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ṙ1 = εr1

(
r2

4
sin(2ψ1 − ψ2) +

1
4

sin 2ψ1 − 1
2
κ

)
,

ψ̇1 = ε

(
r2

4
cos(2ψ1 − ψ2) +

1
4

cos 2ψ1

)
,

ṙ2 = ε
r2

2

(
r2
1

4r2
sin(2ψ1 − ψ2) − 1

)
,

ψ̇2 =
ε

2

(
− r2

1

4r2
cos(2ψ1 − ψ2) + 2

)
.

Putting the right-hand sides equal to zero produces a nontrivial critical point
corresponding with a periodic solution of the system for the amplitudes and
phases and so a quasiperiodic solution of the original coupled system in x and
y. We find for this critical point the relations

r2
1 = 4

√
5r2, cos(2ψ1−ψ2) =

2√
5
, sin(2ψ1−ψ2) =

1√
5
, r1 =

√
2κ +

√
5 − 16κ2.

This periodic solution exists if the damping coefficient is not too large: 0 ≤
κ <

√
5

4 . Linearisation of the averaged equations at the critical point while
using these relations produces the matrix

A =

⎛
⎜⎜⎜⎜⎜⎝

0 0 r1

4
√

5
− r3

1
40

0 −κ 1
2
√

5
r2
1

80
r1

4
√

5
r2
1

2
√

5
− 1

2 − r2
1

4
√

5

− 2
r1

1 4
√

5
r2
1

− 1
2

⎞
⎟⎟⎟⎟⎟⎠ .

Another condition for the existence of the periodic solution is that the critical
point is hyperbolic (i.e., the eigenvalues of the matrix A have no real part
zero). It is possible to express the eigenvalues explicitly in terms of κ by us-
ing a software package such as Mathematica. However, the expressions are
cumbersome. Hyperbolicity is the case if we start with values of κ just below√

5
4 = 0.559. Diminishing κ, we find when κ = 0.546 that the real part of two

eigenvalues vanishes. This value corresponds with a Hopf bifurcation that pro-
duces a nonconstant periodic solution of the averaged equations. This in turn
corresponds with a torus in the orginal equations (in x and y) by a Neimark-
Sacker bifurcation. As stated before, the result will be a two-dimensional torus
that contains two-frequency oscillations, one frequency on a timescale of order
1 and the other with timescale O(1/ε).

12.3.3 Invariant Tori in the Hamiltonian Case

Integrability of a Hamiltonian system means, loosely speaking, that the sys-
tem has at least as many independent first integrals as the number of degrees
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of freedom. As each degree of freedom corresponds with one position and one
momentum, n degrees of freedom will mean a 2n-dimensional system of differ-
ential equations of motion. With n independent integrals, the special structure
of Hamiltonian systems will then invoke a complete foliation of phase-space
into invariant manifolds.

Most Hamiltonian systems are nonintegrable, but in practice most are
near an integrable system. A fundamental question is then how many of these
invariant manifolds survive the nonintegrable perturbation. This question was
solved around 1960 in the celebrated KAM theorem, which tells us that near a
stable equilibrium point under rather general conditions, an infinite subset of
invariant tori will survive. There is now extensive literature on KAM theory;
for introductions, see Arnold (1978) or Verhulst (2000). This is an extensive
subject and we restrict ourselves to an example here.

Example 12.16
A classical mechanical example is the elastic pendulum. Consider a spring
that can both oscillate in the vertical z direction and swing like a pendulum
with angular deflection φ, where the corresponding momenta are pz and pφ.
The model is discussed in many places, see for instance Van der Burgh (1975)
or Tuwankotta and Verhulst (2000). It is shown there that near the vertical
rest position, the Hamiltonian can be expanded as H = H0 + H2 + εH3 +
ε2H4 + O(ε3) with H0 a constant; ε measures the deflection from the rest
position. We have

H2 =
1
2
ωz

(
z2 + p2

z

)
+

1
2
ωφ

(
φ2 + p2

φ

)
,

H3 =
ωφ√
σωz

(
1
2
zφ2 − zp2

φ

)
,

H4 =
1
σ

(
3
2

ωφ

ωz
z2p2

φ − 1
24

φ4
)

,

with positive frequencies ωz, ωφ; σ is a positive constant depending on the
mass and the length of the pendulum. As expected from the physical setup,
the relatively few terms in the Hamiltonian are symmetric in the second degree
of freedom and also in pz. Due to the physical restrictions, we will have for
the frequency ratio ωz/ωφ > 1.

Fixing ωz/ωφ 
= 2, we find that by averaging to first order all terms vanish.
For these frequency ratios, interesting phenomena take place either on a longer
timescale or on a smaller scale with respect to ε. The important lower-order
resonance is the 2 : 1 resonance, which has been intensively studied. This
resonance is the one with resonant terms of the lowest degree.
The case ωz = 2, ωφ = 1.
The equations of motion derived from the Hamiltonian can, after rescaling of
parameters, be written as
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z̈ + 4z = ε

(
φ̇2 − 1

2
φ2
)

+ O(ε2),

φ̈ + φ = ε(zφ − 2żφ̇) + O(ε2).

Introduce the transformation z = r1 cos(2t + ψ1), ż = −2r1 sin(2t + ψ1), φ =
r2 cos(t + ψ2), φ̇ = −r2 sin(t + ψ2).

An objection against these amplitude-phase transformations is that they
are not canonical (i.e., they do not preserve the Hamiltonian structure of the
equations of motion). However, as we know, they yield asymptotically correct
results; also, the averaging process turns out to conserve the energy. We omit
the standard form and give directly the first-order averaging result, leaving
out the approximation index a:

ṙ1 = −ε
3
16

r2
2 sin χ,

φ̇1 = ε
3r2

2

16r1
cos χ,

ṙ2 = ε
3
4
r1r2 sin χ,

φ̇2 = ε
3r1

4
cos χ,

with χ = 2ψ2 −ψ1. Actually, because of the presence of the combination angle
χ, the system can be reduced to three equations. It is easy to find two integrals
of this system. First is the approximate energy integral

4r2
1 + r2

2 = 2E,

with E indicating the constant, initial energy. The second integral is cubic
and reads

zφ2 cos χ = I,

with I a constant determined by the initial conditions.
Note that the approximate energy integral represents a family of ellipsoids

in four-dimensional phase-space around stable equilibrium. For each value of
the energy, the second integral induces a foliation of the energy manifold into
invariant tori. In this approximation, the foliation is a continuum, but for
the original system the KAM theorem guarantees the existence of an infinite
number of invariant tori with gaps in between. The gaps cannot be “seen” in
a first-order approximation, and remarkably enough, they cannot be found at
any algebraic order of approximation.The gaps turn out to be exponentially
small (i.e., of size εa exp (−b/εc) with suitable constants a, b, c). This analy-
sis is typical for time-independent Hamiltonian systems with two degrees of
freedom and to some extent for more degrees of freedom. A description and
references can be found in Lochak et al. (2003).
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In this case of an infinite set of invariant tori, we have basically two
timescales. Embedded on the energy manifold are periodic solutions with pe-
riod O(1). Around the stable periodic solutions, the tori are nested, with the
periodic solutions as guiding centers. In the direction of the periodic solution,
the timescale is O(1), and in the other direction(s) it is O(1/ε).

The case of two degrees of freedom is easiest to visualise. The energy
manifold is three-dimensional, and a section perpendicular to a stable periodic
solution is two-dimensional. In this section, called a Poincaré section, the
periodic solution shows up in a few points where it subsequently hits the
section. Around these fixed points, we find closed curves corresponding with
the tori. Orbits moving on such a torus hit a particular closed curve recurrently
with circulation time on the closed curve O(1/ε).

12.4 Adiabatic Invariants

In Example 12.2, we considered a linear oscillator with slowly varying (pre-
scribed) frequency:

ẍ + ω2(εt)x = 0.

Putting τ = εt and assuming that 0 < a < ω(τ) < b (with a, b constants
independent of ε), we found

ra(τ) =
r(0)

√
ω(0)√

ω(τ)
,

so that the quantity ra(εt)
√

ω(εt) is conserved in time with accuracy O(ε)
on the timescale 1/ε. Such a quantity we call an adiabatic invariant for the
equation. More generally, consider the n-dimensional equation ẋ = f(x, εt, ε)
and suppose that we have found a function I(x, εt) with the property

I(x, εt) = I(x(0), 0) + o(1)

on a timescale that tends to infinity as ε tends to zero. In this case, we will
call I(x, εt) an adiabatic invariant of the equation.

Note that this concept is a generalisation of the concept of a “first integral”
of a system. The equation ẋ = f(x, εt, ε) may not have a first integral but,
to a certain approximation, it behaves as if it has the adiabatic invariant as a
first integral.

In a number of cases in the literature, the concept of an adiabatic invariant
is also used for equations of the type ẋ = f(x, ε). However, in such a case we
prefer the term “asymptotic integral”.

In some cases, the simple trick using τ = εt as a dependent variable pro-
duces results. Consider the following nearly trivial example.
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Example 12.17
Replace the equation

ẍ + x = εa(εt)x3,

with a(εt) a smooth function, by the system

ẍ + x = εa(τ)x3, τ̇ = ε.

First-order averaging in amplitude-angle coordinates r, φ as in Example 12.1
for the Duffing equation can easily be carried out. Supposing that r(0) = r0,
we have the approximation r(t) = r0 + O(ε) valid on the timescale 1/ε. The
implication is that the quadratic integral x2(t) + ẋ2(t) = r2

0 is conserved to
O(ε) on the timescale 1/ε. This is a simple but nontrivial adiabatic invariant
for the system.

A much more difficult example arises when the perturbation term depends
on εt but is not small. Consider for instance the equation

ẍ + x = a(εt)x2.

Huveneers and Verhulst (1997) studied this equation in the case where a(0) =
1 and the smooth function a(εt) vanishes as t → ∞. In this case, there exist
bounded and unbounded solutions and the analysis leans heavily on averaging
over elliptic functions that are the solutions of the equation

ẍ + x = x2.

The analysis is too technical to include here.
The example of the Duffing equation is typical for the treatment of Hamil-

tonian systems with one degree of freedom and slowly varying coefficients and
can be found in many texts on classical mechanics; see for instance Arnold
(1978). With additional conditions, it is sometimes possible to extend the
timescale of validity of the adiabatic invariant beyond 1/ε.

Such examples can also be extended to more degrees of freedom, but the
analysis becomes much more subtle. The extension of the timescale beyond 1/ε
is then not easy to reach. Fascinating problems arise when the slowly varying
coefficient leads the system through a bifurcation value. Unfortunately, this
topic is beyond the scope of this book, but we give some references in our
guide to the literature at the end of this chapter.

12.5 Second-Order Periodic Averaging

To calculate a second-order or even higher-order approximation, generally
takes a much larger effort than in first order. One reason for this extra ef-
fort could be to obtain an approximation with higher precision but a more
fundamental motivation derives from the fact that in quite a number of cases
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essential qualitative features are not described by first order. Let us consider
a few simple examples. For the Van der Pol equation (Example 11.3)

ẍ + x = εẋ(1 − x2),

we have obtained a first-order approximation of the unique periodic solution.
Suppose we add damping of a slightly larger magnitude. A model equation
would be

ẍ + εμẋ + x = ε2ẋ(1 − x2),

where the damping constant μ is positive. At first order, the solutions are
damped, but do we recover a periodic solution at second order? In this case the
answer is “no,” as we know from qualitative information about this particular
type of equation; see for instance Verhulst (2000). In most research problems,
we do not have much a priori knowledge. A slightly less trivial modification
arises when at first order we have just a phase shift, changing the “basic”
period. A model equation could be

ẍ + x − εax3 = ε2ẋ(1 − x2)

with a a suitable constant. We shall analyse this equation later on.

12.5.1 Procedure for Second-Order Calculation

Consider the n-dimensional equation in the standard form

ẋ = εf(t, x) + ε2g(t, x) + ε3R(t, x, ε),

in which the vector fields f and g are T -periodic in t with averages f0 and
g0 (T independent of ε). The vector fields f and g have to be sufficiently
smooth; in particular, f has to be expanded, as we shall see. The higher-order
term R(t, x, ε) is smooth and bounded as ε tends to zero. If we are looking
for T -periodic solutions, R in addition has to be T -periodic.

The interpretation of results of second-order averaging is more subtle than
in first order, so we have to show some of the technical details of the construc-
tion. We denote with ∇f(t, x) the derivative with respect to x only; this is an
n × n matrix. For instance, if n = 2, we have x = (x1, x2), f = (f1, f2), and

∇f(t, x) =

(
∂f1(t,x1,x2)

∂x1

∂f1(t,x1,x2)
∂x2

∂f2(t,x1,x2)
∂x1

∂f2(t,x1,x2)
∂x2

)
.

The reason we need this nabla operator (∇) is that to obtain a second-order
approximation we have to Taylor expand the vector field. We need another
vector field:

u1(t, x) =
∫ t

0
(f(s, x) − f0(x))ds − a(x),
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where of course f(s, x) − f0(x) has average zero, but this does not hold nec-
essarily for the integral (think of the function sin t cos t); a(x) is chosen such
that the average of u1, u10(x) vanishes. We now introduce the near-identity
transformation

x(t) = w(t) + εu1(t, w(t)). (12.2)

This is also called the averaging or normalising transformation. Substituting
Eq. (12.2) into the equation for x, we get

ẇ(t) + ε
∂u1

∂t
(t, w(t)) + ε∇u1(t, w(t))ẇ(t)

= εf(t, w(t) + εu1(t, w(t))) + ε2g(t, w(t) + εu1(t, w(t))) + ε3 · · · .

Using the definition of u1, the left-hand side of this equation becomes

(I + ε∇u1(t, w))ẇ + εf(t, w) − εf0(w),

where I is the identity n × n matrix. Inverting the matrix (I + ε∇u1(t, w))
and expanding f and g, we obtain

ẇ = εf0(w) + ε2∇f(t, w)u1(t, w) + ε2g(t, w) + ε3 · · · .

We put
f1(t, x) = ∇f(t, x)u1(t, x),

the product of a matrix and a vector. Introducing now also the average f0
1

and the equation

v̇ = εf0(v) + ε2f0
1 (v) + ε2g0(v), v(0) = x(0),

we can prove that

x(t) = v(t) + εu1(t, v(t)) + O(ε2)

on the timescale 1/ε.
Note, that we did not simply expand with the first-order approximation

as a first term; v(t) contains already terms O(ε) and O(ε2). What does this
mean for the timescales? One would expect εt and ε2t, but this conclusion is
too crude, as we shall see later on.

This second-order calculations has another interesting aspect. As u1 is
uniformly bounded, v(t) is an O(ε)-approximation of x(t). In general, it is
different from the first-order approximation that we obtained before. This
illustrates the nonuniqueness of asymptotic approximations. In some cases,
however, the interpretation will be that v(t) is an O(ε)-approximation on a
different timescale. We shall return to this important point in a later section.

As mentioned above, we are now able to compute more accurate approxi-
mations but, more excitingly, we are able to discover new qualitative phenom-
ena. A simple example is given below.
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Example 12.18
Consider the equation

ẍ + x − εax3 = ε2ẋ(1 − x2)

with a a suitable constant independent of ε. Introducing amplitude-phase
variables x(t) = r(t) cos(t + ψ(t)), ẋ(t) = −r(t) sin(t + ψ(t)), we find

f(t, r, ψ) =
(

−ar3 sin(t + ψ) cos3(t + ψ)
−ar2 cos4(t + ψ)

)
, f0(r, ψ) =

(
0

− 3
8ar2

)
.

Using initial values r(0) = r0, ψ(0) = 0, we have a first-order approximation
xa(t) = r0 cos(t − ε 3

8ar2
0t), ẋa(t) = −r0 sin(t − ε 3

8ar2
0t) corresponding with a

set of periodic solutions with an O(ε) shifted period that also depends on
the initial r0. Does a periodic solution branch off from one of the first-order
approximations when considering second-order approximations? We have to
compute and average f1 = ∇fu1. Abbreviating t + ψ = α, we find

∇f(t, r, ψ) =
(

−3ar2 sin α cos3 α −ar3 cos4 α + 3ar3 sin2 α cos2 α
−2ar cos4 α 4ar2 cos3 α sin α

)
,

and, using cos4 α = 3
8 + 1

2 cos 2α + 1
8 cos 4α,

u1(t, r, ψ) =
( 1

8ar3 cos 2α + 1
32ar3 cos 4α

− 1
4ar2 sin 2α − 1

32ar2 sin 4α

)
.

Multiplying, we find f1, and after averaging

f0
1 (r, ψ) =

(
0

− 51
256a2r4

)
.

Now we can write down the equation for v as formulated in the procedure for
second-order calculation. Note that g0(v) was calculated in Example 11.3 and
we obtain

v̇1 = ε2 v1

2

(
1 − 1

4
v2
1

)

v̇2 = −ε
3
8
av2

1 − ε2 51
256

a2v4
1 .

If v1(0) = r0 = 2, we have a stationary solution v1(t) = 2, and with v2(0) =
ψ(0) = 0

v2(t) = −ε
3
2
at − ε2 51

16
a2t.

An O(ε2)-approximation of the periodic solution is obtained by inserting this
into u1 so that

r(t) = 2 + εa cos 2(t + v2(t)) + ε
a

4
cos 4(t + v2(t)) + O(ε2),

ψ(t) = v2(t) − εa sin 2(t + v2(t)) − ε
a

8
sin 4(t + v2(t)) + O(ε2),
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valid on the timescale 1/ε. At this order of approximation, the timescales for
the periodic solution are t, εt, and ε2t. Can you find the timescales for the
other solutions?

12.5.2 An Unexpected Timescale at Second-Order

As another example, we consider the following Mathieu equation.

Example 12.19
Consider

ẍ + (1 + εa + ε2b + ε cos 2t)x = 0

with free parameters a, b, which is a slight variation of the Mathieu equation
we studied in Examples 10.9 and 11.6; see also the discussion in Section 15.3.
Transforming by Eqs. 11.9

x(t) = y1(t) cos t + y2(t) sin t, ẋ(t) = −y1(t) sin t + y2(t) cos t,

we obtain the slowly varying system

ẏ1 = sin t(εa + ε cos 2t + ε2b)(y1(t) cos t + y2(t) sin t),
ẏ2 = − cos t(εa + ε cos 2t + ε2b)(y1(t) cos t + y2(t) sin t).

We use again the terminology of the procedure for second-order calculation.
We have to first order

f0(y1, y2) =
( 1

2 (a − 1
2 )y2

− 1
2 (a + 1

2 )y1

)

so that the first-order approximation is described by

ẏ1a = ε
1
2

(
a − 1

2

)
y2a,

ẏ2a = −ε
1
2

(
a +

1
2

)
y1a.

This is a system of linear equations with constant coefficients; the solutions
are of the form c exp(λt) with λ an eigenvalue of the matrix of coefficients.
We find

λ1,2 = ±1
2

√
1
4

− a2.

It is clear that we have stability of the trivial solution if a2 > 1
4 and instability

if a2 < 1
4 ; a = ± 1

2 determines the boundary of the instability domain, which
is called a Floquet tongue. On this boundary, the solutions are periodic to
first approximation. What happens when we look more closely at the Floquet
tongue? We find for ∇f and u1
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∇f(t, y1, y2) =
(

sin t cos t(a + cos 2t) sin2 t(a + cos 2t)
− cos2 t(a + cos 2t) − sin t cos t(a + cos 2t)

)
,

u1(t, y1, y2) =
(

−y1(a
4 cos 2t + 1

16 cos 4t) + y2(−a
4 sin 2t + 1

4 sin 2t − 1
16 sin 4t)

−y1(a
4 sin 2t + 1

4 sin 2t + 1
16 sin 4t) + y2(a

4 cos 2t + 1
16 cos 4t)

)
.

After some calculations, we find the average

f0
1 (y1, y2) =

(
(a
8 − a2

8 − 1
64 )y2

(a
8 + a2

8 + 1
64 )y1

)
.

When adding g0, we can write down the equation for v as formulated in the
procedure for second-order calculation:

v̇1 = ε
1
2

(
a − 1

2

)
v2 + ε2

(
a

8
− a2

8
− 1

64
+

1
2
b

)
v2,

v̇2 = −ε
1
2

(
a +

1
2

)
v1 + ε2

(
a

8
+

a2

8
+

1
64

− 1
2
b

)
v1.

Choosing for instance a = 1
2 , we have one of the boundaries of the Floquet

tongue consisting of periodic solutions. The equations for v become

v̇1 = ε2
(

1
64

+
1
2
b

)
v2,

v̇2 = −ε
1
2
v1 + ε2

(
7
64

− 1
2
b

)
v1.

For the eigenvalues of the matrix of coefficients to second order, we find

λ1,2 = ±

√
−1

4

(
1
32

+ b

)
ε3 +

(
1
64

+
1
2
b

)(
7
64

− 1
2
b

)
ε4.

We conclude that if 1
32 + b > 0, we have stability, and if 1

32 + b < 0, we have
instability. The value b = − 1

32 gives us the second-order approximation of the
Floquet tongue. This result has an interesting consequence for the timescales
of the solutions in the case a = 1

2 ; they are t, εt, ε
3
2 t, ε2t. The timescale ε

3
2 t is

quite unexpected.

Remark
Second-order general averaging, without periodicity assumptions, runs along
the same lines as demonstrated in the periodic case. For the theory and ex-
amples, see Sanders and Verhulst (1985).

12.6 Approximations Valid on Longer Timescales

In a number of problems, we have a priori knowledge that the solutions of
equations we are studying exist on a longer timescale than 1/ε or even exist for
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all time. Is it not possible in these cases to obtain approximations valid on such
a longer timescale? For instance, when calculating an O(ε2)-approximation on
the timescale 1/ε as in the preceding section, can we not as a trade-off consider
this as an O(ε)-approximation on the timescale 1/ε2? It turns out that in
general the answer is “no,” as can easily be seen from examples. However, we
shall consider an important case where this idea carries through.

12.6.1 Approximations Valid on O(1/ε2)

We formulate the following result.

Theorem 12.2
Consider again the n-dimensional equation in the standard form

ẋ = εf(t, x) + ε2g(t, x) + ε3R(t, x, ε)

in which the vector fields f and g are T -periodic in t with averages f0 and g0

(T independent of ε); f , g, and R are sufficiently smooth. Suppose that

f0(x) = 0.

We have from the first-order approximation x(t) = x(0) + O(ε) on the
timescale 1/ε. Following the construction of the second-order approximation
of the preceding section, we have with f0(x) = 0 the equation

v̇ = ε2g0(v), v(0) = x(0).

It is easy to prove that
x(t) = v(t) + O(ε)

on the timescale 1/ε2 (Van der Burgh, 1975).

A simple example is given as follows.

Example 12.20

ẍ + x − εax2 = 0, r(0) = r0, ψ(0) = 0,

with a an ε-independent parameter. In amplitude-phase variables r, ψ, we find
with transformation (11.5)

ṙ = −ar2 sin(t + ψ) cos2(t + ψ),
ψ̇ = −ar cos3(t + ψ),

so with f(t, r, ψ) for the right-hand side we have f0(r, ψ) = 0. For the second-
order approximation, we abbreviate t + ψ = α and calculate

∇f(t, r, ψ) =
(

−2ar sin α cos2 α −ar2 cos3 α + 2ar2 sin2 α cos α
−a cos3 α 3ar cos2 α sin α

)
,
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u1(t, r, ψ) =
( 1

3ar2 cos3 α
−ar sin α + 1

3ar sin3 α

)
.

With f1 = ∇fu1, we find after averaging

f0
1 (r, ψ) =

(
0

− 5
12a2r2

)
.

We conclude that v̇1 = 0, v̇2 = −ε2 5
12a2v2

1 , and we have x(t) = r0 cos(t −
ε2 5

12a2r2
0t) + O(ε), valid on the timescale 1/ε2.

This is already a nontrivial result, but a more interesting example arises when
considering the Mathieu equation for other resonance values than those stud-
ied in Example 12.19.

Example 12.21
Consider

ẍ + (n2 + εa + ε2b + ε cos mt)x = 0,

again with free parameters a, b. Transforming by Eq. (11.10)

x(t) = y1(t) cos nt +
1
n

y2(t) sinnt, ẋ(t) = −ny1(t) sinnt + y2(t) cos nt,

we obtain the slowly varying system

ẏ1 =
ε

n
sin nt(a + cos mt)

(
y1(t) cos nt +

1
n

y2(t) sinnt) + O(ε2
)

,

ẏ2 = − ε

n
cos nt(a + cos mt)

(
y1(t) cos nt +

1
n

y2(t) sinnt

)
+ O(ε2).

It is easy to see (by averaging) that f0 is nontrivial if 2n−m = 0, which is the
case of Example 12.19. This is the most prominent resonance of the Mathieu
equation. For other rational ratios of m and n, we find other resonances with
different sizes of the resonance tongues. As an example, we explore the case
m = n = 2. If 2n − m 
= 0, the averaged equations are dominated by the
parameter a so it makes sense to choose a = 0, as the Floquet tongue will be
narrower than in the case 2n − m = 0. The equation becomes

ẍ + (4 + ε2b + ε cos 2t)x = 0.

We omit the expressions for ∇f and u1 and produce f1 directly:

f1(t, y1, y2) =

⎛
⎝ 1

192 sin 4t(−6y1 + 2y1 cos 4t + y2 sin 4t)

−1
48 cos2 2t(−6y1 + 2y1 cos 4t + y2 sin 4t)

⎞
⎠ .

So we find
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f0
1 (y1, y2) =

⎛
⎝ 1

384y2

− 1
96y1

⎞
⎠

and for the second-order equations

v̇1 = ε2 y2

8

(
1
48

+ b

)
, v̇2 = ε2 y1

2

(
5
48

− b

)
.

The solutions v1(t) and v2(t) are O(ε)-approximations of y1(t) and y2(t) valid
on the timescale 1/ε2. From the eigenvalues, we conclude instability if

− 1
48

< b <
5
48

.

The Floquet tongue in the case m = n = 2 is determined by the boundary
values 4 − 1

48ε2 and 4 + 5
48ε2.

When assuming m 
= 2n and m 
= n, we can study higher order Floquet
tongues. See also the discussion in Example 10.9, where the tongues are de-
termined by the continuation (Poincaré-Lindstedt) method, and in particular
Fig. 10.1.

12.6.2 Timescales near Attracting Solutions

Another natural idea to obtain extension of the timescale of validity is at-
traction. Suppose the solutions are attracted exponentially fast to a special
solution, equilibrium or periodic, for which the process will also result in a
kind of compression of the neighbouring solutions. In this case, we have the
following result.

Theorem 12.3
Consider the n-dimensional equation in the standard form

ẋ = εf(t, x) + ε2R(t, x, ε)

in which the vector field f is T -periodic in t with average f0 (T independent
of ε); f and R are sufficiently smooth. Suppose that f0(x) contains a critical
point (equilibrium of the averaged equation) x = a, so f0(a) = 0. We assume
that all the eigenvalues in x = a have a negative real part. The solution
x(t) starting in x(0), which is located in an interior subset of the domain of
attraction of x = a, is approximated by the solution xa(t) of the averaged
equation starting in x(0) as

x(t) − xa(t) = O(ε), 0 ≤ t < ∞.

Example 12.22
A simple example is the one-dimensional equation
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ẋ = −ε2 sin2 tx + ε2R(t, x)

with averaged equation
ẋa = −xa.

We have x(t) = x(0) exp(−t) + O(ε) for all time.

Example 12.23
More important is the forced Duffing equation in Example 11.4

ẍ + εμẋ + εγx3 + x = εh cos ωt,

with μ > 0; we choose the case of exact resonance ω = 1. In this case, the
system averaged to first order is

ṙa = −1
2
ε(μra + h sin ψa),

ψ̇a = −1
2
ε

(
−3

4
γr2

a + h
cos ψa

ra

)
.

The critical points are determined by the equations

h sin ψa = −μra, h cos ψa =
3
4
γr3

a.

Using these equations, it is not difficult to find the eigenvalues

λ1,2 = −1
2
μ ± i

3
√

3
8

|γ|r2
a,

so if we find critical points, they are asymptotically stable and the solutions
attracting to the corresponding periodic solution are approximated by the
solutions of the averaged equation for all time.

A problem arises when the original equation is autonomous. In this case,
a periodic solution has at least one eigenvalue zero, a feature that is inherited
by the averaged equation.

Example 12.24
Consider again the Van der Pol equation

ẍ + x = ε(1 − x2)ẋ

with averaged equation (amplitude-phase)

ṙa = ε
ra

2

(
1 − 1

4
r2
a

)
, ψ̇a = 0.

As we remarked in the discussion of Example 11.3, we can reduce such an
autonomous equation by introducing τ = t + ψ and average over τ . We find
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dra

dτ
= ε

ra

2

(
1 − 1

4
r2
a

)
,

and we can apply the theory as follows. Solutions r(τ) starting outside a
neighbourhood of r = 0 are approximated for all times τ or t by the solutions
of the averaged equation. Such a result is not valid for the phase ψ.

This example can easily be generalised for second-order autonomous equa-
tions.

12.7 Identifying Timescales

A fundamental question that comes up very often is whether we have the
right expansion coefficients with respect to ε and, in the context of evolution
problems, whether we have the right timescales. In the framework of boundary
layer problems, we have developed a technique in Chapter 4 to identify local
or boundary layer variables. This technique works fine in many cases but not
always. When studying evolution problems, the situation is worse; we shall
first review some clarifying examples.

12.7.1 Expected and Unexpected Timescales

In Chapters 10 and 11, we have seen that in equations of the form ẋ = f(t, x, ε)
where the right-hand side depends smoothly on ε, the solutions can sometimes
be expanded in powers of ε while we have timescales such as t, εt, and ε2t. In
fact, as we have shown before, when first-order averaging is possible, we have
definitely the timescales t and εt. However, in general and certainly at second
order, the situation is not always as simple as that.

Example 12.25
Consider for t ≥ 0 the linear initial value problem

ẍ +
1

1 + t
ẋ = ε

2
(1 + t)2

, x(0) = ẋ(0) = 0,

with solution
x(t) = ε ln2(1 + t),

so x(t) is characterised by the timescale ε ln2(1+t), and ẋ(t) by the timescales
t and ε ln(1 + t).

Example 12.26
Consider the initial value problem for the Bernoulli equation

ẋ = xα − cx, x(0) = 1.
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For the constants, we have 0 < α < 1, c > 0. The solution of the initial value
problem is

x(t) =
(

1
c

+
(

1 − 1
c

)
e−c(1−α)t

) 1
1−α

.

The solutions starting with x(0) > 0 tend to stable equilibrium c− 1
1−α . We

consider two cases.

1. Choose c = ε, where α does not depend on ε:

ẋ = xα − εx, x(0) = 1,

with solution

x(t) =
(

1
ε

+
(

1 − 1
ε

)
e−ε(1−α)t

) 1
1−α

.

One of the expansion coefficients is ε− 1
1−α , and the relevant timescale is

εt.
2. Choose c = ε, 1 − α = ε, producing

ẋ = x1−ε − εx, x(0) = 1,

with solution

x(t) =
(

1
ε

+
(

1 − 1
ε

)
e−ε2t

) 1
ε

.

The relevant timescale is ε2t, and 1/ε plays a part in the expansion.

The Mathieu equation in Example 12.19 is important to show that unexpected
timescales occur in practical problems.We summarise as follows.

Example 12.27
Consider

ẍ + (1 + εa + ε2b + ε cos 2t)x = 0.

On choosing a = ± 1
2 , the solutions are located near or on the Floquet tongue.

A second-order approximation has shown that the timescales in this case are
t, εt, ε

3
2 t, ε2t. They naturally emerge from the averaging process.

Other important examples of unexpected timescales can be found in the
theory of Hamiltonian systems. These examples are much more complicated.

12.7.2 Normal Forms, Averaging and Multiple Timescales

The Mathieu equation that we discussed above is a linear equation where the
calculation to second order yields an unexpected timescale. In Section 15.3, we
show for matrices A with constant entries that, when arising in equations of
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the form ẋ = Ax, in particular the bifurcation values produce such unexpected
timescales. For nonlinear equations, we have no general theory, only examples
and local results.

Where does this leave us in constructing approximations for initial value
problems? When given a perturbation problem, we always start with transfor-
mations and other operations that we think suitable for the problem. The main
directive is that there should be no a priori assumptions on the timescales.
The general framework for this is the theory of normal forms, of which aver-
aging is one of the parts (see for instance Sanders and Verhulst, 1985). In this
framework, suitable transformations are introduced, and from the analysis of
the resulting equations the timescales follow naturally. Also, the correspond-
ing proofs of validity yield confirmation and natural restrictions on the use of
these timescales.

It should be clear by now that the method of multiple timescales for initial
value problems of ordinary differential equations is not suitable for research
problems except in the case of simple problems that are accessible also to first-
order averaging. For other problems, this method presupposes the presence of
certain timescales, a knowledge we simply do not have.

Multiple timing, as it is often called, is of course suitable and an elegant
method in the cases of solved problems where we know a priori the structure
of the approximations. It should also be mentioned that the formal calcula-
tion schemes of multiple timing are easier to extend to problems for partial
differential equations; we will return to this in Chapter 14. However, proofs
of validity of such extensions are often lacking.

12.8 Guide to the Literature

There are thousands of papers associated with this chapter. We will mention
here basic literature with good literature sections for further study. Several
times we touched upon the relation between averaging and normalisation.
Averaging can be seen as a special normal-form method with the advantage of
explicitly formulated normal forms. On the other hand, normal-form methods
are approximation tools, using in some form localisation around a special point
or another solution. More about this relation can be found in Arnold (1982)
and Sanders and Verhulst (1985). The same references can be used for the
theory of averaging over angles. A monograph by Lochak and Meunier (1988)
is devoted to this topic.

Invariant manifolds represent a subject that is still very much in devel-
opment. The idea to obtain tori by continuation was introduced by Bogoli-
ubov and Mitropolsky (1961, 1963) and extended by Hale (1969). Tori can
emerge in a different way by Hopf bifurcation of a periodic solution; this
is called Neimark-Sacker bifurcation. Usually, numerical bifurcation path-
following programs are used to pinpoint such bifurcations, but the demon-
stration by averaging is for instance shown in Bakri et al. (2004).
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Invariant tori in the Hamiltonian context is a very large subject with an
extensive body of literature and many interesting books; for an introduction,
see Arnold (1978) or Verhulst (2000). Lochak et al. (2003) discusses what
happens between the tori and gives many references. A survey of normalisation
and averaging for Hamiltonian systems is given in Verhulst (1998).

The theory of adiabatic invariants is a classical subject that is tied in both
with problems of averaging over angles and bifurcation theory. For the classical
theory, see Arnold (1978) and, in particular, the survey by Henrard (1993).
Slowly varying coefficients may lead a system to passage through a bifurcation.
Neishstadt (1986, 1991), Cary et al. (1986), Haberman (1978) and Bourland
and Haberman (1990) analysed the slow passage through a separatrix. See
also Diminnie and Haberman (2002) for changes of the adiabatic invariant in
such a setting. Adiabatic changes in a Hamiltonian system with two degrees
of freedom are discussed in Verhulst and Huveneers (1998).

Second-order averaging and longer timescales are studied in Sanders and
Verhulst (1985). Van der Burgh (1975) produced the first estimates on the
timescale 1/ε2. An extension to O(ε2) on the timescale 1/ε2 is given in Ver-
hulst (1988).

Multiple-timescale methods are discussed for instance in Hinch (1991),
Kevorkian and Cole (1996), and Holmes (1998). For a comparison of multiple
timing and averaging, see Perko (1969) and Kevorkian (1987).

12.9 Exercises

Exercise 12.1
ẍ + 2εẋ + εẋ3 + x = 0.

Use the amplitude-angle transformation 12.1 to obtain a system that can
be averaged over the angle φ; give the result for the approximation of the
amplitude.

Exercise 12.2
ẍ + εμẋ + ω2(εt)x + εx3 = 0.

Use the amplitude-angle transformation (12.1) to obtain a system that can be
averaged over the angle φ; give the result (with additional assumptions) for
the approximation of the amplitude.

Exercise 12.3 Consider the system

ẋ = ε + ε sin(φ1 − φ2),
φ̇1 = x,

φ̇2 = x2.

Determine the location(s) of the resonance manifold(s) and an approximation
away from these location(s).



12.9 Exercises 225

Exercise 12.4

ẋ = ε cos(t − φ1 + φ2) + ε sin(t + φ1 + φ2),
φ̇1 = 2x,

φ̇2 = x2.

Determine the location(s) of the resonance manifold(s) and an approximation
away from these location(s).

Exercise 12.5 In Example 12.9, we stated that in the two resonance zones
the flow is described by two pendulum equations. Verify this statement.

Exercise 12.6 Consider the Duffing equation with slowly varying coefficients
in the form

ẍ + ω2(εt)x = εa(εt)x3.

Compute an adiabatic invariant for the equation with suitable assumptions
on the coefficients a(εt) and ω(εt).

Exercise 12.7 In the beginning of Section 12.5, we stated that the equation

ẍ + εμẋ + x = ε2ẋ(1 − x2)

with positive damping constant μ does not contain a periodic solution. Ig-
noring the theory of periodic solutions behind this, verify this statement by
discussing the second-order approximation.

Exercise 12.8 Determine a second-order approximation for the solutions of

ẍ + x − εax2 = ε2ẋ(1 − x2)

with a a suitable constant independent of ε. Can we identify a periodic solu-
tion? Replace the O(ε) term by εxm with m an even number and repeat the
analysis.

Exercise 12.9 A start for the calculation of higher-order Floquet tongues
in the case of the Mathieu equation from Example 12.19 with m 
= 2n and
m 
= n is the determination of the second-order approximation. Show that the
equations are

v̇1 = ε2 v2

2n2

(
1

2m2 − 8n2 + b

)
, v̇2 = −ε2 v1

2

(
1

2m2 − 8n2 + b

)
.

What can we conclude at this stage for the size of the higher-order Floquet
tongues? Note in this context that the first tongue has a separation between
the boundaries that are to first order straight lines, the second tongue is
bounded by parabolas, and the higher-order tongues have boundaries that
are tangent as ε tends to zero; see Fig. 10.1.
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Exercise 12.10 Consider the system

ẋ = y + ε(x2 sin 2t − sin 2t),
ẏ = −4x.

Find equilibria and corresponding periodic solutions of the associated av-
eraged system. For which initial conditions can we extend the timescale of
validity beyond 1/ε?

Exercise 12.11 Consider a Hamiltonian system with two degrees of freedom,
the so-called Hénon-Heiles family:

ẍ + x = ε(a1x
2 + a2y

2),
ÿ + ω2y = ε2a2xy, a2 
= 0.

a. Show that for ω = 2 first-order averaging produces a nontrivial result.
b. Consider ω = 1 and determine the equations for the second-order approx-

imation.
c. Determine in the case ω = 1 two integrals of motion of the averaged

equations and indicate their geometrical meaning.
d. Determine in the case ω = 1 the conditions for the existence of short-

periodic solutions in a general position away from the normal modes.

Exercise 12.12 Consider a Hamiltonian system with two degrees of freedom
to which we have added damping and parametric excitation:

ẍ + 2εẋ + (4 + εa cos t)x = εy2,

ÿ + 2εẏ + (1 + εb cos 2t)y = 2εxy.

a. If ε = 0, we have two normal modes. Can we continue them for ε > 0?
b. Can you find other periodic solutions?
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Averaging for Evolution Equations

13.1 Introduction

The analysis of weakly nonlinear partial differential equations with evolution
in time is an exciting field of investigation. In this chapter, we consider specific
results related to averaging and do not aim at completeness; see also the guide
to the literature, in particular the book by Kevorkian and Cole (1996), for
many other problem formulations and techniques. As the analysis of evolution
equations involves rather subtle problems, we will in this chapter discuss in
more detail some theoretical results of averaging.

Note that the examples discussed in this chapter are really research prob-
lems and involve many open questions. Some of our examples will concern
conservative systems. In the theory of finite-dimensional Hamiltonian sys-
tems, we have for nearly integrable systems the celebrated KAM theorem,
which, under certain nondegeneracy conditions, guarantees the persistence
of many tori in the nonintegrable system. For infinite-dimensional, conserva-
tive systems, we now have the KKAM theorems developed by Kuksin (1991).
Finite-dimensional invariant manifolds obtained in this way are densely filled
with quasiperiodic orbits; these are the kind of solutions we obtain by approx-
imation methods that involve projection on finite-dimensional subspaces. It is
stressed, however, that identification of approximate solutions with solutions
covering invariant manifolds is only possible if the validity of the approxima-
tion has been demonstrated.

13.2 Operators with a Continuous Spectrum

Various forms of averaging techniques are used in the literature. They are
sometimes indicated by terms such as “homogenisation” or “regularisation”
methods, and their main purpose is to stabilise numerical integration schemes
for partial differential equations. However, apart from numerical improve-
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ments, we are also interested in qualitative characteristics of the solutions.
This will be the subject of the subsequent sections.

13.2.1 Averaging of Operators

A typical problem formulation would be to consider the Cauchy problem (or
later an initial boundary value problem) for equations such as

ut + Lu = εf(u), t > 0, u(0) = u0, (13.1)

where L is a linear operator, u is an element of a suitable function space, and
f(u) represents the nonlinear terms.

To obtain a standard form for averaging in the case of a partial differential
equation can already pose a formidable technical problem, even in the case of
simple geometries. However, it is reasonable to suppose that one can solve the
“unperturbed” (ε = 0) problem in sufficient explicit form before proceeding
to the nonlinear equation.

A number of authors, in particular in the former Soviet Union, have ad-
dressed problem (13.1). For a survey of results, see Mitropolsky, Khoma, and
Gromyak (1997); see also Shtaras (1989). There still does not exist a unified
mathematical theory with a satisfactory approach for higher-order approxi-
mations (normalisation to arbitrary order) and enough convincing examples.
Here we shall follow the theory developed by Krol (1991), which has some
interesting applications. Consider the problem (13.1) with two spatial vari-
ables x, y and time t; assume that, after solving the unperturbed problem, by
a variation of constants procedure we can write the problem in the form of
the initial value problem

∂F

∂t
= εL(t)F, F (x, y, 0) = γ(x, y). (13.2)

We have
L(t) = L2(t) + L1(t),

where

L2(t) = b1(x, y, t)
∂2

∂x2 + b2(x, y, t)
∂2

∂x∂y
+ b3(x, y, t)

∂2

∂y2 ,

L1(t) = a1(x, y, t)
∂

∂x
+ a2(x, y, t)

∂

∂y
,

in which L2(t) is a uniformly elliptic operator on the domain and L1, L2 and
thus L are T -periodic in t; the coefficients ai, bi and the initial value γ are
C∞ and bounded with bounded derivatives.

We average the operator L by averaging the coefficients ai, bi over t

āi(x, y) =
1
T

∫ T

0
ai(x, y, t)dt, b̄i(x, y) =

1
T

∫ T

0
bi(x, y, t)dt,
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producing the averaged operator L̄. As an approximating problem for Eq.
(13.2), we now take

∂F̄

∂t
= εL̄F̄ , F̄ (x, y, 0) = γ(x, y). (13.3)

A rather straightforward analysis shows the existence and uniqueness of the
solutions of problems (13.2) and (13.3) on the timescale 1/ε. Krol (1991)
proves the following result.

Theorem 13.1
Let F be the solution of initial value problem (13.2) and F̄ the solution of
initial value problem (13.3). Then we have the estimate ‖F − F̄‖ = O(ε) on
the timescale 1/ε. The norm ‖.‖ is the supnorm on the spatial domain and on
the timescale 1/ε.

13.2.2 Time-Periodic Advection-Diffusion

As an application, Krol (1991) considers the transport of material (chemicals
or sediment) by advection and diffusion in a tidal basin. In this case, the
advective flow is nearly periodic and diffusive effects are small.

Example 13.1
The problem can be formulated as

∂C

∂t
+ ∇.(uC) − εΔC = 0, C(x, y, 0) = γ(x, y), (13.4)

where C(x, y, t) is the concentration of the transported material, the flow
u = u0(x, y, t)+ εu1(x, y) is given, u0 is T -periodic in time and represents the
tidal flow, and εu1 is a small rest stream. As the diffusion process of chemicals
and sediment in a tidal basin is slow, we are interested in a long-timescale
approximation.

If the flow is divergence-free, the unperturbed (ε = 0) problem is given by

∂C0

∂t
+ u0∇C0 = 0, C0(x, y, 0) = γ(x, y),

a first-order equation that can be integrated along the characteristics or
streamlines. C0 is constant along the characteristics, which are the solutions
of

d

dt
(P (t)(x, y)) = u0(P (t)(x, y), t).

C0 = γ(Q(t)(x, y)) is the solution with Q(t) the inverse of P (t). In the spirit
of variation of constants, we introduce the change of variables

C(x, y, t) = F (Q(t)(x, y), t). (13.5)
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Note that the technical construction depends very much on the geometry of
the tidal basin. We expect F to be slowly time-dependent when introduc-
ing Eq. (13.5) into the original equation (13.4). By differentiation, we find
explicitly

∂

∂t
F (x, y, t) =

∂

∂t
(C(P (t)(x, y), t))

=
∂C

∂t
P (t)(x, y), t)∇C(P (t)(x, y), t)

= ε�C(P (t)(x, y), t) − εu1(P (t)(x, y))∇C(P (t)(x, y), t).

We have found a slowly varying equation of the form (13.2). It is not essen-
tial to use the assumption that the flow u0 + εu1 is divergence-free, it only
facilitates the calculations.

Averaging produces a parabolic equation for F̄ , the solutions of which tend
to the equilibrium solution obtained by putting the right-hand side equal to
zero. Equilibrium is described by an elliptic equation that can for instance be
solved by a numerical package.

Krol (1991) presents some extensions of the theory and explicit examples
where the slowly varying equation is averaged to obtain a time-independent
parabolic problem. Quite often such a problem still has to be solved numeri-
cally and one may wonder what then is the use of this technique. The answer
is that one needs solutions on a long timescale and that numerical integration
of an equation where the fast periodic oscillations have been eliminated has
been shown to be a much safer procedure.

The analysis presented thus far can be used for bounded and unbounded
domains. To study the equation on spatially bounded domains while adding
boundary conditions, does not present serious obstacles to the techniques and
the proofs.

13.3 Operators with a Discrete Spectrum

In this section, we shall be concerned with theory and examples of weakly
nonlinear hyperbolic equations. Such equations can be studied in various ways.
Krol (1989) and Buitelaar (1993) consider semilinear wave equations with a
discrete spectrum to prove asymptotic estimates on the 1/ε timescale.

The procedure of the averaging theorem by Buitelaar involves solving an
infinite number of ordinary differential equations. In most interesting cases,
resonance will make this virtually impossible and we have to take recourse to
truncation techniques; we discuss results by Krol (1989) on the asymptotic
validity of truncation methods that at the same time yield information on the
timescale of interaction of modes.
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13.3.1 A General Averaging Theorem

We would like to study semilinear initial value problems of hyperbolic type

utt + Au = εg(u, ut, t, ε), u(0) = u0, ut(0) = v0,

where A is a positive self-adjoint linear operator on a separable Hilbert space
like the Laplacian with boundary conditions. Examples are the wave equation

utt − uxx = εf(u, ux, ut, t, x, ε), t ≥ 0, 0 < x < π,

where

u(0, t) = u(π, t) = 0, u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 ≤ x ≤ π,

and the Klein-Gordon equation

utt − uxx + a2u = εu3, t ≥ 0, 0 < x < π, a > 0,

with similar initial boundary conditions. More generally, consider the semi-
linear initial value problem

dw

dt
+ Aw = εf(w, t, ε), w(0) = w0,

where −A generates a uniformly bounded C0-group H(t),−∞ < t < +∞, on
the separable Hilbert space X, and f satisfies certain regularity conditions
and can be expanded with respect to ε in a Taylor series, at least to some
order. A generalised solution is defined as a solution of the integral equation

w(t) = H(t)w0 + ε

∫ t

0
H(t − s)f(w(s), s, ε)ds.

Using the variation of constants transformation w(t) = H(t)z(t), we find the
integral equation corresponding with the standard form

z(t) = w0 + ε

∫ t

0
F (z(s), s, ε)ds, F (z, s, ε) = H(−s)f(H(s)z, s, ε).

Introduce the average F 0 of F by

F 0(z) = lim
T→∞

1
T

∫ T

0
F (z, s, 0)ds

and the averaging approximation z̄(t) of z(t) by

z̄(t) = w0 + ε

∫ t

0
F0(z̄(s))ds.



232 13 Averaging for Evolution Equations

Under rather general conditions, Buitelaar (1993) proves that z(t)−z̄(t) = o(1)
on the timescale 1/ε; see Section 15.9.

In the case where F (z, t, ε) is T -periodic in t or quasiperiodic, we have the
estimate z(t) − z̄(t) = O(ε) on the timescale 1/ε.

Remark
The procedure described here is important for the formulation of the theory.
In practice, the procedure of producing an integral equation and the subse-
quent operations are usually replaced by expanding the solution in a series
of orthogonal functions derived from the unperturbed (ε = 0) equation. Sub-
stitution of this series in the equation and taking inner products yields an
infinite set of coupled ordinary differential equations that is equivalent with
the original equation. This will be demonstrated in the following subsections.

13.3.2 Nonlinear Dispersive Waves

As a prototype of a nonlinear wave equation with dispersion, one often con-
siders the equation

utt − uxx + u = εf(u), t ≥ 0, 0 < x < π.

In the case f(u) = sinu, this is called the sine-Gordon equation, and if
f(u) = u3 it is called a nonlinear, cubic Klein-Gordon equation. The first one
is “completely integrable”, the second one is not but behaves approximately
like an integrable equation.

Example 13.2
Consider the nonlinear Klein-Gordon equation

utt − uxx + u = εu3, t ≥ 0, 0 < x < π, (13.6)

with boundary conditions u(0, t) = u(π, t) = 0 and initial values u(x, 0) =
φ(x), ut(x, 0) = ψ(x), which are supposed to be sufficiently smooth. The
problem has been studied by many authors; for an introduction to formal
approximation procedures, see Kevorkian and Cole (1996).

What do we know qualitatively? We have the existence and uniqueness
of solutions on the timescale 1/ε and for all time if we add a minus sign on
the right-hand side. Kuksin (1991) and Bobenko and Kuksin (1995) consider
Klein-Gordon equations as a perturbation of the (integrable) sine-Gordon
equation and prove, in an infinite-dimensional version of the KAM theo-
rem, the persistence of many finite-dimensional invariant manifolds in system
(13.6). See also the subsequent discussion of results by Bourgain (1996) and
Bambusi (1999).
The equivalent integral equation given above is suitable for proving results.
For a quantitative analysis, a Fourier analysis producing an infinite number
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of ordinary differential equations looks more convenient. Putting ε = 0, we
have for the eigenfunctions and eigenvalues

vn(x) = sin(nx), λn = ω2
n = n2 + 1, n = 1, 2, · · · .

We propose to expand the solution of the initial boundary value problem for
Eq. (13.6) in a Fourier series with respect to these orthogonal eigenfunctions
of the form

u(t, x) =
∞∑

n=1

un(t)vn(x). (13.7)

Substitution of the expansion into Eq. (13.6) produces an infinite series with
linear terms on the left-hand side and a series with mixed cubic terms on
the right-hand side. At this point, we will use the orthogonality of the eigen-
functions vn(x). By taking inner products for n = 1, 2, · · · (i.e., multiplying
the equation with vm(x) and integrating over the segment [0, π]), most of the
terms drop out. Performing this for m = 1, 2, · · · , we find an infinite system
of ordinary differential equations that is equivalent to the original problem:

ün + ω2
nun = εfn(u1, u2, · · · ), n = 1, 2, · · · .

We have not only obtained an infinite number of equations, but the right-hand
sides also still contain an infinite number of terms. However, the spectrum
given by λn, n = 1, 2, · · · is such that for Eq. (13.6) nearly all terms vanish by
averaging. Introducing the standard form

un(t) = an(t) cos ωnt + bn(t) sinωnt, (13.8)
u̇n(t) = −ωnan(t) sinωnt + ωnbn(t) cos ωnt, (13.9)

we find after averaging (a tilde denotes approximation)

˙̃an = −εσnb̃n,
˙̃
bn = εσnãn.

We have that the energy is conserved in each mode,

ã2
n + b̃2

n = En, n = 1, 2, · · · ,

and we have for the constants σn

σn =
1
λn

(
3
8

∞∑
k=1

Ek − 3
32

En

)
.

The averaging theorem yields that this approximation has precision o(ε) on
the timescale 1/ε; if we start with initial conditions in a finite number of
modes, the error is O(ε).

The result is that the actions or amplitudes are constant to this order of
approximation, and the angles are varying slowly as a function of the energy
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level of the modes. Clearly, more interesting things may happen on a longer
timescale or at higher-order approximations.

In a second-order calculation, Stroucken and Verhulst (1987) find inter-
action between modes n and 3n, which leads them to conjecture that on a
timescale, longer than 1/ε this interaction will be more prominent.

An example with no conservation of energy is studied by Keller and Ko-
gelman (1970), who consider a Rayleigh type of excitation. The authors use
multiple timing to first order, which yields the same results as averaging.

Example 13.3
Consider the equation

utt − uxx + u = ε

(
ut − 1

3
u3

t

)
, t ≥ 0, 0 < x < π,

with boundary conditions u(0, t) = u(π, t) = 0 and initial values u(x, 0) =
φ(x), ut(x, 0) = ψ(x) that are supposed to be sufficiently smooth. As before,
putting ε = 0, we have for the eigenfunctions and eigenvalues

vn(x) = sin(nx), λn = ω2
n = n2 + 1, n = 1, 2, · · · ,

and again we propose to expand the solution of the initial boundary value
problem for the equation in a Fourier series with respect to these eigenfunc-
tions of the form (13.7). Substituting the expansion into the differential equa-
tion we have

∞∑
n=1

ün sin nx +
∞∑

n=1

(n2 + 1)un sin nx = ε

∞∑
n=1

u̇n sin nx − ε

3
(

∞∑
n=1

u̇n sin nx)3.

When taking inner products with sinmx, m = 1, 2, · · · , the linear terms are
easy to obtain; we have to Fourier analyse the cubic term

(
∞∑

n=1

u̇n sin nx)3 =

∞∑
1

u̇3
n sin3 nx + 3

∞∑
i =j

u̇2
i u̇j sin2 ix sin jx + 6

∞∑
i =j =k

u̇iu̇j u̇k sin ix sin jx sin kx.

This produces many terms, as the equation for um is produced by the terms
sin mx that arise if n = m, 3n = m, j − 2i = m, and so on. At this stage,
it is clear that we will not have exact normal mode solutions, as for instance
mode m will excite mode 3m.

At this point we can start averaging and it becomes important that the
spectrum not be resonant. In particular, we have in the averaged equation for
um only terms arising from u̇3

m and
∑∞

i =m u̇2
i u̇m. The other cubic terms do
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not survive the averaging process; the part of the equation for m = 1, 2, · · ·
that produces nontrivial terms is

üm + ω2
mum = ε

⎛
⎝u̇m − 1

4
u̇3

m − 1
2

∞∑
i =m

u̇2
i u̇m

⎞
⎠+ · · · ,

where the dots stand for nonresonant terms. This is an infinite system of
ordinary differential equations that, apart from the nonresonant terms, is
equivalent to the original problem.

Note that later, in Example 13.5, we will have an operator that produces
many more complicating resonances.

We can now perform the actual averaging in a notation that contains only
minor differences with that of Keller and Kogelman (1970). Introducing the
standard form (13.8) as before, we find after averaging the approximations
given by (a tilde denotes approximation)

2 ˙̃an = εãn

(
1 +

n2 + 1
16

(ã2
n + b̃2

n) − 1
4

∞∑
k=1

(k2 + 1)(ã2
k + b̃2

k

)
,

2˙̃
bn = εb̃n

(
1 +

n2 + 1
16

(ã2
n + b̃2

n) − 1
4

∞∑
k=1

(k2 + 1)(ã2
k + b̃2

k

)
.

This system shows fairly strong (although not complete) decoupling because
of the nonresonant character of the spectrum. Because of the self-excitation,
we have no conservation of energy. Putting ã2

n + b̃2
n = En, n = 1, 2, · · · ,

multiplying the first equation with ãn and the second equation with b̃n, and
adding the equations, we have

Ėn = εEn

(
1 +

n2 + 1
16

En − 1
4

∞∑
k=1

(k2 + 1)Ek

)
.

We have immediately a nontrivial result: starting in a mode with zero energy,
this mode will not be excited on a timescale 1/ε. Another observation is that
if we have initially only one nonzero mode, say for n = m, the equation for
Em becomes

Ėm = εEm

(
1 − 3

16
(m2 + 1)Em

)
.

We conclude that we have stable equilibrium at the value

Em =
16

3(m2 + 1)
.

More generally, the averaging theorem yields that the approximate solutions
have precision o(ε) on the timescale 1/ε; if we start with initial conditions in
a finite number of modes the error is O(ε).
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We consider now a conservative system with a few more complications. The
example is based on Buitelaar (1994).

Example 13.4
Consider a homogeneous rod that is distorted by external forces. The defor-
mations are described by the extension u(x, t) and the torsion angle θ(x, t).
The rod has fixed ends and without external forces is located along the x-axis,
0 ≤ x ≤ π. The equations we will consider are

utt = b1uxx + b2θxx − a1u − a2θ + ε(c0u
2 + c1uθ+c2θ

2),

θtt = b2uxx + b3θxx − a2u − a3θ + ε

(
1
2
c1u

2 + 2c2uθ + d2θ
2
)

.

We assume smooth initial values and zero boundary conditions; the exter-
nal force is derived from a potential. The coefficients are constants that are
determined by the physical properties of the rod.

Analysis of the linear system obtained for ε = 0 produces the eigenfunc-
tions for u and θ,

Un(x) = sinnx, Vn(x) = sinnx, n = 1, 2, · · · ,

so we propose to expand the solution of the initial boundary value problem
for the system in two Fourier series with respect to these eigenfunctions of the
form (13.7):

u(x, t) =
∞∑

n=1

un(t) sinnx, θ(x, t) =
∞∑

n=1

Θn(t) sinnx.

Substituting into the system and, after taking the inner products with sinnx,
we find for n = 1, 2, · · ·

ün + (a1 + b1n
2)un + (a2 + b2n

2)Θn = ε . . . ,

Θ̈n + (a2 + b2n
2)un + (a3 + b3n

2)Θn = ε . . . ,

where the dots stand for an infinite series of quadratic terms in un and Θn.
The basic frequencies of the unperturbed system can be obtained in the usual
way as the eigenvalues of a matrix of coefficients, in this case⎛

⎜⎜⎝
0 1 0 0

−(a1 + b1n
2) 0 −(a2 + b2n

2) 0
0 0 0 1

−(a2 + b2n
2) 0 −(a3 + b3n

2) 0

⎞
⎟⎟⎠

with characteristic equation for the eigenvalues

(λ2 + a1 + b1n
2)(λ2 + a3 + b3n

2) = (a2 + b2n
2)2.
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It is possible, by linear transformation, to write the system as two coupled
harmonic equations. We will not do that, but we use the well-known fact that
when coupling harmonic equations by nonlinear polynomials, when averaging
to first order only the 2 : 1 resonance appears; for more details, see Sanders and
Verhulst (1985) or Verhulst (1998). Other resonances may appear at higher
order. As an example (following Buitelaar, 1994), we choose

a1 = b1 =
5
2
, a2 = b2 =

3
2
, a3 = b3 =

5
2
,

leading to the frequencies
√

n2 + 1 and 2
√

n2 + 1, n = 1, 2, · · · . The implica-
tion is that in this case the distorted rod can be described by an infinite set of
decoupled systems of two degrees of freedom in 2 : 1 resonance. Whether this
resonance is effective (i.e., there is coupling between the modes of the systems
with two degrees of freedom) still depends on the nonlinearities and on the
initial conditions. Buitelaar (1994) shows that in this example the even modes
(n even) average to zero and the odd modes produce resonance.

Another remark is that we can also choose the coefficients such that there is
no resonance at first order. In this case, resonances may appear on timescales
longer than 1/ε and between more than two modes.

13.3.3 Averaging and Truncation

The averaging result by Buitelaar is of importance in its generality; in many
interesting cases, however, because of resonances, the resulting averaged sys-
tem is difficult to analyse and we need additional theorems. One of the most
important techniques involves truncation, which has been validated for a num-
ber of wave equations by Krol (1989).

To fix the idea, consider the initial boundary value problem for the non-
linear wave equation

utt − uxx = εf(u, ux, ut, t, x, ε), t ≥ 0, 0 < x < π, (13.10)

with

u(0, t) = u(π, t) = 0, u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 ≤ x ≤ π.

The eigenfunctions of the unperturbed (ε = 0) problem are vn(x) = sin(nx),
n = 1, 2, · · · (normalisation is not necessary), and we propose as before to
expand the solution of the initial boundary value problem for Eq. (13.10) in
a Fourier series with respect to these eigenfunctions of the form

u(t, x) =
∞∑

n=1

un(t)vn(x).

After taking inner products to obtain an infinite system of ordinary differential
equations, the next step is then to truncate this infinite-dimensional system
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to N modes. Subsequently we apply averaging to the truncated system. The
truncation, also called projection on a finite-dimensional subspace, is known as
Galerkin’s method, and one has to estimate the combined error of truncation
and averaging.

The first step is that Eq. (13.10) with its initial boundary values has
exactly one solution in a suitably chosen Hilbert space Hk = Hk

0 × Hk−1
0 ,

where Hk
0 are the well-known Sobolev spaces consisting of functions u with

derivatives U (k) ∈ L2[0, π] and u(2l) zero on the boundary whenever 2l < k.
It is not trivial but rather standard to establish existence and uniqueness of
solutions on the timescale 1/ε under certain mild conditions on f ; examples
are right-hand sides f such as u3, uu2

t , sin u, sinhut, etc. Moreover, we note
that:

1. If k ≥ 3, u is a classical solution of Eq. (13.10).
2. If f = f(u) is an odd function of u, one can find an even energy integral.

If such an integral represents a positive definite energy integral, we are
able to prove existence and uniqueness for all time.

To find uN , the projection or truncation of the solution u, we have to solve
a 2N -dimensional system of ordinary differential equations for the expansion
coefficients un(t) with appropriate (projected) initial values. The estimates for
the error ‖u − uN‖ depend strongly on the smoothness of the right-hand side
f of Eq. (13.10) and the initial values φ(x), ψ(x) but, remarkably enough, not
on ε. The truncated system is in general difficult to solve. Averaging in the
periodic case produces an approximation ūN of uN and finally the following
theorem.

Theorem 13.2
Galerkin averaging theorem (Krol, 1989)
Consider the initial-boundary value problem for Eq. (13.10)

utt − uxx = εf(u, ux, ut, t, x, ε), t ≥ 0, 0 < x < π,

where

u(0, t) = u(π, t) = 0, u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 ≤ x ≤ π.

Suppose that f is k times continuously differentiable and satisfies the existence
and uniqueness conditions on the timescale 1/ε, (φ, ψ) ∈ Hk; if the solution
of the initial boundary problem is (u, ut) and the approximation obtained by
the Galerkin averaging procedure (ūN , ūNt), we have on the timescale 1/ε

‖u − ūN‖sup = O(N
1
2 −k) + O(ε), N → ∞, ε → 0,

‖ut − ūNt‖sup = O(N
3
2 −k) + O(ε), N → ∞, ε → 0.

There are a number of remarks:
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• Taking N = O(ε− 2
2k−1 ), we obtain an O(ε)-approximation on the timescale

1/ε, so the required number of modes decreases when the regularity of
the data and the order up to which they satisfy the boundary conditions
increases.

• However, this decrease in the number of required modes is not uniform in
k, so it is not obvious for which choice of k the estimates are optimal at a
given value of ε.

• An interesting case arises if the nonlinearity f satisfies the regularity con-
ditions for all k. This happens for instance if f is an odd polynomial in u
and with analytic initial values. In such cases, the results are

‖u − ūN‖sup = O(N−1a−N ) + O(ε), N → ∞, ε → 0,

‖ut − ūNt‖sup = O(a−N ) + O(ε), N → ∞, ε → 0,

where the constant a arises from the bound one has to impose on the size of
the strip around the real axis on which analytic continuation is permitted
in the initial boundary value problem. The important implication is that,
because of the a−N term we need only N = O(| ln ε|) terms to obtain an
O(ε)-approximation on the timescale 1/ε.

• Here and in the following we have chosen Dirichlet boundary conditions.
It is stressed that this is by way of example and not a restriction. In Krol’s
method, we can also include Neumann conditions, periodic boundary con-
ditions, etc.

• It is possible to generalise these results to higher-dimensional (spatial)
problems; see Krol (1989) for remarks and see the example of Pals (1996)
below for an analysis of a two-dimensional nonlinear Klein-Gordon equa-
tion with Dirichlet boundary conditions. It is possible to include dispersion,
although not without some additional difficulties.

It is not difficult to apply the Galerkin averaging method to the examples of
the preceding subsection; this is left to the reader.

The following example of the Rayleigh wave equation is used sometimes
as a model for wind-induced vibration phenomena of overhead power lines.
Formal approximations obtained by different techniques can be found in Chik-
wendu and Kevorkian (1972) and Lardner (1977); see also the discussion and
estimates in Van Horssen (1988).

Example 13.5
Consider the Rayleigh wave equation with initial boundary conditions

utt − uxx = ε(ut − u3
t ), t ≥ 0, 0 < x < π,

where

u(0, t) = u(π, t) = 0, u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 ≤ x ≤ π.

In most papers, one uses 1
3u3

t instead of u3
t ; replacing u by

√
3u changes the

coefficient to 1. For the eigenfunctions, we take vn(x) = sinnx, and after
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substitution of the eigenfunction expansion (13.7) we obtain an equation of
the form

∞∑
n=1

ün sin nx +
∞∑

n=1

n2un sin nx = ε

∞∑
n=1

u̇n sin nx − ε(
∞∑

n=1

u̇n sin nx)3.

Multiplying with sinmx and integrating over [0, π], we find for m = 1, 2, · · ·
an infinite system of nonlinearly coupled equations.

Are (approximate) normal modes or, more generally, periodic solutions
possible? As a simple case, we choose N = 3, a three-mode expansion, so that

uN (x, t) = u1(t) sinx + u2(t) sin 2x + u3(t) sin 3x.

This makes sense if we restrict the initial values to the first three modes.
Substitution into the Rayleigh wave equation and taking inner products with
v1, v2, v3 produces

ü1 + u1 = ε

(
u̇1 − 3

4
u̇3

1 − 3
2
u̇1u̇

2
2 − 3

2
u̇1u̇

2
3 +

3
4
u̇2

1u̇3 − 3
4
u̇2

2u̇3

)
,

ü2 + 4u2 = ε

(
u̇2 − 3

4
u̇3

2 − 3
2
u̇2

1u̇2 − 3
2
u̇2u̇

2
3 − 3

2
u̇1u̇2u̇3

)
,

ü3 + 9u3 = ε

(
u̇3 − 3

4
u̇3

3 − 3
2
u̇2

1u̇3 − 3
2
u̇2

2u̇3 − 3
4
u̇1u̇

2
2 +

1
4
u̇3

1

)
.

Because of the resonant spectrum of the reduced (ε = 0) equation, there are
many interacting terms. On the right-hand side of each equation, the first four
terms are generic (in the case of N modes, this would be N + 1 terms). The
other nonlinearities are caused by special spectral resonances.

It is clear that, taking in this three-mode expansion the second mode zero,
we have a four-dimensional invariant manifold. Consider as an example this
manifold (i.e., u2 = u̇2 = 0).

To illustrate the phenomena, we shall use amplitude-phase variables. In-
troducing the transformation to a slowly varying system by ui = ri cos(ωt +
φi), u̇i = −riω sin(ωt + φi), i = 1, 3 and first-order averaging produces

˙̃r1 =
ε

2
r̃1

(
1 − 9

16
r̃2
1 − 27

4
r̃2
3 − 9

16
r̃1r̃3 cos(3φ̃1 − φ̃3)

)
,

˙̃
φ1 =

9ε

32
r̃1r̃3 sin(3φ̃1 − φ̃3),

˙̃r3 =
ε

2
r̃3

(
1 − 81

16
r̃2
3 − 3

4
r̃2
1

)
− ε

96
r̃3
1 cos(3φ̃1 − φ̃3),

˙̃
φ3 = − εr̃3

1

96r̃3
sin(3φ̃1 − φ̃3).

Looking for periodic solutions outside the normal modes, we have the require-
ment of phase-locking,
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sin(3φ̃1 − φ̃3) = 0,

and simultaneously

1 − 9
16

r̃2
1 − 27

4
r̃2
3 ± r̃1r̃3 = 0, r̃3 − 81

16
r̃3
3 − 3

4
r̃2
1 r̃3 ± 1

48
r̃3
1 = 0.

Combining the requirements, we find that there is one positive solution r̃1, r̃3
corresponding with a periodic solution of the projected three-mode system.
On a timescale longer than 1/ε, the interactions with higher-order modes have
to be taken into account. It cannot be expected that such a periodic solution
survives these interactions.

Considering the nonlinear (cubic) Klein-Gordon equation with one spa-
tial variable, we found rather simple behaviour by first-order averaging. Pals
(1996) found that the situation is different and much more complicated in the
case of more spatial variables.

Example 13.6
Consider the cubic Klein-Gordon equation with initial boundary conditions

utt − uxx − αuyy + βu = εu3, t ≥ 0, 0 < x, y < π,

with α, β > 0 and where on the boundaries

u(0, y, t) = u(π, y, t) = u(x, 0, t) = u(x, π, t) = 0,

and initially

u(x, y, 0) = φ(x, y), ut(x, y, 0) = ψ(x, y), 0 ≤ x, y ≤ π.

The parameter α originates from rescaling a rectangle to a square.
Pals (1996) gives a fairly complete quantitative analysis of the problem

together with proofs of asymptotic validity of the approximations. We have the
orthogonal eigenfunctions vkl = sin kx sin ly and eigenvalues λkl = k2+αl2+β.
Introducing the eigenfunction expansion

u(x, y, t) =
∞∑

k,l=1

ukl(t)vkl(x, y)

and taking inner products, we find the infinite system of coupled equations

ükl + λklukl = ε

∞∑
ki,li=1

ckiliuk1l1uk2l2uk3l3 ,

where

ckili =
∫ π

x=0

∫ π

y=0
sin k1x sin k2x sin k3x sin kx sin l1y sin l2y sin l3y sin lydxdy.
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We can write the product of four sines as the sum of eight cosines. The argu-
ments are of the form

(k ± k1 ± k2 ± k3)x, (l ± l1 ± l2 ± l3)y,

and ckili does not vanish if simultaneously

k = ±k1 ± k2 ± k3, l = ±l1 ± l2 ± l3,

for some combinations of ki, li. Pals (1996) shows that the normal modes are
exact solutions of the infinite system and there are many other invariant man-
ifolds with dimension larger than two. He also shows that the key resonance
is 1 : 1. This resonance may be isolated and its dynamics takes place on a
four-dimensional invariant manifold, or it can be connected to other 1 : 1
resonances, as in the 1 : 1 : a : a-resonance (a > 0).

As an example of the results, we consider the isolated 1 : 1 resonance.
Suppose that λij = λpq = λ, whereas there exists no (k, l) 
= (i, j) and (k, l) 
=
(p, q) such that λkl = λ. If the initial conditions are only nonzero in the (i, j)
and (p, q) modes, the other modes are not excited, and there is no energy trans-
fer out of this system with two degrees of freedom in 1 : 1 resonance. Averaging
to first order in amplitude-phase variables rij , φij , rpq, φpq, rescaling time, and
putting for the averaged quantities r̃ij = r1, φ̃ij = φ1, r̃pq = r2, φ̃pq = φ2,we
find

ṙ1 = r1r
2
2 sin 2(φ1 − φ2),

φ̇1 = r2
2 cos 2(φ1 − φ2) +

9
4
r2
1 + 2r2

2,

ṙ2 = −r2
1r2 sin 2(φ1 − φ2),

φ̇2 = r2
1 cos 2(φ1 − φ2) +

9
4
r2
2 + 2r2

1.

The Klein-Gordon equation is conservative, it can be put in a Hamiltonian
framework, and this also holds for the truncated subsystem. The integral
r2
1 + r2

2 = constant of the averaged system is an approximate energy integral;
as usual when normalising Hamiltonian systems, there exists a second integral.
Apart from the (unstable) normal modes, the averaged system has two critical
points, which are both stable. They correspond with stable periodic solutions
of the equations for uij and upq. In turn, these periodic solutions correspond
with two packets of standing waves, parametrised by the energy, of the original
two-dimensional Klein-Gordon equation. One should consult Pals (1996) for
details and the analysis of other interesting cases.

In the case of Example 13.5 for the Rayleigh wave equation, a fundamental
problem is that the spectrum of the (unperturbed) equation is fully resonant.
This problem is still poorly understood. We consider now a prototype problem
of full resonance to review the results that are available.
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Example 13.7
In Kevorkian and Cole (1996) and Stroucken and Verhulst (1987), the follow-
ing initial boundary value problem is briefly discussed:

utt − uxx = εu3, t ≥ 0, 0 < x < π,

with boundary conditions u(0, t) = u(π, t) = 0 and initial values u(x, 0) =
φ(x), ut(x, 0) = ψ(x), which are supposed to be sufficiently smooth.

Using again the eigenfunction expansion (13.7) with vn(x) = sin(nx), λn =
n2, n = 1, 2, · · · , we have to solve an infinite system of coupled ordinary differ-
ential equations for the coefficients un(t). In fact, the problem is reminiscent
of the famous Fermi-Pasta-Ulam problem (see for references and a discussion
Jackson (1978, 1991)), and it displays similar interaction between the modes
and recurrence.

Apart from numerical approximation, Galerkin averaging seems to be a
possible approach, and we state here the application of Krol’s (1989) Galerkin
averaging theorem to this problem with the cubic term. Suppose that for the
initial values φ, ψ we have a finite-mode expansion of M modes only, where
of course we take N ≥ M in the eigenfunction expansion. Now the initial
values φ, ψ are analytic, and Krol (1989) optimises the way in which the
analytic continuation of the initial values takes place. The analysis leads to
the estimate for the approximation ūN obtained by Galerkin averaging:

‖u − ūN‖∞ = O(ε
N+1−M
N+1+2M ), 0 ≤ ε

N+1
N+1+2M t ≤ 1.

It is clear that if N � M the error estimate tends to O(ε) and the timescale to
1/ε. The result can be interpreted as an upper bound for the speed of energy
transfer from the first M modes to higher-order modes.

Important progress has been achieved by Van der Aa and Krol (1990), who
apply Birkhoff normalisation, which is asymptotically equivalent to averaging,
to the Hamiltonian system generated by HN , which is the Hamiltonian of the
truncated system for arbitrary N ; the normalised Hamiltonian is indicated by
H̄N . Remarkably enough, the flow generated by H̄N for arbitrary N contains
many invariant manifolds.

Consider the “odd” manifold M1, which is characterised by the fact that
only odd-numbered modes are involved in M1. Inspection of H̄N reveals that
M1 is an invariant manifold.

In the same way the “even” manifold M2 is characterised by the fact that
only even-numbered modes are involved; this is again an invariant manifold
of H̄N . In Stroucken and Verhulst (1987), this was noted for N = 3, which
is rather restricted; moreover, it can be extended to manifolds Mm with m =
2kq, q an odd natural number, and k a natural number. It turns out that
projections to two modes yield little interaction, so this motivates looking at
projections with at least N = 6 involving the odd modes 1, 3, 5 on M1 and
2, 4, 6 on M2.
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Van der Aa and Krol (1990) analyse H̄6, in particular the periodic solutions
on M1. For each value of the energy, this Hamiltonian produces three normal
mode (periodic) solutions that are stable on M1. Analysing the stability in
the full system generated by H̄6 Van der Aa and Krol again find stability.

An open question is whether there exist periodic solutions in the flow
generated by H̄6 that are not contained in either M1 or M2.

What is the relation between the periodic solutions found by averaging
and periodic solutions of the original nonlinear wave problem? Van der Aa
and Krol (1990) compare these solutions with results obtained by Fink et
al. (1974), who employ the Poincaré-Lindstedt continuation method, to prove
existence and to approximate periodic solutions. Related results employing
elliptic functions have been derived by Lidskii and Shulman (1988). It turns
out that there is very good agreement between the various results, but the
calculation by the Galerkin averaging method is technically simpler.

We conclude with a problem that still contains many interesting open
questions. It was introduced by Rand et al. (1995) and concerns a nonlinear
partial differential equation with parametric excitation.

Example 13.8
Consider the equation

utt − c2uxx + εβut + (ω2
0 + εγ cos t)u = εαu3, t ≥ 0, 0 < x < π,

with β ≥ 0, the other constants positive, and Neumann boundary conditions
ux(0, t) = ux(π, t) = 0.

Rand et al. (1995) consider a three-mode truncation that is complicated
and contains many phenomena. As predicted by Krol’s (1989) analysis, the
results are confirmed by numerical analysis on a timescale 1/ε. It is easy to
see that when truncating to an arbitrary number of modes N , all the normal
modes are solutions of the truncated system and of course this carries over to
the averaged system. Interestingly, on a timescale longer than 1/ε, other mode
interactions may come up, and the treatment of this is still an open problem.
We shall choose β = 0, α = 1 in this example. Rand (1996) considers a two-
mode truncation, and we shall discuss some aspects of this analysis. Putting

u(N=2)(x, t) = u1(t) + u2(t) cos x,

substituting this into the differential equation and taking inner products pro-
duces the system

ü1 + ω2
0u1 + εγu1 cos t = ε

(
u3

1 +
3
2
u1u

2
2

)
,

ü2 + (ω2
0 + c2)u2 + εγu2 cos t = ε

(
3u2

1u2 +
3
4
u3

2

)
.

Even with a two-mode expansion, several low-order resonances are possible. A
first choice could be ω2

0 = 1/4, c2 = δε (with δ a positive constant independent
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of ε) corresponding with a low wave speed. A second interesting choice could
be ω2

0 = 1/4, c2 = 3/4. In the second case, we have a first-order Flocquet
tongue in the first equation and a second order tongue in the second equation
(see Example 10.9). The nonlinear interaction might be interesting.

Consider now the first choice and the question of whether the trivial so-
lution u1(t) = u2(t) = 0 and the normal modes u1(t) 
= 0, u2(t) = 0 and
u1(t) = 0, u2(t) 
= 0 are stable. As we have seen in Chapter 11, the triv-
ial solution of the Mathieu equation at this resonance value is unstable. We
conclude that this also holds for the trivial solution u1(t) = u2(t) = 0 and
the normal modes; the nonlinear terms do not change this. A more complete
analysis shows many interesting bifurcations, see Rand (1996).

13.4 Guide to the Literature

Formal approximation methods have been nicely presented by Kevorkian and
Cole (1996). A number of results of the Kiev school of mathematics can be
found in Mitropolsky, Khoma, and Gromyak (1997).

An interesting formal approach of averaging Lagrangians by Whitham
(1974) has been influential; see also Luke (1966), Bourland and Haberman
(1989), and Haberman (1991). Some of these formal methods for nonlinear
hyperbolic equations on unbounded domains have been analysed with respect
to the question of asymptotic validity by Van der Burgh (1979). See also the
survey paper by Verhulst (1999).

An adaptation of the Poincaré-Lindstedt method for periodic solutions of
weakly nonlinear hyperbolic equations was given by Hale (1967) based on the
implicit function theorem.

An extension of the advection-diffusion problem discussed above has been
obtained by Heijnekamp et al. (1995). They considered the problem with
initial and boundary values on a two-dimensional domain with small nonlinear
reaction terms and a periodic source term.

An early version of Krol’s (1989) Galerkin averaging method can be found
in Rafel (1983), who considers vibrations of bars. For interesting extensions
of Galerkin averaging see Fec̆kan (2000, 2001).

Applying Buitelaar’s (1993) averaging theorem (Section 15.9), we often
have the case of averaging of an almost periodic infinite-dimensional vector
field that yields an o(1)-approximation on the timescale 1/ε in the case of
general, smooth initial values. As mentioned earlier, it is not difficult to im-
prove this result in the case of finite-mode initial values (i.e., the initial values
can be expressed in a finite number of eigenfunctions vn(x)). In this case, the
error becomes O(ε) on the timescale 1/ε if N is taken large enough.

Using the method of two timescales, Van Horssen and Van der Burgh
(1988) construct an asymptotic approximation of a wave equation with es-
timate O(ε) on the timescale 1/

√
ε. Van Horssen (1992) develops a method
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to prove an O(ε)-approximation on the timescale 1/ε that is applied to the
nonlinear Klein-Gordon equation with a quadratic nonlinearity (−εu2).

Qualitative insight is added by Bourgain (1996), who considers the non-
linear Klein-Gordon equation in the rather general form

utt − uxx + V (x)u = εf(u), t ≥ 0, 0 < x < π,

with V a periodic, even function and f(u) an odd polynomial in u. Assum-
ing a rapid decrease of the amplitudes in the eigenfunction expansion (13.7)
and Diophantine (nonresonance) conditions on the spectrum, it is proved that
infinite-dimensional invariant tori persist in this nonlinear wave equation cor-
responding with almost-periodic solutions. The proof involves a perturbation
expansion that is valid on a timescale 1/εM with M > 0 a fixed number.
Bambusi (1999) considers the nonlinear Klein-Gordon equation in the general
form

utt − uxx + mu = εφ(x, u), t ≥ 0, 0 < x < π,

with boundary conditions. The function φ(x, u) is polynomial in u, analytic
and periodic in x, and odd in the sense that φ(x, u) = −φ(−x,−u). Under a
certain nonresonance condition on the spectrum, Bambusi (1999) shows that
the solutions remain close to finite-dimensional invariant tori corresponding
with quasiperiodic motion on timescales longer than 1/ε. These statements
add to the understanding and interpretation of the averaging results.

13.5 Exercises

Exercise 13.1 Consider again the equation with a Rayleigh-type nonlinear-
ity from Example 13.3, studied by Keller and Kogelman (1970). Formulate
the problem with initial values in two modes only. Try to draw conclusions
from the averaged equations.

Exercise 13.2 As an example of averaging for advection-diffusion problems,
consider the problem

Ct + e−y cos tCx − εΔC = εδ(0, 0)

for −∞ ≤ x ≤ ∞, y ≥ 0, t ≥ 0, where δ is the Dirac delta function. We assume
that on the boundary C(x, 0, t) = 0 and suitable initial values. This can be
seen as a simple model of advection diffusion in a tidal motion along the coast
where at (0, 0) a constant inflow of polluted material takes place.

Derive the averaged equation and show that the flow tends to a stationary
solution described by an elliptic equation. Can you visualise this final state?
For more details and other examples, see Krol (1991).
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Exercise 13.3 Consider again the Rayleigh wave equation of Example 13.5.
Formulate the truncated system in the case of a general two-mode expansion
(mode m and mode n). Choose n 
= 3m, m 
= 3n. The system reminds us of
example 12.13 (Hale); compare the results.

Exercise 13.4 Another interesting possibility is to consider Example 13.3
for two spatial variables. Formulate the problem on a square with Dirichlet
conditions (u vanishes on the boundary) and study a two-mode Galerkin pro-
jection. There is of course some freedom in choosing which two modes one
considers.

Exercise 13.5 As a research problem, consider again from Example 13.8 the
equation

utt − c2uxx + εβut + (ω2
0 + εγ cos t)u = εαu3, t ≥ 0, 0 < x < π,

with Neumann boundary conditions ux(0, t) = ux(π, t) = 0.
We allow for damping to this wave equation, so β > 0. How does this

affect the stability of the trivial solution and the two normal modes in a two-
mode expansion as in Example 13.8? Note that there are still many unsolved
questions regarding this equation.
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Wave Equations on Unbounded Domains

In the study of evolution equations describing wave phenomena on unbounded
domains, one is confronted with a great many concepts and methods but
usually only formal results. This is not a good reason to avoid the subject, as
there are many interesting mathematical questions and physical phenomena
in this field. Also, many parts of physics and engineering require a practical
approach to real-life problems that cannot wait until rigorous mathematical
methods are available.

So, this chapter will be different from the preceding ones because in some of
the results discussed here a mathematical justification is lacking. This holds in
particular when we are discussing perturbations of strongly nonlinear partial
differential equations. The interest of the problems and the elegance of the
methods will hopefully make up for this. Also, it may inspire exploration of
the mathematical foundations of the methods discussed in this chapter.

14.1 The Linear Wave Equation with Dissipation

Consider as a simple example the wave equation with weak energy dissipation
(damping)

∂2u

∂x2 =
∂2u

∂t2
+ ε

∂u

∂t
, −∞ < x < ∞, t > 0,

with initial values u(x, 0) = f(x), ut(x, 0) = 0.
It is not difficult to see that a regular expansion of the form u(x, t) =

u0(x, t) + εu1(x, t) + · · · produces secular terms (Exercise 14.1). If ε = 0, it is
useful to use characteristic coordinates

ξ = x − t, η = x + t.

From earlier experiences, we expect that the perturbation will also involve a
timescale τ = εt and maybe a spatial scale εx. For simplicity, we will consider
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a multiple-timescale expansion in three variables: ξ, η, and τ . Assuming that
the solutions are C2, we have

∂

∂x
=

∂

∂ξ
+

∂

∂η
,

∂

∂t
= − ∂

∂ξ
+

∂

∂η
+ ε

∂

∂τ
,

∂2

∂x2 =
∂2

∂ξ2 + 2
∂2

∂ξ∂η
+

∂2

∂η2 ,

∂2

∂t2
=

∂2

∂ξ2 − 2
∂2

∂ξ∂η
+

∂2

∂η2 + 2ε

(
− ∂2

∂ξ∂τ
+

∂2

∂η∂τ

)
+ ε2 ∂2

∂τ2 .

The wave equation transforms to

∂2u

∂ξ∂η
=

ε

2

(
− ∂2u

∂ξ∂τ
+

∂2u

∂η∂τ

)
+

ε

4

(
−∂u

∂ξ
+

∂u

∂η

)
+ ε2 · · · .

The multiple-timescale expansion is of the form

u = u0(ξ, η, τ) + εu1(ξ, η, τ) + ε2 · · · .

Substitution in the transformed wave equation yields equations for u0 and u1:

∂2u0

∂ξ∂η
= 0,

∂2u1

∂ξ∂η
=

1
2

(
− ∂2u0

∂ξ∂τ
+

∂2u0

∂η∂τ

)
+

1
4

(
−∂u0

∂ξ
+

∂u0

∂η

)
.

From the first equation, we obtain

u0(ξ, η, τ) = F (ξ, τ) + G(η, τ)

with F and G arbitrary C2 functions. Integration of the equation for u1 yields

u1(ξ, η, τ) =
1
2

(
−η

∂F

∂τ
+ ξ

∂G

∂τ

)
+

1
4
(−Fη + Gξ) + A(ξ) + B(η)

with A, B arbitrary C2 functions. There are secular terms that can be elimi-
nated by putting

−∂F

∂τ
− 1

2
F = 0,

∂G

∂τ
+

1
2
G = 0.

In the next section, we shall see that the secularity conditions are obtained
from an averaging process. The initial conditions require that

F (x, 0) + G(x, 0) = f(x), −∂F

∂x
(x, 0) +

∂G

∂x
(x, 0) = 0,

so that
u0(ξ, η, τ) =

1
2
(f(ξ) + f(η))e−τ/2.

If f(x) is localised (compact support), this corresponds with two waves, ini-
tially half the size of f(x), moving respectively to the right and to the left but
slowly damped in time.
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14.2 Averaging over the Characteristics

The multiple-scale expansion of the preceding section is a simple example of a
more general method developed by Chikwendu and Kevorkian (1972) that can
also be called “averaging over the characteristics”. They consider problems of
the form

∂2u

∂x2 =
∂2u

∂t2
+ εH

(
∂u

∂t
,
∂u

∂x

)
, −∞ < x < ∞, t > 0,

with initial values u(x, 0) = f(x), ut(x, 0) = g(x).
The nonlinearity H is chosen such that the solutions of the nonlinear

wave equation are bounded. However, with the actual constructions, one can
consider various useful generalisations of H and other wave equations. We
return to this later.

We assume again that the characteristic coordinates ξ = x − t, η = x + t
play a part and that the perturbation will also involve the timescale τ = εt. In
fact, Chikwendu and Kevorkian (1972) introduce a more general fast timescale
T by putting dT/dt = 1+ω1(τ)ε+ω2(τ)ε2+ε3 · · · . They show that ω1(τ) = 0
so that, restricting ourselves to first order and O(ε) expansions, we may as
well use t. Transforming the equation as in Section 14.1, we have

∂2u

∂ξ∂η
=

ε

2

(
− ∂2u

∂ξ∂τ
+

∂2u

∂η∂τ

)
+

ε

4
H

(
−∂u

∂ξ
+

∂u

∂η
+ ε

∂u

∂τ
,
∂u

∂ξ
+

∂u

∂η

)
.

The multiple-timescale expansion is again of the form

u = u0(ξ, η, τ) + εu1(ξ, η, τ) + ε2 · · · ,

and substitution in the wave equation yields equations for u0 and u1:

∂2u0

∂ξ∂η
= 0,

∂2u1

∂ξ∂η
=

1
2

(
− ∂2u0

∂ξ∂τ
+

∂2u0

∂η∂τ

)
+

1
4
H

(
−∂u0

∂ξ
+

∂u0

∂η
,
∂u0

∂ξ
+

∂u0

∂η

)
.

As before, we obtain from the first equation

u0(ξ, η, τ) = F (ξ, τ) + G(η, τ)

with F and G arbitrary C2 functions. The equation for u1 can then be written
as

∂2u1

∂ξ∂η
=

1
2

(
− ∂2F

∂ξ∂τ
+

∂2G

∂η∂τ

)
+

1
4
H

(
−∂F

∂ξ
+

∂G

∂η
,
∂F

∂ξ
+

∂G

∂η

)
.

Integration gives for the first derivatives
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∂u1

∂ξ
=

1
2

(
−η

∂2F

∂ξ∂τ
+

∂G

∂τ

)
+

1
4

∫ η

H(· · · , · · · )dη,

∂u1

∂η
=

1
2

(
−∂F

∂τ
+ ξ

∂2G

∂η∂τ

)
+

1
4

∫ ξ

H(· · · , · · · )dξ.

As ξ, η → ∞, the derivatives must be bounded, which results in the conditions

∂2F

∂ξ∂τ
= lim

η→∞
1
2η

∫ η

H

(
−∂F

∂ξ
+

∂G

∂η
,
∂F

∂ξ
+

∂G

∂η

)
dη,

∂2G

∂η∂τ
= − lim

ξ→∞
1
2ξ

∫ ξ

H

(
−∂F

∂ξ
+

∂G

∂η
,
∂F

∂ξ
+

∂G

∂η

)
dξ.

These secularity conditions are partial differential equations for F and G cor-
responding with (general) averaging over ξ and η. The averaged equations
have to be solved while applying the initial conditions. The next step is to
solve the equation for u1. This again produces arbitrary functions that are
determined by considering the equation for u2 and again applying secularity
conditions. If we have no a priori estimates for boundedness of the solutions,
we still have to check whether the resulting approximation for u0 + εu1 is
bounded, as the secularity conditions on the derivatives are necessary but not
sufficient.

Remark
The actual boundedness of the solutions is not essential for the constructions
as long as the solutions are bounded on a timescale of the order 1/ε. In this
respect, the secularity conditions are misleading. As we have seen for ordinary
differential equations in Chapters 11 and 12, the averaging process is the basic
technique producing a normal form for the original equation. After obtaining
a normal form, one can usually estimate the error introduced by normalisation
on a long timescale.

Following Chikwendu and Kevorkian (1972), we give some examples.

Example 14.1
Suppose that we have nonlinear damping H = u3

t and so

∂2u

∂x2 =
∂2u

∂t2
+ ε

(
∂u

∂t

)3

, −∞ < x < ∞, t > 0.

Assume that if ε = 0 we have a progressive wave, initially u(x, 0) =
f(x), ut(x, 0) = −fx(x). This gives a drastic simplification, as in this case

u0 = F (ξ, τ).

The secularity conditions reduce to
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∂2F

∂ξ∂τ
= lim

η→∞
1
2η

∫ η (
−∂F

∂ξ

)3

dη = −1
2

(
∂F

∂ξ

)3

.

Considering this as an ordinary differential equation of the form wτ =
− 1

2w3, w = Fξ, we find
∂F

∂ξ
=

1
(τ + A(ξ))1/2

with A(ξ) still arbitrary. As ξ = x when t = τ = 0, we can apply the initial
condition so that

A(ξ) = (fξ(ξ))−2.

The approximation to first order becomes finally

u0(ξ, τ) =
∫ ξ

0

fs(s)
(1 + f2

s (s)τ)1/2 ds + f(0).

For a number of elementary functions f(x), we can evaluate the integral ex-
plicitly.

Remark
We have started with an initial progressive wave, which simplifies the calcula-
tion. For more general initial conditions, we have to put u0 = F (ξ, τ)+G(η, τ),
which enables the presence of another wave moving to the left.

Another classical example is the Rayleigh wave equation.

Example 14.2
Choosing H = −ut + 1

3u3
t , we have

∂2u

∂x2 =
∂2u

∂t2
+ ε

(
−∂u

∂t
+

1
3

(
∂u

∂t

)3
)

, −∞ < x < ∞, t > 0.

Starting again with a progressive wave u(x, 0) = f(x), ut(x, 0) = −fx(x), we
find with u0 = F (ξ, τ) from the secularity condition

∂2F

∂ξ∂τ
= lim

η→∞
1
2η

∫ η
(

∂F

∂ξ
− 1

3

(
∂F

∂ξ

)3
)

dη =
1
2

(
∂F

∂ξ
− 1

3

(
∂F

∂ξ

)3
)

.

We consider this as an ordinary differential equation of the form wτ = 1
2 (w −

1
3w3), w = Fξ, with solution

w(τ) =
(

C(ξ)eτ

1 + 1
3C(ξ)eτ

) 1
2

,

where C(ξ) will be determined by the initial conditions so that
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∂F

∂ξ
=

|fξ(ξ)|
( 1
3f2

ξ (ξ) + (1 − 1
3f2

ξ (ξ))e−τ )
1
2
.

Choosing certain elementary functions f(x), we can explicitly integrate the
equation for F (ξ, τ).

Chikwendu and Kevorkian (1972) note that an interesting result is ob-
tained by letting τ tend to infinity. We find

lim
τ→∞

∂F

∂ξ
=

√
3

fξ(ξ)
|fξ(ξ)|

,

which corresponds with a sawtooth oscillation. Choosing for instance that ini-
tially u(x, 0) = A sin px, ut(x, 0) = −Ap cos px, we have a sawtooth limit with
amplitude

√
3/p (depending on the wave number only) with spatial oscillation

period (wavelength) 2π/p. This limiting behaviour where an initially smooth
wave train evolves towards a nonsmooth, generalised solution is confirmed by
numerical analysis. Also, it is easy to see that there exist an infinite number
of exact sawtooth solutions with slopes ±

√
3. Their stability for general initial

conditions is still an open question.

14.3 A Weakly Nonlinear Klein-Gordon Equation

We return again to the cubic Klein-Gordon equation discussed earlier with
boundary values (Chapter 13) but now on an unbounded domain,

∂2u

∂t2
− ∂2u

∂x2 + u = εu3, −∞ < x < ∞, t > 0.

This is an example of a nonlinear dispersive wave equation displaying slowly
varying wave trains. It is well-known that if ε = 0 we can substitute functions
of the form f(kx ± ωt), with k and ω constants, to obtain Fourier (trigono-
metric) wave trains satisfying the equation

(ω2 − k2)f ′′ + f = 0.

With dispersion relation ω2−k2 = 1, this produces for instance wave solutions
of the form

A cos(kx − ωt) + B sin(kx − ωt).

In this nonlinear case, we shall take a more restricted approach than in Section
14.1. We want to investigate for instance what happens to the wave trains
found moving to the right for ε = 0 when the nonlinearity is turned on. We
put θ = kx − ωt, with k and ω constants, and assume the dispersion relation
ω2 − k2 = 1 for ε > 0 and moreover that the modulated wave train, at
least to first order, only depends on θ and τ = εt. With these assumptions,
transforming the equation, we find
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∂2u

∂θ2 − 2ωε
∂2u

∂θ∂τ
+ ε2 ∂2u

∂τ2 + u = εu3.

We assume that we may substitute the expansion

u = u0(θ, τ) + εu1(θ, τ) + ε2 · · · .

To order 1, we find
∂2u0

∂θ2 + u0 = 0

with solution u0 = a(τ) cos(θ + φ(τ)). To O(ε), we find

∂2u1

∂θ2 + u1 = 2ω
∂2u0

∂θ∂τ
+ u3

0

or

∂2u1

∂θ2 + u1 = −2ω

(
da

dτ
sin(θ + φ) + a(τ) cos(θ + φ)

dφ

dτ

)

+a3(τ)
(

3
4

cos(θ + φ) +
1
4

cos(3θ + 3φ)
)

.

To avoid secular terms, we put

da

dτ
= 0, −2ωa(τ)

dφ

dτ
+

3
4
a3(τ) = 0,

with solutions a(τ) = a0, φ(τ) = 3
8ω a2

0τ , where a(0) = a0. We conclude that

u(x, t) = a0 cos
(

kx − ωt +
3
8ω

a2
0εt

)
+ · · ·

represents the first-order (formal) approximation of the solution. Note that in
this approximation the amplitude is still constant but there is a modulation
of the phase speed.

Remark
In this problem, we have fixed k and ω and allowed for slow variations of
amplitude and phase. Another classical approach is to look for solutions of
θ, or explicitly U = U(kx − ωt). Again putting ω2 − k2 = 1, we find after
substitution

d2U

dθ2 + U = εU3.

We can solve this equation in terms of elliptic functions or alternatively we
can approximate U . In the latter case, the perturbation scheme again must
allow for variations of amplitude and phase.
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14.4 Multiple Scaling and Variational Principles

A large number of equations, in particular conservative ones, can be derived
from a variational principle. Consider for instance the function u : R

n×R �→ R

characterised by the Lagrangian

L = L(ut, ux, u)

and the variational principle

δ

∫ ∫
L(ut, ux, u)dtdx = 0.

This so-called first-order variation leads to a Euler equation for u(x, t) of the
form

∂

∂t

∂L

∂ut
+

∂

∂x

∂L

∂ux
− ∂L

∂u
= 0.

Note that ux and ∂L/∂ux are vectors with components ∂u/∂xi and ∂L/∂uxi
,

i = 1, · · · , n. Assuming that the Euler equation corresponds with a dispersive
wave problem, we can look for special solutions of the form

u = U(θ), θ = kixi − ωt,

where ki, i = 1, · · · , n and ω are constants, respectively called wave numbers
and frequency. Substitution in the Euler equation produces a second-order or-
dinary differential equation, in general nonlinear, which upon integration will
contain two free constants, the amplitude and the phase. The free parame-
ters ki, ω, amplitude and phase, are not arbitrary but must satisfy a so-called
dispersion relation. We shall see examples later on. This approach to Euler
(wave) equations has been applied by many scientists since the end of the
nineteenth century.

In a number of papers starting in 1965, Whitham gave a new perturbation
approach; in the description we will follow Whitham (1970, 1974) and Luke
(1966). To fix the idea, consider the strongly nonlinear, one-dimensional Klein-
Gordon equation

∂2u

∂t2
− ∂2u

∂x2 + V ′(u) = 0,

which can be derived as the Euler equation generated by the Lagrangian

L =
1
2
u2

t − 1
2
u2

x − V (u).

Exact periodic wave trains can be produced by substituting u = U(θ) as
discussed above. We will study the slowly varying behaviour of the wave train
over large distances and for large times by introducing the slow variables
X = εx and τ = εt. The quantity θ will depend on X and τ ; moreover the
rescaling



14.4 Multiple Scaling and Variational Principles 257

θ =
Θ(X, τ)

ε

is sometimes used. The wave number and the frequency will be slowly varying:

k = θx → k(X, τ) = ΘX , ω = −θt → ω(X, τ) = −Θτ .

Consistency then requires that

kτ + ωX = 0.

The solution describing the slowly varying wave train is supposed to have the
expansion

u = U(θ, X, τ) + εU1(θ, X, τ) + ε2 · · · .

Transformation of the differential operators as in the previous sections yields

uxx → Uθθk
2 + ε(UθkX + 2UθXk + U1θθk

2) + ε2 · · · ,

utt → Uθθω
2 + ε(−Uθωτ − 2Uθτω + U1θθω

2) + ε2 · · · ,

V ′ → V ′(U) + εU1V
′′(U) + ε2 · · · .

Substitution into the Klein-Gordon equation produces at lowest order

(ω2 − k2)Uθθ + V ′(U) = 0

and to O(ε)

(ω2 − k2)U1θθ + V ′′(U)U1 = 2ωUθτ + 2kUθX + ωτUθ + kXUθ.

As before, we have obtained a system of ordinary differential equations, only
the first one is nonlinear. The constants of integration may depend on τ and
X. In general, the nonlinear equation will have an infinite number of solutions
periodic in θ (see, for instance, Verhulst, 2000). We choose one, U0(θ), and
normalise the period to 2π. The lowest order equation has the integral

1
2
(ω2 − k2)U2

θ + V (U) = E(X, τ),

where the parameter E (“energy”) still depends on τ and X. From the energy
integral, we can extract Uθ and integrate

θ =

√
1
2
(ω2 − k2)

∫
dU0√

E − V (U0)
.

Integration for U0(θ) over the whole period in the phase-plane yields

2π =

√
1
2
(ω2 − k2)

∮
dU0√

E − V (U0)
.
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This is a relation between ω, k, and E that we will again call the dispersion
relation. Whitham (1970, 1974) introduces the averaged Lagrangian L̄ by
substituting U0(θ) into the expression for the Lagrangian and averaging over
the period

L̄ =
1
2π

∫ 2π

0

(
1
2
(ω2 − k2)U ′2

0 − V (U0)
)

dθ.

We eliminate V (U0) using the energy integral so that

L̄ =
1
2π

∫ 2π

0
(ω2 − k2)U ′2

0 dθ − E =
1
2π

∮
(ω2 − k2)U ′

0dU0 − E,

which can also be written as

L̄ =
1
2π

√
2(ω2 − k2)

∮ √
E − V (U0)dU0 − E.

The last expression for the averaged Lagrangian L̄ depends for a given poten-
tial V on ω, k, and E only; for the integration, U0 is a dummy variable.

Whitham proposes to use this averaged Lagrangian to obtain appropriate
Euler equations for the unknown quantities ω, k, and E. So far, we did not
apply the secularity conditions to the equation for U1. Remarkably enough,
these are tied in with the variations of the averaged Lagrangian. For technical
details, see the literature cited.

Example 14.3
Consider the strongly nonlinear, one-dimensional Klein-Gordon equation

∂2u

∂t2
− ∂2u

∂x2 + u + au3 = 0,

corresponding with V (u) = 1
2u2 + a

4u4 with a a constant; the equation can be
derived as a Euler equation by variation of the Lagrangian

L =
1
2
u2

t − 1
2
u2

x − 1
2
u2 − a

4
u4.

With the multiple-timescale expansion u = U + εU1 + ε2 · · · , we have

(ω2 − k2)Uθθ + U + aU3 = 0

and to O(ε)

(ω2 − k2)U1θθ + (1 + 3aU2)U1 = 2ωUθτ + 2kUθX + ωτUθ + kXUθ.

The solutions for U can be obtained as elliptic functions that are periodic in θ.
They oscillate between the two zeros of E(X, τ)− 1

2U2 − a
4U4. The dispersion

relation among ω, k, and E takes the form
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2π =

√
1
2
(ω2 − k2)

∮
dU0√

E − 1
2U2

0 − a
4U4

0

.

The averaged Lagrangian becomes

L̄ =
1
2π

√
2(ω2 − k2)

∮ √
E − 1

2
U2

0 − a

4
U4

0 dU0 − E,

for which various series expansions are available.

In the case of weakly nonlinear problems, it is easier to obtain explicit
expressions. We show this with another example that is used quite often in
the literature.

Example 14.4
Consider Bretherton’s model equation

∂2u

∂t2
+

∂4u

∂x4 +
∂2u

∂x2 + u = εu3,

which can be derived from the Lagrangian

L =
1
2
u2

t − 1
2
u2

xx +
1
2
u2

x − 1
2
u2 +

1
4
εu4.

If ε = 0, substitution of u = a cos(kx − ωt) produces the dispersion relation

ω2 − k4 + k2 = 1.

For ε > 0, we assume that the solution is slowly varying in θ = k(X, τ)x −
ω(X, τ)t, X = εx, and τ = εt:

u = a(X, τ) cos(k(X, τ)x − ω(X, τ)t) + ε · · · .

For the averaged Lagrangian at lowest order, we find

L̄ =
1
2π

∫ 2π

0
Ldθ =

1
4
a2(ω2 − k4 + k2 − 1) +

1
32

εa4 + · · · .

The Euler-Lagrange equation with respect to the amplitude a is ∂L̄/da = 0;
this produces the dispersion relation

ω2 − k4 + k2 = 1 +
3
4
εa2,

which is an extension of the “linear” dispersion relation. Other variations of
L̄ will produce relations among amplitude a, frequency ω, and wave number k
that play a part in wave mechanics. For explicit calculations, see for instance
Shivamoggi (2003).
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14.5 Adiabatic Invariants and Energy Changes

In Chapter 12, we looked at adiabatic invariants that can be seen as asymp-
totic integrals or asymptotic conservation laws of a system. In contrast with
“classical integrals of motion,” these adiabatic invariants represent a relation
between phase variables and time that is conserved with a certain precision
on a certain timescale. This is of particular interest when we want to char-
acterise changes of energy or angular momentum without having to integrate
the complete equations of motion.

In this section, we explore the ideas for ordinary differential equations,
after which, in the next section, we give an application to the Korteweg-de
Vries equation.

Example 14.5
Consider initial value problems for the equation

ẍ + x = εf(x, ẋ, εt)

with sufficiently smooth right-hand side. Applying averaging as in Chapter
11, we can introduce amplitude-phase variables of the form (11.5) by putting
x(t) = r(t) cos(t + φ(t)), ẋ(t) = −r(t) sin(t + φ(t)). We will add two variables,

E(t) =
1
2
ẋ2(t) +

1
2
x2(t), τ = εt,

and, after differentiation of E(t), the two equations

dE

dt
= εẋf(x, ẋ, τ), τ̇ = ε.

Note that E(t) = 1
2r2(t). The four equations (for r, φ, E, τ) that we can derive,

are all slowly varying; we only average the equation for E:

dEa

dt
= − ε

2π

∫ 2π

0
r sin(t + φ)f(r cos(t + φ),−r sin(t + φ), τ)dt.

As in Chapter 11, we can put s = t + φ with the result that φ does not occur
in the averaged equation. We find after averaging an expression of the form

dEa

dt
= εF (ra(t), τ) = εF (

√
2Ea, τ).

This is a first-order differential equation for Ea(t) that we can study without
solving the averaged equations of motion. Ea(t) is an adiabatic invariant with
Ea(t) − E(t) = O(ε) on the timescale 1/ε.

Consider as an example the Rayleigh equation

ẍ + x = εẋ

(
1 − 1

3
ẋ2
)
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with
dE

dt
= εẋ2

(
1 − 1

3
ẋ2
)

.

Amplitude-phase variables produce

dE

dt
= εr2(t) sin2(t + φ(t))

(
1 − 1

3
r2(t) sin2(t + φ(t))

)

and, after averaging over t,

dEa

dt
=

1
2
εr2

a(t)
(

1 − 1
4
r2
a(t)
)

= εEa

(
1 − 1

2
Ea

)
.

If we choose Ea(t) = 2, the energy does not change in time. This is the energy
value of the well-known limit cycle of the Rayleigh equation. If we start with
E(0) < 2, the energy grows to the value 2 as the solution tends to the limit
cycle, and if we start with E(0) > 2, the energy decreases to this value.

Integrating the equation for Ea, we obtain an expression that we can
interpret as an adiabatic invariant for the Rayleigh equation.

We consider now a strongly nonlinear problem based on Huveneers and
Verhulst (1997).

Example 14.6
Consider the equation

ẍ + x = a(εt)x2

with a(0) = 1 and a(εt) a smooth, positive function decreasing towards zero.
This is a simple model exemplifying a Hamiltonian system with asymmetric
potential that by some evolution process tends towards a symmetric one.
Transforming y = a(εt)x, we obtain the equation

ÿ + y = y2 + 2ε
a′(εt)
a(εt)

ẏ + ε2 · · · .

A prime denotes differentiation with respect to its argument. The result is
surprising. The O(ε) term represents a dissipative term, which means that
our system in evolution towards symmetry is characterised by an autonomous
Hamiltonian system with dissipation added. To see what happens, we consider
a special choice: a(εt) = e−εt. The equation becomes

ÿ + y = y2 − 2εẏ + ε2 · · · .

If ε = 0, we have a centre point at (0, 0) and a saddle at (1, 0) with a homoclinic
loop emerging from the saddle and intersecting the y-axis at (− 1

2 , 0). If ε > 0,
the loop will break up but the saddle still has two stable and two unstable
one-dimensional manifolds. If ε = 0, we can associate with the equation the
energy
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E =
1
2
ẏ2 +

1
2
y2 − 1

3
y3

and by differentiation and using the equation for ε > 0

dE

dt
= −2εẏ2 + ε2 · · · .

To see what happens to the homoclinic loop, we approximate E by Ea, omit-
ting the ε2 terms and using in the equation the unperturbed homoclinic loop
behaviour of ẏ. Integrating from y0 to y1, we have

Ea = −2ε

∫ t(y1)

t(y0)
ẏ2(t)dt = −2ε

∫ y1

y0

ẏdy.

We now use that for ε = 0 the homoclinic loop is given by

1
2
ẏ2 +

1
2
y2 − 1

3
y3 =

1
6

and that the loop is symmetric with respect to the y-axis; we have

Ea =
1
6

− 4ε

∫ 1

− 1
2

√
2
3
y3 − y2 +

1
3
dy.

Fortunately, this is an elementary integral. (Use Mathematica or an integral
table.) We find for the first-order changed energy

Ea =
1
6

− 12
5

ε.

It is interesting to deduce from this the position where the stable manifold of
the unstable equilibrium intersects the y-axis. The top half of the homoclinic
loop is bent inwards with an energy change of 6

5ε, so the stable manifold has
energy (to a first approximation) 1

6 + 6
5ε and is approximately described by

1
2
ẏ2 +

1
2
y2 − 1

3
y3 =

1
6

+
6
5
ε.

Introducing into this equation ẏ = 0, y = − 1
2 + εα + · · · , we find α = − 8

5 , so
the intersection takes place at approximately (− 1

2 − ε 8
5 , 0).

Remark
This type of energy change for one homoclinic loop can be found in Gucken-
heimer and Holmes (1997). In the interior of the homoclinic loop “ordinary”
averaging is valid, but this is not the case in a boundary layer near the loop.
In Huveneers and Verhulst (1997), the computations use elliptic functions and
cover both the interior of the homoclinic loop and the boundary layer near
the homoclinic loop and the saddle. The error analysis is subtle and involves
various domains and different expressions for the adiabatic invariants; for the
passage of the saddle, the analysis follows Bourland and Haberman (1990).
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14.6 The Perturbed Korteweg-de Vries Equation

In the spirit of example 14.6 and following Scott (1999), we discuss pertur-
bations of solitons in the Korteweg-de Vries (KdV) equation. The equation
is

ut + uux + uxxx = εf(· · · ), −∞ < x < ∞, t > 0,

where we have the KdV equation if ε = 0, and f is a perturbation that
may depend on x, t, u and the derivatives of u. The well-known single soliton
solution of the KdV equation is

u(x, t) = 3v sech2
(√

v

2
(x − vt)

)

with v the constant soliton velocity. The perturbation f can have many con-
sequences, but we will study the case with the assumption that we have only
small variations of the velocity v, v = v(τ), τ = εt.

As in the preceding section, we can directly derive an equation for the
behaviour of the energy with time. It is convenient to introduce the function
w by wx = u. The KdV equation can be derived from the Lagrangian density

L =
1
2
wxwt +

1
6
w3

x − 1
2
w2

xx.

Instead of the Lagrangian, we will use the associated Hamiltonian density

H = wt
∂L
∂wt

− L = −1
6
w3

x +
1
2
w2

xx.

The total energy (which we will later specify for a soliton) is

H =
∫ ∞

−∞
Hdx.

From this energy functional, we find by differentiation

dH

dt
=
∫ ∞

−∞

(
−1

2
w2

xwxt + wxxwxxt

)
dx.

The first term is partially integrated once and the second term twice; we also
assume that the first three derivatives of w vanish as x → ±∞. We find

dH

dt
=
∫ ∞

−∞
(wxxx + wxxxx)wtdx

and finally, using that wx satisfies the perturbed KdV equation,

dH

dt
=
∫ ∞

−∞
(−wxt + εf)wtdx = ε

∫ ∞

−∞
fwtdx.
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We can explicitly compute the total soliton energy by substituting the ex-
pression for the soliton while neglecting variations of v(τ); they are of higher
order. We find after integration

H = −36v
5
2 (τ)
5

and so derive variations of the energy from long-term variations of v(τ):

dH

dt
= −18v

3
2
dv

dt
.

Combining the general expression for dH/dt with this specific one, we find for
the velocity variation

dv

dt
= −ε

1
18v

3
2

∫ ∞

−∞
fwtdx.

For the soliton (ε = 0), we have the relation

wt = −vwx = −vu,

and assuming that for ε > 0 we have to first order wt = −v(τ)u, we obtain

dv

dt
= ε

1
18v

1
2

∫ ∞

−∞
fwtdx.

One of the simplest examples is the choice f = −u; inserting this and using
the expression for a single soliton yields after integration

dv

dt
= −ε

4
3
v

with solution
v(εt) = v(0)e− 4

3 εt.

As we can observe, in the expression for the single soliton, the amplitude
obeys the same variation with time. In an interesting discussion, Scott (1999)
notes that this result is confirmed by numerical calculations. On the other
hand, when analysing other conservation laws of the KdV equation with the
same technique, the results are not always correct. The implication is that
mathematical analysis of these approximation techniques is much needed.

14.7 Guide to the Literature

An early reference is Benney and Newell (1967), where multiple-scale meth-
ods are developed to study wave envelopes and interacting nonlinear waves.
Around the same time, Luke (1966) gave a multiple-scale analysis for some
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prominent wave equations; this is tied in with work started in 1965 and ex-
tensively described in Whitham (1970, 1974). In Whitham’s work, multiple-
scale analysis is imbedded in variational principles, employing averaged La-
grangians, which puts the computations in a more fundamental although still
formal framework. If the medium is not homogeneous, Whitham shows that
the wave action is conserved for strongly nonlinear dispersive waves analogous
to the action being an adiabatic invariant for strongly nonlinear Hamiltonian
oscillations.
Until the papers of Haberman and Bourland (1988) and Bourland and Haber-
man (1989), modulations of the phase shift for strongly dispersive waves got
little attention. Using the equation for the wave action, they developed a
modification of the approximation scheme to include higher-order effects and
characterise at what order of the perturbation scheme such effects play a part.

Chikwendu and Kevorkian (1972) developed a general multiple-scale ap-
proach for wave equations that we have called “averaging over the charac-
teristics”. See also Kevorkian and Cole (1996), where wave equations and
conservation laws are discussed. Chikwendu and Easwaran (1992) extended
this for semi-infinite domains.

Van der Burgh (1979) has shown that in a large number of weakly nonlin-
ear equations the multiple-scale analysis yields asymptotically valid results.
This is based on the usual integral inequality estimates, and the asymptotic
estimates may even be improved. See also the discussion in De Jager and
Jiang Furu (1996). We are not aware of other proofs of asymptotic validity
for unbounded domains.

Important extensions and applications have been found and are being im-
plemented. Ablowitz and Benney (1970) extended Whitham’s averaged vari-
ational principle to multiphase dispersive nonlinear waves. McLaughlin and
Scott (1978) did this extension for solitary waves and solitons. In Scott’s
(1999) book, used in the previous section, applications to the sine-Gordon
equation, the nonlinear Schrödinger equation, and other interesting examples
can be found.

14.8 Exercises

Exercise 14.1 Consider the weakly damped Klein-Gordon equation in the
form

∂2u

∂x2 − ∂2u

∂t2
= ε

∂u

∂t
, −∞ < x < ∞, t > 0,

with u(x, 0) = f(x), ut(x, 0) = 0.

a. Introduce a regular expansion u(x, t) = u0(x, t) + εu1(x, t) + · · · and
formulate the initial value problems for u0 and u1.

b. Reformulate the initial value problems for u0 and u1 in characteristic
coordinates ξ, η.
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c. Solve the initial value problems for u0 and u1 to show that secular terms
arise.

Exercise 14.2 Compare the first-order multiple-timescale expansion of Sec-
tion 14.1 with the exact solution. For comparison, see Chikwendu and Kevorkian
(1972).

Exercise 14.3 Consider the weakly nonlinear wave equation from Section
14.3 with damping added:

∂2u

∂t2
− ∂2u

∂x2 + u + ε
∂u

∂t
= εu3, −∞ < x < ∞, t > 0.

Consider a wave train moving to the right. Determine the change in the sec-
ularity conditions.

Exercise 14.4 Consider the wave equation with a Van der Pol perturbation

∂2u

∂x2 =
∂2u

∂t2
− ε

∂u

∂t
(1 − u2), −∞ < x < ∞, t > 0.

Initially we have a progressive wave u(x, 0) = f(x), ut(x, 0) = −fx(x). Com-
pute a first-order approximation as in Section 14.2. Consider a suitable initial
f(x) explicitly.
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Appendices

15.1 The du Bois-Reymond Theorem

We present the proof of the theorem in the version of Eckhaus (1979).

Theorem 15.1
(du Bois-Reymond)
For any asymptotic sequence δn(ε), n = 0, 1, 2, · · · , there exist order functions
δ0(ε) such that for all n

δ0 = o(δn).

Proof
Assume that δn(ε) = o(1), n = 1, 2, · · · ; if not, the statement of the theorem
is trivial. As the δn sequence is asymptotic, we have for 0 < ε < εn ≤ ε0

δn+1(ε) < δn(ε).

If the graphs of the functions δn(ε) intersect, we may take εn from the in-
tersection points; if not, we may take more arbitrarily a sequence εn → 0.
We construct the order function δ0(ε) as follows. At ε = εn, we define
δ0(εn) = δn+1(εn).
Repeating this process for n = 1, 2, · · · , we obtain after connecting the δ0(εn)
a function δ0(ε) with

0 < δ0(ε) ≤ δn+1(εn) for εn+1 ≤ ε ≤ εn.

The estimate holds clearly for 0 < ε ≤ εn so that

δ0(ε)
δn(ε)

≤ δn+1(ε)
δn(ε)

for 0 < ε ≤ εn and all n. Taking the limit ε → 0, we have

lim
ε→0

δ0(ε)
δn(ε)

= 0 for all n.

�
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δ
δ

δ
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Fig. 15.1. Construction of δ0(ε) in the Eckhaus (1979) version of the du Bois-
Reymond theorem.

15.2 Approximation of Integrals

The proofs of the theorems for the approximation of integrals that we pre-
sented in Chapter 3 are based on partial integration and quite elementary.

Theorem 15.2
Consider the Laplace integral

φ(x) =
∫ ∞

0
e−xtf(t)dt

with f(t) uniformly bounded for t ≥ 0; the derivatives f (1)(t) · · · f (m+1)(t)
exist and are bounded on [0, a], a > 0. Then

φ(x) =
m−1∑
n=0

1
xn+1 f (n)(0) + 0

(
1

xm+1

)
+ 0
(

1
x

e−ax

)

for x → ∞.

Proof
The idea is that, because of the exponent, the largest contribution arises near
t = 0 so that only the values of f (n)(t) at t = 0 play a part. Introducing the
positive constant a, we have
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φ(x) =
∫ a

0
e−xtf(t)dt +

∫ ∞

a

e−xtf(t)dt.

Assuming that |f(t)| ≤ M , we have for the second integral∣∣∣∣
∫ ∞

a

e−xtf(t)dt

∣∣∣∣ ≤ M

∫ ∞

a

e−xtdt =
M

x
e−ax.

Partial integration of the first integral produces∫ a

0
e−xtf(t)dt =

1
x

(f(0) − e−axf(a)) +
1
x

∫ a

0
e−xtf (1)(t)dt,

which after repeated integration yields the result of the theorem.

�

Theorem 15.3
Consider the Fourier integral φ(x) =

∫ β

α
eixtf(t)dt with f(t) (m + 1) times

continuously differentiable in [α, β]; then
φ(x) = −

∑m−1
n=0 in−1 f(n)(α)

xn+1 eixα +
∑m−1

n=0 in−1 f(n)(β)
xn+1 eixβ + 0(x−m−1).

Proof
Partial integration produces

∫ β

α

eixtf(t)dt = 1
ixeixtf(t)|βα − 1

ix

∫ β

α
eixtf (1)(t)dt

= i−1

x (f(β)eixβ − f(α)eixα) + · · · .

Repeated partial integration produces the expansion with remainder

Rm =
1

(−ix)m

∫ β

α

eixtf (m)(t)dt.

Partial integration of the integral on the right-hand side yields the estimate
of the theorem.

�

15.3 Perturbations of Constant Matrices

In studying differential equations, one often has to analyse square matrices
A(ε) that depend smoothly on a small parameter ε and are otherwise constant.
As usual, our quantities are real, but one should be aware that many of the
following results also hold for complex matrix entries, for instance in the case
of the general expansion results 1 and 2 in the next subsection.
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Perturbations of matrices arise for instance when considering the stability
of individual solutions and when analysing bifurcations. In the latter case, the
”unperturbed” matrix A(0) will have eigenvalues zero or purely imaginary. In
all of these cases, we wish to know how the eigenvalues, and sometimes also
the eigenvectors, depend on the parameter ε.

We will assume that each element of the matrix A(ε) can be expanded in
a Taylor series with respect to ε so that we can write

A(ε) = A0 + εA1 + ε2A2 + ε3 · · · ,

where A(0) = A0. A1, A2, · · · are square matrices with the same dimension as
A0 and do not depend on ε. One immediate problem is that often we know
A0, a first-order perturbation analysis, will give us A1, but to obtain A2,
etc., usually requires a substantial computational effort. So one of the first
questions is what conclusions we can draw from our knowledge of A0 and A1.
In this respect, we will be interested in several different questions.

• Can the eigenvalues be expanded in a convergent series of the form

λ = λ0 + ελ1 + ε2 · · · ,

where λ0 is an eigenvalue of the matrix A0?
• If we are in the critical case where λ0 is zero or purely imaginary, how do

the perturbations affect the eigenvalues and thus the qualitative behaviour
of the solutions of the corresponding differential equations?

The first question is a classical one and was solved a long time ago. As we
shall see, in the second case these questions are not always easy to answer.
First we will summarise some results for real n × n matrices. An important
part will be played by whether the eigenvalues of A0 + εA1 or in general A(ε)
are distinct or not. However, we have to clarify what we mean by “distinct”
in this perturbation context:
The eigenvalues λa(ε) and λb(ε) are distinct if λa(ε)−λb(ε) 
= 0 and moreover
not o(1) as ε tends to zero.

In fact we may relax this condition somewhat. In many cases, λa −λb may
be o(1) if the difference tends to zero slowly enough. We omit such refinements.

15.3.1 General Results

We start with some basic results.

1. If an eigenvalue λ0 of A0 is single and thus distinct from the other eigenval-
ues, the perturbed eigenvalue λ(ε) of A(ε) can be expanded in a convergent
power series (a Taylor series) of the form

λ(ε) = λ0 + ελ1 + ε2 · · · .

On realising that the characteristic equation is algebraic in λ, this is a
straightforward application of the implicit function theorem.
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If one of the single eigenvalues of A0 vanishes, A(ε) has one small eigen-
value of size O(ε).
Note that here and in the following confusion can arise from a slightly
different terminology in numerical analysis. A numerical analyst might
say: what happens when λ1 is a large number? The answer is that in
perturbation theory the starting point will be a rescaling of all quantities
so that we can identify the size of the parameters with respect to ε. It
follows that in this perturbation context λ1 is a fixed constant of size O(1)
as ε tends to zero.

2. If some of the eigenvalues of A0 are multiple, the expansion of the eigen-
values of A(ε) is modified by the inclusion of fractional powers of ε in the
convergent series. This is called a Puisieux series. A proof, in the more
general context of functions of two variables, can be found in Hörmander
(1983, Vol. 2, Appendix A); basically, arguments from complex function
theory are used.
The implication of the convergent power series result and the Puisieux se-
ries is that if the matrix A0 is nonsingular and if all the eigenvalues have a
nonzero real part, there is little qualitative change by adding higher-order
perturbations. In this case, A0 is called structurally stable. An extensive
discussion and many applications can be found in Vainberg and Trenogin
(1974).

3. If the matrix A(ε) is symmetric with respect to the diagonal (in another
context also called Hermitean or self-adjoint), all eigenvalues are real.
Coincident eigenvalues do not affect this statement. A large number of
operators in physical problems are symmetric; for an extensive treatment,
see Parlett (1998), and for perturbations see Wilkinson (1965) or Stewart
and Sun (1990).
In this symmetric case, the eigenvalues can again be expanded in a Taylor
series with respect to ε. An important consequence is that if A0 is nonsin-
gular, stability statements will be completely decided by the eigenvalues
of A0. Adding the perturbations will only move the eigenvalues an O(ε)
distance on the real axis.
An interesting special case arises if A0 is symmetric and A1 is not. If the
matrix A0 is nonsingular, stability is again completely determined by the
eigenvalues of A0 but the eigenvalues may move into the complex plane,
which may trigger other interesting dynamics.
In general, for bifurcation problems where eigenvalues may be zero or
purely imaginary, these results for symmetric matrices can seldom be ap-
plied.

4. If the matrix A(ε) is derived by linearisation near an equilibrium or pe-
riodic solution of an autonomous Hamiltonian system, we know that the
eigenvalues in the complex plane are located symmetrically with respect
to the imaginary and real axes. Moreover, in the case of a periodic solu-
tion, there are two eigenvalues zero (one arising from the family of energy
manifolds and one from the usual translation property in autonomous sys-
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tems); see for instance Verhulst (2000). In the following, a and b will be
real, positive numbers. Note that in a Hamiltonian system with n degrees
of freedom, the dimension of A(ε) is 2n.
• Systems with two degrees of freedom

Suppose that A0 has rank 2. The possible eigenvalues for A0 near a
periodic solution are (0, 0,−a,+a), (0, 0,−bi,+bi). Because of the sym-
metry requirement, changes take place along the axes so this location
cannot be changed by higher-order perturbations.
Suppose that A0 has rank 4 near an equilibrium. The possible eigenval-
ues for A0 are (−a,+a,−b, +b), (−a,+a,−bi,+bi), (−ai,+ai,−bi,+bi),
(−a + bi,−a − bi,+a + bi,+a − bi). As far as A0 determines the out-
come, the first, second, and fourth cases are unstable and the third
case stable. If a 
= b, higher-order perturbations cannot change this
picture because of the symmetry requirement; if a = b, the third case
may also lead to instability if the eigenvalues move from the imaginary
axis into the complex plane.
The Hamiltonian Hopf bifurcation arises when the system has a pa-
rameter that, when varied, moves eigenvalues on the imaginary axis
until at the bifurcation value of the parameter the eigenvalues are coin-
cident, after which they move away from the imaginary axis in opposite
directions.

• Systems with three degrees of freedom
We consider periodic solutions only. On perturbing around such solu-
tions, assuming that A0 has rank 4, we have for the possible eigenvalues
(0, 0, −a,+a,−b, +b), (0, 0,−ai,+ai,−bi,+bi), (0, 0,−a,+a,−bi,+bi),
(0, 0,−a + bi,−a − bi,+a + bi,+a − bi). Such sets of eigenvalues allow
for interesting bifurcations.

5. Another interesting case with many applications, for instance for incom-
pressible fluids, arises if the matrix A(ε) is derived by linearisation near an
equilibrium or periodic solution of an autonomous system of differential
equations in which the phaseflow is measure-preserving. In such a case,
the trace of the matrix A(ε) and so the sum of the eigenvalues equals
zero. This also holds for the traces of the matrices A0, A1, A2, · · · etc. If
we have for instance a three-dimensional system, the eigenvalues of A0 can
be (0,−a,+a), (0,−ai,+ai), (2a,−a + bi,−a − bi). In the first and third
cases, we have instability; in the second case, we have stability from A0
but instability may be caused by higher-order perturbations.
The last two cases are associated with the possibility of the so-called
Šhilnikov bifurcation (see Guckenheimer and Holmes, 1997).

Although we have explicit results for the dependence of the eigenvalues on
the parameter ε mentioned above, we are left with the basic problem of how
far we have to go in calculating the perturbation matrices A1, A2, etc., in a
number of problems. A few simple examples will illustrate this.
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15.3.2 Some Examples

In the first example, we show a result of the Newton-Puisieux expansion of
eigenvalues.

Example 15.1
Consider the matrix A(ε) with the expansion

A(ε) =

⎛
⎝ 0 0 1

0 0 0
0 0 0

⎞
⎠+ ε

⎛
⎝ 0 0 0

1 0 0
3 0 0

⎞
⎠+ ε2

⎛
⎝0 0 0

0 0 0
0 −1 0

⎞
⎠

in which A0 is very degenerate. Including the O(ε) term, we find the approx-
imate characteristic equation

λ3 − 3ελ = 0

and eigenvalues λ1 = 0, λ2,3 = ±3
√

ε. Adding the O(ε2) term, the full char-
acteristic equation becomes

λ3 − 3ελ + ε3 = 0.

Allowing for fractional powers, the Newton-Puisieux expansion produces

λ1 =
1
3
ε2 +

1
81

ε5 + · · · , λ2,3 = ±3
√

ε − 1
6
ε2 + · · · .

Note that if we have to solve the differential equation ẋ = A(ε)x time-like
variables (timescales)

√
εt, ε2t, ε5t and longer timescales clearly play a part.

Such problems concerning timescales are discussed in Chapters 11 and 12.

Above we introduced the concept of a structurally stable matrix, and one
might think that if at a certain order of approximation the eigenvalues have
real part nonzero, higher-order approximations will have no qualitative influ-
ence. This is too optimistic, as the following example shows (see also Sanders
and Verhulst, 1985, and Murdock, 2003).

Example 15.2
Consider the matrix A(ε) with the expansion

A(ε) =
(

0 1
0 0

)
+ ε

(
−1 0
0 −2

)
+ ε2

(
0 0
6 0

)
.

Including the O(ε) term, we find the approximate characteristic equation

(−ε − λ)(−2ε − λ) = 0



274 15 Appendices

with eigenvalues λ1 = −ε, λ2 = −2ε. The full characteristic equation, includ-
ing the O(ε2) term, is

λ2 + 3ελ − 4ε2 = 0

with solutions λ1 = ε, λ2 = −4ε.

This is a disturbing example. As mentioned before, in differential equations
higher-order approximations require a considerable computational effort. We
would like to stop the calculation if going on does not change the qualitative
picture but only adds some very small quantitative corrections. From the pre-
ceding subsection, we know that we can expand the eigenvalues with respect
to the small parameter ε but, in this case of a singular matrix A0, it does not
tell us how many terms of the expansion of the matrix A(ε) we need. A rough
upper limit is obtained as follows.

An upper limit for the matrix expansion
Suppose that for the expansion of A(ε) to order m

A0 + εA1 + ε2A2 + · · · + εmAm,

we have that all real parts of the eigenvalues are nonzero and that the smallest
of the real parts has (or have) size Os(εm). We assume that A0 has at least
one nonzero element; if not, we rescale by extracting ε. Suppose we compute
the eigenvalues of

A0 + εA1 + ε2A2 + · · · + εmAm + · · · + εMAM

with M > m. If the dimension of A(ε) is n, we may have eigenvalues of size
O(εM/n), so in our computations we have to include the matrix expansion as
far as AM with M/n = m or M = mn.

This agrees with our earlier observation that if A0 has eigenvalues with
real part nonzero, A0 is structurally stable, and also with our Example 15.2
where n = 2, m = 1.

An improvement of the estimate can be realised when using Jordan normal
forms. Suppose that the eigenvalue we are analysing is located in a Jordan
block of size n∗. Then we may use n∗ instead of n for our estimate. We omit
the technical details.

The relation with numerical analysis
Perturbation bounds for matrix eigenvalues are studied extensively in numer-
ical linear algebra. Our upper limit estimate is related to general estimates by
Ostrowski and Elsner; see Stewart and Sun (1990, Section IV.1).

Example 15.3
In Chapters 11 and 12, we considered the Mathieu equation

ẍ + (1 + εa + ε2b + ε cos 2t)x = 0
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with free parameters a and b. An (averaging) normal form approach produces
A0 = 0 (because of the use of co-moving variables) and to first order the
matrix

A(ε) = +ε

(
0 1

2 (a − 1
2 )

− 1
2 (a + 1

2 ) 0

)
+ O(ε2).

The eigenvalues are

λ1,2 = ±1
2

√
1
4

− a2.

This leads to the well-known result (see Chapter 11 for details) that for a2 > 1
4

the solutions of the Mathieu equation are stable and for a2 < 1
4 they are

unstable. What happens at the transition values, for instance at a = 1
2? In

this case, we have

A1 =
(

0 0
− 1

2 0

)
and on performing a second-order averaging calculation

A2 =
(

0 1
64 + 1

2b
7
64 − 1

2b 0

)
.

We find for the eigenvalues of A(ε) to this order of approximation

λ2 = −1
4

(
b +

1
32

)
ε3 +

1
4

(
b +

1
32

)(
7
32

− b

)
ε4,

so if b > − 1
32 we again have stability, and if b < − 3

32 we have instability.
Note that the timescale ε

3
2 t plays a part in this problem. The boundary case

of b = 1
32 again requires a higher-order calculation or different reasoning; see

again Chapter 12.

Example 15.4
Consider the (real) matrix A(ε), where n = 2 and

A0 =
(

0 1
−1 0

)
,

which, derived from a differential equation, corresponds with the harmonic
oscillator. The eigenvalues of A0 are ±i, and the eigenvalues of A(ε) are more
generally complex. What can be the influence of perturbations? If tk is the
trace of Ak, k = 1, 2, · · · , the eigenvalues of A(ε) can be written as

λ1,2 =
1
2

∑
k≥1

εktk ± i(1 + O(ε)).

The implication is that if for a certain value m we have tm 
= 0, the structural
stability is not affected by perturbations higher than m. Do we have such a
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nice result for coupled oscillators where n = 4, 6, or higher? Unfortunately
not, as is shown by the following example. Consider the matrix

A(ε) =

⎛
⎜⎜⎝

0 1 0 0
−1 −2ε 0 1
0 0 0 1
0 a2ε2 −1 −2ε

⎞
⎟⎟⎠ .

The characteristic equation can be written as

(λ2 + 2ελ + 1)2 = a2ε2λ2

or
λ2 + 2ελ + 1 = ±aελ,

so that A0 has double eigenvalues ±i, and A0 + εA1 has double eigenvalues
with negative real parts −ε ±

√
1 − ε2i. However, if we take a > 2, the full

matrix Aε has eigenvalues with positive real parts, so calculations to O(ε2) are
necessary in this case of coupled oscillator equations with equal frequencies.

In Chapter 11, we also considered bifurcation problems that are treated
by averaging normal form methods. Perturbations of matrices in the context
of normal form methods are discussed extensively in Bogaevsky and Povzner
(1991) and Murdock (2003). Theory, examples, and references for infinite-
dimensional problems can be found in Chow and Hale (1982).

15.4 Intermediate Matching

As we have seen in many problems, the approximation of solutions of differ-
ential equations with a small parameter usually involves several local approx-
imations (local in space, time, or both). To obtain a global approximation,
one has to match the local solutions, assuming that there is an overlap of
domains.

There is some freedom in the choice of the way the solutions are matched,
the so-called matching principle. Both mathematical analysis and personal
taste play a part here. In this context, the basic ideas of Van Dyke, Lagerstrom,
and Eckhaus should be mentioned. Discussions can be found in Fraenkel
(1969) and Eckhaus (1979), historical notes in Eckhaus (1994). As mentioned
before, a different approach to matching is by blow-up techniques; see Krupa
and Szmolyan (2001) or Popović and Szmolyan (2004).

The most elementary way of matching, used extensively in Chapters 4–
8, is “matching against zero”. To fix the idea, consider an interval with left
endpoint x = 0 where we want to determine an approximation of the function
φε(x). Suppose that, away from x = 0, in the interior of the interval, we have
a regular expansion of the form φ0(x) + εφ1(x) + · · · . Using the subtraction
trick by putting
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ψε(x) = φε(x) − (φ0(x) + εφ1(x) + · · · ),

we obtain an equation for ψε(x). For this equation, the regular expansion
vanishes. Near x = 0, we assume that we have a boundary layer expansion
ψ0(ξ) + κ1(ε)ψ1(ξ) + · · · , κ1(ε) = o(1), in the local (or boundary layer)
variable

ξ =
x

δ(ε)
, δ(ε) = o(1),

which plays a part near the left endpoint of the interval. “Matching against
zero” takes the form

lim
ξ→+∞

ψ0(ξ) = 0.

This is justified by stating that if we move outside an O(δ(ε)) neighbourhood
of x = 0, the boundary layer terms have to vanish.

As we have mentioned before, the overlap hypothesis assumes that there
exists a subdomain near x = 0 where both the regular and the boundary
layer expansions are valid and where they can be matched. A local variable
ξ0 corresponding with such a subdomain can be of the form

ξ0 =
x

δ0(ε)
, δ0(ε) = o(1), δ(ε) = o(δ0(ε)).

In the overlap domain, the first terms of the regular and the boundary layer
expansions are transformed:

ψ0(ξ) → ψ0

(
δ0(ε)
δ(ε)

ξ0

)
, φ0(x) → φ0(δ0(ε)ξ0).

For ψ0(ξ) and φ0(x) to be matched in the overlap domain as ε → 0, we have
upon expanding from the equality of the leading terms

lim
ξ→+∞

ψ0(ξ) = lim
x→0

φ0(x).

This is a slightly more general matching rule and the simplest form of in-
termediate matching. As Eckhaus (1994) formulates it: “it may baffle serious
students because it says: the regular approximation when extended to values
where it is no longer valid equals the local approximation when extended to
values where it is no longer valid”.

In a number of problems, this matching rule is still too simple and one
has to use a natural generalisation. This consists in rewriting the boundary
layer expansion to some order and the regular expansion to (in general) some
other order in the intermediate variable and then, after expanding both of
them, asking for equality. Explicitly, consider the regular expansion to order
m re-written in the intermediate variable ξ0,

φ0(δ0(ε)ξ0) + εφ1(δ0(ε)ξ0) + · · · + εmφm(δ0(ε)ξ0),

and the local (boundary layer) expansion to order p,
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ψ0

(
δ0(ε)
δ(ε)

ξ0

)
+ κ1(ε)ψ1

(
δ0(ε)
δ(ε)

ξ0

)
+ · · · + κp(ε)ψp

(
δ0(ε)
δ(ε)

ξ0

)
.

The generalised matching rule is now that both expansions, re-expanded and
truncated at some suitable order, should be equal for certain m and p.

We have seen the results of intermediate matching between a local and a
regular expansion in Chapter 6. The matching principle can also be applied
to two local expansions on nearby domains, as we shall demonstrate below.

Example 15.5
To facilitate the calculations, we study an explicitly given function

φε(x) =
ε2

x + ε2 e− x
ε , x ≥ 0.

We note that φε(0) = 1, and the function is exponentially small outside a
boundary layer of size O(ε). There is, however, a smaller boundary layer
imbedded of size O(ε2), and we identify the local variables

ξ1 =
x

ε
, ξ2 =

x

ε2 .

Transforming x → ξ1, we find that φε(x) takes the form

ψ1(ξ1) =
ε

ξ1 + ε
e−ξ1 = e−ξ1

(
ε

ξ1
− ε2

ξ2
1

+ · · ·
)

.

Transforming x → ξ2, we find

ψ2(ξ2) =
1

ξ2 + 1
e−εξ2 =

1
ξ2 + 1

(
1 − εξ2 +

1
2
ε2ξ2

2 + · · ·
)

.

Using the overlap hypothesis, we assume that an intermediate local variable
ξ0(ε) = x/δ0(ε) exists with the properties

δ0(ε) = o(ε), ε2 = o(δ0(ε)).

Rewriting ψ1 in the intermediate variable ξ0 and expanding, we have

ψ1(ξ1) → e− δ0ξ0
ε

(
ε2

δ0ξ0
− ε4 · · ·

)

=
ε2

δ0ξ0
+ · · · .

Rewriting ψ2 in the intermediate variable ξ0 and expanding, we have

ψ2(ξ2) → ε2

δ0ξ0 + ε2

(
1 − δ0ξ0

ε
+ · · ·

)

=
ε2

δ0ξ0
+ · · · .

This completes the matching of the two local expansions.



15.5 Quadratic Boundary Value Problems 279

There still exist a number of basic analysis problems with respect to the
overlap hypothesis and the justification of matching rules. The reader is re-
ferred to the literature cited above. In most if not all real-life applications,
matching in one of its different forms often meets computational obstacles but
seldom fundamental ones.

15.5 Quadratic Boundary Value Problems

Consider the boundary value problem

ε
d2φ

dx2 = a(x, φ)
(

dφ

dx

)2

+ b(x, φ)
dφ

dx
+ c(x, φ), φε(0) = α, φε(1) = β.

The coefficients a, b, c are supposed to be sufficiently smooth, and from the
outset we assume that a(x, φ) ≥ a0 > 0 for x ∈ [0, 1], φ ∈ R, where a0 is a
positive constant. The analysis will follow in large part Van Harten (1975),
and we have added some examples.

15.5.1 No Roots

As we have seen in Example 6.1 of Chapter 6, the construction and the solv-
ability of the problem may fail if the right-hand side has no roots. This can
be formulated as follows:

Theorem 15.4
(unsolvability)
If b2(x, φ) − 4a(x, φ)c(x, φ) ≤ −d0 < 0 for x ∈ [0, 1], φ ∈ R, and d0 a posi-
tive constant, then for ε sufficiently small no solution of the boundary value
problem exists.

Proof
It follows from the theory of quadratic forms that we have

ε
d2φ

dx2 ≥ d0

4a0
+ c0

(
dφ

dx

)2

with c0 a positive constant. By integration, we have that dφ/dx will become
unbounded in an ε-neighbourhood of each starting point in the interval.

�

15.5.2 One Root

In Exercise 6.4, we have seen a quadratic equation with one root of the right-
hand side.
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Example 15.6

ε
d2φ

dx2 =
(

dφ

dx

)2

, φε(0) = α, φε(1) = β.

It is instructive to analyse this problem without using the exact solution.
Substituting a regular expansion of the form φ0(x) + εφ1(x) + · · · , we find

dφ0

dx
= 0,

d2φ1

dx2 −
(

dφ1

dx

)2

= 0.

We can satisfy one boundary condition. Assuming that φ0(1) = β, we expect
a boundary layer near x = 0. For φ1(x), we find

φ1(x) = − ln
A + x

A + 1
,

where A is a suitable constant that should be determined by the matching
process. Near x = 0, we introduce the boundary layer variable

ξ =
x

δ(ε)
, δ(ε) = o(1).

The equation takes the form

ε

δ2(ε)
d2ψ

dξ2 =
1

δ2(ε)

(
dψ

dξ

)2

.

No significant degeneration is found, and we can only hope that δ(ε) will
be determined by the subsequent steps. Although we cannot justify this at
present, we try an expansion of the form ψ(ξ) = ψ0(ξ) + εψ1(ξ) + · · · , which
leads to

dψ0

dξ
= 0,

d2ψ1

dξ2 −
(

dψ1

dξ

)2

= 0.

We conclude that ψ(ξ) = α. Adding the condition ψ1(0) = 0, we find

ψ1(ξ) = − ln(1 + Bξ)

with B a positive constant. Without knowing δ(ε), we introduce an interme-
diate variable (see Section 15.4 for intermediate matching)

ξ0 =
x

δ0(ε)
, δ(ε) = o(δ0(ε)), δ0(ε) = o(1).

We have to expand in the intermediate variable:

φ0(x) + εφ1(x) →

β − ε ln
A + δ0ξ0

A + 1
= β − ε ln

A

A + 1
+ · · · , A > 0, A < −1,

β − ε ln(δ0ξ0), A = 0,

ψ0(ξ) + εψ1(ξ) →

α − ε ln
(

1 + B
δ0

δ
ξ0

)
= α + ε ln δ − ε lnB − ε ln(δ0ξ0) + · · · .
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The expansions match if A = 0 and β = α + εδ − ε lnB, so

β − α = ε ln
δ(ε)
B

.

The constant B can be taken equal to 1 as it only scales δ(ε). We find for the
scaling of the local variable near x = 0

δ(ε) = e− α−β
ε .

This is correct if α > β. If the reverse holds, the boundary layer is shifted to
x = 1 and the regular expansion extends to x = 0.

It is easy to check from the exact solution that the expansions repre-
sent valid approximations. We could not determine the boundary layer vari-
able from a significant degeneration of the operator, but it turns out that
one boundary layer variable exists corresponding with an exponentially small
boundary layer. Remarkably enough, this local variable is derived from the
matching process.

Generalisation to the boundary problem for εφ′′ = a(x)(φ′)2 is straightfor-
ward except that there can be technical difficulties in computing the regular
expansion.

The analysis becomes very different if we assume that a(x, φ) depends on
φ explicitly. Van Harten (1975) gives a general result, but without a detailed
example. It is instructive to consider such a special case first.

Example 15.7
Consider the problem

ε
d2φ

dx2 =
1

1 + |φ|

(
dφ

dx

)2

, φε(0) = α, φε(1) = β, α > β > 0.

The term |φ| need not worry us as, the solution with these boundary values
turns out to be positive. Substituting a regular expansion of the form φ0(x)+
εφ1(x) + . . . , we find

dφ0

dx
= 0,

d2φ1

dx2 − 1
1 + |φ0(x)|

(
dφ1

dx

)2

= 0.

We assume that the regular expansion satisfies the boundary condition at
x = 1. This produces

φ0(x) = β, φ1(x) = −(1 + β) ln
A + x

A + 1
,

with A a suitable constant to be determined later. Near x = 0, we introduce
the boundary layer variable
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ξ =
x

δ(ε)
, δ(ε) = o(1).

As before, no significant degeneration is found. We try an expansion of the
form

ψ(ξ) = ψ0(ξ) + εψ1(ξ) + · · · ,

leading to
dψ0

dξ
= 0,

d2ψ1

dξ2 − 1
1 + |ψ0(ξ)|

(
dψ1

dξ

)2

= 0.

Applying the boundary value at x = 0, we have

ψ0(ξ) = α, ψ1(ξ) = −(1 + α) ln(1 + Bξ),

with B a suitable constant to be determined by the matching process. We
introduce an intermediate variable

ξ0 =
x

δ0(ε)
, δ(ε) = o(δ0(ε), δ0(ε) = o(1),

and reexpand the regular and the boundary layer expansions:

φ0(x) + εφ1(x) →

β − ε(1 + β) ln
A

A + 1
, A > 0, A < −1,

β − ε(1 + β) ln(δ0ξ0), A = 0,

ψ0(ξ) + εψ1(ξ) →
α − ε(1 + α)(− ln δ + ε lnB + ε ln(δ0ξ0)).

We cannot match these expansions unless α = β, which produces the exact,
constant solution. Of course, we made a number of assumptions, but it turns
out that if we expand with respect to order functions more general than εn

or include higher-order terms, the expansions still do not match. The reason
for this is very surprising; it will follow from an analysis of the exact solution

φε(x) = (1 + α)

(
1 − x +

(
1 + β

1 + α

) ε−1
ε

x

) ε−1
ε

− 1.

Putting (1 + β)/(1 + α) = q, we have from our assumptions 0 < q < 1; this
makes q1/ε a (very) small parameter. So, outside a neighbourhood of x = 0,
we have the regular expansion

φε(x) = (1 + α)(q
ε−1

ε x)
ε

ε−1 − 1 + · · · = β − ε(1 + β) lnx + · · · .

Near x = 0, it is natural to introduce the local variable

ξ =
x

q1/ε
,
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which produces the expansion

φε(x) = (1 + α)(1 − q
1
ε ξ + qεξ)

ε
ε−1 − 1 = α − ε(1 + α) ln(1 + ξ) + · · · .

However, we can define many more local variables by taking

η =
x

δ(ε)
, q

1
ε = o(δ(ε)), δ(ε) = o(1),

which produces on expanding φε(x) with respect to η

(1 + α)(1 − δη + q
ε−1

ε δη)
ε

ε−1 − 1 =

(1 + α)q((1 − δη)q
1−ε

ε + δη)
ε

ε−1 − 1 =
(1 + β)(δη)

ε
ε−1 − 1 + · · · =

β − ε ln δ(ε)(1 + β) − ε(1 + β) ln η + · · · .

We conclude that we have a continuum of local variables and significant de-
generations. Our matching procedures do not allow for this.

Van Harten (1975) analyses the more general problem

ε
d2φ

dx2 = a(φ)
(

dφ

dx

)2

, φε(0) = α, φε(1) = β, α > β > 0.

Dividing by dφ/dx and integrating yields

ε ln
∣∣∣∣dφ

dx

∣∣∣∣ =
∫ φ

0
a(t)dt + c = A(φ) + c,

with c a constant of integration. Separation of variables, integrating and ap-
plying the boundary values yields the implicitly defined solution∫ α

φ

e−A(t)/εdt =
∫ α

β

e−A(t)/εdt x.

The integral on the right-hand side is exponentially small, and by introducing
local variables near x = 0, one can show again that a continuum of local
variables and significant degenerations exists in this problem.

Example 15.8
As a final case of a right-hand side with one root, we consider the problem

ε
d2φ

dx2 = a(x)
(

dφ

dx
− f(x)

)2

, φε(0) = α, φε(1) = β,

with again a(x) ≥ a0 > 0. We do not expect anything new from this equation,
but surprisingly there are new aspects. It is convenient to transform
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φ = u +
∫ x

0
f(t)dt,

which leads to the problem

ε
d2u

dx2 = a(x)
(

du

dx

)2

− εf ′(x), uε(0) = α, uε(1) = β −
∫ 1

0
f(t)dt = γ.

Substituting a regular expansion uε(x) = u0(x)+εu1(x)+· · · does not produce
a solution for u1(x) unless f(x) is constant. We try a regular expansion of the
form uε(x) = u0(x) + ενu1(x) + · · · :

du0

dx
= 0, ε1+ν d2u1

dx2 = ε2νa(x)
(

du1

dx

)2

− εf ′(x) + . . . .

A significant degeneration arises if ν = 1/2, so that

a(x)
(

du1

dx

)2

− f ′(x) = 0 → du1

dx
= ±

√
f ′(x)/a(x).

There will be solutions only if f ′(x) ≥ 0, x ∈ [0, 1].
What happens if f ′(x) < 0 in some part of the interval, say in a neighbour-

hood of x = x0? With nearly the same elementary estimate as before (the case
“no roots”), we find that du/dx becomes unbounded in a

√
ε-neighbourhood

of x0.
We shall assume now that f ′(x) > 0 and also that the regular expansion

extends to x = 1 with uε(x) = u0(x) +
√

εu1(x) + · · · and

u0(x) = γ, u1(x) = ±
∫ 1

x

√
f ′(t)/a(t)dt.

For a boundary layer expansion near x = 0, we find, using the local variable
ξ = x/δ(ε),

ε

δ2(ε)
d2ψ

dξ2 =
a(δ(ε)ξ)

δ2(ε)

(
dψ

dξ

)2

− εf ′(δ(ε)ξ)

and a significant degeneration if δ(ε) =
√

ε. Trying various expansions, it
turns out that we can take ψ(ξ) = ψ0(ξ) + εψ1(ξ) + · · · with

dψ0

dξ
= 0,

d2ψ1

dξ2 = a(0)
(

dψ1

dξ

)2

− f ′(0).

Both equations can be integrated and produce, when applying the initial val-
ues ψ0(0) = α, ψ1(0) = 0,

ψ0(ξ) = α, ψ1(ξ) = ln
∣∣∣∣ 1 + C

e−ξ + Ceξ

∣∣∣∣ ,



15.5 Quadratic Boundary Value Problems 285

where C is a suitable constant to be determined by the matching process; we
have also chosen a(0) = f ′(0) = 1 to avoid too many non-essential parameters.
Intermediate matching requires introducing the intermediate variable

ξ0 =
x

δ0(ε)
, ε1/2 = o(δ0(ε)), δ0(ε) = o(1).

Re-expanding the regular and the boundary layer expansions, we have

u0(x) + ε
1
2 u1(x) → γ ± (ε

1
2 − ε

1
2 δ0(ε)ξ0),

ψ0(ξ) + εψ1(ξ) → α + ln
∣∣∣∣1 + C

C

∣∣∣∣− ε
1
2 δ0(ε)ξ0.

Matching is possible if
a. we take the plus sign for u1(x);
b. we choose C dependent of ε:

C = (1 − e
γ−α+ε1/2

ε )−1.

The result makes sense if α > γ; the reader may verify that if α < γ, the
boundary layer will be located near x = 1.

15.5.3 Two Roots

The case of two roots is in general unsolved. It will be clear from the preceding
subsection and from the examples below that many complications are possible.
Apart from examples, it is therefore important to have theory available for
guidance to make the right choices. Chang and Howes (1984) obtained results
that are useful in this respect. The use of maximum principles, can also be
helpful, see in particular Dorr, Parter, and Shampine (1973).

Example 15.9
We turn now to a relatively simple case. Consider the problem

ε
d2φ

dx2 =
(

dφ

dx
− f(x)

)(
dφ

dx
− g(x)

)
, φε(0) = α, φε(1) = β, α, β > 0.

In analysing the problem, it turns out that the question of whether there are
points x0 such that f(x0) = g(x0) in [0, 1] plays a part in the construction.
Assuming that there is no such point, it is not a restriction to put

f(x) < g(x), x ∈ [0, 1].

There are many possibilities to explore, as putting ε = 0 enables us to choose
as a first-order part of a regular expansion∫ x

0
f(t)dt + α,

∫ x

0
g(t)dt + α,

∫ 1

x

f(t)dt + β,

∫ 1

x

g(t)dt + β,
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or combinations of such functions; see Section 6.3, where a similar case with
two roots is discussed. Let us assume that the regular expansion φ0(x) +
εφ1(x) + · · · extends to x = 1 and that the choice

φ0(x) =
∫ 1

x

f(t)dt + β

is the correct one. For φ1(x), we find in the usual way

φ1(x) =
∫ 1

x

f ′(t)
f(t) − g(t)

dt.

Our assumptions imply that we have boundary layer behaviour near x = 0.
Introduce the local variable

ξ =
x

δ(ε)
, δ(ε) = o(1),

to obtain the equation

ε

δ2

d2ψ

dξ2 =
(

1
δ

dψ

dξ
− f(δξ)

)(
1
δ

dψ

dξ
− g(δξ)

)
.

An expansion of the form ψ = ψ0(ξ) + ενψ1(ξ) + · · · produces dψ0/dξ = 0 or
ψ0(ξ) is constant for any choice of δ(ε). A significant degeneration arises on
choosing

δ(ε) = ε, ν = 1,

with, for ψ1, the equation

d2ψ1

dξ2 =
(

dψ1

dξ
− f(0)

)(
dψ1

dξ
− g(0)

)
.

Abbreviating f(0) = f0, g(0) = g0, we find for the solutions

ψ1(ξ) = g0ξ − ln |1 − Ae(g0−f0)ξ| + B

with A and B suitable constants. Applying the boundary condition at x =
0, we find ψ0(ξ) = α, B = 0. The possibility of matching is considered by
introducing the intermediate variable

ξ0 =
x

δ0(ε)
, ε = o(δ0(ε)) → x = δ0ξ0, ξ =

δ0

ε
ξ0.

Re-expanding φ0(x)+εφ1(x)+· · · and ψ0(ξ)+εψ1(ξ)+· · · in the intermediate
variable shows that matching fails; the reader may wish to check the details
as an exercise.

We will repeat the analysis for an equation where we can obtain the exact
solution; this is a simple case, and there are other cases solvable by quadrature.
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Example 15.10
Consider the problem

ε
d2φ

dx2 =
dφ

dx

(
dφ

dx
− 1
)

, φε(0) = α, φε(1) = β, α, β > 0.

A regular expansion as proposed earlier takes the form

φ0(x) = β, φ1(x) = 0, · · · .

Introducing as before the boundary layer variable ξ = x/ε and expanding
ψ(ξ) = ψ0(ξ) + εψ1(ξ) + · · · , we find

ψ0(ξ) = α, ψ1(ξ) = ξ − ln |1 − Aeξ| = − ln |A| − ln
∣∣∣∣1 − e−ξ

A

∣∣∣∣ .
Re-expanding in the intermediate variable ξ0 yields

φ0(x) + εφ1(x) → β,

ψ0(ξ) + εψ1(ξ) → α − ε ln |A| +
ε

A
e− δ0

ε ξ0 .

We cannot match these expansions. Instead of changing our assumptions or
trying to improve the matching process, we consider the exact solution

φε(x) = −ε ln |e− α+x
ε − e− β+x

ε + e− β
ε − e− α+1

ε | + ε ln(1 − e− 1
ε ).

The behaviour of the solution is very sensitive to the choice of the (positive)
boundary values α and β.

Case 0 < β < α
In this case, the term exp(−β/ε) dominates; extracting this term, we can write

φε(x) = β − ε ln |1 + e− α−β+x
ε − e− x

ε − e− α−β+1
ε | + ε ln(1 − e− 1

ε )
= β − ln |1 + ν(ε)e−ξ − e−ξ| + · · ·

with ν(ε) = exp(−(α − β)/ε). So the boundary layer variable is as predicted
but the expansion involves an unexpected, exponentially small order function.

Case 0 < α < β < α + 1
Extracting again the term exp(−β/ε), we observe that the exact solution
contains two local variables, near x = 0 and near x = β − α:

ξ =
x

ε
, η =

x + α − β

ε
.

We can expand the solution for 0 < x < β −α away from the boundary layers
near 0 and β −α to obtain the regular expansion α+x+ · · · . In the interior of
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[β − α, 1], we have the regular expansion found earlier. Both of them should
be matched with the boundary layer expansions.

Case β > α + 1
It is easy to check that in this case the regular expansion extends to x = 0
and that we have a boundary layer near x = 1.

The analysis of this example inspires handling of the problem of a right-
hand side with two roots as formulated initially. More general choices of f(x)
and g(x) with f(x) < g(x) show phenomena similar to those calculated here
explicitly.

15.6 Application of Maximum Principles

In Chapter 4, we introduced the concept of a formal approximation of a so-
lution. As an illustration, we present a proof of the asymptotic character of a
formal approximation obtained in Chapter 7 on elliptic equations.

In the case of the interior Dirichlet problems studied there, the concept
of formal approximation has the following meaning. Consider the bounded
domain D, boundary Γ, and the elliptic operator Lε. We have to solve the
boundary value problem

Lεφ = f(x, y), x ∈ D; φ|Γ = θ(x, y),

where φ̃(x, y) is a formal approximation of φ(x, y) if

Lεφ̃ = f(x, y) + o(1), x ∈ D; φ̃|Γ = θ(x, y) + o(1).

We can sharpen the definition by specifying the o(1) estimates to be explicit
order functions δ(ε), provided δ(ε) = o(1). For the difference R = φ − φ̃, we
obtain, because of the linearity of the problem,

LεR = Lεφ − Lεφ̃ = o(1),
R|Γ = o(1).

We conclude that to study the difference R we have to consider the same
type of boundary value problem but with an asymptotically small right-hand
side and small boundary values. In the case of elliptic operators Lε, which we
have studied, maximum principles will tell us that R = o(1). So φ̃ is indeed
an asymptotic approximation of φ. The next example illustrates this for the
problem studied in Section 7.1.

Example 15.11

εΔφ − φ = f(x, y), x2 + y2 < 1,
φ|Γ = θ(x, y), with Γ the boundary of the domain.
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We found a formal approximation of the form

φ̃(x, y) = −f(x, y) + (θ(x, y) + f(x, y))|Γ
(

1 − 1
2
ρ

)
e−ρ/

√
ε,

in which ρ = 1 −
√

x2 + y2. For the difference R = φ − φ̃, we have

εΔR − R = rε(x, y), R|Γ = 0.

It follows from the analysis in Section 6.1 that

rε(x, y) = O(ε), x, y ∈ D, ε → 0.

From Protter and Weinberger (1967), we use the following maximum principle:
any twice-differentiable function u(x, y) that satisfies

εΔu − u ≥ 0, x2 + y2 < 1,
u ≤ 0, x2 + y2 = 1,

satisfies u ≤ 0 for x2 + y2 ≤ 1. From our estimate for r, we know that there
exists a positive constant c such that

−cε ≤ rε(x, y) ≤ cε, x, y ∈ D, ε → 0.

We introduce on D the functions R+(x, y) = cε, R−(x, y) = −cε. Applying
the maximum principle to R − R+, we find

εΔ(R − R+)− (R − R+) = rε(x, y) + cε ≥ 0,
(R − R+)Γ = −cε ≤ 0,

so that R − R+ ≤ 0 for x2 + y2 ≤ 1. The principle applied to R− − R yields

R− − R ≤ 0 for x2 + y2 ≤ 1.

It follows that R− ≤ R ≤ R+ or

−cε ≤ (φ − φ̃) ≤ cε for x2 + y2 ≤ 1,

so φ̃ is an asymptotic approximation of φ in the domain.

�

The functions R− and R+ that we used in the proof are called barrier func-
tions. In this problem, they are very simple; in general one needs some inge-
nuity to find such functions.
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15.7 Behaviour near the Slow Manifold

In Section 8.6, we saw that the solutions of certain initial value problems
remain in an O(ε) neighbourhood of the approximate slow manifold M0 for 0 ≤
t ≤ L. As we shall show, the nearby slow manifold Mε, assuming that it exists,
is approached exponentially closely. This has some interesting consequences.

Consider the system

ẋ = f(x, y, ε), x(0) = x0, x ∈ D ⊂ R
n, t ≥ 0,

εẏ = g(x, y, ε), y(0) = y0, y ∈ G ⊂ R
m, t ≥ 0.

The vector field f is C1 and g is C2 on the compact domains D and G; f and
g depend smoothly on the small parameter ε. Suppose that g(x, y, 0) = 0 is
solved by ȳ = φ(x) and that

Re Sp gy(x, c, t) ≤ −μ < 0, x ∈ D, 0 ≤ t ≤ L,

where μ and L are independent of ε. Note that the assumptions of compactness
of D and G are essential for the existence of a unique slow manifold; see also
the discussion in Section 8.5.

• Step 1 is then to realise that M0 is normally hyperbolic and that, according
to Fenichel (1971) and Hirsch, Pugh, and Shub (1977), for ε small enough
an invariant manifold Mε exists in an O(ε)-neighbourhood of M0. The
dynamics on Mε is slow (in terms of ε) and the transversal dynamics is
fast. The collection of stable manifolds on which this fast dynamics takes
place is called the fast foliation.

• Step 2 consists of choosing suitable coordinates near the slow manifold,
usually called Fenichel (1979) coordinates. The smoothness of the vector
fields and the slow manifold enables us to write the system of differential
equations in the form

ẋ = f(x, y, ε), x ∈ D ⊂ R
n, t ≥ 0,

εẏ = A(x, ε)y + h(x, y, ε), y ∈ G ⊂ R
m, t ≥ 0,

where A is an m×m matrix, smoothly dependent on ε, with the property

Re Sp A(x, ε) ≤ −μ < 0, x ∈ D, 0 ≤ t ≤ L,

in which μ and L are independent of ε. The slow manifold Mε has been
shifted to correspond to y = 0; for h(x, y, ε), we have the estimate

||h(x, y, ε)|| ≤ k||y||2

with k a positive constant, and ||.|| indicates the Euclidean norm.
• Step 3 consists of the actual process of obtaining an exponential estimate

based on the steps 1 and 2. First we will present an elegant proof.
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15.7.1 The Proof by Jones and Kopell (1994)

Consider a neighbourhood B of the slow manifold Mε. Each point (x, y) ∈ B
has a neighbourhood H, in size independent of ε, such that an exponential
estimate for y holds. This follows from the slow variation of x and the classical
Poincaré-Lyapunov estimate (see for instance Verhulst, 2000, Chapter 7). In
other words, if B is sufficiently close to Mε and if (x(0), y(0)) ∈ H, then

||y(t)|| ≤ CHe−μt

as long as (x(t), y(t)) ∈ H and for some constant CH . Because of the com-
pactness, there is a finite covering of B of such neighbourhoods H and it can
be arranged that an orbit passes for 0 ≤ t ≤ L through a finite number of
these neighbourhoods, independent of ε. If we need m neighbourhoods, we
have explicitly the estimate

||y(t)|| ≤ CH1CH2 · · ·CHme−μt, 0 ≤ t ≤ L.

�
Some details have to be filled in such as the analysis of the neighbourhood

H.

15.7.2 A Proof by Estimating Solutions

A more explicit (but also more elaborate) step 3 runs as follows:
According to the O’Malley-Vasil’eva expansion theorem (Section 8.3), we have
that if ||y(0)|| = O(ε), then ||y(t)|| = O(ε), 0 ≤ t ≤ L. Also, for h(x, y, ε),

||y(0)|| = O(ε) ⇒ ||h(x, y, ε)|| ≤ εK||y||,

as long as 0 ≤ t ≤ L and where K is a positive constant independent of ε.
Following Flatto and Levinson (1955), the differential equation for y is now
written as

ε
dy

dt
= Q(τ, ε)y + Q(t, ε)y − Q(τ, ε)y + h(x, y, ε),

where we put A(x(t), ε) = Q(t, ε) smoothly dependent on ε and for the pa-
rameter τ : 0 ≤ τ ≤ t ≤ L. Variation of constants produces the integral
equation

y(t) = eQ(τ,ε)t/εy(0) +
1
ε

∫ t

0
eQ(τ,ε)(t−s)/ε [ (Q(s, ε) − Q(τ, ε))y(s)

+h(x(s), y(s), ε)]ds.

Our assumption on the spectrum of Q(t, ε) yields
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||eQ(τ,ε)t/ε|| ≤ Ce−μt/ε

for some positive constant C, independent of ε. Together with ||y(0)|| = O(ε)
and the estimate for h, we find

||y(t)|| ≤ εCe−μt/ε +
C

ε

∫ t

0
e−μ(t−s)/ε(||Q(s, ε) − Q(τ, ε)|| + εK)||y(s)||ds.

Now we put ||y(t)||eμt/2ε = z(t) and choose τ = t to obtain

z(t) ≤ εCe−μt/2ε +
C

ε

∫ t

0
e−μ(t−s)/2ε(||Q(s, ε) − Q(t, ε)|| + εK)z(s)ds.

As g is C2, we have ||Q(s, ε) − Q(t, ε)|| ≤ M |s − t|; we also note that

sup
0≤s≤t

e−μ(t−s)/2ε|s − t| =
2ε

μe
,

so that

z(t) ≤ εC + C

∫ t

0

(
2M

μe
+ K

)
z(s)ds.

Putting β = C( 2M
μe + K), we find with Gronwall’s inequality (see Verhulst,

2000, Chapter 1):
z(t) ≤ εCeβt

or
||y(t)|| ≤ εCe−(μ/2−εβ)t/ε.

�
Remarks

1. It is possible to relax the differentiability conditions on f and g, but this
complicates the proof somewhat.

2. There is no a priori restriction on the interval bound L. The restriction
of the time interval arises from the conditions that x and y are in the
compacta D and G. If x(t) leaves D as in Examples 8.4 and 8.5 of Section
8.2, this imposes the bound on the time interval of validity of the estimates.
In the application to the two body problem with variable mass in Section
8.4, this theorem applies with L = +∞.

3. As discussed in Section 8.6, the exponential closeness of the solutions to
the slow manifold Mε may cause interesting “sticking” phenomena in the
cases where the slow manifold becomes unstable.
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15.8 An Almost-Periodic Function

As mentioned in Chapter 11, for almost-periodic functions there exists an
analogue of Fourier theory so that a function f(t) that is almost-periodic in t
can be written as

f(t) =
∞∑

n=0

(An cos λnt + Bn sin λnt). (15.1)

If f(t) is P -periodic, we would have λn = n, but in this more general case the
λn can be any sequence of real numbers that together form the generalised
Fourier spectrum. The Fourier decomposition is always possible, and to prove
this is one of the fundamental results of the theory; to simplify our discussion,
we assume that the almost-periodic function is already given in this form. For
almost-periodic functions f(t), we have the following properties:

1. Almost-periodic functions are bounded for −∞ < t < +∞.
2. The functions can be represented as a uniformly convergent series of the

form (15.1) on −∞ < t < +∞.
3. The generalised average

lim
T→∞

1
T

∫ T

0
f(t)dt

always exists.

If f(t) is P -periodic, the generalised average equals the ordinary average. To
see this, write T = mP +r with m a natural number and 0 ≤ r < P . We have

1
T

∫ T

0
f(t)dt =

1
T

∫ mP+r

0
f(t)dt =

m

T

∫ P

0
f(t)dt +

1
T

∫ r

0
f(t)dt.

The last integral is bounded, so if T (or m) tends to ∞, this term vanishes.
Taking the limit, the ordinary average remains.

If the average vanishes, the primitive of a periodic function is bounded and
again periodic. A consequence is that the error arising from averaging is in
the periodic case O(ε). In the almost-periodic case, the primitive of f(t) need
not be bounded for all time. This weakens the error estimate, as we shall see
in the following example.

Example 15.12
Consider the almost-periodic function

f(t) =
∞∑

n=0

1
(2n + 1)2

sin
(

t

2n + 1

)
.

The series is absolutely and uniformly convergent, as it is majorised by the
series with terms 1/(2n + 1)2, n = 0, 1, · · · . Its average is zero. Because of the
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uniform convergence, the integral of f(t) exists for each value of t and it can
be obtained by interchanging summation and integration:∫ t

0
f(s)ds =

∞∑
0

1
(2n + 1)2

∫ t

0
sin
(

s

2n + 1

)
ds

=
∞∑
0

1
2n + 1

(
1 − cos

(
t

2n + 1

))

=
∞∑
0

2
2n + 1

sin2 t

2(2n + 1)
.

This series consists of terms greater than or equal to 0 and it is split in a finite
sum and a tail as

∞∑
0

2
2n + 1

sin2 t

2(2n + 1)
=

N(ε)∑
0

· · · +
∞∑

N(ε)

· · · ,

where we define

2(2N(ε) + 1) = entier
(

1
ε

)
.

(“entier(1/ε)” is the number 1/ε rounded off to the next natural number.)
For the tail, we have for t < 1/ε and as

sin
(

t

2(2n + 1)

)
≤ t

2(2n + 1)

the estimate
∞∑

N(ε)

2
2n + 1

sin2 t

2(2n + 1)
≤

∞∑
N(ε)

2
2n + 1

t2

4(2n + 1)2
.

As t ≤ 2(2n + 1), this series converges and has size O(1) with respect to ε.
The finite sum is estimated as

N(ε)∑
0

2
2n + 1

sin2 t

2(2n + 1)
≤

N(ε)∑
0

2
2n + 1

≤ ln(2N(ε) + 1).

From the definition of N(ε), we conclude that this sum is O(| ln ε|).

The error arising from averaging almost-periodic functions can be found from
analysing the growth rate of a (sometimes) divergent series. There is no stan-
dard method for this. The reader might try for instance to estimate the integral
of the almost-periodic function

f(t) =
∞∑

n=0

1
2n

cos
(

t

2n

)

which also has average zero.
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15.9 Averaging for PDE’s

The averaging theorems of Krol (1989, 1991) can be found in the literature.
As Buitelaar’s (1993) general averaging theorems were published only in his
thesis, we will give an abbreviated account of the ideas.

15.9.1 A General Averaging Formulation

Consider the semilinear initial value problem

dw

dt
+ Aw = εf(w, t, ε), w(0) = w0, (15.2)

where −A generates a uniformly bounded C0-semigroup T (t),−∞ < t < +∞,
on the Banach space X. We assume the following basic conditions:

• f is continuously differentiable and uniformly bounded on D̄ × [0,∞) ×
[0, ε0], where D is an open, bounded set in X.

• f can be expanded with respect to ε in a Taylor series, at least to some
order.

A generalised solution of Eq. (15.2) is defined as a solution of the integral
equation:

w(t) = T (t)w0 + ε

∫ t

0
T (t − s)f(w(s), s, ε)ds.

It is well-known that under the given conditions for f and with the uniform
boundedness of T (t) the integral equation has a unique solution that exists
on the timescale 1/ε. The proof follows the usual contraction construction in
Banach spaces. Examples that can be put in this form are the wave equation

utt − uxx = εf(u, ux, ut, t, x, ε), t ≥ 0, 0 < x < π, (15.3)

where

u(0, t) = u(π, t) = 0, u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 ≤ x ≤ π,

and the cubic Klein-Gordon equation

utt − uxx + a2u = εu3, t ≥ 0, 0 < x < π, a > 0.

Using the variation of constants transformation w(t) = T (t)z(t) for Eq. (15.2),
we find the integral equation corresponding with the so-called standard form

z(t) = w0 + ε

∫ t

0
F (z(s), s, ε)ds, F (z, s, ε) = T (−s)f(T (s)z, s, ε). (15.4)

Assume the existence of the average F 0 of F given by
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F 0(z) = lim
T→∞

1
T

∫ T

0
F (z, s, 0)ds (15.5)

and the averaging approximation z̄(t) of z(t) by

z̄(t) = w0 + ε

∫ t

0
F 0(z̄(s))ds. (15.6)

Under these rather general conditions, Buitelaar (1993) proves the following
theorems.

Theorem 15.5
(general averaging)
Consider Eq. (15.2) and the corresponding z(t), z̄(t) given by Eqs (15.4) and
(15.6) under the basic conditions stated above. If T (t)z̄(t) exists in an interior
subset of D on the timescale 1/ε, we have

z(t) − z̄(t) = o(1)

on the timescale 1/ε.

Theorem 15.6
(periodic averaging)
If in addition to the assumptions of theorem 15.5 F (z, t, ε) is T -periodic in t,
we have the estimate

z(t) − z̄(t) = O(ε)

on the timescale 1/ε.

It turns out that in the right framework we can again use the methods of
proof as they were developed for averaging in ordinary differential equations.
We present some basic results that are preliminary to this.

15.9.2 Averaging in Banach and Hilbert Spaces

The theory of complex-valued almost-periodic functions was created by Har-
ald Bohr; later the theory was extended to functions with values in Banach
spaces by Bochner.

Definition (Bochner’s criterion)
Let X be a Banach space. Then h : R → X is almost-periodic if and only if h
belongs to the closure, with respect to the uniform convergence on R, of the
set of trigonometric polynomials{

Pn : R → X : t �→
n∑

k=1

akeiλkt|n ∈ N, λk ∈ R, ak ∈ X

}
.

The proof of the following basic theorem was pointed out by J.J. Duistermaat.
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Theorem 15.7
Let K be a compact metric space, X a Banach space, and h a continuous func-
tion: K×R → X. Suppose that for every z ∈ K, t �→ h(z, t) is almost-periodic,
and assume that the family z �→ h(z, t) : K → X, t ∈ R is equicontinuous.
Then the average

h0(z) = lim
T→∞

1
T

∫ T

0
h(z, s)ds

is well-defined and the limit exists uniformly for z ∈ K. Moreover, if φ : R →
K is almost-periodic, then t �→ h(φ(t), t) is almost-periodic.

Proof
We start with the proof that H : t �→ (z �→ h(z, t)) is almost-periodic: R → Y
where Y ≡ C(K : X) is a Banach space, provided with the supnorm. Let
BC(R : X) be the space of bounded continuous mappings: R → X (provided
with the supnorm). The family Hτ : z �→ (t �→ h(z, t + τ)), τ ∈ R is an
equicontinuous family of mappings K → BC(R : X). For each z ∈ K, {Hτ (z) :
τ ∈ R} is a relatively compact subset of BC(R : X). This follows from the
almost-periodicity of t �→ h(z, t) and Bochner’s criterion. According to the
lemma of Arzelà-Ascoli, the family Hτ , τ ∈ R is relatively compact in C(K :
BC(R : X)). Now the switch H �→ Ĥ : (Ĥ(z))(t) = (H(t))(z) is an isometry
from BC(R : C(K : X)) onto C(K : BC(R : X)). We have

‖Ĥ‖ = sup
z∈K

sup
t∈R

‖(Ĥ(z))(t)‖ = sup
t∈R

sup
z∈K

‖(H(t))(z)‖ = ‖H‖.

Thus Hτ is equal to the translate TτH : t �→ H(t+ τ) over τ of H, and the set
{TτH : τ ∈ R} is relatively compact in BC(R : C(K : X)). It follows that H
is almost-periodic (Bochner’s criterion). This implies that the average h0(z)
exists uniformly for z ∈ K:∥∥∥∥H0 − 1

t

∫ t

0
H(s)ds

∥∥∥∥ = sup
z∈K

∥∥∥∥h0(z) − 1
t

∫ t

0
h(z, s)ds

∥∥∥∥ .

To prove next that t �→ h(φ(t), t) is almost-periodic, we proceed as follows.
Note that the closure L of {TτH : τ ∈ R} in BC(R : Y ) is compact. Consider
the mapping between spaces,

s : C(R : K) × L → BC(R : X),

defined by
(φ, H̃) �→ (t �→ H̃(t)(φ(t))).

The compactness of L makes the family of mappings H̃(t) equicontinuous.
Now the map s is continuous, for we apply the equicontinuity to

H̃(t)(φ(t)) − H̃ ′(t)(φ′(t)),

which we can split into
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H̃(t)(φ(t)) − H̃(t)(φ′(t)) + H̃(t)(φ′(t)) − H̃ ′(t)(φ′(t)),

whereas, because of equicontinuity,

s(φ, H̃) − s(φ′, H̃ ′) = t �→ (H̃(t)(φ(t)) − H̃ ′(t)(φ′(t)))

implies that s is continuous. Also, we have for the translate

Tτ (s(φ, H)) = s(Tτφ, TτH),

and as {Tτφ : τ ∈ R} is contained in a compact subset L′ of C(R, X), we have
that the translates Tτ (s(φ, H)) are contained in the compact subset s(L′ ×L)
of BC(R, X). We conclude that if φ is almost-periodic, s(φ, H) is almost-
periodic.

�
We formulate another basic result to produce the framework for theorems 15.5
and 15.6.

Theorem 15.8
Consider Eq. (15.2) with the basic conditions; assume that X is an associated
separable Hilbert space and that −iA is self-adjoint and generates a denu-
merable, complete orthonormal set of eigenfunctions. If f(z, t, 0) is almost-
periodic, F (z, t, 0) = T (−t)f(T (t)z, t, 0) is almost-periodic and the average
F0(z) exists uniformly for z in compact subsets of D. Morover, a solution
starting in a compact subset of D will remain in the interior of D on the
timescale 1/ε.

Proof
For z ∈ X, we have z =

∑
k zkek, and it is well-known that the series

T (t)z =
∑

k e−iλktzkek (λk the eigenvalues) converges uniformly and is in
general almost-periodic. From Theorem 15.7 it follows that t �→ F (z, t, 0) is
almost-periodic with average F0(z). The existence of the solution in a compact
subset of D on the timescale 1/ε follows from the usual contraction argument.

�
Remarks

1. Apart from the introduction of suitable spaces and norms, the proofs of
the averaging Theorems 15.5 and 15.6 run, with the results formulated in
Theorems 15.7 and 15.8, along the line of proofs using “local averages” in
the cases of ordinary differential equations; see for instance Sanders and
Verhulst (1985). We shall not reproduce them here.

2. That the average F 0(z) exists uniformly is very important in the cases
where the spectrum {λk} accumulates near a point that leads to “small
denominators”. Because of this uniform existence, such an accumulation
does not destroy the approximation.
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15.9.3 Application to Hyperbolic Equations

A straightforward application is now to consider semilinear initial value prob-
lems of hyperbolic type,

utt + Au = εf(u, ut, t, ε), u(0) = u0, ut(0) = v0, (15.7)

where A is a positive self-adjoint linear operator on a separable Hilbert space
and f satisfies the basic conditions. This is outlined in Buitelaar (1993) and
for an interesting application in Buitelaar (1994). We briefly mention two
examples.

Example 15.13
Consider the cubic Klein-Gordon equation

utt − uxx + u = εu3, t > 0, 0 ≤ x ≤ π,

with boundary conditions u(0, t) = u(π, t) = 0.
In this case, the operator A = − ∂

∂x2 + 1 and a suitable domain for the
eigenfunctions is {u ∈ W 1,2(0, π) : u(0) = u(π) = 0}. Here W 1,2(0, π) is
the Sobolev space consisting of functions u ∈ L2(0, π) that have first-order
generalised derivatives in L2(0, π). The eigenvalues are λn =

√
n2 + 1, n =

1, 2, · · · and the spectrum is nonresonant. For general initial conditions, we
obtain by averaging an o(1)-approximation on the timescale 1/ε (Theorem
15.5).

Example 15.14
Consider the nonlinear wave equation

utt − uxx = εu3, t > 0, 0 ≤ x ≤ π,

with boundary conditions u(0, t) = u(π, t) = 0. For the operator A = − ∂
∂x2 , we

have eigenfunctions in {u ∈ W 1,2(0, π) : u(0) = u(π) = 0}. The eigenvalues
are λn = n, n = 1, 2, · · · and the spectrum is resonant. For general initial
conditions, we obtain by averaging an O(ε)-approximation on the timescale
1/ε (Theorem 15.6).

In all problems, we have to check the basic conditions for the nonlinearities
and the possible resonances in the spectrum. The initial conditions have to
be elements of the corresponding Sobolev space.

In many problems, the initial conditions are expressed as a finite sum of
eigenfunctions. As shown in Chapter 13, this generally leads to improved ap-
proximations and also to a more tractable analysis, as it restricts the number
of possible resonances.



Epilogue

“The time has come,” the Walrus said,
“To talk of many things:
Of shoes - and ships - and sealing wax -
Of cabbages - and kings -
And why the sea is boiling hot -
And whether pigs have wings.”
From “The Walrus and the Carpenter”
in “Through the Looking-glass” by Lewis Carroll

This book focuses on examples and methods, on solving problems and action.
Such an approach has the advantage of showing what analysis can do and how
it works. Hopefully it inspires one to tackle new problems. The danger, on the
other hand, is the widespread misunderstanding that perturbation theory is
“a bag of tricks” with no other merit than that the tricks work. A book full
of examples may obscure the underlying theory and background. One should
realise that nearly all of the perturbation results discussed in this book are
part of established mathematics with rigorous formulations and appropriate
proofs of validity.

The discussion about whether one should emphasise examples and tech-
niques or mathematical foundations has been going on for a long time in
applied mathematics. It is sometimes called the controversy between “doers”
and “provers”. I believe that both attitudes in applied mathematics are one-
sided and impose strong limitations on scientific achievement.

A severe restriction in research to proving the validity of methods will in
the end lead to a lack of inspiration to explore new fields and mathematical
problems. When pursued exclusively, it may even lead to “artificial generali-
sations” without a clear purpose.

The danger in which “doers” find themselves is even more serious. Fol-
lowing your intuition is fine, but one should be aware that reality can be
counterintuitive. Many unexpected results, in expansions, local variables, and
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timescales, were surprises, and surprises are exactly what scientists are look-
ing for. Interesting in such cases is the interplay of exploring examples and
studying mathematical foundations. Examples are the theory of Hamiltonian
systems and slow manifold theory discussed in earlier chapters. No progress
could have been achieved there without many analytic and numerical calcu-
lations hand in hand with basic mathematical theory that was developed in
the same period of time.

Finally, a word about “synthesis”. Is a problem solved when we have a
lot of formulas describing solutions, numerical output, and a few relevant
theorems? Is the accumulation of quantitative information enough to consider
a problem solved? These are questions considered by Henri Poincaré, who
answered them by asking in addition for qualitative insight. He asked for
both quantitative and geometric descriptions of the solutions of problems and
in this way he single-handedly developed the theory of geometric dynamics,
including perturbation theory and topology.

In this modern tradition, there are a number of good examples; we mention
the books by Guckenheimer and Holmes (1997) and Thompson and Stewart
(2002). In our book on perturbation methods, there has been little space for
this kind of synthesis. Both proofs of validity of perturbation techniques and
qualitative, geometric insight have to be supplemented and are essential for a
complete understanding of phenomena and problems.



Answers to Odd-Numbered Exercises

Chapter 2

2.1 ‖e− x
ε ‖ on [1, 2] is respectively Os(e− 1

ε ), Os(
√

εe− 1
ε ), Os( 1

εe− 1
ε ), Os( 1√

ε
e− 1

ε ).

For x ≥
√

ε, |e− x√
ε | ≤ e

− 1√
ε .

2.3 a. f(x) = Os(g(x)) for x → 0. b. f(x) = o(g(x)) for x → ∞.
2.5 δ(ε) = ε − 1

6ε3; no, sin ε − δ(ε) = o(ε4).
2.7 a. From 2.5 f(ε) = δ(ε) + O(ε5); from 2.6 ε2ne− 1

ε for e− 1
ε cos ε.

b. The combined series converges to f(ε).
2.9 a. For 0 < d ≤ x, d independent of ε.
b. For |x| ≤ M, M independent of ε.
2.11 a. Yes. b. The procedure does not apply as predicted by the implicit
function theorem; see the introduction to Chapter 10.
2.13 a. The stationary solutions satisfy cos E = 0, (1 − e2)

3
2 e = ε

β .

b. Either e or 1 − e2 is small; we have e0 = ε
β + O(ε2) and e0 = 1 − 1

2 ( ε
β )

2
3 +

O(ε
4
3 ).

2.15 0 <
∫ 1
0 e− x2

ε dx <
√

ε
∫∞
0 e−y2

dy = 1
2

√
πε.

Chapter 3
3.1 a. Expand e−t in a Taylor series; c. a 
= 1 (a = 1 trivial):
Γ (a, x) = Γ (a) − e−xxa−1 + O(e−xxa−2) as x → ∞.
3.5 Transform the integrals by s = t + 1

2εt2, u = −t + 1
2εt2, respectively.

Chapter 4
4.1 φ(x) = −f(x)+f(0)e− x√

ε +f(1)e− 1−x√
ε +

√
εf ′′(0)e− x√

ε +
√

εf ′′(1)e− 1−x√
ε +

O(ε).
4.3 a. Near x = 0 with ξ = x/ε degeneration − d

dξ − 1;
near x = 1 with η = (1 − x)/ε degeneration η d

dη + 1 − η;
with ζ = (1 − x)/ε2 degeneration (ζ − 1) d

dζ + 1.
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b. y(x) = ε2

x−1+ε2 e
1−x

ε .

Chapter 5
5.1 φε(x) = − x2

cos x + αe
− x√

ε + (β + 1
cos 1 )e−√

cos 1 1−x√
ε + · · · .

The approximation is formal.
5.3 a. φε(x) = β

3 (1 + 2x) + (α − β
3 )e− x

ε + · · · .
b. φε(x) = β

3 (1 + 2x) + (α − β
3 ) 1

(1+2x)2 e− x+x2
ε + · · · ;

asymptotically equivalent but different in the boundary layers.
5.5 a. Rescaling does not work. b. The general solution is
Ax−1+

√
1+ 1

ε + Bx−1−
√

1+ 1
ε . Because of the singularity, we cannot fit the

boundary condition.

Chapter 6
6.1 a. φ0 = 0, φn = 0(n ≥ 1) assuming homogeneous boundary conditions.
b. φ̃ε(x) = α

1−αx/
√

2ε
+ β

1−β(1−x)/
√

2ε
.

c. The asymptotic validity follows from the relation with the exact solution
(Example 6.3).
6.3 Assuming a boundary layer for x(t) near t = 0:
x(t) = 1

2 (1 + t) − ε
2ε+t + · · · , y(t) = 1

4 (1 + t)2 + · · · .
6.5 a. Not necessarily, as we have to consider solutions outside the saddle loop
(Fig. 6.2); b. idem.

Chapter 7
7.1 In the notation of Section 7.2
φ0(x, y) = −y −

√
1 − x2, φ1(x, y) = y

(1−x2)
3
2

+ 1
1−x2 ,

ψ0(ξ, α) = 2 sin αe−ξ sin α, ψ1(ξ, α) = −(ξ2 cos2 α− 2ξ sin α)e−ξ sin α .
7.5 Regular expansion gives φ0(x, y) = −x, suggesting boundary layers near
y = 0, y = b, resulting in φε(x, y) = −x + xe−y/

√
ε + xe−(b−y)/

√
ε + · · · .

Chapter 8
8.1 a. x(t) =

∫ t

0
e− s

ε sin(t − s)ds = ε
1+ε2 (sin t − cos t) + ε

1+ε2 e
− t

ε .
b. Consider t = Os(1), transform t = ετ , and apply partial integration:
x(t) =

∫ t

0
ε

ε+s sin(t − s)ds = ε
∫ t/ε

0
1

1+τ sin(t − ετ)dτ =

ε2
∫ t/ε

0 ln(1 + τ) cos(t − ετ)dτ = −εt ln ε + εt ln(ε + t) − εt + · · · .
8.3 a. Yes. b. ε = 0 ⇒ b0(t) = 1

2 (x + sin t), a0(t) = 11
5 e2t − 1

5 cos t − 2
5 sin t

(slow manifold approximation). Higher order is derived from substitution of
the O’Malley-Vasil’eva expansion with lowest-order boundary layer equation
dβ0
dτ = 2 − 2b0(0) − 2β0, β0(0) = 3 − b0(0).
8.5 For the energy at large time E = 1

2 −mr − 1
2ε2(1−mr)2 +ε4 · · · producing

the critical mass mr = 1
2 − 1

8ε2 + ε4 · · · .
8.7 Slow manifold approximation y = λ + ε · · · , x = a0(t) + ε · · · with
ä0 + a0 + λa2

0 = 0.
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Chapter 9
9.1 (Based on Kevorkian and Cole, 1996, Chapter 3) a. α = 1, β = a. b.
ψl(x) = −ψr(x), ψr(x) = 1

2

∫
g(x)e−x/2εdx. c. u(x, t) = 1

2e−at/2ε
∫ t

−t
V (x +

s)e−s/2εI0(g(s))ds with I0 the modified Bessel function of the first kind and
order 0. d. U0 = 0, U1 = g(x− t

a )
a , W1 = g(x)

a e−aτ .
9.3 a. u = 0, u = 1; u = 0 unstable. b. ∂u0

∂t = u0(1 − u0), u0(x, 0) = g(x),
∂u1
∂t = u0xx + (1 − 2u0)u1, u1(x, 0) = 0; separation of variables gives∫ u0

q
ds

s(1−s) = t +
∫ g(x)

q
ds

s(1−s) , 0 < q < 1 or u0(x, t) = g(x)
g(x)+(1−g(x))e−t .

Note that there appear to be no boundary layers but that the validity of the
approximation is restricted. For a discussion involving the use of the timescale
τ = εt, see Holmes (1998).

Chapter 10
10.1 a. For a solution x0, we have the requirement 3x2

0 − (3+ ε) 
= 0 as ε → 0;
x0 = 1 is a solution if ε = 0 so there is no Taylor series near x0 = 1.
b. 1 ± 1√

3
ε

1
2 + · · · , −2 − 2

9ε + · · · .
10.3 a. ẋ0 = 1 − x0, x0(0) = x(0), ẋ1 = −x1 + x2

0, x1(0) = 0; x0(t) =
1 + x(0)e−t, x1(t) = 1 + (x2(0) + 2x(0)t − 1)e−t − x2(0)e−2t. b. Yes.
10.5 The periodic solution of the Van der Pol equation: x(θ) = 2 cos θ +
ε( 3

4 sin θ − 1
4 sin 3θ) + ε2 · · · with θ = (1 − 1

16ε2)t.

Chapter 11
11.1 ṙa = −εra − ε 3

8ar3
a, ψ̇a = 0; the approximation is defined by r2

a(t) =
c(1 + 3

4ar2
a(t))e−2εt, ψa(t) = ψ0, with c determined by the initial condition

r(0).
11.3 In the notation of Example 11.6 ẏ1a = − 1

2εy2a + 3
8εay2a(y2

1a +y2
2a), ẏ2a =

− 1
2εy1a − 3

8εay1a(y2
1a + y2

2a), which modifies the Floquet diagram.
11.5 limT→∞ 1

T

∫ T

0 sin t2dt = 0 as
∫∞
0 sin t2dt = 1

2

√
π
2 . We have x(t) =

1 + O(ε) on the timescale 1/ε.
11.7 ṙa = 1

2εra(1 − 3r2
a), ψ̇a = 0, with behaviour as in the Van der Pol equa-

tion.
11.9 ṙa = 1

2εra(1 − 9
4r2

a), ψ̇a = 0. Following the remark in Section 11.3, we
have a periodic solution with approximation 2

3 cos(t + ψ0).
11.11 Stationary solutions of the averaged system ψa = 0, π, β0ra− 3

4γr3
a±h =

0 with one or three real solutions and Jacobian condition ± 3
2γr3

a + h 
= 0.
Depending on the parameters, the solutions have a centre (two imaginary
eigenvalues) or a saddle (one positive and one negative eigenvalue) character.

Chapter 12

12.1 r2
a(t)

1+ 3
8 r2

a(t)
= r2

0
1+ 3

8 r2
0
e−εt.

12.3 Resonance manifolds x = 0 and x = 1; approximation outside the reso-
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nance manifolds xa(t) = x(0) + εt so if x(0) < 1 we will run into resonance.
Putting φ1 −φ2 = ψ, we can apply separation of variables to find the integral
1
2x2 − 1

3x3 = εψ − ε cos ψ + c with c determined by the initial conditions.
12.5 Putting ψ1 = φ1 − φ2 near x = 1 and ψ2 = φ1 + φ2 near x = −1,
the first-order approximation in the resonance manifolds is described by the
equation ψ̈ − ε cos ψ = 0.
12.7 The first-order approximation for the amplitude is given by ṙa = − 1

2εra,
which implies attraction towards zero. When averaging over the angle, we
conclude that this approximation is valid for all time. Averaging the second-
order terms cannot change this.
12.9 The solutions from the system for (v1, v2) are stable, so the higher-order
tongues must be of size O(ε2).
12.11 b. Amplitude-phase coordinates and second-order averaging produces
with χ = 2(ψ1a − ψ2a)

ṙ1a = ε2(
1
12

a1a2 − 1
2
a2
2)r1ar2

2a sin χ,

ψ̇1a = −ε2 5
12

a2
1r

2
1a − ε2(

1
2
a1a2 +

1
3
a2
2)r

2
2a + ε2(

1
12

a1a2 − 1
2
a2
2)r

2
2a cos χ,

ṙ2a = −ε2(
1
12

a1a2 − 1
2
a2
2)r

2
1ar2a sin χ,

ψ̇2a = −ε2(
1
2
a1a2 +

1
3
a2
2)r

2
1a − ε2 5

12
a2
2r

2
2a + ε2(

1
12

a1a2 − 1
2
a2
2)r

2
1a cos χ.

c. r2
1a + r2

2a = 2E0, which approximates the energy manifold; if 1
6a1a2 
= a2

2,
we have as a second integral r2

1a(r2
2a(−α − cos χ) + γ) = c with α =

( 5
6a2

1 − 2a1a2 − 1
2a2

2)/( 1
3a1a2 − 2a2

2), γ = 5(a2
1 − a2

2)E0/(a1a2 − 5a2
2), E0, c

determined by the initial conditions. The second integral describes the folia-
tion into tori of the energy manifold.
d. χ = 0, 2π, 0 < a2

3a2−a1
< 1 and χ = π, 3π, 0 < 7a2

9a2−5a1
< 1.

Chapter 13
13.1 Ėn = εEn(1 − 3

16 (n2 + 1)En − 1
4 (m2 + 1)Em),

Ėm = εEm(1 − 3
16 (m2 + 1)Em − 1

4 (n2 + 1)En), n 
= m; periodic solutions are
the normal modes (En, 0), (0, Em) and En = 16

7(n2+1) , Em = 16
7(m2+1) . (This

solution is unstable.)
13.3 u = un sin nx + um sin mx, n 
= m produces

ün + n2un = ε(u̇n − 3
4
u̇3

n +
3
4
δm,3nu̇2

nu̇m − 3
2
u̇nu̇2

m +
1
4
δ3m,nu̇3

m)

and a similar equation for um with the roles of n and m interchanged; δp,q = 1
if p = q, and δp,q = 0 if p 
= q; putting m 
= 3n, n 
= 3m, un = rn cos(nt +
φn), um = rm cos(mt + φm), etc., we find after averaging
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ṙna =
1
2
εrna(1 − 9

16
n2r2

na − 3
4
m2r2

ma), φ̇na = 0,

ṙma =
1
2
εrma(1 − 9

16
m2r2

ma − 3
4
n2r2

na), φ̇ma = 0.

There are two normal modes and one general position periodic solution.
13.5 To the truncated system are added εβu̇1 and εβu̇2; for the trivial solu-
tion, one gets the well-known “lifting” of the stability tongue off the parameter
axis. In general, there are many bifurcations possible; see again the study of
Rand (1996).

Chapter 14
14.1 a.

∂2u0

∂x2 =
∂2u0

∂t2
, u0(x, 0) = f(x), u0t(x, 0) = 0,

∂2u1

∂x2 =
∂2u1

∂t2
+

∂u0

∂t
, u1(x, 0) = 0, u1t(x, 0) = 0.

b.
∂2u0

∂ξ∂η
= 0,

∂2u1

∂ξ∂η
= −1

4
∂u0

∂ξ
+

1
4

∂u0

∂η
.

c. Use that u0 = 1
2 (f(ξ) + f(η)).

14.3 To the transformed equation is added −εωuθ; only the secularity condi-
tion for a(τ) changes and becomes da

dτ + a = 0.
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