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Foreword

The expected increase in the world’s population to 10 billion by the end of the next
century yields the ‘grand challenges’ of society. Amongst these are the provision of
food and energy, both of which can be sourced from the ocean. The future sustain-
able, secure delivery of energy will be essential to the well-being of all of the world’s
nations. Renewable energy is expected to play a major part in future energy supplies
both to reduce the impact on the world climate and also to make up the potential
shortfall in conventional energy sources. Land-based renewable energy resources are
limited by certain socio-economic factors which are not so prevalent in the ocean.
We will have to look to the oceans in future to ensure that the energy supply for the
planet is produced in a sustainable way. A recent report by IPCC, looking into the
potential for renewable energy to mitigate climate change, stated that ‘the world’s
oceans could supply many times the current electricity demand of the world’. The
IEA Ocean Energy Systems Committee has identified that ‘ocean energy could have
up to 750 GW installed by 2050 with 160,000 direct jobs created by 2030’.

Ocean energy is an emerging industry sector and there are a number of
promising developments under way. Significant commercial deployments in the
gigawatt range are envisaged over the next 10 to 20 years in Europe, United States,
Asia and South America.

I welcome this publication; it comes at an important time in the development
of the nascent ocean renewable industry. I envisage that it will become the refer-
ence work for electrical systems in this field and will serve as an excellent text for
educational and industrial applications.

The range of topics that are covered here will give the reader an excellent
understanding of the topics required in relation to all aspects of the electrical sys-
tems. These topics are presented within the framework of practical applications.
The contributing authors have wide experience both in research and industrial
applications relevant to the electrical systems for ocean energy.

I hope that the reader will be able to utilise the information to assist in
the realisation of the ocean energy industry as it endeavours to make a major
contribution to the world energy supply and to mitigating climate change.

Tony Lewis
Professor – Energy Engineering
University College Cork
Cork
Ireland





Chapter 1

Introduction

I first started in the field of ocean energy in the mid-1990s as an undergraduate
electrical engineer. At this time you could count the number of ocean energy
electrical engineers on one hand.

Back then, as device concepts were emerging the focus was more on hydro-
dynamics and fundamental performance. This was rightly so. The thinking was
that the electrical system came out of a box and could be added at the end. The
electrical design aspects of the projects always took second billing and this was
often the case because many of the groups developing the technology did not have
in-house electrical engineering expertise. After I finished my PhD I moved to
Australia to work on the design, build and commissioning of a full scale grid
connected wave energy device. What I learned from this experience is that the
electrical system and its control are fully integrated into the fundamental operation
and performance of the device. I also learned that there were no how-to guides,
ready references, guidelines or standards and that everything had to be adapted
from other areas. Mind you, it was exciting to be carving a new path.

Thankfully much has changed in the past 10 years as we are now seeing full
scale grid connected wave and tidal devices with plans afoot for hundreds of MW
of arrays within the next few years. Of course this will present the engineer with a
new set of challenges but I hope this book will become a reference for both those
working and studying in the field and will help them to overcome these challenges.

We have been collaborating internationally to help catch up with guidelines,
best practice and standards for the industry. Both the co-editor, Dr Dara O’Sullivan
and myself have taken part in a number of international initiatives in this arena. The
International Energy Agency Ocean Energy Systems (IEA-OES) Implementing
Agreement (www.iea-oceans.org) has over the past number of years coordinated a
number of technical annexes with participants from 20 countries. These annexes
have provided guidelines for many aspects of ocean energy devices. One of the
technical annexes in which we participated focused on the grid integration of wave
and tidal systems.

More recently, and building on the IEA work, the International Electrotechnical
Committee (IEC) has set up a technical committee TC114 to draft international
standards for marine energy conversion systems. Again, several of these standards
are directly focused on power quality and electrical performance.



The authors of the various chapters of this book have worked with us in the
past on IEA and IEC tasks, as well as other collaborative projects including EU
Framework 7 funded research. They are all experts in their respective areas and
I am very proud that they have agreed to contribute to this publication.

The scope of Electrical Design for Ocean Wave and Tidal Energy Systems is
quite wide. Each part of the electrical system is discussed as a subcomponent.
These subcomponents are brought together to form a controlled system that can
then be integrated into the grid. We give several worked examples throughout the
book to highlight this.

The second chapter deals with the selection of generators and their interaction
with power electronics. This is not trivial and there are subtle nuances in compar-
ison to wind turbines. One aspect specific to wave energy devices is that the peak to
average power ratio can vary significantly. The third chapter deals with power
cables, connectors and umbilicals, an area where there is still much development
to come. Chapters 4 to 6 deal with grid integration and power quality issues and
a number of case studies are presented. Energy storage is discussed in Chapter 7
and the benefits of even small amounts of storage are clearly demonstrated. The
implementation of control systems in ocean energy devices is presented in Chapter 8.
Some overview and background as well as specific wave and tidal examples are
given. The chapter on modelling and simulation brings all of the pieces together and
also describes some codes and methods under development. To conclude we detail
the relative costings of various systems and why the electrical design can have a
significant influence on overall project lifetime cost. This is important to understand
as large scale uptake of wave and tidal technology will not happen until the eco-
nomics are right and that the industry can be competitive. It is also in keeping with
the notion that the industry will build offshore power stations and it is the electricity
that these power stations deliver which is the market commodity.

What will become clear through reading the book is that the electrical system
and in particular the control system cannot be seen in isolation from the rest of the
power conversion system. Unlike our previous thinking that the electrical system
can be added at the end, we now know that we must include it right at the beginning
of the development. A subtle change in the electrical system could result in sig-
nificant costs or gains in performance, survival, device mass or project cost and
make the difference between success and failure.

This is why this Electrical Design for Ocean Wave and Tidal Energy Systems
is so timely in its publication as we embark on the build out of a new industry.
This is the first book of its kind and brings a wealth of international knowledge and
experience into the one publication.

Raymond Alcorn
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Chapter 2

Electrical generators in ocean energy converters

Nomenclature

CP Power coefficient of a turbine

DFIG Double-fed induction generator

DTC Direct torque control

FOC Field-oriented control

MMF Magneto-motive force

OEC Ocean energy converter

O&M Operation and maintenance

OTS Off-the-shelf

OWC Oscillating water column

PMSG Permanent magnet synchronous generator

PTO Power take-off

SCIG Squirrel cage induction generator

SG Synchronous generator

SVM Space vector modulation

TEC Tidal energy converter

TSR Dimensionless tip speed ratio of a turbine blade

VF-DPC Virtual flux direct power control

VFOC Virtual flux-oriented control

VOC Voltage-oriented control

WEC Wave energy converter

2.1 Introduction

D. O’Sullivan

On-line synchronous generators form the backbone of traditional fossil fuel gen-
eration power systems. These run at effectively constant speed, are synchronized to
the electricity grid, and are optimized for the speed at which they run. Power,
torque and fault current ratings are well defined and standardized. However, in the



field of renewable power generation, generator selection, rating and design are
more complex processes which are inextricably linked to the overall operation of
the entire conversion system; speed variation in the turbo-generator control is often
vital in order to maximize the primary power take-off (PTO) efficiency from the
renewable source, which by its nature is usually highly variable in time. For
example, in wind power generators the available PTO increases substantially if the
turbine rotational speed is controlled to increase as a defined function of the wind
speed. This control strategy is known as maximum power point tracking and has
been responsible for the gradual transition of wind power generator technology
from fixed or dual speed to variable speed machines. Likewise, under heavy gust or
swell conditions, a fixed speed generator will experience severe shock loads on the
generator shaft, whereas if the speed is allowed to increase, the inertia of the system
will absorb some of the extra power input. This mechanical consideration initially
led to the adoption of asynchronous generators in wind turbines where the slip
range was utilized to provide a small measure of speed variation and speed com-
pliance. Extensions to the speed range were also provided for by pole changing or
rotor resistance variation. However, in recent years, the improvement in cost and
performance levels of high power switching transistors has led to the adoption of
fully variable speed controlled generators. These have typically taken the form of
either gear-coupled double fed induction generators (DFIGs) with power electro-
nics control of the rotor voltage and frequency or direct-coupled synchronous
generators (SGs) with power electronics control of the stator voltage and frequency,
and either brushless field excitation or permanent magnet excitation. This devel-
opment process is illustrated in Figure 2.1.

This chapter details the generator drive train requirements relevant to ocean
energy applications, both wave and tidal. The specific impact of the wave and
tidal energy device technologies on the generator design and selection is also
highlighted. Finally, the design of power electronic controllers associated with
variable speed generator control is described.

2.2 Overview of generator drive train options

An overall classification of generator drive train topologies can be made between
fixed speed and variable speed solutions.

Asynchronous

Two-speed

Variable speed

Variable speed
gearless

Driven by wind turbine development

Mechanical shaft shock loads

Low-high wind speed operation 

Maximum power point
tracking

Gearbox
maintenance 

Governor

Fac

Turbine

AVR

Figure 2.1 Development of generator technology
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2.2.1 Fixed speed solutions
In fixed speed solutions the generator is linked directly to the supply grid
(Figure 2.2). Therefore the angular speed of the rotor is practically fixed and
determined by the supply grid frequency, the gear ratio and the number of pole
pairs of the generator. Generally speaking, fixed speed solutions have simple and
reliable construction of the electrical parts, require less maintenance and are more
economic. Squirrel-cage induction generators are the preferred solution for this
topology but wound rotor synchronous generators can also be considered.

Even though fixed speed solutions are simpler than variable speed solutions,
there are several drawbacks associated with them, of which some drawbacks are as
follows:

● Low energy capture: The power extraction is usually a function of the rota-
tional speed of the prime mover and the ocean wave or tidal stream conditions.
For each condition there is an optimum rotational speed. In general terms an
increase in efficiency of between 5% and 20% can be achieved when variable
speed solutions are employed [1].

● Mechanical stress: Since the speed of the prime mover is fixed, power fluc-
tuations are directly transmitted as torque pulsations, causing mechanical
stress. Solutions using squirrel-cage induction generators are less mechanically
demanding than their wound rotor counterparts. This is due to the compliance
effect of the slip during transients.

● Power quality: Mechanical power fluctuations are not only transmitted to the
drive train but also transferred to the grid. Therefore appreciable electrical
power fluctuations that degrade power quality are produced when fixed speed
solutions are used especially with low inertia drive trains.

● Reactive energy compensation: Squirrel-cage induction generators consume
reactive energy. Usually reactive compensation elements to compensate for
this consumption are needed.

2.2.2 Variable speed solutions
The problems related to fixed speed can be overcome by means of variable speed
solutions. Variable speed is achieved using power converters as an interface

Gearbox

IG

Soft starter

Capacitor
bank

Grid

Figure 2.2 Fixed speed topology (assuming turbine-like prime mover)
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between the electrical generator and the grid. The main advantages of variable
speed solutions with regard to fixed speed solutions are the following:

● Power electronics decouples the grid from the generator.
● Enhanced PTO is feasible due to better matching of the resource and the prime

mover speed.
● The rotor and the drive train can act as a flywheel storing or delivering energy.

Therefore electrical power fluctuations are reduced.
● It is less mechanically demanding due to the inherent mechanical compliance

in a variable speed system
● Active and reactive power can be fully controlled.

The main disadvantage of variable speed solutions is the increase of the cost
due to the use of power electronics. There are many variable speed topologies
depending on the generator type and the power electronics. Perhaps the most
common nowadays are those using a fully controllable back-to-back converter
(Figure 2.3) in a double fed induction generator configuration (Figure 2.4) or in a
full-converter configuration (Figure 2.5).

In the DFIG configuration the rotor winding is connected to the grid through a
bidirectional power converter. The converter size is usually about 30–40% of the
rated power. It allows variable speed operation and active and reactive power
control within certain limits. An important drawback of this topology is the
necessity of using slip-rings, which increases the maintenance requirements. This is

L

CVdc

a
b
c

r
s
t

–

Figure 2.3 Back-to-back converter

Gearbox
DFIG 

Back-to-back converter

Grid

Figure 2.4 DFIG topology
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an important issue especially for offshore applications where the time windows for
maintenance are limited due to weather and sea state conditions. This aspect is
discussed in more detail in section 2.4.1.

In the full-converter configuration the stator is connected to the grid through a
full-power bidirectional converter as shown in Figure 2.5. Permanent magnet syn-
chronous generators (PMSGs) and also wound rotor synchronous machines or
squirrel-cage induction generators are technically feasible options for this topology.
None of these options require slip-rings and so their maintenance requirements are
decreased. In addition to a better control over the speed, active and reactive power
are achieved since these magnitudes can be fully controlled over the whole range
(from 0% to at least 100% of their nominal values). Depending on the generator
technology choice different aspects regarding cost, efficiency, manufacturability,
suitability for offshore applications etc. can dominate considerations. However the
grid connection performance of all the options is very similar.

2.3 Overview of generator functionality in ocean energy
converters

The approach to selection of the generator type and size in an ocean energy
converter (OEC), whether wave or tidal, is first dependent on the role of the
generator within the overall converter system. This functionality can vary
significantly even within the same device. In this section the different operational
functionalities of the generator are categorized, and their influence on the generator
design parameters is discussed.

2.3.1 Power conversion
The most basic functionality requirement of a generator in a wave energy converter
(WEC) is that of mechanical to electrical power conversion – in similar manner to
the functionality of a generator in a fossil fuel power plant. In this case, the generator
does not participate in controlling the PTO action, but simply converts the incoming
mechanical power to an electrical output. Some examples of this would be:

● Fixed speed tidal turbines.
● Point absorbers with hydraulic PTO, accumulator smoothing, and constant

speed hydraulic motor and generator.
● Overtopping devices with multiple constant speed hydro turbines.

Back-to-back full converter
PMSG

Direct drive or
small gearbox

Grid

Figure 2.5 Full converter topology
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The torque range of the generator in this case will be completely dependent on
the primary power capture and prime mover mechanisms, and any inherent energy
storage. It is likely that the generator will have to operate over a wide load range
continuously, and so part-load efficiency becomes an important variable. Typically,
the generator will operate at constant speed and will be directly grid connected.

2.3.2 Prime mover efficiency optimization
This is probably the most common requirement of a generator in ocean energy
devices, and corresponds to the generator functionality of the majority of variable
speed wind turbines. The generator speed and/or torque are specifically controlled
to optimize the performance and efficiency of the prime mover [2]. Some examples
of this are:

● OWCs with variable speed air turbines.
● Variable speed tidal turbines.
● Overtopping or pump devices with variable discharge or variable jet hydro

turbines.

In these cases, the generator control is the means of prime mover efficiency
optimization. It is important for the generator to have a wide speed and torque
control range in order to optimize this efficiency. Generator torque ratings can be
eased due to the wider speed range and consequent absorption of some of the input
power in the system inertia.

2.3.3 Power smoothing
The generator control can allow for smoothing of the electrical output power, in
conjunction with the inertia of the rotating system, which can be enhanced by
additional flywheel inertia. This is beneficial to output power quality, and may
overlap in terms of control strategy with prime mover efficiency optimization, but
may also compromise it somewhat due to the limitation in response time if there is
significant added inertia.

The use of a generator in this mode of operation can be beneficial to its rating
specification, as significant torque pulsations can be absorbed by the inertia. The
generator and power converter peak power rating can then be relatively close to the
maximum mean power rating of the OEC. This aspect is discussed in more detail in
later chapters.

2.3.4 Device damping control
In this case, the generator is controlled to directly influence device motions. This is
the most effective approach to enhancing overall OEC efficiency, and also places
the most stringent demands on the generator ratings. The generator control is uti-
lized to adjust the reaction force to the device motion in, for example:

● Point absorbers with hydraulic PTO.
● Tidal current oscillating hydrofoils.
● Point absorbers with direct PTO.
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Directly controlling the motions of the device can optimize the primary PTO
efficiency, which is the most significant optimization from a system efficiency
point of view. However such control schemes can lead to significant over-rating of
the generator and associated power electronics to meet the peak torque require-
ments of such a design [3]. This is discussed in further detail in Chapter 8.

2.4 Generators in wave energy systems

Suitability to sustained and reliable operation of the generator in the harsh environ-
mental conditions of the offshore marine environment is clearly a significant and
important requirement. This is examined in terms of the mechanical and environ-
mental wear sustained by machines in such an environment. One important issue to
be tackled is the feasibility of the use of brushed machines such as the DFIG and the
brushed SG in such an environment, and the consequent maintenance requirements.

2.4.1 Brush operation
Brush wear in brushed machines is the result of mechanical friction and electrical
erosion. Friction produces carbon dust, while the result of electrical erosion is the
vaporization of carbon with little physical residue. In order to achieve a good
coefficient of friction between the carbon brush and the slip-ring, it is necessary to
establish a good carbon composite film [4]. A good film layer can reduce the
coefficient of friction to 10% of the original bare coefficient. In order to maintain a
good working film, brushes should ideally operate close to the rated load current.
Operation in over-current causes slip-ring blackening and reduced brush life,
whereas protracted light load operation results in film removal and increased brush
friction and wear. The differing input resource profiles of typical wave and wind
energy converters are depicted in Figure 2.6 for a time series of 40 s. While the
resource input to the wind device is oscillatory, its variation around the average
level is significantly less severe than for the wave device, where the resource input
fluctuates around zero every half-wave cycle. The high pulsating nature of wave
energy power flows is thus clearly not well matched to the desired electrical
operating point of a brush–slip-ring arrangement.

It is evident from Figure 2.6 that without significant inherent energy storage,
WECs require a high peak to average rating, and so will operate close to their peak
or overload current ratings for a significant proportion of the time. This represents a
further complication in the employment of brushed machines. In a publication
sponsored by Vestas Wind Systems [5], it was discovered that under high current
operation, brush–slip-ring systems can periodically enter film instability modes that
are characterized by severe brush wear and high brush temperature, increasing the
wear rate by approximately 40% more than the expected wear rate. This is less of
an issue for tidal energy converters which will have an input power profile more
akin to a wind energy device.

The other factors that inhibit good brush film formation are high humidity and
the presence of chemical contaminants in the air. While these environmental factors

Electrical generators in ocean energy converters 9



are issues for offshore wind turbines also, humidity and air vapour control are being
built into modern offshore wind turbines for these reasons [6]. The inclusion of
such air quality control in the generator enclosure of WECs is usually less feasible
since the generator is often situated in an inaccessible location.

The minimum brush life of a general purpose, slip-ring machine is typically
3,500–8,750 h. The effective operating period of an OEC at a good site is around
5,000 h annually. Thus, in order to avoid costly outages, or even generator damage,
the brushes ought to be changed at least twice annually, which corresponds with
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best practice in the wind industry, where brush changes are carried out typically
every 6 months and potentially every 3 months.

2.4.2 Operation and maintenance
The option of using the DFIG machine or the brushed SG machine requires the
presence of brushes in the system which, as previously mentioned, must be main-
tained and replaced on a regular basis, typically twice a year. Depending on the site
specifics this is potentially a more serious issue for OECs than for wind energy, and
even offshore wind. In the case of WECs, if on-board maintenance is considered
safe up to a 1 m swell, then statistically this only allows a probable 7 days in the
year for maintenance, in a typical North Atlantic offshore location. If on-board
maintenance is allowed up to a 1.5 m swell, there will be on average about 55 days
in the year when such maintenance is possible. This problem became apparent for
the first time in the Bockstigeen wind farm approximately 12 km of the Swedish
west coast [7]. Docking of the maintenance boat proved to be extremely difficult
even at a wave height of a little over 1 m. Subsequent to this experience, alternative
approaches are being explored in accessing offshore wind turbines, including
movable docking rails, submarine vehicle and diver access points, as well as heli-
copter pads located on the nacelle [7, 8]. Moreover, once access is possible, the
actual maintenance procedure can proceed in a relatively stable and protected
environment. Clearly the situation is even less straightforward for floating offshore
WECs. Access is likely to be only by boat, and the working environment itself may
not be stable. These factors and the consensus of the industry and research com-
munity appear to strongly support long lifetime, low or even zero on-board main-
tenance designs being a requirement. These considerations would appear to rule out
the use of the DFIG (as well as the brushed SG) in offshore WECs, despite its clear
advantage in terms of size, cost and efficiency.

Some WEC technologies such as the Aquamarine OysterTM locate the gen-
erator onshore, alleviating the issue of access and maintenance, thus opening up the
option of brushed machines.

2.4.3 Corrosive environment
All machine types will be protected to a high degree from the worst effects of the
environment. However, if the generator is located offshore in the marine environ-
ment, it is vulnerable to the effects of saline air or moisture. This will have the most
detrimental effects on a PMSG machine since NdFeB, which is the material of
choice for high-performance permanent magnet machines, is very sensitive to
corrosion [9]. These materials can be destroyed within days if certain forms of
corrosion take hold. This fact represents a disadvantage for the PMSG in this
regard, although epoxy coatings such as VACCOATTM have been developed for
the protection of such rare earth materials in saline environments [10].

2.4.4 Mechanical issues
In full-scale wave energy devices, motions up to 6 m in amplitude can occur in time
periods of 3 s, along with pitching motions leading to angular accelerations greater
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than 7 deg/s2 [22]. It is evident that such conditions apply severe mechanical stress
on the system components, and bearings and couplings will have to be rated to
absorb these shock loads. Moreover the pitching motions of the device will induce
gyroscopic loadings on the bearings.

Initial analysis of the impact of these motions on bearing design indicates that
the static loading of the bearings for a horizontal axis rotary generator, within a
typical full-scale device layout, increases at least twofold.

Generators with a higher power-to-weight ratio will have an advantage in this
regard, as the shock loading and bearing ratings will not be as severe. In the power
range of interest, the 4 pole SCIG has a ratio of 4–4.5 kg/kW, as compared to 3–3.8
kg/kW for the 4 pole SG and PMSG [11]. Hence the SCIG has a weight penalty of
20–30%. The surface magnet PMSG, however, has an additional problem in that
the permanent magnets are brittle and can be cracked under mechanical shock
unless precautions are taken.

2.4.5 Requirements by WEC category
As outlined previously, there exists a profusion of wave energy devices under
development. It is not easy to come to any clear conclusions regarding which
category or categories of device will end up being commercially successful. In this
section, a range of some of the major device categories are examined, and the
specific generator machine characteristics assessed for each category. The device
categories to be considered are:

● Oscillating water columns (OWC) with air turbines.
● Point absorbers with hydraulic PTO.
● Overtopping or pump devices with hydro PTO.
● Point absorbers with direct PTO.

2.4.5.1 OWC [12, 13]
In an OWC device, wave action is converted to an oscillating air flow by means of
hydrodynamic pressure variations across a water column inside the device which in
turn pressurizes and depressurizes the air in an air chamber. The oscillating airflow
enters and exits the air chamber through a ducting arrangement in which is usually
inserted a bidirectional air turbine, such as a Wells or impulse turbine [14]. The
presence of the duct acts effectively as a gearing mechanism converting low-
velocity airflow in the chamber to high-velocity flow across the turbine blades. The
consequences of this, for the generator, are that the turbine shaft can usually be
gearless and still operate in a relatively high speed range. In Wells turbine designs
off-the-shelf (OTS) two- or four-pole machines are possible. Impulse turbines tend
to operate at a somewhat lower speed, but can still operate within the range of a six-
or eight-pole machine. A wide operating speed range is generally optimal in these
situations, since the applied airflow profile is typically highly variable, and the
efficiency of the air turbine is optimized by varying the speed to match an instan-
taneous or averaged operating point of maximum efficiency yield [2]. These
devices do not tend to have any significant inherent energy storage, apart from the
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inertia in the mechanical system. Thus, generator machines with high-peak-to-
average torque ratios are suitable in order to keep the machine rating reasonable.
However, if there is full rated power electronics in the system, this will have to be
rated close to the peak generator power.

2.4.5.2 Point absorbers with hydraulic PTO [15, 16]
Point absorber devices are generally axi-symmetric about a vertical axis and are
characterized by being small in comparison to the incident wave length. A buoyant
body, termed a displacer which can be either surface piercing or submerged, moves
with the wave motion against a stationary or slow moving reactor. The relative
motion of the two drives a hydraulic ram. This slow moving pumping action is
converted to a higher speed rotating motion in a hydraulic circuit which may
involve one or more accumulators and one or more hydraulic motors. The hydraulic
motor is generally directly shaft connected to the main generator. The speed and
torque characteristics of the generator in this case are greatly influenced by the
hydraulic circuit design. If significant accumulator energy buffering is present in
the hydraulic circuit, the rotational speed of the generator can be constant [15] or
have a narrow range of variation, although variable speed designs offer some
advantages in terms of efficiency [16]. Rotational speeds can be designed to match
OTS generator designs. If there is sufficient flexibility in the hydraulic circuit
design, the torque and power rating of generators in these devices can be relatively
benign, and be selected close to the device rated power.

2.4.5.3 Overtopping/pump devices with hydro PTO [17, 18]
Overtopping devices extract energy from the sea by allowing waves to impinge on
a structure such that they force water up over that structure into a reservoir, thus
raising its potential energy. Pump type devices use the direct forces of the waves on
a hinged device structure to pump water into a raised reservoir in a similar manner.
The potential energy of the water is converted to kinetic energy using a conven-
tional hydro turbine. After exiting the turbine, the water is then returned to the sea.
Due to the presence of the large reservoir, the turbine–generator combination can
run at fixed speed; however, allowing some variation in the speed range enhances
the hydro turbine efficiency. Variable discharge operation is then possible with
fixed guide vanes and fixed runner blades [17]. As with conventional hydro tur-
bines, speed levels tend to be quite low, of the order of 100–300 rpm, generally
necessitating a gearbox. The presence of the large reservoir buffers the generator
from the inherently large peak-to-average power ratio of the resource, and allows
for total generator power rating close to the device-rated power level.

2.4.5.4 Point absorbers with direct PTO [19]
Instead of driving a hydraulic ram or pump, the motion of a point absorber can be
directly connected to the electrical generator via a mechanical linkage of some sort.
One example of this would be a direct-drive linear generator [20], where the motion
of the point absorber is directly coupled to a linear translator, which acts as the
moving element in a linear generator. Another example would be a direct-drive
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rotary generator, where the bidirectional linear motion of the point absorber is
converted to bidirectional or unidirectional rotary motion of a generator via
mechanical couplings such as pulleys, clutches, belts or gears.

Linear generators are most definitely a non-OTS design, and represent a very
difficult generator design problem due to their low velocity. This results in very
large torque and current requirements, which in turn are limited by magnetic
saturation and thermal limits in the generator windings. A further issue is the
attractive forces between stator and translator. This can be alleviated by utilizing a
non-ferromagnetic core in either the translator or stator. However, these generators
are still very much at the development stage. They require converter connection to
the grid as they are inherently variable speed. PMSGs are realistically the only
feasible machine design in this case.

Direct-drive rotary generators can be OTS designs, given appropriate gearing
arrangements. These require converter connection to the grid also as they are
inherently variable speed. If a clutching mechanism is present, the generator can
be unidirectional, and the presence of inertial storage will improve the peak-
to-average rating requirements of the machine. Clutching mechanisms can present
maintenance issues, so bidirectional generator operation can also be considered.
High part load efficiency is very important in this case [21], as the operating
point of the generator is constantly changing making PMSGs the most attractive
option again.

In both cases, the generator system must absorb high torque pulsations, since
there is no inherent energy storage. This can be absorbed somewhat by inertial
speed changes, but it is likely that the peak power rating of both generator and
power electronics will be significantly greater than the average device power rating.

2.4.5.5 Summary by WEC category
Table 2.1 provides an overview of the speed and torque ranges as well as the typical
generator types suited to the different categories of WEC. These can help to pro-
vide initial guidelines to the type of generator that may be required [22].

2.5 Generators in tidal energy systems

J. Bard and P. Kracht

The choice and design of generator systems for TEC are influenced by a variety of
factors. The requirements on the generator system derive from the role within the
overall tidal energy converter (section 2.2), economic and ecological aspects,
environmental conditions and also device-specific characteristics like the structural
design and the turbine technology. On the one hand, many of the resulting
requirements can be considered standard as they also have to be accounted in fields
like industrial applications and conventional electricity production. These are for
instance a suitable torque-speed range, efficiency, viability etc. On the other hand,
particular requirements like submerged operation and highly extended maintenance
intervals can arise which, if at all, are only found in special fields like the oil and
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gas industry. In the context of developing different TEC concepts from down-
scaled prototypes to first pre-commercial full-scale demonstration devices several
approaches have been used to meet the requirements of the generator systems.
This section describes the characteristics of applied generator technologies
and uses selected examples for illustration. In order to ease the understanding of
the interaction between the generator system and the overall TEC, brief descrip-
tions of the current resource, the turbines applied and different TEC concepts are
given.

2.5.1 Tidal stream and tidal energy converter characteristics
2.5.1.1 Tidal stream characteristics
Tidal currents provide a highly reliable source of renewable energies. If one con-
siders average time intervals of some minutes the current velocity is highly
predictable and is designated as mean velocity hereafter (Figure 2.7). The mean
velocity shows roughly four peaks per day in almost all locations in the world. As
the current velocity in the open sea is too low to allow for efficient energy con-
version, only sites where the currents are accelerated by narrows or other geo-
graphical conditions qualify for the installation of tidal energy converters. One can
assume that this requires peak currents above 2 m/s, which occur in many parts of
the world. Some places even exhibit peak currents more than 8 m/s [23]. Typical
examples of suitable sites are the Bay of Fundy, Canada [24], and the tidal test site
at EMEC in the Fall of Warness, UK [25], where peak current velocities around 4
m/s can be found.

Table 2.1 Summary of generator torque and speed ranges for each WEC category

OEC Prime mover
speed range

Generator peak torque
range (expressed in per
unit, pu)

Generator type

A 600–1500 rpm 2–4 pu; reduces with added
inertia

● VS SCIG/SG/PMSG

B 1000–3000 rpm Close to 1 pu with high
accumulator storage, up to
4 pu as storage reduces

● FS SG/SCIG-SVC for
high-storage designs

● VS SG/PMSG/SCIG for
low-storage designs

C 100–250 rpm Close to 1 pu ● GBC: FS SG/SCIG-SVC
or VS PMSG/SCIG

● Low-speed VS PMSG
D 0–3 m/s

0–400 rpm
2–5 pu; reduces with added

inertia
● Linear: PMSG (custom)
● Rotary: GBC VS SG/

PMSG

VS¼ variable speed; FS¼ fixed speed; GBC¼ gearbox coupled; SVC¼ solution requires static VAR
compensator for reactive power requirements
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The mean current velocity is superimposed by speed fluctuations at smaller
scales, which can be referred to as turbulence (Figure 2.7). On the one hand, this
comes from the effect of waves and wind at the free surface and on the other hand,
from bottom and side friction with the associated shear stress in the water column
[26]. Although in-depth understanding of the physical phenomena and corre-
sponding quantification are topics of ongoing research, it is observed that those
fluctuations are typically 10% of the mean speed, or more [27, 28].

Forming the basis for the design process of a TEC project and thus also
affecting the applied generator system a profound knowledge of the current
resource in terms of both the mean values and the expectable turbulences at the
given site is required. This can only be achieved by a thorough site assessment,
including long-term measurements of currents and turbulences.

In the majority of TEC concepts either horizontal or vertical axis current tur-
bines are used as prime movers to convert the power in the marine currents to a
rotating mechanical power. The power harvested by the turbine can be expressed
by the power coefficient, CP, which gives the ratio between the incident marine
current power on the rotor swept area and the mechanical output power of the
turbine. CP is a function of the dimensionless tip speed ratio, TSR, which is defined
as the ratio between the blade tip speed and the current velocity. Figure 2.8 depicts
a typical CP-TSR curve, which is quite similar for both horizontal and vertical axis
turbines. Another common aspect of both turbine types is the rather low rotational
speed. Considering turbines rated in the power range from 100 kW to several
megawatts, rated speeds in the range of around 10 rpm will be found.

Differences between the two types of turbines are that the vertical axis one
shows an oscillating torque, a slightly lower CP and an even lower rated speed.
These effects are caused by the constantly changing angle between the rotor blades
and the current stream and also the fact that each blade is operated in the lee of the
other blades during significant parts of each revolution. Despite these negative
aspects vertical axis turbines are applied in some TEC concepts, which is due to
some significant advantages mainly in terms of structural integration as described
below. A further advantage of vertical axis turbines is that the power conversion is
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not affected by the current direction. Considering horizontal axis turbines mainly
two approaches are used to deal with the reverting flow. Some concepts use fixed
symmetrical blades, which result in some disadvantages in terms of efficiency and
controllability. Another approach is the application of pitched blades, allowing for
spinning the blades according to the flow direction. The blade angle can be adjusted
for power reduction of the turbine, which is, if required, a further advantage of
pitched blades. But obviously this needs to be balanced against, e.g., increased
system complexity. Further options in the turbine design – not detailed here - are
for instance tubed turbines [29] and turbines using rather the drag than the lift
effect [30].

Alternative prime mover concepts
Besides the types of prime movers discussed above, several other operating prin-
ciples are studied by different device developers. Examples are for instance oscil-
lating hydrofoils [29] and tidal sails [31]. Obviously these operating principles can
result in completely different requirements on the generator systems. A detailed
consideration of these technologies is not the scope of this chapter.

Operation modes of tidal turbines
Tidal turbines have to deal with a wide range of current velocities. The full range is
typically covered by up to three different turbine operation modes (Figure 2.9). At
low current speeds the turbine is stopped (region 1), as the combination of energy
production, system losses, component wear etc. does not allow for an economical
operation. In region 2 the turbine output power is below the rated power of the
device. In this region the control objective usually is to maximize the energy cap-
ture by operating the turbine at the peak of the CP-TSR curve (Figure 2.8), which
means the turbine is operated with variable rotor speed. The trade-off between
increased costs due to loads on the structure, rated power of the components etc.
and the energy harvested can make it appear reasonable to limit the turbine output
power at some point (region 3). According to the CP-TSR curve this can either be
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achieved by operating the turbine above or below the optimum TSR, both of which
can turn out to be problematic. Operating the turbine below the optimum TSR,
using the so-called stall effect [7], is likely to result in high forces on the turbine
and the generator system needs to be designed for high-peak torques in case of
turbulences. In case the turbine is operated above the optimum TSR cavitation
might become a serious issue and additionally all components of the turbine–
generator system should be designed for the occurring high rotational speeds. As
mentioned above blade pitching gives a further way to control the turbine, avoiding
high torque variation in the stall region and also high rotational speeds.

In conclusion it can be said that both turbine and current characteristics and the
applied control schemes are quite similar to what is found in wind energy.

Structural integration of the turbine
In wind energy the structural layout of the devices has converged towards the well-
known design of standard horizontal axis wind energy converters. Looking at tidal
energy converters a different situation can be found. Quite a number of different
concepts are still being studied. In the following paragraphs three examples of
successfully tested TECs are presented.

The supporting structure of the SeaGen device [32] consists of a surface
piercing mono-pile set in a hole drilled in the seabed. The two turbines of the TEC
are mounted on a cross-beam, which for maintenance and repair can be lifted
above sea-level by means of hydraulic rams (Figure 2.10). Load shedding at high
current velocities and adaption to the reversing flow direction of the two hor-
izontal axis turbines are achieved by pitched blades. Another example of a TEC
utilizing a horizontal axis turbine with pitched blades (not depicted here) is the
HS1000 device [33]. The generator of the HS1000 is housed in a nacelle mounted
on a seabed-fixed tripod and has to be lifted by a floating crane for maintenance
and repair.
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The Kobold turbine [34] follows a completely different concept. The Kobold
turbine is a vertical axis turbine mounted below a floating platform (Figure 2.11).

The examples given here reflect only an excerpt of the multitude of different
concepts currently under development; for a more complete overview of technol-
ogies the authors refer to [29]. Nonetheless these three different concepts show that
the structural layout highly affects the requirements on the generator system as
discussed in the following sections.

2.5.2 Generator system specifications
2.5.2.1 Requirements on the generator system
The basic requirement on the generator system is to match the turbine characteristics –
basically this results in the need for a variable speed generator system, adapted to the
low speed range of the tidal turbines. A detailed specification of the generator system
can only be achieved by consideration of the overall system. Requirements like
maximum speed and torque of the generator system derive from factors like the
control schemes and mechanisms – pitched/unpitched turbine – and the expected
turbulences at the site. Independently from the generator technology applied, it
should be taken into account that apart from turbulences and the influence of any
wave action, the tidal currents are deterministic. From this deterministic behaviour
load profiles for the generator system rating can be derived, which can be used for
the generator rating, i.e. the generator rated power does not have to match the max-
imum rated power of the TEC. Instead the generator can be operated in overload
condition during peak currents, using the thermal time constants of the generator.

Figure 2.10 SeaGen device, turbines lifted above sea-level for inspection and
maintenance (reproduced by permission of Marine Current
Turbines Ltd)
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By means of load profiles also the impact of full- and part-load efficiency of the
generator system on the overall system efficiency can be determined. The importance
of part-load efficiency decreases with the proportion of time the turbine is operated in
region 3 (Figure 2.9). Further aspects to be accounted are for instance operation and
maintenance (O&M) costs, reliability, availability and low environmental impact of
the generator system components.

Some further crucial requirements derive from the specific TEC concept. Here
some examples shall be given which are derived from the aforementioned TEC
concepts. Both in the SeaGen and the HS1000 device and also in almost all other
TECs applying horizontal axis turbines the generator system is submerged, which
highly influences the generator system design. First, the generator system must
either be protected against or be designed to operate in direct contact with the
seawater. Second, as access to the system can be extremely cost and time intensive
the system must be designed for high robustness and extended maintenance inter-
vals. A positive aspect of the submerged operation is the relatively low ambient
temperature, which allows efficient cooling of the components. Another aspect
combined with the application of horizontal axis turbines are the high thrust loads,
which needs to be accounted for in the bearing design of the turbine–generator
system. Considering the example of the vertical axis turbine a completely different
situation is found. Here the generator system is located in a machinery room above
sea-level. Obviously also in this case robustness and long maintenance intervals are
key factors for commercial success, but the relatively enhanced accessibility of the
generator system definitely gives some more scope. Considering the bearings,
instead of thrust loads, high bending torques from the turbine now need to be
absorbed. Additionally as in this example the support structure of the turbine is a
floating platform; further loads from the platform motions have to be absorbed by
the bearings.

Figure 2.11 Kobold turbine: (left) scheme of turbine rotor and electrical
generator; (right) prototype device, driving a pump to dissipate the
generated power (reproduced by permission of Ponte di Archimede
International Spa)
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2.5.2.2 Comparison of generator technologies
In wind energy currently four different generator technologies are used for large
wind turbines [35], namely PMSG, DFIG, SCIG, SG, which on a first glance are
also candidate systems for TECs. However due to some drawbacks of DFIGs and
SGs – maintenance requirements due to slip-ring wear (DFIG) and complex rotor
structure (SG) – these types of generator systems do not appear to be appropriate
technologies for TECs and are rarely – if at all – used in this field. In wind energy
SCIGs have been the standard generators utilized in the 1990s, but are used less and
less due to some improved characteristics of other generator technologies such as
the PMSG as discussed below, as well as the availability of lower cost high-power
converters. On the contrary SCIGs are widely used in TEC projects, mainly as a
result of two considerations. First, the rotor structure of an SCIG is very simple and
thus this type of generator system shows a very high robustness. Second, SCIGs
operated as motors are the quasi-standard electrical machine in industrial applica-
tions. Therefore SCIGs are also highly available in standard designs for marine and
subsea application (see below). Also PMSGs, a rather new technology, are often
used in TEC designs. Compared with SCIGs, PMSGs show a lower weight and size
and an increased efficiency both at full and part load [7]. These advantages need to
be balanced against the drawbacks of PMSGs. These are mainly uncertainties in
both the reliability – corrosion and cracking magnets, which is a topic of ongoing
research – and the investment costs. The price for the raw materials of the per-
manent magnets accounting for a significant portion of the costs of a PMSG (ca.
20–30%) is highly fluctuating [36]. Regardless of the type of generator a full back-
to-back converter is typically used for the grid connection allowing variable
operation over the full speed range (see next section). However, the speed range of
standard electrical machines is well above the low rated speeds of tidal turbines.
The most common method for speed adaption, which is also applied in many TEC
projects, is the application of gearboxes, which has some major disadvantages. Due
to the additional losses the overall system efficiency is decreased. Gearboxes fur-
thermore require maintenance on a regular basis, and they can have a significant
effect on the system reliability – the highest downtimes in wind energy converters
are caused by gearbox failures [37].

To overcome the disadvantages associated with gearboxes so-called direct-
drive systems were proposed for wind energy converters and in the 1990s the first
wind turbines equipped with SG direct-drive systems were successfully introduced.
Obviously a direct-drive generator system eliminates the drawbacks combined with
the application of a gearbox, but the direct-drive technology also has some draw-
backs. In a direct-drive system the generator must be designed to meet the low
speed–high torque characteristics of the turbine, which results in large-diameter
generators. In wind energy so-called rim generators are applied in direct-drive
systems. In this machine design the generator rotor comprises a ring-shaped active
part, which is connected to a central shaft by means of rotor arms. This means that
contrary to standard electric machines the rotor is not solid. Although this results in
a weight reduction, direct-drive generator systems show a high weight penalty
compared to a drive train, comprising a standard high-speed generator and a
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gearbox [35]. Obviously with the high weight come additional costs for material,
installation, transportation etc. Additionally low-speed electrical machines tend to
show a lower efficiency than high-speed electrical machines [39], which partly
neutralizes the efficiency benefit of direct-drive systems. These disadvantages of
direct-drive systems can be partly compensated, if PMSGs are used. PMSGs can be
built in a more compact fashion, resulting in a lower weight [35], and as no exci-
tation is needed show a higher efficiency. Despite the still significant weight and
cost penalty, PMSG-based direct-drive systems are considered a very promising
generator technology for wind energy converters, which is reflected in the fact that
many wind turbine manufactures have introduced PMSG-based direct-drive system
in recent years [40]. Also for TECs direct-drive PMSG systems are promising and
are applied in some designs. In principle the drawbacks of the technologies, high
weight, costs etc., are also problematic in TEC projects, but the large diameter of
the direct-drive system has been accounted for by some developers by placing the
turbine in the centre of the generator (Figure 2.12). This appears to be a feasible
solution as the diameter of tidal turbines is significantly smaller than that of a wind
turbine rated at equal power. One common device utilizing a PMSG direct-drive
system is the Open-Centre Turbine [38].

Besides the principal benefits and disadvantages of direct-drive generator
systems one crucial factor should be considered in the decision making – this is the
fact that a direct-drive rim generator is definitely a non-OTS design, which brings
additional risks and costs in a development project. The experiences from wind
energy show that for instance a significant improvement in terms of reliability
cannot be achieved without significant and ongoing research and development
effort [37]. Additionally both the industry and research community are studying
advanced concepts, aiming at further weight and size reduction and increased

Figure 2.12 Integration of a rim-generator in a TEC
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efficiency [41, 42]. This research also includes studies on improved PMSG designs
especially for TEC applications [43].

Also the question on how to deal with the maritime environment and the
possibly submerged operation is closely linked to the weighing of benefits and
disadvantages of designing the generator systems from standard components
compared to the application of specifically developed components. When looking
at a design like the Kobold turbine (Figure 2.11) it appears that the requirements on
the generator system are quite similar to requirements on electrical machines
installed on marine vessels. For this application OTS components from various
manufactures are available, which provide required features like enhanced bearing
arrangements and corrosion protection, are certified for marine applications and
have proven track records. In 2002 a first prototype of the Kobold turbine was
installed in the Strait of Messina, Italy. Initially the generator system comprised an
SG and a gearbox for speed adaption. In the course of grid connecting the device in
2005 the generator system was redesigned to better match the available shaft
power, which was found lower than expected due to lower current speeds. The
actual generator system consists of an SCIG and a gearbox (personal communica-
tion, March 2013). If one looks at the examples of horizontal axis turbines the
generator is operated submerged, resulting in requirements common for instance in
the oil and gas industry. Commonly two different approaches are used to realize a
submerged operation of electrical equipment including electrical drives. The first is
to install the equipment in a watertight nacelle. On the one hand, this approach
requires some effort for the construction of the nacelle. Especially the dynamic
seals for the rotor connection need to be carefully designed. On the other hand, the
generator system can be designed from standard components [44], which benefits
in terms of costs and availability of the electrical equipment. One example for a
device relying on this technology is the HS1000. Additional to the generator sys-
tem, comprising an SCIG and a gearbox, the nacelle houses electrical equipment
such as control and sensor hardware. For maintenance and repair the nacelle needs
to be recovered from the seabed, which is a cost and time intensive procedure.
Therefore the generator system is designed for long maintenance intervals of
5 years [33]. The design of the SeaGen device follows the second approach to deal
with the submerged operation, which is to protect the single components of the
generator system against being flooded by seawater. This means an increased
number of dynamic seals are required. In case of the SeaGen device the SCIG, the
gearbox and the brake have to be separately protected. On the one hand, this
increases the risk of a seal-failure. On the other hand, the design and construction of
a watertight nacelle is avoided and components like electrical machines for subsea
operation are available OTS. In [45] it is described in detail how the generator
system for the Seaflow device, a predecessor version of the SeaGen device, was
designed from standard components used in wind energy and the oil and gas
industry. As can be seen from the aforementioned examples, both conventional
approaches to deal with the submerged operation are successfully used in TECs and
have proven their feasibility. Major advantages of these approaches are the avail-
ability, reliability and the reduction of development time and risk in a project. This
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has to be weighed against the drawbacks of these technologies. These are on the
one hand high investment costs for either subsea components or the design and
construction of a watertight nacelle and on the other hand the risk of water con-
tamination due to leaking oil from gearboxes, bearings or oil-filled generators, and
serious component damages in case of a seal-failure.

Actually the risk of failing dynamic seals seems to be one major concern
in TEC projects, which is accounted by some developers by introducing new
concepts in their TEC designs. Obviously direct-drive generator systems eliminate
the potential risks combined with a gearbox. An approach to improve the reliability
of the generator itself is simply to flood the air-gap of the generator. The idea
behind this technology is to avoid dynamic seals and use only static ones, which
directly protect the machine windings, instead of the whole air-gap of the machine.
One example of a device – among others – utilizing this technology is the Open-
Centre Turbine. Additionally magnetic bearings are utilized in the design, resulting
in a lubricant-free device. Other developers apply seawater lubricated bearings
[46, 47], a technology well-known for instance from applications like ship pro-
pulsion and hydropower.

Generally speaking, any avoidance of submerged equipment – especially
movable parts – will result in an increased reliability and ease of maintenance.
Some developers follow the consequent approach to fully avoid the subsea
installation of dynamic seals [46]. This means that an unpitched turbine is applied
and no brake system is incorporated in the TEC. This approach reduces the risk of a
system failure simply by reducing the number of critical components. But special
attention has to be paid to particular scenarios such as the event of a power network
or power electronics fault. In this case the turbine will accelerate up to a current
velocity depending on run-away speed. This operation point has to be addressed in
the design of the generator and the bearings, which both must withstand the
increased mechanical stress in run-away conditions. Additionally in case a PMSG
is used high induced voltages will occur. Therefore enhanced generator winding
insulations and circuit breakers, to protect the power electronics, might be required.

2.6 Power electronics for generator control in ocean energy
converters

S. Ceballos and E. Robles

Previous sections have clearly established the potential requirement for variable
speed control of the main generator in the power conversion drive train. This sec-
tion details typical modern power electronic controller techniques capable of
implementing fully variable speed control.

First, a general overview of different control methods will be presented. Field-
and voltage-oriented controllers will be introduced and PI (proportional-integral)
tuning procedures will be discussed. Finally some issues regarding reliability of
power converters are analysed.
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2.6.1 Control of back-to-back converters in full-converter variable
speed configurations

Section 2.1 described how variable speed solutions with back-to-back converters
can improve the performance of renewable generation power take-off systems. This
section describes a control algorithm for a variable speed solution with full-
converter configuration and a PMSG. A field-oriented control (FOC) algorithm for
the generator-side converter and a voltage-oriented control (VOC) for the grid-
connected converter will be developed. A comprehensive description of these
and other control strategies for power converters interfacing synchronous and
asynchronous machines can be found in [48].

2.6.2 Generator-side power converter control
The aim of the generator-side power converter controller is to control the speed
and/or torque of the electric generator according to certain predefined references
calculated by a higher level controller.

Figure 2.13 shows a general classification of the variable frequency control
methods [49]. These control methods can be divided into scalar and vector controls.
In the scalar control, which is based on a relation valid for steady state, only
the magnitude and frequency of the voltage, current and flux linkage vectors are
controlled [50]. Thus, the control system does not act on the space vector position
during transients. Therefore this control is used when high dynamics are
not demanded. On the contrary, in vector control, which is based on a relation valid
for transients, also the instantaneous position of the voltage, current and flux space
vectors are controlled. The control system adjusts the position of the space vectors
and guarantees their correct orientation for both steady state and transients.

Among the vector control methods, the most widely used technique is the
FOC, which uses current control loops in a synchronous reference frame [51] and

Variable
frequency

control

Scalar-based
controllers

V/Hz=const
with

stabilization
loop

Field
oriented
(FOC)

Direct torque
control
(DTC)

Vector-based
controllers

PM (rotor)
flux oriented

(RFOC)

Stator flux
oriented
(SFOC)

Direct torque
control with

space
vector

modulation
(DTC-SVM)

Circular flux
trajectory

(Takahashi)

Figure 2.13 Classification of control methods
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pulse width or space vector modulators. Also a very extended control scheme is the
direct torque control (DTC) developed in [52]. The DTC is a vector control scheme
with closed torque and flux loops. Using bang-bang hysteresis controllers made this
control concept very fast and not complicated. However, it has several drawbacks
such as the requirement of a fast sampling time, a variable switching frequency
and a high torque pulsation, which can be overcome using DTC-SVM [49]. This
method can be considered as a mixture between FOC and DTC. A detailed
description of these control algorithms can also be found in [48].

This section describes the implementation of a FOC for PMSGs. A dynamic
model of the PMSG is developed, the block diagram of the controllers is introduced
and some general rules to tune the controllers are given.

2.6.2.1 Generator dynamic model
The electrical dynamic equations of a PMSG are derived using the power con-
servative stationary dq reference frame, and assuming that the q axis is synchro-
nized with the magnetic flux:

v1d ¼ Rsi1d þ Ld
di1d

dt
� Lqwi1q ð2:1Þ

v1q ¼ Rsi1q þ Lq
di1q

dt
þ Ldwi1d þ

ffiffiffi
3
2

r
ymw ð2:2Þ

Te ¼
ffiffiffi
3
2

r
p ymi1q þ i1di1qðLd � LqÞ
� � ð2:3Þ

where v1d and v1q are the d and q components of the voltages at the generator
terminals respectively, i1d and i1q are the transformed stator currents, Te is the
electromagnetic torque, Rs is the stator resistance, Ld and Lq are the dq axis stator
inductances, p is the number of pole pairs, ym is the magnetic flux and w is the
electrical rotational speed.

Assuming a machine with low saliency, the d and q stator inductances are very
similar so, from now on, it is assumed that Ld � Lq ¼ L. In addition, the reference
of the stator magnetizing current I�1d is set to zero. With these assumptions, (2.3) is
reduced to:

Te ¼
ffiffiffi
3
2

r
pymi1q ð2:4Þ

The mechanical dynamic equation of a generator is given by

Tm � Te ¼ J
dwm

dt
þ Dwm ð2:5Þ

where Tm is the mechanical torque, wm is the mechanical rotational speed, J is the
inertia and D is the friction.

Applying the Laplace transformation to these equations the model of the
generator can be represented by the block diagram shown in Figure 2.14. This
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block diagram represents a multiple input multiple output system with two control
variables v1d and v1q and three controlled variables i1d, i1q and wm. It is also
important to point out the existence of two coupling terms between the currents.
Due to these coupling terms any variation in a single variable affects all the rest.

2.6.2.2 Generator-side converter controller
A FOC to regulate the controlled variables i1d, i1q and wm is described here.
Figure 2.15 displays the block diagram of the controller. It consists in two nested
control loops; an external PI controller regulates the mechanical rotational speed of
the generator while two internal PI controllers regulate the dq stator currents. In
addition, decoupling terms to make the PI regulators immune to the effects of the
coupling terms of the system are also included.

Assuming that the internal control loops are much faster (at least five times
faster) than the external control loops, the tuning of the speed and current
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Figure 2.14 Block diagram representation of PMSG model

Speed controller

Current controller

ωm mω

ωL

ωL

v1d

v1q

i1d

i1q

i1q

i1q

i1d

I1d*=0
PI

PIPI
3
2

ωm

ψ

*
*

+ +

+

+
+

– –

+ +–

–

Figure 2.15 Block diagram representation of generator-side converter controller

Electrical generators in ocean energy converters 27



controllers can be done independently. In order to tune the current regulators, the
zero-pole cancellation method described in [53] has been used. After decoupling
the current loops the transfer functions affecting the active and reactive compo-
nents of the current are simplified to a first-order system as shown in Figure 2.16:

GðsÞ ¼ 1
Ls þ Rs

ð2:6Þ

The PI current controllers are mathematically represented by

GcðsÞ ¼ K1pc þ K1ic

s
¼ K1ic

1 þ K1pc

K1ic
s

s
ð2:7Þ

The closed-loop transfer functions for the dq components of the current are thus:

GclðsÞ ¼ i1dðsÞ
I�d ðsÞ

¼ i1qðsÞ
I�q ðsÞ

¼ GðsÞGcðsÞ
1 þ GðsÞGcðsÞ ¼

K1ic

Rs

1 þ K1pc

K1ic
s

� �

s 1 þ L
Rs

s
� �

1 þ K1ic

Rs

1 þ K1pc

K1ic
s

� �

s 1 þ L
Rs

s
� �

ð2:8Þ

If the zero introduced by the PI controller is placed on the pole introduced by
the system, that is:

K1pc

K1ic
¼ L

Rs
ð2:9Þ

The closed-loop transfer function of the system becomes a first-order transfer
function:
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Figure 2.16 Speed and current control loops once the coupled terms have been
compensated
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Setting a closed-loop settling time for the dq stator currents equal to T1c, the
integral constant of the current controllers is given by

K1ic ¼ 4Rs

T1c
ð2:11Þ

Substituting (2.11) in (2.9) the proportional constant can be expressed as

K1pc ¼ 4L

T1c
ð2:12Þ

Expressions (2.11) and (2.12) allow tuning in an analytical way the PI dq
current controllers. The proportional and integral constants are a function of the
electrical parameters of the generator and the settling time.

The settling time has to be selected in such a way that:

● T1c should be small to provide quick dynamic to the system.
● T1c should not be too small to avoid saturation of the voltages given by the

converter (overmodulation).

Figure 2.17 shows an experimental test that analyses the performance of the
current controller in the presence of sudden reference changes. The reference of the
active component of the current of a PMSG is a square waveform with a 200 ms
period. Figure 2.17 displays the actual active component of the current. The results
show the good dynamic behaviour of the current controller.

Once the inner current controllers have been tuned the focus is now put on the
speed controller. If it is assumed that the inner current control loops are at least five
times faster than the external speed control loops, their effect in the speed dynamics
can be considered negligible. Therefore the simplified system block diagram
affecting the speed can be represented as shown in Figure 2.18.
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Figure 2.17 Performance of the current controller with zero-pole cancellation
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The zero-pole cancellation method can also be used to tune the speed con-
troller. Applying this method the following expressions for the proportional and
integral constants of the speed controller are obtained:

KPs ¼ 4J

Ts

ffiffiffi
3
2

r
pym

KIs ¼ 4D

Ts

ffiffiffi
3
2

r
pym

ð2:13Þ

where Ts is the closed-loop settling time for the rotational speed.
This tuning procedure is simple and gives good results when Ts is small or the

inertia of the drive train is high enough. Otherwise speed fluctuations due to
mechanical torque variations (Tm) can have a considerable influence in the response
of the system. In that case, a tuning procedure based on the analysis of the root
locus can be used to improve the dynamic response of the system. Using this
strategy the closed-loop complex poles of the system can be placed to obtain a
desired dynamic response usually characterized by a defined settling time and
damping factor. In addition a pre-filter can be used to minimize the overshoot
caused by the zero introduced by the PI controller [54]. Figure 2.19(a) shows the
position of the complex poles and zeros of a speed controller developed for a low-
speed PMSG when this method is used.

Figure 2.19(b) displays simulated and experimental speed responses. When the
generator speed is stable at 40 rpm, a speed reference change up to 60 rpm is
produced. Due to the action of the controller this speed reference is followed. Once
the actual speed of the generator is 60 rpm, at t¼ 20 s, an increase of the
mechanical torque Tm up to 100% of its nominal value is applied. Again, after a
transient period, the speed is controlled properly. Obviously the duration and speed
waveform during the transient can be modified, changing the position of the poles
and the zero in the root locus.

2.6.3 Grid-side power converter control
The control of a grid-connected converter can be considered as a parallel problem
to the vector control of an electrical machine. In this case the controller aims to
control the DC-bus voltage and the reactive component of the current injected into
the grid. Alternatively, it is also possible to control the active and reactive power
injected into the grid.
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Figure 2.18 Simplified speed control loop
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Figure 2.20 shows a general classification of control strategies for grid-con-
nected power converters. They are the following:

● Voltage-oriented control (VOC).
● Virtual flux-oriented control (VFOC).
● Direct power control (DPC).
● Virtual flux direct power control (VF-DPC).

The VOC of a grid-connected converter is very similar to the FOC of a con-
verter connected to an electrical machine, while the DPC is very similar to the DTC
of a machine. Both the VOC and the VFOC use internal current control loops in a
rotating dq reference system [55, 56] and pulse width or space vector modulators to
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guarantee a good dynamic and static performance. The main difference between
VOC and VFOC is the way they estimate the angular position of the grid voltage
vector. While the VOC gets the voltage vector directly measuring the grid voltage,
the VFOC uses the concept of virtual flux [48].

The DPC is based on the instantaneous active and reactive power control loops
[57, 58]. There are no internal current control loops nor pulse width modulator
blocks, because the switching states of the converter are selected by a switching
table which is based on the instantaneous errors between the commanded and
estimated values of active and reactive power. Therefore a correct and fast esti-
mation of the active and reactive power is needed. The main difference with the
VF-DPC is the way the instantaneous active and reactive power are obtained. The
former obtains it from the grid voltage, while the VF-DPC obtains from the grid
voltage flux. The control principles of the DPC are very similar to those of the DTC
schemes for electrical machines, and share the same drawbacks [59]. To overcome
them, an SVM (space vector modulation) strategy was introduced to the DPC
structure obtaining the DPC-SVM control scheme [60]. The DPC-SVM scheme
includes the advantages of the SVM (i.e. constant switching frequency and unipolar
voltage pulses), and preserves the advantages of the DPC (i.e. simple and robust
structure, lack of internal current control loops, good dynamics etc.). A detailed
description of these control methods can be found in [48].

This section describes the implementation of a VOC. A dynamic model of the
grid-side converter, including the grid filters and the DC bus, and the block diagram
of the controllers are introduced. Some general rules to tune the regulators are given.

2.6.3.1 Grid side converter dynamic model
The dynamic equations modeling the AC side of the grid-side converter using the
power conservative dq transformation are given by

v2d ¼ Rf i2d þ Lf
di2d

dt
� Lf wi2q þ ed ð2:14Þ

Control techniques for
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Figure 2.20 Classification of control methods for grid-connected converters
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v2q ¼ Rf i2q þ Lf
di2q

dt
þ Lf wi2d þ eq ð2:15Þ

where v2d and v2q are the d and q components of the voltage at the grid converter
terminals, i2d and i2q are the transformed grid currents, ed and eq are the trans-
formed grid voltages, Rf is the grid filter resistance, Lf is the grid filter inductance
and w is the grid angular frequency.

The behaviour of the DC bus, assuming that the converters have an efficiency
of 100%, is described by means of expression:

Cvdc
dvdc

dt
¼ Pgen � v2di2d � v2qi2q ð2:16Þ

where vdc is the DC-bus voltage, Pgen is the power injected into the DC bus by the
converter connected to the generator and C is the DC-bus capacitance.

Equation (2.14)–(2.16) constitute the dynamic model of the grid-side
converter. It is important to highlight that there is a non-linearity in the system
introduced by (2.16). In order to develop a linear controller, this equation should
be simplified. Assuming that the filter losses are negligible and that the d axis
is synchronized with the grid voltage, i.e. eq ¼ 0, (2.16) can be rewritten as
follows:

1
2

C
dv2

dc

dt
� Pgen � edi2d ð2:17Þ

(2.14), (2.15) and (2.17) represent a simplified model of the grid-side con-
verter. The block diagram representation of this model is shown in Figure 2.21.
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2.6.3.2 Grid-side converter controller
A VOC to regulate the variables i2d, i2q and v2

dc has been used. The block diagram of
the grid-side converter controller is shown in Figure 2.22. Again two nested control
loops, an inner one for the grid current components and an outer one for v2

dc, have been
employed. Following a similar approach to that used to tune the generator current
controllers, the proportional and integral constants of the PI current regulators are
given by

K2pc ¼ 4Lf

T2c
and K2ic ¼ 4RS

T2c
ð2:18Þ

where T2c is the closed-loop settling time for the dq grid currents.
Figure 2.23 shows the simulated behaviour of a grid-connected converter with

the proposed controller. The current references for the d and q components of the
current are 20 A and 0 A respectively. At t¼ 25 ms the references change to 45 A
and 5 A respectively. A 4 ms settling time is assumed. These results confirm the
good dynamics that can be achieved when this control method is used.
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The voltage controller is composed of a PI regulator and a feed-forward term
comprising the power injected into the DC bus by the generator-side converter Pgen.
The inclusion of this factor improves drastically the dynamics of the DC-bus vol-
tage, given that any change in the generator power is rapidly compensated by the
feed-forward factor. It is also noteworthy that the DC-bus dynamics are mainly
governed by the grey coloured block of Figure 2.21, provided that the current
control loops are significantly faster than the voltage control loop. This transfer
function has a pole at the origin and, therefore, there is no need of including an
integral controller to remove the stationary voltage error. This assumption is only
valid for the simplified model represented in Figure 2.21, when the feed-forward
term has been introduced on the controller and when a 100% efficiency of the
converters is assumed. It is not fully correct for the non-simplified model given by
(2.16). Nevertheless, it is still a good approximation when the proportional constant
of the controller is high enough. Therefore based on this assumption, the voltage
regulator proportional constant is given by

KPvdc ¼ � 2C

edTvdc
ð2:19Þ

where Tvdc is the closed-loop settling time for v2
dc.

If a high-precision control of the DC-bus voltage is required, an integral con-
troller can be introduced and tuned according to the desired dynamics by means of
the root-locus method, similarly as it was done previously for the generator speed
controller.

2.6.4 Fault operation of variable speed drives
Reliability of variable speed drives is an important issue in numerous applications.
In particular, it is of great interest in offshore systems since the periods of time for
maintenance are constrained due to weather conditions. A number of studies have
addressed this area and several solutions for variable speed drives have been pro-
posed [61–65]. Figure 2.24(a,b) shows two attempts to endow a variable speed
drive with fault tolerant capabilities. The solution shown in Figure 2.24(a) [61]
requires the neutral of the generator to be available.

(a) (b)

Figure 2.24 (a) Fault tolerant solution for open circuits; (b) fault tolerant
solution for both open and short-circuits
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This solution is able to accommodate open circuit faults. In case one of the
switches of the converter fails in open circuit, the pair of thyristors connected to
the neutral of the generator are activated connecting this point to the midpoint of the
DC bus. In order to maintain the rotating MMF after the fault, thus guaranteeing a
disturbance-free operation, the currents of the healthy phases should be increased
by a factor of

ffiffiffi
3

p
and shifted away 30 degrees from their balanced position.

Therefore a non-zero common mode current will flow through the generator neutral
point. In this solution the torque and the speed of the electric machine can be
maintained after the fault but the drive has to be over-rated to accommodate higher
currents. Otherwise a reduction in the torque by a factor of

ffiffiffi
3

p
is obtained. More

flexible solutions based on the same principle can be found in [62, 63].
Figure 2.24(b) shows a solution able to deal with single short-circuit or open

circuit faults [64]. In case of a short-circuit, the fuse of the faulty leg is blown and the
faulty leg is isolated. Then, the generator terminal that was initially connected to the
faulty leg is now connected to the midpoint of the DC bus activating the associated
pair of thyristors. Once this is done a set of voltages with a phase difference of
60 degrees is generated. For instance if phase a fails, and hence the terminal a of the
generator is connected continuously to the neutral point, the following set of vol-
tages taking as a reference the DC-bus midpoint has to be generated:

va0 ¼ 0

vb0 ¼ A sin wt � 5p
6

� �

vc0 ¼ A sin wt þ 5p
6

� �

9>>>>>>=
>>>>>>;

ð2:20Þ

Under this assumption, a balanced set of line-to-line voltages is obtained as
follows:

vab ¼ A sin wt þ p
6

� �

vbc ¼ A sin wt � p
2

� �

vca ¼ A sin wt þ 5p
6

� �

9>>>>>>=
>>>>>>;

ð2:21Þ

It is important to highlight that a reduction on the voltage by a factor of 2 with
regard to the non-fault operation is obtained when this solution is applied. There-
fore the torque of the machine can be maintained but the rotational speed is reduced
to a half after the fault. In order to overcome this drawback four-leg fault tolerant
solutions have been proposed [62].

It is also important to highlight that special attention should be put during the
design of these drives in order to avoid undesired turn on of the thyristors due to
high dv/dt.

More details on these and other fault tolerant solutions for variable speed
drives can be found in [65].
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2.7 Summary

This chapter has provided an outline of the issues confronting the designer of an
OEC when selecting or designing the electrical generator and its associated control
system. It is clear that, especially for WECs, this is a complex problem due to the
high variance in device PTO type, and indeed the functionality of the generator
itself within the power chain. In this regard, no single generator technology selec-
tion can be highlighted as being optimal. However, some overall guidelines for the
generator selection have been provided for the different WEC categories, and
generic guidelines related to offshore O&M minimization.

Specification and design of the generator system in TECs have been reviewed
and shown to be highly dependent on the device, turbine and current characteristics.
Both SCIGs and PMSGs are promising generator technologies for application in
TECs, showing individual advantages and disadvantages. It can be assumed that
some of the drawbacks of PMSGs, for instance the reliability issues, will be solved
in the context of further research and development. Thus it is not unlikely that in
the long-term PMSGs will turn out to be the superior technology.

As important as the choice of the generator technology are the concepts to deal
with the special requirements of TEC devices like marine environment, submerged
operation and extended maintenance intervals. Various approaches to address these
requirements have been successfully tested in TEC projects. Ongoing sea trials and
also new installations will bring valuable knowledge about the long-term reliability
of these concepts in the field.

A consistent requirement in both WEC and TEC system generators is the need for
variable speed control and operation. In this context, the power converter technology
and controller algorithms related to this need have been introduced. Grid-side and
machine-side control loop performance has been outlined with useful design guide-
lines for these control loops. Finally, the provision of fault tolerant power converter
solutions – clearly important in the offshore environment – has been introduced.
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Chapter 3

Cabling umbilical and array layout

P. Ricci and J. L. Mendia

3.1 Definition of grid connection layout

3.1.1 Introduction
Since only a few marine energy devices have been operating while connected to the
grid and always for limited time and at a small scale, the problem of properly
designed electrical configuration equipment and infrastructure has not yet drawn
much attention among the marine energy community.

Ongoing projects mostly concern single ocean converters to be deployed at
short distance from shore and are principally aimed at demonstrating the technol-
ogy rather than maximizing the power transmission. Deployment sites have been
often chosen mainly for practical and economical reasons, depending on the loca-
tion of suitable grid connection points at the coastline, and the requirement for
additional electrical infrastructure has been minimal to avoid additional costs. The
limited distance to shore allows a reasonably efficient power transmission at low or
medium voltage and for this reason some devices have been actually working
without carrying any kind of power converter.

However, it is widely acknowledged by stakeholders that the key to successful
commercialization of marine renewables in the future is the deployment in large-
scale farms possibly with an installed power of the order of hundreds of megawatts.
As shown in [1, 2] and in Chapter 10, this is due to the very high costs associated
with the installation and operation at sea so that only projects of large magnitude
can be economically feasible.

Considering that most of the wave and tidal technologies developed up to date
are characterized by relatively small rated power (up to 1 or 2 MW), farms of
several tenths or even hundreds of individual devices are required to reach the total
installed power required to break even.

Although recognized by the industry, the need for arrays of many devices has
not yet been tackled in depth by the research community because much of the efforts
in the previous decades was focussed on the proof of concept and on the design of
the technology, often conceived as an isolated element with little regard on the
effective components and infrastructure required for it to generate electricity and
transmit it to the grid. The design of marine energy arrays and the related



infrastructure, however, constitutes a fundamental step in the development of
marine renewables particularly in light of the economic constraints set by the
industry.

The definition of the most adequate array configuration is a complex task
which has connections to different technical aspects and considerations, which will
be briefly presented in sections 3.1.3–3.1.7. Many of the questions and challenges
related to it are still unanswered and will probably be among the primary subjects
of research and development in the next years.

Even if the disposition and configuration of the array and its elements are
completely defined, the engineering of the components that form what can be
called a grid connection infrastructure represents a very challenging job due to the
harshness of the environment and the specificity of the technologies. It is likely that
future large-scale farms will consider the example of offshore wind installation as
primary reference for the design of electrical infrastructure but several solutions
will need consistent adaptation to the case of marine energy technologies, as pre-
sented in section 3.2.

This is particularly the case of dynamic cables and subsea connectors for which
the design requirements and specifications posed by marine energy applications are
distinctly different from the ones typically applied in the offshore industry.
Bespoke solutions are needed in this case as the design of the connection is largely
dependent on the device dynamics and the deployment location. Section 3.3 will
review applicable standards and procedures for cable components and highlight the
most important issues associated with marine energy projects.

3.1.2 General requirements and constraining factors
The large majority of marine energy converters (MECs) being developed aim at
producing electricity directly at sea. Alternative ways of generating and transmit-
ting energy do exist (hydraulic transmission, desalination, hydrogen) and have been
applied in a few cases with reasonable success [3], but most of the large-scale
projects for future arrays are considering the generation of electricity to be carried
out directly at sea, usually on board of the device.

One could think of large batteries for storage so as to reduce or even eliminate
the need for grid connection, but this system would probably be inefficient and
would require nevertheless periodical access to the devices so that, in most projects,
a proper electrical interface has to be designed to convey the power generated by
the MECs and feed it into the grid.

From a very general perspective, the configuration of this interface should
satisfy the following requirements (see also [4]):

● Connect the offshore marine energy generators to the onshore electrical grid
for transmission of the generated electrical power into the general grid system
(export power).

● Where required, connect the offshore marine energy device to the onshore
electrical grid for the supply of the marine energy device auxiliary electrical
loads (import power).
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● Where required, connect the offshore marine energy device to the onshore
electrical grid for the supply of electrical power to energize and start up the
marine energy device (peak import power).

● Ensure that all equipment are being operated within its voltage and current
limits throughout the power range of the marine energy farm and over the
range of operation of the grid.

● Ensure that all equipment operate stably and predictably during individual
generator start-up and during minor grid disturbances.

● Ensure that the protection systems operate correctly, and safely isolate faulty
equipment.

● Ensure that any adverse effects of the marine energy generators on the elec-
trical grid are remedied according to the local grid connection requirements.

● Ensure that grid support is provided as defined by the local utility in their grid
connection requirements.

● Minimize energy losses in transmission of electrical energy back to shore.
● Minimize the capital cost of the overall (onshore and offshore) connection to

the grid.
● Facilitate economic operation and maintenance of the marine energy farm in

terms of isolation and access for maintenance and connection/disconnection of
devices.

● Maximize reliability of the grid connection.
● Minimize downtime of generators during routine operational procedures

(e.g. device maintenance) and following failures of the electrical connection
(e.g. due to grid disturbances).

These general requirements are applicable to any kind of electrical connection
configuration of a marine energy device or array of devices. These can be very
complex systems consisting of several components like the ones seen in the
example of Figure 3.1.

For practical purposes, however, a specific connection infrastructure should be
first identified by the layout of the electrical lines, the indication of the transmission
voltage along each line and the definition of the rated generated power of each
connected device.

Underground power
transmission cable

Underwater
transformation
and switchgear

substation

Farm power
distribution
static cable

and joint box

Farm power
transmission
static cable

Point of common
coupling
(PCC) Unit power
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(Lazy wave)

Floating wave
energy

converter

Mooring
system

Seabed

Electric
grid Onshore Offshore

Figure 3.1 Example of electrical connection of wave energy converter
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The engineering of the infrastructure is then dependent on the choice of these
specific parameters as well as on other environmental constraints (water depth,
metocean conditions etc.) in such a way that a set of practical design requirements
might be defined depending on the layout established in the first place.

It is clear, therefore, that the choice of the transmission voltage is one of the first
steps in the design of the connecting configuration and will serve as one of the basic
requirements for the subsequent design of the components outlined in section 3.2.

However, before selecting the grid connection configuration, the main factors
related to the proposed farm site as well as to the device characteristics should be
carefully analysed, particularly when they might constitute additional constraints or
requirements for some specific solutions (e.g. when considering accessibility for
maintenance of the electrical equipment).

Site-specific environmental factors are:

● Distance to shore (hugely important on the assessment of layout and cable
design).

● Energy resource (the performance of the device should be assessed against the
resource to find out the capacity factor and other relevant quantities for the
design of the cables and the connecting equipment).

● Bathymetry (knowledge of the bathymetry is crucial for any kind of work
related to installation, operation and design of marine structures as well as
laying of subsea cables).

● Grid capacity (the strength of the grid connection point would be very
important for large-scale installations and might affect the design of compo-
nents or the definition of specific control strategies).

● Seabed soil and sedimentation (cable routing and installation requires also
knowledge of the soil of the seabed; sedimentation is crucial for both cabling
and civil works).

● Environmental conditions (extreme parameters that drive the design of off-
shore structures, weather windows for operation and maintenance).

Device-specific features that might affect the design of the electrical connec-
tion are:

● Rated power (it determines the main requirement on the cables and
connectors).

● Power converter and output voltage (this would largely influence the choice of
the transmission equipment and at which point a substation or a connection hub
is needed).

● Device mobility (it influences the design of cables and connectors).
● Control systems (it might determine some special requirements for the power

line).
● Location of the connection point and accessibility.

Provided that all the devices are equipped with a power converter and a
transformer, the selection of the type of technology has a major influence on the
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design of some items (such as the cable) but is less decisive on the definition of the
global layout and, at some level, the design of the grid connection infrastructure
might be neutral with respect to the type of device that is connected as indeed is the
case of the existing marine energy testing sites [5–9].

However, the consideration of specific typologies of generation (such as, e.g.,
linear generators) might impose some choices in the transmission options presented
in section 3.1.4, particularly when considering small-scale arrays or isolated
devices.

3.1.3 Definition of array layout
When presented with the challenge of designing marine energy farms, there is little
knowledge available to utilities and project developers: Practical experience in the
development of marine energy arrays is almost inexistent and there are still huge
uncertainties on the best options for the device configuration.

Clearly, the first step of a project would consist in the design of a basic layout,
specifying the number and the disposition of the devices, the area they occupy
(including moorings or foundations), the number and nature of their connections
and the specification of their relative positions with respect to a common connec-
tion point or to the coastline.

As it will be discussed later, it is likely that future arrays will require several
MECs connected to a common point where the energy produced is collected.
From that point the energy is transmitted to shore by means of one or more
subsea cables. The selection of the transmission voltage of the cable is largely
dependent on the power installed and on the distance to shore, as made clear in
section 3.1.6.

The definition of the inter-device electrical layout, however, might be different
between two farms even if the transmission line presents the same characteristics
and several options could be envisaged, as shown in Figure 3.2.

The choice between those options depends on a number of factors:

● Electric efficiency.
● Installation and operational requirements.
● Resource use (in terms of hydrodynamic performance).
● Power quality issues.
● Environmental impact.
● Moorings/foundations requirements.
● Availability and continuity of supply.

Those factors are related to a series of parameters which are not solely specific
to the electrical connection design but are associated with other important aspects
such as the hydrodynamics of the energy absorption or the requirements for
accessibility of the devices.

Hence the design of the layout of marine energy has to be based on a balance
between several criteria, as represented in Figure 3.3.
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3.1.3.1 Design constraints from hydrodynamic and moorings
requirements

The assessment of the influence of the array geometric parameters on the power
performance of marine energy farms has been the subject of numerous studies
mostly based on numerical grounds with reference to small-scale experiments in a
few cases. However, most of those were applied to specific device types or to
relatively simplified cases with a limited number of combinations so that the sub-
ject is still debated and only very general conclusions can be drawn.

For instance, it appears clear that the disposition of the devices and their spa-
cing have always some effect on the power absorption because the actual working
principle of marine renewables relies on the hydrodynamic interaction of the con-
verter with either the waves or the current.

For tidal devices, this influence is usually associated with the development of a
wake downstream of the turbine and operates in the sense of a reduction [10] of the
power extracted. Array configurations made of staggered rows placed in front of
the main current direction are likely to be a solution though the inter-row distance
should be sufficiently large as to avoid undesired wake interaction.

The effect of the hydrodynamic interaction in wave energy farms is even more
complicated to ascertain: It has been shown by early analytical studies [11, 12] that
constructive interference is possible and thus a larger power per device can be
theoretically absorbed. However, this effect is typically limited to specific wave
periods and recent studies carried out in irregular waves [13, 14] indicate that the
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actual gain in energy absorbed due to optimal configuration is of the order of a few
percent whereas a decrease can be quantitatively relevant, especially in closely
packed arrays.

Overall, it is nevertheless confirmed that, as far as the inter-device spacing
becomes larger, the effect on the power absorption becomes negligible so that a
very basic recommendation would be to maintain this parameter sufficiently large
as to avoid largely negative interference.

Furthermore, apart from the considerations related to the hydrodynamic effects
explained above, there are a number of technical requirements that might impose
several constraints on the array configuration and on the inter-device distance.

First, all MECs will require station-keeping systems or foundations in order to
maintain their position. Particularly, floating devices would probably adopt moor-
ings with several anchors placed at a determined distance from the device and
imposing a certain ‘footprint’. If those devices were to be deployed and moored
independently, the size of the ‘footprint’ might impose an important constraint on
the inter-device distance. A possible alternative would be constituted by globally
shared mooring arrangements for arrays in such a way that several converters might
be moored and interconnected together. This would save infrastructures (in terms
of anchors and chains) and might even prove to be beneficial for wave energy
converters [15].

Another very important constraint will arise from the need for vessels and their
equipment to operate at ease on the single devices for maintenance and repairs.
This requirement will be often device- and site-specific, making it difficult to
define guidelines to deal with it but it might as well be the most decisive one if the
MECs are to be taken periodically onshore for maintenance.

3.1.3.2 Array inter-cabling configurations
Connecting individually to shore every device of the marine energy farm would
enable a very flexible and reliable operation of the generator units. Nevertheless, in
most cases this solution might lead to excessive cabling (and laying operations)
costs even for small farms close to shore.

In addition, the number of devices connected in one circuit is limited as elec-
trical barriers exist as a result of both the capacity of the collection cables and the
voltage drop along their length. The maximum number of devices per circuit is
therefore a function of the generator’s rated capacity and the adequate spacing
between the different units of the farm.

Therefore generating units are grouped into medium-voltage electrical col-
lection subsystems within the marine farm. Those arrangements, so-called clusters,
are then integrated together via offshore substations from where the transmission to
shore is initiated. According to the specifications on voltage and power levels,
some configurations might be more suitable than others.

Whether the distribution technology is AC or DC doesn’t affect the cluster
configuration since the interconnecting cable routes are similar, except in DC-ser-
ies clusters as the devices are series-connected in order to raise the DC output
voltage up at the node.
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There are several types of clusters [16]:

● String clustering without redundancy: The devices are connected in parallel
along a single collection cable. The main advantage is that if one arm of the
system breaks the overall system continues working. This option is one of the
most used in wind farms.

● Star clustering: The devices are connected independently to a cluster nodal
platform. The advantage is that several parts are independent to each other so
that in case of failure the overall infrastructure will continue working.

● String without redundancy: The system only has one transmission cable. If one
of the MECs has any kind of failure this would affect the operation of the
overall farm.

● String with redundancy: The devices are connected in parallel along a closed-
loop collection cable and a switch controlling the power flow in the cluster.

● DC-series clustering: The devices are series-connected in various branches.
This configuration is only used in DC clusters. Depending on power installed
and distance to shore, DC transmission is becoming a more widely installed
option in offshore wind energy.

It should be noticed that, as shown in Figures 3.4–3.8, the adoption of one
specific clustering configuration does not depend, from a conceptual perspective,
on the geometry of the array. Nevertheless, the design of the cable and the con-
necting equipment are certainly determined by the inter-device distance and, for
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Figure 3.4 String series cluster in medium and large farms (AC and DC)
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floating technologies, even by the dynamics of the MECs. In this case, the choice of
the array spacing could be a trade-off between the need to avoid extreme
mechanical loads on the one hand and excessive power losses on the other.

3.1.3.3 Optimization and future developments
Research on the design of marine energy array layout is still in its earliest stage and
most of the studies carried out so far have focussed only on one of the issues
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presented before, not considering the influence on the performance of the change of
the other factors due to a modification of the configuration.

However, it is clear from the reasons exposed previously that several aspects
inform the decision on the best layout, and the optimization of the geometrical
parameters of a marine energy farm should include all of them in order to be
effectively useful for project developers and future operators.

In the short to medium term it is most likely that arrays will be composed
of up to two rows arranged perpendicular to the prevailing wave or tidal
direction. For single row arrays lateral device spacing has the potential to be
optimized and ongoing studies are aiming at developing global tools capable of
assessing quantitatively the balance between the different factors (hydrodynamic
interaction, mooring costs, electrical infrastructure, installation and operational
tasks etc.).

The best criterion for the comparison of different options will probably be
driven by the economic performance, either in terms of net present value or cost of
energy. As it will be shown in Chapter 10, techno-economic models [1, 2] might
constitute the adequate tool for this purpose.

3.1.4 Power transmission options
From a theoretical point of view any marine energy device might be directly
connected to the grid without any additional element, assuming that a proper
power converter is installed on board. However, for efficiency and economical
reasons, it is likely that power produced by arrays of converters will be col-
lected and transformed before transmitting it to shore. This can be achieved in
several ways and through several possible configurations. Some of these are
introduced below.

At first distinction should be made based on the type of power transmission
between offshore and onshore locations.

Electrical energy can be transported by alternating current (AC) or direct
current (DC): For offshore plants the choice of whether to use a DC or AC trans-
mission line is mainly determined by the distance to shore and the installed capa-
city [4, 17–19]. For projects located far from the grid connection point, or of
several hundred megawatts in capacity, AC transmission becomes very expensive
or, in some cases, practically impossible due to cable-generated reactive power
using up much of the transmission capacity.

In such cases, high-voltage DC (HVDC) transmission is becoming an option.
Such a system requires an AC/DC converter station both offshore and onshore; both
stations are large installations whose building and operation might impose a num-
ber of engineering and economical challenges.

Currently most of the existing offshore transmission systems use HVAC for
the transport of electrical power from the farm to the shore. Usually, an offshore
substation is used to increase transmission voltage and therefore limit losses.
Nevertheless, when the farm is not very distant from shore and the energy generator
voltage transformer is high enough, offshore transforming substations may not be
necessary.
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There are two different preliminary issues to take into account for selection
of the transmission options: capital costs associated with the initial investment
and the efficiency of the transmission line (transmitted power divided by power
produced).

The terminal costs of DC transmission systems are usually much higher than
AC transmission costs. As we can see in Figure 3.9, as the distance to the shore
increases, the investment for AC line increases more than HVDC in such a way that
a break point, where HVDC and HVAC transmission costs are equal, can be
identified.

The transmission efficiency is an important point to take into account to
evaluate the transmission option for an offshore farm. When the distance to the
shore is not large the efficiency of HVAC transmission is higher than HVDC
transmission. However, similarly to the costs comparison, we can see that here also
there is a break point over which the efficiency becomes higher in HVDC trans-
mission option.

The placement of the power conversion equipment determines the kind of
power signal the connection system of the device will have to deliver. It is
expectable that future MECs will contain, apart from the electric generator,
a power converter and a transformer on board in such a way that the output
power will be transmitted through three-phase AC medium voltage lines (see
Figure 3.10). However, alternative solutions are possible such as the case of wave
energy devices operating with a linear generator whose power output is converted
in a substation out of the device [20], as seen in Figure 3.11. In this case, the
connecting cable from the device to the substation should be designed for low
voltage transmission making unfeasible this option for very long line or high
generated power (because of the losses that would be determined by possibly
large currents).

Other possibilities include the rectification of the power signal on board in
such a way that the device connection is performed through a DC cable, like in
Figure 3.12. This option has been proposed for offshore wind because it would
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Transmission distance

Cost of installation

Transmission distance

Transmission efficiency

DC
AC

Figure 3.9 Installation cost and transmission efficiency for AC and DC
transmission
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allow increasing the transmission voltage by connecting in series the devices
(avoiding in such a way the need of an offshore transformer) and might be pre-
ferable in case of large-scale plants far from shore when the high-voltage direct
current transmission could be feasible. However, it would require nonetheless
conversion equipment on board and possibly a transformer (in order to elevate the
voltage from low to medium level).

3.1.5 Models for power transmission
For the modelling of AC transmission cables the distributed parameter model can
be used. This model is commonly applied for the basic assessment of the power
flow in simple electrical configurations [21]. Figure 3.13 illustrates schematically
this approach: The impedance and admittance of any single line is applied to each
infinitesimal section in order to correctly model the longitudinal variability of
voltage and current.
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The main equations of the model are
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where V1 and I1 are voltage and current at the offshore terminal, V2 and I2 are voltage
and current at the end of the line (onshore), Zl is the impedance of the line per
kilometre Yl the admittance per kilometre and L is the length of the line in kilometres.

For the calculation of the parameters of the three-core cable line impedance and
admittance, the first step is the design of the cable: The cross-section of one core is
determined by taking into account transmission voltage and power capacity [22, 23].

For the thickness of the insulation and other layers, reference is made to
international standards such as the IEC 60502 [24]. The expressions for the kilo-
metric admittance and impedance of each core are described as

Zl ¼ Rline þ jXk ð3:3aÞ
Yl ¼ Gline þ jBk ð3:3bÞ

where Rline and Xk are respectively resistance and reactance per unit length of the
line while Gline and Bk represent conductance and susceptance per unit length of
the line.

Following [25] we can further write:

Xk ¼ wLline ð3:3cÞ
Bk ¼ wCline ð3:3dÞ

where Lline and Clineare inductance and capacitance of the line w is the frequency of
the grid. The resistance of the cable can be obtained through the relationship
Rline ¼ r/S where S is the area of the cross-section of the conductor and r stands for
the resistivity of the conductor material (in this case copper).

Cable losses in DC connection configurations are simpler to model than in the
AC case. Under fair assumptions, only dissipative resistive losses are of importance
in this case; therefore there is no need for complex models.

HVDC power transmission is performed through two typologies of conversion:
the line commutated converter (LCC) and the voltage-source converter (VSC).
More information on the structure and design issues associated with these config-
urations can be found in [4] and [19]. As for the results presented here, we con-
sidered different converter losses for the two cases (around 1–2% of the transmitted
power for LCC and 4–5% for VSC; see [26] and [27]).

3.1.6 Efficiency of the power transmission
The model presented in the previous section can be applied to a real case to esti-
mate the efficiency of the transmission [28].

In Figure 3.14 we can see the evolution of the power transmission efficiency
against power and voltage transmission for a distance to shore of 20 km of an
HVAC power transmission system.
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When the distance to shore is relatively small, as in this case, the elevation of
the transmission voltage has little effect upon the efficiency. Particularly in
Figure 3.14 it can be seen how this parameter is very close to 1 for all the possible
options. Generally better values can be observed for larger powers.

We can appreciate that for a power installed of 90 MW two different possi-
bilities for high efficiency can be recognized: The first is characterized by rela-
tively low transmission voltage. This corresponds to higher currents and possibly
higher resistive losses but, on the other hand, also to very small reactive effects. On
the contrary, the second area of high efficiency corresponds to very high trans-
mission voltage, where reactive effects are predominant over Joule losses.

In [29] different connection options for offshore wind farms are presented.
There are examples that can be compared and related to Figure 3.14. The first one
is Kentish Flats (90 MW, 2005) which connects 8.5 km to shore with a 33 kV of
transmission voltage without substation and the second one is Barrow in Furness
(90 MW, 2006) that has a 33/132 kV substation and which connects at 7 km from
shore. Even if these two cases are very similar in terms of distance to shore and
transmitted power, it can be seen how the choice of the voltage is basically oppo-
site, according to discussion relating to Figure 3.14.

In Figure 3.15 we can see the power transmission efficiency for a 100 km to
shore case of AC transmission marine farm. In this example by contrast to the 20 km
distance results, the best choice for efficiency is a relatively lower transmission
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voltage for lower powers, mainly because of the fact that at such long distances the
capacitance effect of the submarine cables is very important.

To observe how AC and DC transmission efficiencies vary along the distance to
shore, Figure 3.16 shows results for the case of an installed power of 20 MW and
transmission voltage of 45 kV. As we can observe there is a ‘break point’ where the
transmission efficiency is the same for AC and DC. Below this equilibrium distance,
AC is generally more efficient whereas DC transmission is preferable above this limit.

Indeed, this ‘break point’ depends on the power installed and on the trans-
mission voltage. The ‘break point’ distance is reduced as the transmission voltage
is increased, particularly because DC Joule losses are consistently reduced for this
case. Furthermore, the influence of the transmission voltage on this value is larger
when the power installed is higher because of the increment of losses according
with power installed.

The capacitance of HVAC insulated cable plays a major role in limiting the
technically and economically feasible length of HVAC cable. Capacitance causes
charging current to flow along the length of the cable and affects the reactive power
generated by the cables, decreasing its capacity to transmit active power, especially
over long distances. Because of this, it is necessary to provide reactive compen-
sation at the cable’s ends.

As we can observe in Figure 3.17, the reactive compensation effect increases
with increasing distances of the cable to shore as the influence of the capacitance of
the cable is larger.
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The reactive compensation is defined with the aim of obtaining the minimum
current intensity in the centre of the length at the transmission cable. In this way the
current is the same at the beginning and at the end of the line.

3.1.7 Design of cable transmission
Preliminary grid connection configurations at a generic site should aim at mana-
ging a balance between the investment costs and transmission efficiency, since the
latter would influence the future revenues of the installations. To perform such
analysis, at least on an approximate basis, one should define first some basic inputs
about the array such as distance to shore and power installed. Other parameters
such as water depth and various environmental parameters might be pertinent,
however, in a purely electrical analysis; these latter parameters would be much less
decisive.

In absence of more specific information on the actual components that will
constitute the electrical connection interface of the farm, the first step of the ana-
lysis is the determination of the voltage transmission and the required cable by
carrying out some calculation of the efficiency with the models shown in the pre-
vious sections. This allows the selection of the most appropriate transmission vol-
tage based on the location and the power installed.

Clearly, the adoption of a large voltage has a cost in terms of hardware which
has to be taken into account in order to find the best solution so that the correct
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procedure for a preliminary design would involve a simple cost model that includes
also the costs associated with the power losses encountered when applying not
efficient configuration, as seen in [28] and analysed in more detail in Chapter 10.

The definition of the cable transmission is part of the whole design process of
the array electrical configuration which, again, is the result of a techno-economic
evaluation. In Figure 3.18 we present a brief description of the different steps to be
taken into account while defining the layout of a wave farm.

3.2 Engineering of grid connection infrastructures

The problem of the design of grid connection infrastructures has been faced only
marginally by device developers due to their relatively early stage of development,
and the burden of defining adequate connection facilities for marine energy has
been taken by utilities and public bodies involved in the design of testing sites.
Even though the challenge is similar to the one experienced by the offshore wind
sector, it has to be noticed that the increased depths (and possibly also longer
distances to shore) at which wave energy devices are to be installed make some of
the solutions currently being adopted by the offshore wind industry unfeasible. This
might be true especially for future large-scale ocean energy arrays, which are likely
to be placed at considerable distance to shore.
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However, the ongoing development of full-scale testing sites for wave and
tidal technologies in several locations in Europe, especially when allowing the
connection of several different devices, requires a detailed design and a thorough
analysis of all the existing alternatives. The aim of this will be to identify the most
suitable solution to the economical and technical constraints of the project. It is
likely that this process will be even more important in the future, when very large
scale commercial ocean energy deployments will take place offshore and the
engineering of their electrical connection configuration will be crucial in assuring
the profitability of the investment.

When the electrical characteristics of the connection are determined, the pro-
blem is the engineering of the structure required to support the connection. The grid
connection electrical scheme will in general impose specific requirements on the
design of the infrastructure. However, some general qualitative requirements,
applicable to virtually any ocean energy deployment, can be formulated [30]:

● Most of the infrastructure can be considered permanent (i.e. it requires a
relatively high design life) since the installation is supposed to be operational
for a long time.
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Figure 3.18 Design process of an array layout
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● The motions of the elements of the connecting infrastructures should be lim-
ited in order not to affect negatively the cable dynamics [31].

● The whole structure should be easy to maintain, operate and install.
● The components should have minimum volume and weight (low costs and ease

of operation) and be commercially available (lower manufacturing costs).
● The environmental impact of the structure should be minimum during its life

cycle.

These general requirements would turn into quantitative design constraints
once the layout of the structure and the environmental conditions of the deployment
site are determined.

Due to the limited experience in the operation of grid-connected marine energy
devices and the variety of the existing concepts, there are virtually no commercial
solutions available and the development of the ongoing demonstration projects is
particularly difficult because of the frequent need of purposely designed systems.

As it will be presented in Chapter 10, however, these systems are capital inten-
sive and require very large scale installations to ensure profit. Thus, it is likely that at a
more advanced stage of development the marine energy sector will point to a reduced
range of solutions and standardized procedures and components will be adopted.

3.2.1 Definition of connection points
The typical situation we are confronted with when designing a grid connection
configuration is represented in Figure 3.19: One or more MECs located offshore
have to be connected to the onshore grid through a transmission cable.

From a purely functional point of view, at least two connection points can be
identified: one on the side of the converter, i.e. an offshore grid entry point, and the
other one on the side of the grid.

3.2.1.1 Connection to the device
The design of the connecting procedure for bottom-fixed technologies does not
constitute a novel challenge per se since the offshore wind industry has dealt with

Transmission cable Generator

Onshore
grid

Marine
converter

Onshore grid entry
point

Offshore grid entry
point

Figure 3.19 Basic representation of a grid connection scheme for a marine
energy converter
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this problem in the last decade. Offshore wind turbines have applied extensively steel
J-tubes for the protection of the cable but due to the high failure rates that have been
recorded, other options are being considered including the trenching of the cable
from a well below the monopile to the substation or the use of free-hanging lines.

Marine energy characterized by fixed foundation can apply conventional static
cable and allow the connection to be performed in a safe and dry environment.
However, the effect of waves and current on the laid cable can be severe, particu-
larly if considering the environment where tidal devices are going to be deployed.

Floating devices need to connect to the grid through a dynamic cable.
Obviously this cable will have to connect to the power conversion equipment (or
the generator in case of no power electronics hosted on board) inside the hull
through a properly designed connecting point placed on the external surface of the
MEC.

The definition of the connection point depends on a series of requirements:

● The motions in the connecting area should be of limited amplitude. This would
lead to lower dynamical loads in the cable.

● Complete immersion of the cable should be guaranteed during operation and
no oscillations outside the seawater should occur.

● The connected area should be close to the power conversion equipment (or the
electrical generator).

● The connecting area should be relatively far from the mooring connection
point or the extremities of the device in order to assure a low probability of
interference with other systems and/or devices.

● The cable should be easy to maintain and inspect and allow simple access and
disconnection from the MEC.

It is clear that the optimal choice satisfying all the requirements is dependent
on the device. However, considering the majority of the floating technologies
currently being developed, it can be said that in many cases a good choice would be
to connect to the lower central part of the structure as close as possible to the centre
of gravity (to avoid interference and large motions).

3.2.1.2 Connection point to the infrastructure
The dynamic umbilical cable coming from the device will connect to a grid infra-
structure depending on the layout previously defined.

The most basic option would include direct connection to the grid onshore. In
such cases an intermediate connection point should be provided on the seabed
between the dynamic cable and an underground ‘static’ cable that would connect to
the grid. This solution would probably require a long umbilical and might impose
constraints on the choice of the voltage.

Large-scale arrays of MECs will require the definition of a specifically
designed infrastructure to allow the connection of several devices to a common
point linked to shore by a unique cable.

The design of these infrastructures is still a subject of research and some of the
options that might be considered are summarized in section 3.2.3.
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3.2.2 Components of grid connection infrastructures
As introduced in the previous section, the definition of the rated power of the farm
and the distance to shore is the first step to determine a suitable configuration for
the electrical connection. The assessment of different options could be based at a
preliminary level on the evaluation of their efficiency and accordance to the grid
requirements. However, electrical connection infrastructures in offshore locations
represent often real challenges for offshore and civil engineers and usually require
huge investments to assure reliable structures.

Generally the grid connection of a medium-large scale marine energy array
would require the following physical elements:

● Device cabling and conversion equipment (power converter, transformer and
umbilical cable).

● Cable connectors.
● Offshore substation.
● Subsea transmission cables.
● Onshore substation.

For small-size farms some elements might be different or even avoided.
Conversion equipment and umbilical cables for device inter-connection are

currently device-specific and dependent on the generator type considered. It is
expected that in the future most of the marine energy technologies will be provided
with on-board converter and transformer while the design of the umbilical cable
will probably be dictated by the deployment site. Umbilical cables for power
transmission have been used in the offshore industry for decades but their appli-
cation to marine energy technologies might require purposely designed solutions as
dynamic loads due to motion of the devices (particularly wave energy floating
technologies) are very different from the ones commonly experienced in offshore
platforms.

On the other hand, the design of offshore substation, subsea cable and appro-
priate connectors is likely to be more related to the deployment site than to the
device type. This is particularly true observing the fact that most of the testing
infrastructures currently being proposed do not make reference to any particular
device (apart from the distinction between wave and tidal technologies). Based on
this rationale, previous experience of offshore wind industry is very useful to get an
understanding of the technical issues related to the design of these elements.

3.2.2.1 Substations for marine renewable arrays
Offshore substations are used to reduce electrical losses by increasing the voltage
and then exporting the power to shore. Generally a substation does not need to be
installed if:

● The project is small (~100 MW or less).
● It is close to shore (~15 km or less).
● The connection to the grid is at collection voltage (e.g. 33 kV).
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Early-stage marine energy projects are likely to satisfy all of these require-
ments; therefore building of properly designed offshore substation is not yet a
primary need for ocean energy deployment. However, most future farms will be
large and/or located far from shore, and they will require one or more offshore
substations.

A number of offshore substations have been installed and operated for offshore
wind energy farms, whose large size justified the high cost linked with their con-
struction. Typically wind substations are fixed platforms based on concrete foun-
dations and would probably not be suitable for deep-water deployments such that
possibly required for wave energy devices. Offshore substation will typically
comprise the following key components:

● Transformers.
● Electrical switchgear.
● Back-up electrical generator and batteries.

Future large-scale marine energy deployment would probably have to recon-
sider the design of purposely built substation since fixed structures with piled
foundations would be too expensive for deep-water installations. For such cases
there would be essentially two options:

● Floating substations: This option would allow the adoption of standard elec-
trical equipment on board provided that watertight integrity is maintained and
would be relatively easy to maintain and operate. Design of these structures
would be however rather challenging because they should be capable of
withstanding possibly very large wave loads and at the same time guaranteeing
a very limited footprint (otherwise umbilical connection from devices might
suffer severe damaging). Some solutions of this kind have been proposed but
they are still at an early development stage and no concept has actually proven
its feasibility. Experience from oil and gas industry is the key in many pro-
posed designs such as moored semi-submersible platforms or tension-leg
platforms. Some are actually being considered also as platform for floating
wind turbines (e.g. work being carried out by researchers of the Massachusetts
Institute of Technology).

● Subsea substations: Subsea installations would guarantee more safety in terms
of load resistance and positioning but would require very expensive protection
equipment for the electrical devices (most likely switchgear should include
sealed compartments full of pressurized oil). Moreover maintenance would be
very difficult or almost impossible in some cases since installations placed on
the seabed would be operated only by remotely operated vehicles (ROVs),
unless the water depth is low enough to allow divers’ interventions. Dis-
connection of the cables would be extremely difficult and mostly require the
adoption of wet-mate connectors (more expensive than the dry-mate ones).
Subsea substations would probably be permanent structures and therefore
would require very high reliability and redundancy to assure farm availability.
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3.2.3 Conceptual alternatives for connection units
It is clear that one major challenge in the engineering of the infrastructure is how to
design the junction point between the umbilical of the devices and the subsea cable
going to shore.

If the voltage is the same for the device and the cable, as is the case of most
demonstration projects, the junction box (hub) does not require housing any
transformer and this gives the possibility to place this element on or below the
surface without requiring special construction. Subsea substation solutions have
been indeed proposed for marine energy [20] but they are designed for low power
transmission and limited depths. In the present case four conceptual alternatives for
the design of the structure supporting the hub are identified and presented. In all
cases a main requirement is the solution to be modular, i.e. the possibility to make
the junction box independent of its support structure in such a way that manu-
facturing, operation and installation are easy and the whole mooring or foundation
system can be designed independently of the box design.

3.2.3.1 Subsea connection unit
The system is based on the use of a submerged junction box installed on the seabed
and a series of connection points (Figure 3.20). The principal elements are:

● Gravity platform on which the hub is installed.
● Submerged hub.
● Cable connectors: They connect umbilical and dynamic cable. Since the only

type of commercial connector available for the selected conditions is dry-
mated, they require the connection to be performed above the surface and
determine the adoption of intermediate dynamic cable.

● Dynamic cable: This is an intermediate cable that connects the umbilical of the
device to the junction box.

● Marker buoy.

Both junction box and dynamic cables are permanent elements of the
installation, and the connection and disconnection are performed by floating
the connector at the end of the dynamic cable. The main advantages of this
solution are:

● Mechanical stresses on the umbilical cables are reduced compared to other
solutions.

● Components installed on the seabed are very little affected by stormy
conditions.

Possible disadvantages are:

● The maintenance of the junction box is very complicated and switchgears
could not be usable.

● Recovery of the connector might be difficult due to sediment dynamics.
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3.2.3.2 Connecting hub placed at intermediate depth
The system is based on the use of a submerged junction box installed on a platform
located at 15–20 m below the surface. The principal elements are:

● Moored submerged platform hosting the hub and acting as a virtual seabed.
● Submerged hub.
● Dynamic cable: There might be the need for an intermediate cable connecting

the junction box to the subsea cable since the platform motions might impose
different requirements.

● Cable connectors: They connect umbilical cable of the device and junction box.
● Marker buoy.

In this case the umbilical cables of the converters might be directly connected
to the hub. The connection might be performed by divers inside the platform in a
watertight compartment or alternatively it might take place above the surface if the
hub is allowed to be detached from the platform and made floatable. The main
advantages of this solution are:

● Maintenance operations are realizable by divers without any additional
equipment.

● If the hub is placed in a dry watertight compartment, standard connectors and
switchgears could be adopted.

● Installation and decommissioning would be relatively easy.

Possible disadvantages are:

● The design of a platform with a watertight compartment could be difficult. On
the other hand, also designing a system for detachment and refloating of the
hub might be complicated.

● Dynamics of the platform might impose severe requirements on the umbilicals.
Also the possibility of clashing of the cable should be checked.

● The solution is new and might be very expensive.

3.2.3.3 Bottom-fixed connection unit
The system is based on the use of a pile or a gravity structure as support for the
junction box. The hub could be positioned above the surface but, in case the depth
was too large, one could think of a submerged hub to work as a virtual seabed,
similarly to what was proposed for the alternative presented in the previous section
and in Figure 3.21.

The principal elements are:

● Fixed platform (pile or gravity structure).
● Hub (above or below the surface).
● Cable: In this case the cable might be placed inside the structure and might not

require any intermediate section.
● Cable connectors: They connect umbilical cable of the device and junction

box.
● Marker buoy.
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The connecting operations would be very easy when the hub is placed above
the surface. If a submerged solution is considered, then there would be again the
choice between watertight compartment and detachable hub (Figure 3.22).

The main advantages of this solution are:

● Ease of maintenance and operations. No need for any specific service to per-
form the connection.

● If the hub is placed above the surface or in a dry watertight compartment,
standard connectors and switchgears could be adopted.

Possible disadvantages are:

● The construction and installation would probably be very expensive and might
not even be possible depending on the soil.

● High environmental impact.
● Dynamics and possibility of clashing of the umbilical cables should be checked.

3.2.3.4 Floating hub
The system is based on a floating platform supporting the junction box (Figure 3.23).

The principal elements are:

● Moored floating platform.
● Hub.
● Dynamic cable: An intermediate cable connecting the junction box to the

subsea cable has to be designed since the platform motions might impose
different requirements.

● Cable connectors: They connect umbilical cable of the device and junction
box.

● Cable connector: This would connect dynamic and subsea cable and might be
permanent.

● Marker buoy.

The connecting operations would be very easy in this case because it could be
performed above the surface.

The main advantages of this solution are:

● Ease of maintenance and operations. No need for any specific service to per-
form the connection.

● Ease of installation and decommissioning.
● Standard connectors and switchgears.

Possible disadvantages are:

● Dynamics of the umbilical cables might impose severe requirements on their
design since they would link two floating structures.

● The design of the platform might be difficult due to the extreme environmental
conditions and the requirement of very limited motions.
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3.3 Dynamic cable and connector design

3.3.1 Reference standards and guidelines
It appears clear from the previous sections that subsea cables are fundamental
elements of the energy chain of an offshore ocean energy convertor and that the
profitability of future marine energy farms depends, in some measure, on the cap-
ability of designing cost-effective and reliable solutions for the cabling of the
MECs.

Despite their acknowledged importance, relatively few information on their
application to marine energy is available, partly due to the current lack of opera-
tional experience. Their design and manufacturing process can be extremely chal-
lenging, particularly when considering floating wave energy technologies. In this
case, the cables applied for the connection of the device to the junction point are
very similar to the umbilical cables encountered in the offshore oil and gas
industry.

As for the case of mooring design and analysis, general methodologies and
procedures for umbilical definition can be found in offshore engineering literature
and standards referring to their specification, design, installation and manufacturing
are applied by manufacturers and offshore technology industries:

● ISO 13628 API Specification 17E: ‘Specification for Subsea Production Con-
trol Umbilicals’ [32] specifies requirements and gives recommendations for
the design, material selection, manufacture, design verification, testing,
installation and operation of subsea control systems, service umbilicals and
associated ancillary equipment for the petroleum and natural gas industries.

● IEEE Std. 1120-2004: ‘Guide for the Planning, Design, Installation, and
Repair of Submarine Power Cable Systems’ [33] gives an exhaustive list of the
numerous aspects to be taken into account for the planning, design, installation
and repair of submarine power umbilicals.

● DNV Guidelines on Design and Operation of Wave Energy Converters and
DNV OSS-312 [34] is focused on wave energy devices but provides informa-
tion and guidelines for power cable systems design and operation.

● IEC 60502: ‘Power Cables with Extruded Insulation and their Accessories for
Rated Voltages from 1 kV (Um ¼ 1.2 kV) up to 30 kV (Um ¼ 36 kV)’ [24]
specifies the construction, dimensions and test requirements of power cables
with extruded solid insulation for rated voltages ranging from 1 kV (Um¼ 1.2
kV) to 30 kV (Um¼ 36 kV) for fixed installations such as distribution networks
or industrial installations. Cables for special installation and service conditions
are not included, in our case submarine use or shipboard application, hence
necessary additional design considerations should be taken into account.

● IEC 60092: ‘Electrical Installations on Ships’ [35] gives the main system
design features of electrical installations in ships, with special attention paid to
cable construction, testing and installation. Detailed considerations related to
shipboard and offshore application give useful guidelines for low-voltage
submarine power cables’ design adapted to MECs. As it will be commented
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also later, however, care should be taken in applying the ratings specified in
this reference since different operational and environmental conditions are to
be expected in ocean energy applications.

● IEC 60287: ‘Electric Cables – Calculation of the Current Rating’ [36] spe-
cifies approaches and methodologies for calculating the current rating of
electrical cables, providing therefore guidance for design and selection of the
cross-section of the cable cores.

This amount of knowledge and experience can provide a first basis for the
development of similar recommendations for the ocean energy sector but it is clear
that purposely defined guidelines will need to be addressed in the future.

3.3.2 Composition of a typical subsea cable
Subsea cables for power transmission are generally made up of several layers,
whose composition and relative importance are changing dependent on the
application.

For MECs, since the primary function is the transmission of electrical power
(and possibly communication or measurement signals) the cross-section is gen-
erally composed of one or more central cores containing the conductor.

Each core would require appropriate insulation and possibly a screening layer
to keep the electrical field stress homogeneous. The whole ensemble is typically
enveloped within a sheath.

Armouring is usually required for protection and structural support. Steel
armours are practically always necessary for subsea dynamic cable configurations
due to the high mechanical loads. An outer oversheath, generally polymeric, is also
necessary for protection from corrosion of the armour (Figure 3.24).

Outer sheath

Armour

Inner sheath

Optical fibre

Copper tape

Insulation screening

Insulation 

Conductor screening

Conductor

Figure 3.24 Example of a typical subsea cable cross-section
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3.3.2.1 Conductor cores
The basic form of insulated three-core stranded conductor is used to carry three-
phase AC. The conductor size must enable the cable to carry the desired load
current without overheating and maintain voltage drop within desired limits.

The conductors of power cables are stranded (they contain several individual
wires). The lay-up is usually ‘bunched’ which means that all wires are twisted in
the same direction. Stranding assists cable flexibility and carriage of current as the
latter distributes itself more uniformly across the cable cross-section than with a
solid straight conductor.

Copper is generally preferred to aluminium for the conductors of all submarine
cables as its use permits a higher current density, thereby reducing the overall
diameter of the cable and its higher tensile strength is an advantage considering the
dynamic stresses likely to occur during operation. In the event of the cable being
damaged and seawater entering it, a copper conductor is much more resistant to
corrosion than aluminium. However, it should be noticed that copper is usually
more expensive and prone to price fluctuations than aluminium apart from the fact
that its density is three times larger.

3.3.2.2 Insulation
Each conductor requires a proper thickness of insulation to meet its design voltage
with the necessary degree of safety and reliability. An extra insulation of the con-
ductive core is usually made in order to separate it from a potential metallic outer
sheathing layer.

The required properties for subsea power cable insulation are the following:

● High insulation resistance to avoid leakage current.
● High dielectric strength to avoid electrical breakdown of cable.
● High mechanical strength to withstand handling and motion stresses.
● Non-water absorbing to maintain integrity in event of sheath damage.
● Alkali and acid resistant.

Synthetic polymers have replaced natural materials such as paper, mineral oil
and natural rubber for the insulation of distribution power cables. The range of
polymers available is extensive and variations in chemical compositions enable
specific mechanical, electrical and thermal properties to be obtained.

Polymeric insulated submarine cables are in increasing demand for use in
offshore oil fields and inter-island links up to a voltage of about 33 kV. Typical
materials selected for this function are cross-linked polyethylene (XLPE) and
ethylene-propylene rubber (EPR).

Considerable experience in land cable installations in many parts of the world
has indicated that the service life of XLPE cables may be limited unless steps are
taken to prevent moisture ingress into the insulation. It is therefore necessary to
provide an impermeable moisture barrier over the insulation, and for submarine
installations this is best achieved by the application of a lead alloy sheath.

Submarine cables insulated with EPR require no metal sheath and are installed
as a ‘wet’ construction. This type of cable is suitable for use up to 33 kV provided
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selection is made of a special formulation of EPR and of a low-insulation design
stress. Some three-core designs incorporate optical fibres or other communication
cables in the interstices.

The immersed weight-to-diameter ratio of non-sheathed polymeric submarine
cables is generally low and the cable is therefore liable to movement over the
seabed when subjected to even modest tidal currents. The application of a metal
(lead, aluminium or copper) sheath of appropriate thickness inhibits cable move-
ment, apart from ensuring that the core insulation is maintained in a dry condition.

3.3.2.3 Screening
For most applications, polymer insulated cables have screened cores. Indeed, as the
voltage levels rise above 3.8/6.6 kV, the tangential electrostatic stress acting along
the insulation layers becomes higher than the radial stress acting across them.
Leakage currents are set up leading to local heating and potential insulation
breakdown, hence the need for screening (Figure 3.25).

The screen around the individual cores confines the stress to sound core
insulation and also ensures that the flux is substantially radial.

The main functional element of the core screen is an earthed semiconducting
layer in intimate contact with the insulation. This can comprise a semiconducting
varnish in combination with a semiconducting tape but, nowadays, an extruded
semiconducting layer appears to be a good solution. The combination of conductor
screen, insulation and core screen are produced in one production process to ensure
a composite extrusion without voids at the insulation surfaces.

As a result, the electric field in these cables is kept within a homogeneous
dielectric and has a radial pattern. In order to provide a continuous earth reference
for the semiconducting core screen and to supply the charging currents for all parts
of the cable length, a layer of metallic tape or wires is usually applied over the
different screens.

3.3.2.4 Optical fibres
Data exchange is necessary between the control and operation entities (monitoring
for instance) of the marine energy farm. This function most readily will be carried

Conductor
Core insulation
Screen
Lead sheath

Figure 3.25 Composition of a screened power cable
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out by optical fibres incorporated inside the electrical power cable cores, granting
the optical system the adequate mechanical protection (mainly bending radius and
tensile strain limitations).

The construction and the integration of the optical fibre cables in the power
umbilical are well-known processes widely used in offshore industry communica-
tion system to be adapted to ocean energy specific requirements (Figure 3.26).

3.3.2.5 Filler
Insulated conductors in a three-phase cable are usually symmetrically placed within
a circular area, surrounded by a bedding sheath.

The core may be of two general types, free-flooding or jacketed:

● In a free-flooding type water is free to migrate through the internal parts of
the core, filling the internal voids or interstices. A free-flooding cable is
considered very reliable because each component is designed to be pressure-
proof.

● In a jacketed core a pressure-restricted covering is applied on the outside
surface. The function of the jacket is to form a pressure-restricted barrier
against the intrusion of water or other media into the internal parts of the core
and to act as an additional support layer for subsequent layers.

Secondary coating
Filling compound
Optical fibre
Central element

Core covering

Aramide yarns strength member
Outer sheath

PE inner sheath
Waterblocking compound

Figure 3.26 Typical structure of the cross-section of an optical signal cable
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For the latter, it is often recommendable to fill the interstitial spaces with a soft
material that could be depolymerized rubber, silicone rubber and/or cured urethane.
These fillers can be used in umbilical cable cores to protect the most vulnerable
components (electrical and optical wires) from high compressive loads and there-
fore allow them to move in the bundle during curvature variation of the umbilical.
The fillers also aid in even distribution of handling and installation loads placed on
the umbilical.

3.3.2.6 Armour
Some submarine cables may not require armouring, depending on the natural and
manmade hazards and environmental conditions. In the case of power cables for
marine energy applications, armouring becomes necessary for multiple purposes:

● Provide a partial path for return current.
● Carry tension during laying, operation and retrieval.
● Provide some physical protection against impacts.
● Control the bending radius to avoid kinking if laid over a sharp object.
● Provide abrasion resistance.
● Add weight to the cable to improve its dynamic stability.

A single layer of armour is common, but two layers of armouring may be used
where there is a significant amount of abrasion or severe dynamic loads (as it is
likely to occur in ocean energy applications). The pitch of armour wires may vary
depending on the desired bending, stiffness, and coiling characteristics of the cable.

Since the cable torque concentrated in the suspended length between the vessel
and the seabed can lead to kinking and knotting, double armour in opposite direc-
tions (double cross) is recommended for deep-water projects because it allows
reaching a torque balance, reducing high tension elongations of the cable. This
effect can also be neutralized by applying metal anti-twist tapes wound in the
opposite direction to the armouring to produce a counter-torque beneath the
armouring, avoiding an extra armour wires layer (handling and coiling
improvement).

Round, flat or tape armouring may be used. Armour wires are made of various
metals, including: aluminium, bronze and galvanized steel. Considering that mag-
netic armouring materials like galvanized steel might develop important electric
losses (circuit eddy currents), in some cases the more expensive non-magnetic
stainless steel could be required.

Material corrosion is also a main issue for armouring design, since it may have
an effect on cable armour life. Sacrificial anodes and/or active cathodic protection
systems may be used to prolong armour life.

3.3.2.7 Sheaths
Typical umbilical designs include sheaths for protection against corrosion and
water entry. The most common cross-section configurations include a sheath layer
covering the insulated cores and an outer oversheath for protection against abrasion
of the armour and the cable as a whole.
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The insulation must be sheathed to prevent the ingress of water and the
sheathing in turn must be protected by mechanical armouring to withstand rough
treatment particularly during laying.

Lead is commonly used in paper insulated high-voltage cables to provide a
flexible, conductive, water-impervious barrier. Lead also adds weight to the cable,
which helps hold it on the bottom in strong water currents, but could increase
laying tensions. In polymeric-insulated cables an aluminium sheath is more com-
monly applied when water tightness is required, although this determines a careful
design of the anticorrosion sheath.

The service life of a submarine cable will be dependent on the efficacy of the
anticorrosion protection, as seawater is an aggressive environment in which to
operate. Should the metal sheath of a non-pressure-assisted cable suffer corrosion
damage, water would enter the cable and a voltage failure would ultimately occur.

Extruded polyethylene provides the most impermeable barrier to moisture
ingress and is used practically universally for the anticorrosion sheath. It is applied
directly above the metallic sheath. If protection against teredo (a marine worm
present in shallow waters and notorious for boring holes in ships and other marine
structures) is considered necessary, one or two layers of brass or copper tapes are
applied over the polyethylene sheath.

Anticorrosion outer sheathes external to the armour wires are generally useless
because of the impossibility of guaranteeing absence of damage to any thermoplastic
or elastomeric layer during installation and operation. For such reasons, overall
serving with textile tapes instead of an extruded oversheath is often preferred.

When a metallic sheath is applied over a single or three-core cable the external
protection normally comprises a polyethylene anticorrosion sheath, armour bed-
ding, one or two layers of armour wires and a bituminized textile serving overall.

3.3.3 Preliminary definition and design of umbilical components
The principal function of umbilical cables in wave energy technologies is the
transmission of electrical power; therefore the preliminary definition and design of
its components is based on the required electrical parameters.

Key variables for a preliminary design are the nominal electric power to be
transmitted and the preferred operating voltage.

Subsequent steps of the design procedure of the electrical components are
usually based on standard methodologies but some care is needed to take into
account the specificities of the application.

3.3.3.1 Voltage designation and selection
Type of transmission
Voltage designation of subsea cables depends on the type of transmission considered.
As mentioned before, it is most likely that power transmission will be performed
through three-phase alternating current at least on the section connecting the MEC.

There are indeed some designs that consider the possibility to integrate a rec-
tifier within the device [37]. In this case electricity would be transmitted through a
direct current connection and the different units of a farm would be connected in
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parallel. For this kind of concept, two single core cables per device would be a
suitable choice.

Apart from some different constants and some changes in the construction (the
insulation layer would probably be different) the selection of DC cables is analo-
gous to AC cables. In the remaining of section 3.3.3 we will refer to the case of
three-core cables for three-phase AC service because most of the umbilical cables
currently being manufactured for the offshore industry are of this type and future
designs for MECs will probably take advantage from this experience.

However, it has to be noticed that the decision on the type of transmission
depends on the kind of electric and electronic machinery to be placed inside the
device. The Pelamis device [38], e.g., contains a transformer for elevation of the
voltage up to 11 kV. It is clear that a sensible allocation of the space within a
convertor for power electronics would represent an advantage for subsequent
definition of the umbilical components and additional grid connection equipment.

Voltage designation of three-phase AC cables
Suitable insulation and cable construction can be specified for the required three-
phase AC service performance. The design voltages for cables are expressed in the
form U0/U (formerly E0/E). U0 is the power frequency voltage between conductor
and earth and U is the power frequency voltage between phase conductors for
which the cable is designed, U0 and U both being rms values.

Power cables in British Standards, e.g., are thus designated 600/1000 V,
1900/3300 V, 3800/6600 V, 6350/11000 V, 8700/15000 V, 12700/22000 V and
19000/33000 V. For transmission voltages above this it is normal to quote only the
value of U and thus the higher standard voltages in the United Kingdom are 66,
132, 275 and 400 kV.

Standardization of system voltages has not been achieved worldwide although
there is some move towards this. IEC has published voltage designations which are
approaching universal acceptance particularly among European countries.

National standardization bodies also specify in some cases the maximum
voltage for each nominal value. Table 3.1 shows normalized values for the typical
medium voltage installations in Spain.

Table 3.1 Normalized voltage values for the
Spanish three-phase electrical grid

Voltage class (kV) Maximum voltage (kV)

1.8/3 3.6
3.6/6 7.2
6/10 12
8.7/15 17.5
12/20 24
15/25 30
18/30 36
26/45 52
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DC system voltages, by which is meant DC voltages with not more than 3%
ripple [25], are designated by the positive and negative values of the voltage above
and below earth potential.

There is not any globally accepted definition of voltage classes as low voltage
(LV), medium voltage (MV) and high voltage (HV); therefore the usual specifi-
cation of the voltage rating is preferred. However, catalogues of the suppliers of
power cables typically consider medium-voltage designs all the ones included
between 3 and 20 kV.

Voltage class selection
As mentioned before, the selection of the appropriate voltage class for an umbilical
cable specification depends on the kind of convertor and on the type of grid con-
nection configuration.

Since to date only a few marine energy devices have undergone grid-connected
sea trials and considering the different infrastructure and configuration that future
arrays deployment might determine, it is not easy to define a reference value at this
stage. However, taking into account field experiences and similar developments in
the offshore wind energy industry, it could be reasonably assumed that umbilical
connections will operate at medium voltages.

A sensible choice, especially for small-scale installations at limited distance to
the connection point could be the utilization of standard values in order to reduce to
a minimum the equipment for direct connection (for instance connection at the
same voltage of the distribution grid would avoid the need for a site transformer).

Offshore wind turbines, e.g., are in many cases connected by 33 kV cables (or
30 kV according to IEC) to a substation or directly to the grid [39, 49].

Since early-stage marine energy installations will probably require minimum
infrastructure for grid connection (at a preliminary stage it is better to host a con-
verter on-board rather than building a substation for it), a transmission voltage of
11 or 33 kV on the umbilical side represents a suitable choice.

A precise value, however, will have to be defined according to national codes
and detailed grid connection configuration.

3.3.3.2 Conductor core cross-section definition
The first step in designing or selecting an electrical cable consists in the defini-
tion of the value of the minimum conductor cross-section required. In a three-
phase connection, key parameters for this determination are the apparent elec-
trical power and the operating nominal voltage. Without precise indications on
the kind of conversion system, one can consider the installed capacity as a
reference for the real power and then apply a properly chosen power factor value
since

S ¼ P

cos f
ð3:4Þ

where S is the apparent power (in VAr), P the real power (in W) and cosf is the
power factor (f corresponds to the phase difference between voltage and current).
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A reasonable and quite conservative value for the power factor could be taken equal
to 0.8.

Once the voltage class of the cable is defined based on the criteria exposed in
the previous sections, the required phase current can be found through

I ¼ Pffiffiffi
3

p
U cos f

ð3:5Þ

where I stands for current (in A) and U for the phase voltage (in V).
This value of the current will have to be less than the current-carrying capacity

(sustained rating) determined by thermal verification.
For the calculation of the minimal section required for the conductor there are

three criteria that should be considered simultaneously:

● Heating of the conductor: The density of current on the conductor must be
limited to reduce the heating produced by the circulation of the current, since a
maximum operational temperature is specified. This criterion determines a
maximum value for the current.

● Voltage drop: The voltage drop (or equivalently the power loss) must be lim-
ited within acceptable values, particularly if the power is directly distributed to
any kind of user. This criterion is mainly important for long lines, being its
application to common umbilical not particularly restrictive.

● Short-circuit current: This value has to be limited to avoid overheating and
extreme electro-dynamic stresses in case of occurrence of short-circuit. It
might be a very important method for the determination of section of medium-
and high-voltage lines.

3.3.3.3 Thermal design
Determination of the conductor optimal size under the thermal criterion is based on
the choice of the minimum value of the cross-section capable of carrying con-
tinuously the current that is required by design parameters.

The maximum current that a specified conductor cross-section is capable of
transmitting (current rating) depends on the construction of the cable and the type
of insulation.

During service operation, cables suffer electrical losses which appear as heat in
the conductor, insulation and metallic components. The current rating is dependent
on the way this heat is transmitted to the cable surface and then dissipated to the
surroundings. Temperature is clearly an important factor and is expressed as a
conductor temperature to establish a datum for the cable itself. A maximum tem-
perature, which is commonly the limit for the insulation material, without undue
ageing, for a reasonable maximum life, is fixed.

Two of the important parameters in establishing ratings for standard operating
conditions for particular installations are the ambient temperature and the permis-
sible temperature rise.

Generally the maximum conductor temperature is determined by the insulation
material and is specified by existing standards such as IEC 60287 (Table 3.2).

Cabling umbilical and array layout 83



Once the ambient temperature is also specified, the permissible temperature
rise is given by the difference between the two.

The current rating I in ampere could then be computed by the formula:

I ¼ Dq� Wdð0:5T1 þ nðT2 þ T3 þ T4ÞÞ
RT1 þ nRð1 þ lÞT2 þ nRð1 þ l1 þ l2ÞðT3 þ T4Þ

� �1
2

ð3:6Þ

where Dq is the permissible temperature rise in the conductor, R is the AC resis-
tance per unit length (W/m) of the conductor at maximum operating temperature,
T1, T2, T3 and T4 are the thermal resistances per unit length (�Km/W) respectively
between one conductor and the sheath, of the bedding between sheath and armours,
of the external serving of the cable and between the cable surface and the sur-
rounding medium; n is the number of conductors in the cable (three for a typical
three-phase umbilical), Wd the dielectric loss per unit length per phase (W/m),
l1 and l2 are ratio of losses in the metal sheath and armour with respect to total
losses in all conductors in the cable.

Thermal resistance and loss ratios are given by formulas that can be found in
standard literature [36]. More often their values are directly specified depending on
the application and materials.

Ambient temperatures are also specified by standards for a large number of
cases and condition of installations. Data for umbilical installations could be
referred to existing standards for offshore and ships’ electrical installations that
specify an ambient temperature of 45�C for calculation of the current rating;
however, considering their application to MECs, lower temperatures might be
considered (Figure 3.27).

The typical procedure for selection of the conductor cross-section does not
need to include calculation of (3.6). Cross-sections values and cable lay-up are
normalized in such a way that current ratings are given for a variety of cases in
published standards or even in catalogues from suppliers.

Correction factors for different ambient temperatures and different conditions
of installations are also provided.

Table 3.3 gives a brief list of current ratings for cable for offshore installations
with EPR insulation. Table 3.4 provides correction factors for different ambient
temperatures (to be multiplied directly to the defined current rating).

Table 3.2 Maximum conductor temperatures for different type of polymeric
insulation [36]

Insulation Maximum conductor temperature (�C)

Polyvinyl chloride 70
Polyethylene 70
Butyl rubber 85
Ethylene-propylene rubber (EPR) 90
Cross-linked polyethylene (XLPE) 90
Natural rubber 60
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B: Steady-state thermal (ANSYS)
temperature
type: temperature
unit: °C

90.05 Max
87.672
85.294
82.916
80.538
78.16
75.781
73.403
71.025
68.647 Min

0.000 0.030
0.015 0.045

0.060 (m)

Max

Min

Figure 3.27 Example of cable heat distribution

Table 3.3 Maximum AC continuous current ratings in ships and
offshore (based on an ambient temperature of 45�C
and a maximum conductor temperature of 90�C)

Conductor size (mm2) Single core (A) Three- or four-core (A)

16 95 67
25 125 89
35 155 105
50 190 135
70 240 170
95 290 205
120 340 240
150 385 270
185 440 305
240 520 365
300 590 415

Table 3.4 Rating factor for ambient temperature

Temperature (�C) 30 35 40 45 50 55 60 65 70 75 80
Rating factor 1.15 1.11 1.05 1.00 0.94 0.88 0.82 0.75 0.67 0.58 0.47
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Detailed analysis of the thermal behaviour of the cable, particularly in transi-
tory conditions, might be required at a later stage, where finite element models
could be necessary (see [41]).

3.3.3.4 Voltage drop
When current flows in a cable conductor, there is a voltage drop between the ends
of the conductor which is the product of the current and the impedance. If the
voltage drop were excessive, it could result in the voltage at the equipment being
supplied being too low for proper operation. The voltage drop is of more con-
sequence at the low end of the voltage range of supply voltages than it is at higher
voltages, and generally it is not significant as a percentage of the supply voltage for
cables rated above 1000 V unless very long route lengths are involved.

Calculation of the section of the conductor under this criterion is particularly
important for long transmission lines. Umbilical routes are likely to be short
enough to avoid excessive losses. However, direct connection to the grid from
devices installed close to the coastline might require longer paths.

The voltage drop along a single-phase line can be expressed by

DU ffi RI cos fþ XI sin f ð3:7Þ

where I is the current flowing in the line (in A), R the AC resistance (in W), X the
reactance (in W) and f is the phase difference between voltage and current.

If a DC cable was to be considered, the voltage drop would clearly be
dependent only on the resistance (the power factor would be equal to 1) and the
calculation of the proper section based on this method would be straightforward. In
such case the value should be multiplied by 2 for account of the return line.

If we consider three-phase AC transmission the total voltage drop is equal toffiffiffi
3

p
times the value given in (3.7), we obtain:

DU ffi ðR þ X tan fÞ P

U
ð3:8Þ

The reactance X is variable with the diameter and the position of the con-
ductors. In absence of precise data on its magnitude, it can be taken equal to a small
fraction of the resistance value or to a constant (e.g. 0.1 W/km). However, for
relatively small conductor cross-section areas (less than 120 mm2) such as the ones
typically assumed for umbilical cables, the contribution of the inductance to the
losses can be neglected.

The resistance R is dependent on the temperature and on the material. Its
value for AC transmission is slightly larger than the one for DC lines because of the
‘skin effect’ [25] and the proximity of other conductors. Those factors can be
included by assuming a global 2% increment [25]. The resistance is then given by
the formula:

R ¼ 1:02r20ð1 þ aðq� 20ÞÞL
Sc

ð3:9Þ

86 Electrical design for ocean wave and tidal energy systems



where r20 is the material resistivity at 20�C, a is the coefficient accounting for the
variation of the temperature, q is the temperature of the conductor, L is the length of
the cable and S is its cross-sectional area.

Values for r20 and a are given in Table 3.5 for copper and aluminium.
The cross-section of the conductor can then be computed through

Sc ¼ 1:02r20ð1 þ aðq� 20ÞÞ LP

DU � U
ð3:10Þ

The cross-section of the conductor will be chosen to be equal to the minimum
normalized value larger than the one given by (3.10).

The maximum voltage drop acceptable across the line will depend on the
specific requirements determined by the electrical installations and is often pre-
scribed by standards and national rules. For long lines it is usual to specify a value
per kilometre.

3.3.3.5 Short-circuit verification
The chosen conductor size should also be checked against its ability to carry short-
circuit currents. During a short-circuit there is a sudden inrush of current for a few
cycles followed by a steadier flow for a short period until the protection operates,
normally between 0.2 and 3 s. The temperature in the cable augments abruptly
because of the heat generated by the Joule effect and possible damages might occur
if the components of the cable are not properly designed.

Since the time involved in short-circuits is assumed to be very short, the insu-
lation can withstand much higher temperatures than the ones allowed for sustained
operation. IEC standards specify maximum short-circuit conductor temperatures for
transmission and distribution lines (e.g. 250�C for XLPE and EPR insulated cables).

The difference between these and the maximum conductor temperature for
sustained operational conditions provides a maximum temperature rise which can
be used in calculations to define the current rating.

Although the current experiences during short-circuit a slight decrease due to
increase in the conductor resistance, it is assumed steady for conservative reasons
in the calculations.

Short-circuit ratings can be calculated using the adiabatic method, which assumes
that all of the heat generated remains trapped within the current-carrying component.

A simplified relationship that is commonly adopted [25] is

I2
sc ¼

K2Sc
2

tc
ð3:11Þ

Table 3.5 Resistivity and temperature coefficient for
copper and aluminium

Material r20 a

Copper 0.018 0.00393
Aluminium 0.029 0.00403
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where K is a constant coefficient depending on the material of the conductor and of
the insulation (equal to 143 As1/2/mm2 for copper conductors insulated with EPR or
XLPE), S is the area of the cross-section of the conductor (in mm2) and tc is the
duration of the short-circuit (in s).

The value of the short-circuit current to be taken as comparison with (3.11) is
generally dependent on the circuit (including the generators and loads character-
istics) and on the kind of circuit breakers and protections installed. If a three-phase
cable is considered, a preliminary conservative estimation could be given assuming
a phase-to-phase circuit. In this case, the short-circuit current would be given by

Isc ¼ U

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ X 2

p ð3:12Þ

where R and X would be resistance and reactance of a single phase line (as intro-
duced before). A value for the cross-section of the conductor could then be defined
according to (3.11):

Sc � Isctc
1=2

K
ð3:13Þ

All of the criteria presented provide a procedure for the estimation of this
minimum area. For medium-voltage cables, it is likely that the thermal design will
be the more restraining and thus the actual driver for the cable design.

Nevertheless, the value obtained by all the three calculations should be
assessed and compared particularly if the electric circuit in which the cable is
supposed to operate is not conventional (and thus might be characterized by
insufficient protection against faults).

3.3.3.6 Insulation thickness definition
The insulation size of solid power cables is generally governed by the occurrence of
ionization in voids, particularly for extruded solid-dielectric insulated cables. The
electrical breakdown of polymeric insulation as a result of discharge is well
understood and much work has been conducted on this subject (see, e.g., [42]).

Failure occurs because of discharge activity, the intensity of which erodes fine
channels in the insulation layer. The appropriate thickness could be estimated
through standard formulae that allow obtaining the minimum value to avoid partial
discharge in service.

However, as it was mentioned before, cable design and manufacture is a highly
standardized field and it is generally not necessary to perform any calculation
because standards specify the insulation thickness to be applied to the conductor
depending on the voltage designated.

Due to the flexibility required by umbilical installations, ethylene-propylene
rubber (EPR) might be preferred for connection of floating convertors. If an
impermeable design is guaranteed, XLPE could also be an option.

Insulation thicknesses for EPR and XLPE specified by IEC standards are
identical at each voltage level above 3.6/6 kV (Table 3.6).
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Each insulated core will typically include semiconducting screening layers
applied over the conductor and over the insulation. For three-core constructions a
copper tape is applied over the outer layer for mechanical protection and earth
envelope in case of fault. Nominal radial thicknesses of semiconducting layers can
be taken equal to 0.5 mm as typical figure but they may change depending on the
manufacturing process and on the required value of electrical stresses. XLPE
insulations might require an additional metallic sheath (e.g. lead) to prevent contact
with water.

The ensemble composed by the cores and the optical elements, possibly with
the inclusion of filler to avoid voids, is generally covered by a polymeric sheath,
whose thickness ranges from 3 to 4 mm.

3.3.3.7 Armour and load-carrying components
Armours for dynamic power cables consist in general of one or more layers of
galvanized steel wires applied with a fairly long lay.

Other applications might consider steel tape armouring but wires are preferred
because they have several advantages such as (a) better corrosion protection and
hence longer armour life, (b) greatly increased longitudinal reinforcement of the
cable, (c) avoidance of problems due to armour displacement which can occur
under difficult laying conditions and (d) better compatibility with extruded ther-
moplastic oversheathing layers.

In subsea cables, armours are also required as strength members that serve to
carry the applied cable loads and to provide mechanical protection to the electrical
and optical conductors located within the core.

For this reason, the preliminary definition of the armour characteristics typi-
cally depends on the loads the cable will be required to withstand. The majority of
the designs, especially for deep-water applications, present two layers of round
steel wires contra-helically wrapped around the central core.

Direction of lay
The convention for determining right-hand and left-hand lay is the direction of
helices as they progress away from the end of the cable as viewed from either end.
A typical arrangement has a right-hand lay inner armour and left-hand lay outer
armour. This has become an industry standard having its roots in the logging cables
used in the oil industry.

Table 3.6 Insulation thicknesses for different voltage classes
according to IEC 60502 [24]

Rated voltage (kV) XLPE insulation (mm) EPR insulation (mm)

3.6/6 2.5 3.0
6/10 3.4 3.4
8.7/15 4.5 4.5
12/20 5.5 5.5
18/30 8.0 8.0
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There is no evidence, however, that a right-hand lay outer armour, with a left-
hand lay inner armour, would not provide the same performance characteristics.

Lay angle
This is the angle the armour helix forms with the axis of the cable as illustrated in
Figure 3.28; the magnitude of the lay angle is conventionally between 18 and 24
degrees. Different lay angles may be used for different layers, depending on the
design characteristics and interrelationship with outer components.

Number of armour wires
The number and diameter of armour wires are selected to cover 95–99% of the
surface or as determined by the application. There is a balance between the number
and size of wires to obtain this coverage. For the same pitch diameter (the diame-
trical distance between the centre line of the coiled wires) and metal type the larger
diameter armour wires provide greater mechanical stability; this stability relates
both to resistance to distortion and abrasion.

For the same pitch diameter and metal type, the smaller armour wires offer a
greater flexure fatigue life. The smaller diameter wires will have the smaller outer
fibre stress and they will, therefore, have a greater flexure fatigue life.

Helical wire coverage
The wire coverage is a measure of how completely the number of wires nl fills a
layer. For a compact cable cross-section, it is desirable to choose coverage above
90% but less than 100%.

Assuming an elliptical approximation to the shape of a helical wire cut trans-
verse to the cable axis, a formula for the coverage (in percentage) of an armour
layer may be expressed as

Cl ¼ nldl

pDl cos al
� 100 ð3:14Þ

where dl stands for the wire diameter, Dl for the pitch diameter and al the lay angle.
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Figure 3.28 Typical arrangement of the armour of an umbilical cable
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Torque and stress balance
The helically served components that render the cable flexible also induce a torque as
each helical wire layer tries to unwind with the application of tension. The net torque
produced causes a free-end cable to rotate with some layers tightening and some
loosening. This means that some layers will be stressed at higher levels than others,
thereby lowering the cable breaking strength. Furthermore, long cables that are
restrained from rotating can develop sufficient torque to produce hockling
(unstable loop formation) if the cable tension is relaxed. To minimize the cable torque
and potential hockling, contra-helical layers can be employed in the cable design.

For structural efficiency, it is important that each armour layer carries a frac-
tion of the total tension proportional to its yield strength. This condition is termed
stress balance.

It can be seen [43] that torque and stress balance conditions are approximately
met if (3.15) is satisfied:

sin ad ¼ �
XNL

l¼1ð6¼dÞ

nlAlDlSyl

ndAdDdSyd
sin al ð3:15Þ

where nl, Al, Dl, Syl and al are respectively the number of wires, the area, the pitch
diameter, the yield strength and the lay angle of the layer l while nd, Ad, Dd, Syd and
ad similarly refer to the dependent layer (usually the outermost).

Estimation of the armour layer area and preliminary design
A preliminary estimate of the required armour area, depending on the chosen
number of layers, could be based on a linear formulation subject to the following
assumptions:

● The ends of the cable are fixed against rotation.
● The core is radially rigid and its axial rigidity is neglected.
● Each layer of armour carries an equal fraction of the applied tensions.
● Wire bending and torsional stresses are neglected.

Within this approach, through purely geometrical relations [44, 45], the cable
axial strain can be expressed in function of the applied tension T as

ec ¼ TPnL

l¼1
nlEl

p
4

dl
2 cos3al

ð3:16Þ

where El is the elastic modulus of the material of the armour wire layer ‘l’.
The deformation produced by a tensile load on the cable is assumed to be the

same across the cross-section. This means that every layer is supposed to experi-
ence the same axial strain. Considering the assumption that every armour layer is
supposed to carry an equal fraction of the applied tension, the cable axial strain can
be expressed as depending on a single armour layer as

ec ¼ T

NLnlEl
p
4

dl
2 cos3al

ð3:17Þ

where NL is the number of layers.
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Assuming a maximum operating loading tension M, a safety factor SF and a
yielding strength of the armour wire material ssl of the layer ‘l’ and providing again
that the total load is distributed evenly on each layer, the relationship in (3.18) can
be imposed:

M

NL
¼ nlSFssl

p
4

dl
2 cos al ð3:18Þ

Considering the applied tension to be equal to the maximum operating loading
tension and combining (3.17) and (3.18), the cable axial strain is

ec ¼
nlSFssl

p
4

dl
2 cos al

nlEl
p
4

dl
2 cos3al

¼ SF � ssl

El cos2al
ð3:19Þ

Every layer might have a different lay angle and a different material; therefore
(3.19) should be applied to every layer to find the values of the cable axial strain
imposed by the maximum tension on each of them.

Afterwards, the minimum value should be taken as the reference value (as
assuming the same deformation the other layers would certainly experience a lower
tension than the imposed limit).

nlAl ¼ nl
p
4

dl
2 ¼ M

NLEl cos3alec
ð3:20Þ

Clearly number and diameter of wires should be chosen according to other
requirements, as also mentioned in the previous sections.

More sophisticated models and detailed analysis will be needed at subsequent
steps with a more precise understanding of the dynamic loads.

Additional requirements
A further, often important, feature of armour design is to provide effective con-
ductance of earth fault currents. If the cable has a metallic sheath, the sheath alone
is adequate in most cases; steel tape armour does nothing to extend the sheath
current-carrying capacity. In the absence of a metallic sheath it is generally desir-
able or necessary to use wire armour to deal with fault currents.

Since in umbilical applications, armours are mainly required to sustain
mechanical loads, their design is not specifically addressed to match fault current
capability, but careful consideration and validation of this event should be performed
once the layout of the installation and its electrical characteristics are more detailed.

3.3.3.8 Isolation and protection requirements
An outer sheath is generally needed for protection and isolation of the armour wires
from abrasion and crush. It shall be of a polymeric material incorporating protection
against UV radiation and ozone. The chosen material is typically continuously and
concentrically extruded over the laid-up core to produce a uniform cross-section.
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Polyethylene sheaths are frequently used because of their resistance to crush-
ing damages. However, a textile serving is also applied in some cases. A bitumen
coated jute or polypropylene string serving could be preferred because of the high
friction coefficient. A string serving also has the advantage of being sufficiently
elastic to permit an increase in the pitch circle diameter of the armour wires
resultant on coiling the cable without adverse effect on the serving. Typical
thicknesses for outer sheath layers are comprised between 3 and 5 mm.

3.3.4 Mechanical model and validation of umbilical cables
Having defined a preliminary design of the umbilical power cable and a lay-up of
its principal components, subsequent improvements should be addressed by the
analysis of the dynamic behaviour during operation, installation and layout.

Detailed design would include simulation of the effect of electromagnetic,
thermal and mechanical loads possibly with finite element models and advanced
computational packages.

In particular, manufacturers should be provided with precise definition of the
installation conditions and the expected operational dynamic loads during the ser-
vice life.

On the other hand, an appropriate selection of the configuration of the umbi-
lical and its connections is possible only after performing a dynamic analysis based
on the mechanical properties and requirements of a particular design. A first ana-
lytical estimation of these parameters could be based on the preliminary design
defined before, although manufacturers generally provide values based on experi-
ence and tested equipment.

3.3.4.1 Definition of mechanical properties
A precise definition of the mechanical properties of an umbilical cable is generally
complex due to the general non-linear behaviour of the structure and the presence
of several different components.

Observing their typical construction and assuming that the armour layer is
generally the most important load-carrying component, umbilical cables could be
modelled as a kind of wire rope and theory derived for this case [46] can
be applied.

There are several analytical models based on different assumptions that have
been proposed for the determination of the structural response of a wire strand (see
[47] for an extensive comparison) and some present quite a high level of com-
plexity which would not be suitable for the purpose of a specification for sub-
sequent analysis, particularly considering the degree of approximation that the
dynamic model might include itself.

Within this section, simple linear cable equilibrium equations are shown based
on the assumptions of pure tension wire, i.e. torsional and bending stiffness of the
single wire is neglected in the torsion-tension representation and the whole armour
structural response is solely based on the wire axial stresses. Reference to this
model is made to Hruska [45] and to Knapp and Cruickshank [44].
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Under these assumptions, the constitutive equations of the cable can be written
as
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where T, M, B represent tensile load, torsion torque and bending moment, KT, KM

and KB are axial, torsion and bending stiffness coefficients while KTM and KMT

represent cross-coupled stiffness coefficient between torsion and tension. The cable
axial strain is represented by e, while q and f stand respectively for the rotation
angle and bending curvature angle.

The bending equation is decoupled from the axial-torsional equations as a
consequence of assuming a large number of wires symmetrically disposed around
the cable axis.

The different stiffness coefficients can be found by considering geometric
relationships between the parameters.

For the case of the axial stiffness, a difference should be made as to whether
the central core is considered radially rigid (i.e. its diameter does not deform
under the action of an axial load) or incompressible (the diameter change as
function of the cable axial strain and not depending on the cable twist maintaining
its volume constant).

This different option is taken into account with a coefficient Q, which is
considered equal to 0 in case of radially rigid core and equal to 1 for incompressible
core:
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Subscript c stands for core. Indeed, for three-phase AC cables, as the electrical
cores are typically stranded and helically wrapped, the same approach used for the
armour calculation could be used to estimate the axial stiffness of the central core.
However, to avoid complication, in these equations the whole contribution of the
central core to the loads is accounted in a unique coefficient representative of a
simple central cylindrical element.

Depending on the compressibility hypothesis of the core, the stiffness matrix
of (3.22) might be non-symmetric. The cross-coupled coefficient that accounts for
tension loads due to twist rotation is expressed by
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While the one relating axial strain to torsional load is
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where we can see that when the core is considered incompressible (Q¼ 1) its
changing diameter in function of the axial load determines a coupling between
torsional and axial tensions which disappears if the core is assumed radially rigid
(Q¼ 0).

The torsional stiffness of the cable can be estimated as

KM ¼
XNL

l¼1

�
nlAlEl

Dl
2

4
sin2al cos al

�
þ JcGc ð3:25Þ

where Jc is the torsion constant of the central core (the polar moment of inertia
since we are considering a cylinder) and Gc is the shear modulus of the central core
material (in the case of three-cores cables the torsional rigidity could be estimated
under a first approximation through the sum of the different elements rigidities). It
should be noticed how the torsional stiffness of the single wires is not taken into
account in this model, since the contribution dependent on the axial strain is
expected to be far more relevant.

The bending stiffness coefficient can be given by two different formulations
(3.26a) or (3.26b), depending on the fact of considering ideal beam bending (and no
wire axial slip in such a way that the bending deformation is homogeneous across
the section) or individual wire bending (with axial wire slip in such a way that
every component practically bends independently from each other):
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KBðwire bendingÞ ¼
XNL
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nlElIl þ EcIc ð3:26bÞ

where clearly Il and Ic represent moments of inertia of the wires and central core
cross-section.

In reality some slip is experienced depending on the bend curvature, so a
realistic estimation would probably lie somewhere between these two ideal cases.

3.3.4.2 Structural behaviour and critical load analysis
A large number of failure and breakdown modes could possibly occur during the
operational life of an umbilical cable since it can be exposed to solicitations of
various kinds (electromagnetic, thermal, chemical and mechanical).

Thermal and electromagnetic stresses are typically dependent on the design
of the manufacturer, on the correct estimation of the environmental conditions
(external temperatures and presence of external fields) and on the electrical
installation layout. Insulation breakdown is one of the most usual reasons
for failure in electrical cables and apart from being determined by ionizat-
ion, excessive thermal loads and transient voltage conditions can obviously be
related to mechanical damage or ingress of moisture due to partial disruption of
protection.
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Mechanical typical failure modes can be described as follows:

● Tensile failure occurring if the tension applied to the cable produces yielding
or fracture of any of its components.

● Excessive rotation of a free-end cable producing excessive cable elongation
and unequal load sharing among the helical armour layers as load transfers
from layers that are loosening to those layers that are tightening.

● Excessive torque of a fixed-end cable leading to cable hockling (unstable looping)
if the applied tension is insufficient to maintain a straight cable.

● Bending failure frequently occurring near supports, terminations and where the
cable bend radius is small enough to produce significant bending stresses.

● Fatigue failure occurring due to the cyclical application of any load, but most
frequently as a result of repeated bending, especially near terminations and
supports.

● Temperature changes producing damaging internal stresses, especially for
plastic materials and delicate optical fibres.

● Fatigue failure and damage due to repeated abrasive friction between the cable
and the seabed at the touchdown point.

Detailed dynamic analysis of the cable response to environmental loads and
motion of the connected convertor should be performed for check and validation of
the design against the aforementioned events.

Over-bending seems to be a quite common cause for failure [48] in the off-
shore industry applications. Recommended bending diameters are generally pro-
vided by cable manufacturer to assure customer expectations for cable life.
Typically a reduction on the minimum bending radius prescription has the side-
effect of affecting the service life of the cable. Moreover, it is preferable to arrange
the layout in such a way that large deflections only occur at the same point since it
is better for a cable to have a single deflection than several along its path.

Recommended values for the minimum bending radius are typically between
15 and 20 times the outside diameter of the cross-section.

It should be noticed, however, that typical weak points for bending curvature
occur close to the terminations where properly designed stiffeners should be
included; therefore a complete dynamic analysis should attempt at addressing also
the definition of such components.

3.3.4.3 Verification and optimization based on the dynamic response
For standard subsea transmission cable, the most demanding load condition cor-
responds to the installation and laying of the cable, which is usually performed by
using special vessels and requires the minimum bending radius not to exceed 15 to
20 times the radius of the cable. Additionally, subsea cables have to maintain their
position during operation so that they must be capable of withstanding the envir-
onmental forces acting on them (bottom stability).

The installation of umbilical cables can be carried out by several means and
techniques and it is possibly less demanding because of the reduced size and length of
the cable. Nevertheless, the mechanical requirements are very similar in this case to
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the ones mentioned above. Furthermore, dynamic cables designed for mobile devices
are subject to extreme motions and their dynamic response has to be accurately ver-
ified. After a dynamic analysis of the umbilical behaviour and a preliminary choice of
its layout configuration and installation procedure, the design can be validated and
optimized based on the critical difficulties that emerged from the simulations.

A typical key parameter for the dynamic response of an umbilical cable is the
diameter-over-weight ratio (DOW) which has an important influence on the
dynamic stability. Generally, the lower the value, the more stable the design is and
this might be an important issue for shallow-water conditions where seabed stabi-
lity and clashing with other lines could occur. On the other hand, lower DOWs tend
to imply higher tensile loads and higher values might be chosen for applications
where environmental conditions are not particularly severe. Examples of possible
cable designs for ocean energy applications defined after consultation with manu-
facturers ranged between 7 and 15 m2/te.

When the weight needs to be increased to secure a more stable design, there are
a number of options that can be followed:

● ‘Add layers of armour wires’ is the first option since it would provide addi-
tional ballast and contemporarily increase the resistance, although the outside
diameter would as well increase.

● Since a metal sheath is often needed for further protection of the insulation and
additional screening, a relatively simple solution would be to increase the thick-
ness of this sheath (which is often made of high-density material such as lead).

● A free-flooded design might be a solution in case this was not considered before.
This would mean to let water entry inside the interstices of the central core of
the cable instead of letting voids and applying fillers. This choice would then
impose constraints on the selection of the material of the insulation and sheaths.

● Other components could be redesigned and redefined with the purpose of
increasing the weight-to-diameter ratio. This could also include the possibility
of considering a lower voltage class in case this was not a constraint imposed
by the electrical connection (lower voltage classes would impose larger con-
ductor cross-sections and smaller insulation thicknesses).

If the design of the cable needs to be left unchanged because of other practical
and economical requirements, possible interventions regard the selection of ancil-
lary equipment such as bend stiffener or bend restrictors. These elements will be
briefly presented in later sections. However, it should be said that their design is
clearly specific to the device and cable type they apply to and a detailed specifica-
tion is only possible when precise data on the configuration of the cable is provided.

3.3.5 Connectors for marine energy devices
Electrical connectors for marine renewable energy are components that enable the
electrical connection between two cables or one cable and one device. There are
two kinds of connectors depending on the working environment:

● ‘Dry-mate’ connectors: They work under the water but the connection and
disconnection must be performed in dry atmosphere. The resources needed for
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the connection operation and the refloating are very expensive (e.g. vessels).
On the other hand, they are more developed than ‘wet-mate’ connectors and
the cost is lower.

● ‘Wet-mate’ connectors: They also work under the water but the connection or
disconnection can be performed either in dry atmosphere or under the water.
The second option avoids refloating the connector but might require the use of
ROVs for maintenance operations unless in shallow water, where divers could
work.

Wet-mate connectors are subdivided into three classes:

● ROV-mate.
● Diver-mate (manual).
● Stab-plate multi-connector.

In addition to the connector itself, it should be considered how this will be
attached to the cable. There are different methods of achieving this:

● Elastomeric moulding: This is the simplest and, normally, the cheapest form of
termination. It does however have limitations in that the cable has to be
sheathed with a material suitable for bonding (polyurethane or neoprene being
the most common). Often, these materials are not best suited for long-term
deployment subsea. Polyethylene sheathed cables are better but moulding to
these requires specialized tooling and machinery.

● Field installable and testable terminations: These devices are mainly used on
the umbilical cable where it enters the UTA (umbilical termination assembly).
They consist of an oil-filled, pressure-balanced chamber which contains the
seal to the cable sheath and boot seals on each individual conductor. Installa-
tion is a skilled job, normally carried out by the connector suppliers’ techni-
cians at the cable manufacturers’ site to eliminate the need for costly cable
transportation.

● Hose terminations: For comparatively short-length jumper leads (lengths of up
to 300 m have been supplied) the easiest form of termination is to use a spe-
cially developed hose in which the required cables are run. These hoses are oil-
filled which provides a fully pressure-balanced system. Termination of the
hose to the connector is either by industry standard couplers or by the con-
nector manufacturers’ own proprietary design.

3.3.5.1 Examples of connectors from offshore oil and gas suppliers
To date there are very few commercial connectors available since the marine
renewable energy market is an emergent market that has not required them so far.
However, oil and gas, military and oceanographic industries have developed
solutions for high-voltage connection that might be adapted to wave energy con-
verters. Since some of these products are designed for the military industry, it is
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not easy to collect information on them. Table 3.7 shows the type of products
currently available on the market.

3.3.6 Ancillary components
3.3.6.1 Bend stiffeners
Power umbilical cables are generally connected to a rigid structure (wave energy
device, offshore substation, junction box). External loads on the umbilical
caused by the sea and the motions of the device determine large stresses in this
fixed location. The movement of the umbilical in combination with large axial
loads may cause damage to its structure possibly because of over-bending and/
or fatigue.

Bending stiffeners are used to avoid this problem. These conically shaped
polyurethane mouldings add local stiffness to the cable in order to limit bending
stresses and curvature to acceptable levels (Figure 3.29).

The bending stiffener has a conical external profile and a central hollow
cylindrical section allowing it to slide over the end of the umbilical. Each bending
stiffener is designed individually to protect the umbilical minimum bending radius
under a defined tension and angle combinations, meeting the load cases (tension vs.
angle) of each application (Figure 3.30).

Table 3.7 Electrical connector manufacturers and type of products

Company name Industrial sector Connection
type

Maximum
capacity

MacArtney
Under Water
Technologies

Oil and gas, oceanographic industry,
renewable energies

Wet-mate 3 kV/250 A

Hydro Group
(Hydro House)

Oil and gas, oceanographic industry,
renewable energies, military,
aquaculture

Dry-mate 11 kV/500 kV

Bennex Oil and gas, oceanographic industry,
renewable energies, aquaculture

Dry-mate 6.6 kV

Gisma Oil and gas, renewable energies Dry-mate 6.6 kV/1000 A
ODI Oil and gas, oceanographic industry,

military
Wet-mate 3kV/30A

Vetco Oil and gas, renewable energies,
military, aquaculture, aeroespacial,
biomedicine

Dry-mate
Wet-mate

145 kV/700 A
36 kV/500 A

Expro Group Oil and gas Dry-mate 15 kV/200 A
Wet-mate 30 kV/1350 A

J&S Marine Oil and gas, renewable energies,
naval industry

Dry-mate 33 kV (it is a
termination)

Pfisterer Oil and gas, energy transmission and
distribution, rail industry

Dry-mate 245 kV/2500 A

Teledyne
DGO’Brien

Oil and gas, renewable energies Dry-mate 1 kV AC/1.8 kV
DC/4 A to 8A
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There are two types of bending stiffeners:

● Dynamic bending stiffeners are designed to protect flexible umbilicals in
applications where a long service life is required.

● Static bending stiffeners are used primarily for over-bend protection during
installation and over-boarding.

The bending stiffener body is usually manufactured from moulded poly-
urethane elastomers. The typical choice of polyurethane elastomer is based on its
low modulus and high elongation at break. Typical test requirements of the material
design used in bend stiffeners are:

● Fatigue resistance.
● Creep resistance.
● Tensile strength.
● Tear resistance.
● Temperature dependency.
● Ageing in air and seawater.
● UV resistance.

Umbilical cable  Bend stiffener    Junction box         

Figure 3.30 Bending stiffener

Bend stiffeners

Bending
restrictors

Figure 3.29 Bend stiffeners and bend restrictor examples
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The main information required for the design of a bending stiffener include:

● Umbilical diameter.
● Load cases (tensions vs. angle).
● Operational environment (water).
● Interface requirements with load bearing steelwork/end termination.
● Fatigue loads and cycles (for dynamic bend stiffener design).
● Tension and angle combination (for dynamic bend stiffener design).

An alternative to the elastomeric bend stiffener is the Gimbal system [49]
which can accommodate large angular deflexion and high axial load by separating
the axial load capacity of the assembly from the components.

The Gimbal principle is based on two points:

● The axial load capacity is taken by a mechanical universal joint which is free to
move in any direction.

● The axis of the components (e.g. electrical and optical cables/steel tubes) is
moved 90 degrees and coiled so the components are at right angles to the plane
of angular deflection.

The Gimbal accommodates large angular deflection by changing the orienta-
tion of the components in relation to the deflection. Components in the umbilical
are normally in line with axis of the umbilical and in the plane of angular deflec-
tion. Within the Gimbal, components are coiled around the umbilical axis and are
so at right angles to the plane of angular deflection.

A major advantage of the Gimbal system is that connection has minimal
stiffness and the bending moment applied to the fixed structure is reduced due to
the short length of the connection.

3.3.6.2 Bend restrictors
Within ocean wave energy industry, power umbilical cables provide electrical and
optical connections, different rigid structures such as the WEC and subsea devices
(transformers substations, electrical hubs etc.). Bending restrictors might be
required in order to prevent them from over-bending at the interface between
flexible and rigid structures.

A bending restrictor is specifically used where static (or quasi-static) loads
act on a cable, rather than dynamic loads when a bending stiffener would be
more suited.

The restrictor usually comprises a number of interlocking elements which
articulate when subjected to an external load and lock together to form a smooth
curved radius known as the locking radius. The locking radius is chosen to be equal
to or greater than the minimum bend radius of the pipe (Figure 3.31).

Once the elements have locked together the bending moment present is
transferred into the elements and back through a specially designed steel interface
structure into the adjacent rigid connection, therefore protecting the cables from
these potentially damaging loads.
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Bending restrictors need to follow some design criteria such as:

● Split design, allowing installation of the restrictor after umbilical termination.
● Easy installation onshore and offshore.
● Neutral buoyant in water, eliminating self-weight loading on the cable.

The main variables and cable parameters to take into account in order to select
optimal bending restrictors for specific utilization are:

● Minimum bend radius.
● Outside diameter.
● Loads (bending moments, shear loads).
● Length of coverage.
● Operating temperature.

The materials used in the manufacture of the rending restrictor components
are:

● Elements – structural polyurethane.
● Element fasteners – super duplex stainless steel.
● Interface steelwork – high-strength structured steel.

The structural polyurethane and super duplex stainless steel fasteners are cor-
rosion resistant in seawater. The interface steelwork is the part of the structure that
requires corrosion protection. This can be provided by a subsea coating system and
either connection to an adjacent cathodic protection system or by attachment of its
own dedicated anodes. For polyurethane elements usually yellow or alternatively
orange is used because both colours provide excellent subsea visibility.

3.3.7 Dynamic analysis of umbilical connections
3.3.7.1 Configurations and connection layouts
The ensemble of cables connecting a floater at the surface with a connector at the
seabed (or alternatively at different positions) might be considered a flexible riser
system.

Figure 3.31 Bending restrictors
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Although dynamic response of a riser system to extreme and operational
environmental conditions plays the key role in selection of a particular configura-
tion, other important factors that should also be considered during this phase are:

● Interference with the mooring lines.
● Activity of other WEC and/or support vessels in the vicinity.
● Ease of laying and retrieval and future requirements of maintenance.
● Inspection and workover operations.
● Easy disconnection procedures.

Based on the above the main design parameters at this stage are therefore the
choice of the configuration, the length of the umbilical, the system geometry and
the sizing of the buoyancy modules, subsurface buoy or arch. The riser should be as
short as possible in order to reduce material and installation costs, but it must have
sufficient flexibility to allow for large excursions of the floater.

At first stage the following different compliant alternatives are selected. Hybrid
alternatives are not considered here because they were found not suitable due to the
typical depth range (i.e. S-tether configuration with a single subsurface buoy).

The dynamics of umbilical cables designed for electrical power transmission
from floating devices is likely to be strongly influenced by the motion of the con-
vertor; therefore decoupling from this should be sought whenever is possible. This
makes ‘wave’ configurations more attractive for wave energy applications.

Free hanging catenary
The free catenary is the simplest umbilical configuration corresponding to a simple
umbilical without any additional structure. It is also the cheapest one to install
because it requires minimal subsea infrastructure and ease of installation. Although
close to vertical when it leaves the WEC, it is parallel with the seabed at its
touchdown point.

The main shortcoming with this configuration is that there is no decoupling
between hang-off and touchdown motions. Therefore excessive heave motions at
hangoff often cause compression, buckling and minimum bend radius violations in
the touchdown region (Figure 3.32).

Lazy S
In the ‘S’ configurations there is a subsea buoy, either a fixed buoy, which is fixed
to a structure at the seabed, or a buoyant buoy, which is positioned by chains.
Buoyancy of the arch is provided by one or two large cans under the arch that the
umbilical is laid on. The umbilical is laid in a gutter on the arch and clipped in to
prevent it falling off (Figure 3.33).

‘Lazy’ means that the bottom part of the riser lies on the seabed. ‘S’ refers to
the resulting line shape due to the arch structure.

The addition of a buoy removes the problems with the touchdown point
because such subsea buoy absorbs the tension variation induced by the floater and
the touch down point experiences very small variations of tension. This config-
uration is suitable where more than one umbilical is required, as several umbilicals
can be hung over a single arch and clashing is typically not an issue.
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Lazy wave
In the wave type, buoyancy and weight are added along a longer length of the riser
to decouple the motion of the floater from the touchdown point of the umbilical.

A lazy wave formation is similar to a catenary but has support provided at
about mid-depth by distributed buoyancy modules. ‘Lazy’ means that the umbilical

Figure 3.33 Lazy S configuration

Figure 3.32 Free-hanging catenary layout
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centreline is tangent to the seabed on its end contact while ‘wave’ describes the line
shape due to the buoyancy modules. The necessity for buoyancy modules repre-
sents an increase in capital expenditure as well as in installation costs, with each
module having to be individually attached to the umbilical during installation
(Figure 3.34).

Others
Steep wave: The steep wave solution is very similar to the lazy wave, with buoy-
ancy modules again being used to decouple floater motions and touchdown
motions. The umbilical ties directly into the subsea equipment, without touching
the seabed first. The steep wave configuration is suitable for congested seabed
developments.

Pliant wave: The pliant wave configuration was developed as a hybrid between
the lazy wave and steep wave. It retains the advantages of the lazy wave and
dynamic behaviour of the steep wave. It can be used in very harsh environments,
but the tethered connection to a clump weight can make installation quite complex.

Steep S: The steep S is similar to the lazy S configuration except for the
umbilical touchdown arrangement. In the steep S configuration, the umbilical ties
directly into the subsea equipment, without touching the seabed.

3.3.8 Recommendations and final remarks
The need for electrical connection of wave energy devices imposes the design and
analysis of a specific connecting infrastructure.

The installed power, the distance to shore and the grid connection point drive
the choice of the transmission voltage and of the type of configuration. It is likely,
e.g., that large-scale arrays will apply two levels of connection: one from the device
to an intermediate hub or junction box and the one from the same hub to shore.

Figure 3.34 Lazy wave configuration
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The chosen connection configuration will determine the requirements for
each component. One of the key issues to address is the selection of the adequate
connection point to the device and to the grid infrastructure. Even if some
guidelines can be given on how to place the connection on the device (as it is
assumed that the majority of offshore MECs will be floating structures with slack
moorings) the definition of the adequate point for connection to the infrastructure
is still a debated subject and future developments might point to other solut-
ions rather than the classical umbilical configuration going from the surface to
the seabed.

As the requirements in terms of power and voltage are defined, the dynamic
cable for electrical connection of marine energy devices can be designed based on
the procedure shown. The design of the cable might be different depending on the
insulation applied. However, global geometrical and mechanical properties are
very similar for the two materials considered (EPR and XLPE) except for a smaller
outside diameter applicable in case of a wet design.

Finally, the mechanical response of the cable can be improved by applying
additional armour layers and assuming larger loads for design input.

Connectors for marine energy technology are still a subject of research but
reference can be made to existing commercial products for other sectors. Indeed,
some manufacturers are currently looking at the marine energy sector and defining
novel concept for the connection.
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Chapter 4

Grid integration: part I – power system
interactions of wave energy generators

4.1 Introduction

This chapter presents an overview of the main issues associated with a wave energy
generation system from a power system’s standpoint. Issues specifically related to
the time profile of power exported from a wave energy power plant are considered,
and the impact of this fluctuating power on the power system performance is
addressed. Some of these issues are covered in greater depth in future chapters. The
need for reactive power compensation equipment, particularly in far offshore
farms, is considered and addressed. The off-grid type of operation is also described.
Most of the principles are illustrated with simplified models of wave energy gen-
erators (WEGs) with sinusoidal type outputs.

4.2 Interaction of wave energy generation with the
electrical grid

A. Garces, O. Fosso and M. Molinas

Waves are a regular source of energy for a medium-term frame and hence
generated power can be accurately predicted and is effectively dispatchable [1].
Forecasting of the available power can be obtained by using the Bretschneider
spectrum and other probabilistic techniques as well as artificial intelligence
algorithms [2]. A stochastic economical dispatch is required, but wind and solar
systems already require this type of approach [3]. The generated power depends on
the location [4]. Therefore, economical studies are required according to the
location (see Chapter 10).
On the other hand, the type of WEG has an important impact over the power
system [5]. On a system level, every generator should comply with the standards
related to power quality, reliability, security and stability. Regulations related to
wave energy are expected to be similar to those for wind energy. However, wave
energy has particular characteristics that should be considered in future studies.
One of the main challenges for safe integration of the WEG to the grid is the



low-frequency oscillating power [6]. This and other problems are studied in detail
in this chapter, namely:

● Characterization of generated power (for a buoy type WEG): The power
generated by a buoy type WEG is presented. This model demonstrates the
inception of the low-frequency oscillating power.

● Power smoothing: Energy storage as well as a strategic placement of the
WEGs are used for smoothing the power oscillations. The effect of the power
smoothing on the power system is studied by using a small test system.

● Effect of oscillating power on protection equipment: Low-frequency oscilla-
tions can affect the coordination of the protections on the power system. This
issue is briefly discussed considering the conventional schemes of protection.

● Effect of the oscillating power on the voltage profile and reactive power: The
WEG can be integrated to the grid by using a voltage source converter. This
type of converter can generate reactive power. However, its capacity is limited
by the maximum current in the semiconductors. Therefore, the reactive power
can also be oscillatory, thus impacting the voltage profile in the entire system.

● Effect of oscillating power on the system frequency.
● Offshore vs. near-shore HVAC transmission: A comparison between offshore and

near-shore WEG system is presented from the transmission technology standpoint.

4.2.1 Properties of the generated power
Wave energy is a developing technology, hence the best way to extract the energy
from the ocean is still an open research question. On the other hand, any power
system study requires information on the generation source in order to determine its
impact on the system. Dynamics and quality of generated power depends on the
type of wave energy device. In this case, the model presented in [7–9] will be used
as representative of a typical example of a WEG system. The system consists of a
buoy type WEG as shown in Figure 4.1. Some of the conclusions obtained in this
study could be extrapolated to other WEG concepts.

The dynamics of the mechanical system are given by

M
d2y

dt2
þ b

dy

dt
þ ay ¼ F ð4:1Þ

where M is the equivalent mass including the floating mass and the accelerating
water mass, b is the equivalent damping coefficient, a is a spring constant, y is the
vertical floating position and F is the force applied by the generator.

On the other hand, the mechanical power is given by

Pm ¼ bh
dy

dt

� �2

ð4:2Þ

where bh is the hydrodynamic damping coefficient. The optimal operating condi-
tion occurs when the system is in resonance. In that case, the damping provided by
the generator is equal to the equivalent damping coefficient:

M
d2y

dt2
þ ay ¼ 0 ð4:3Þ
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Therefore, the generated power for maximum power extraction is given by

P ¼ PmaxCos2ðwxtÞ ð4:4Þ
where Pmax is the peak power and wx is the wave frequency which in turn is
given by

wx ¼
ffiffiffiffiffi
a
M

r
ð4:5Þ

The equivalent generated power for maximum power extraction is shown in
Figure 4.2. This result is valid for ideal conditions with perfect sinusoidal waves. In
real applications, waves have a more stochastic behaviour. However, the two main
challenges from the power system standpoint are present in this idealistic model:
Generated power is oscillatory with a low fundamental frequency and the average
power is a half of the peak power.

The peak power as well as the frequency are related to the location. Therefore,
customized studies are required according to the wave conditions. Figure 4.3 depicts the
generated power in a WEG considering a more realistic model of the waves [2]. Power
generation is oscillatory but not periodic and the generated power is limited to 1 pu.

4.2.2 Offshore vs. near-shore and HVAC transmission
The advantages of offshore over near-shore locations for wind energy applications
have been widely documented in terms of power capability. As the waves are
directly related to the wind, it is expected that similarly advantageous conditions
will be obtained for offshore wave energy. However, this is not entirely the case as

WEG1

WEG2

WEG3

Figure 4.1 Buoy type wave energy generator

Grid integration: part I – power system interactions 113



was demonstrated in [10]. The exploitable energy near-shore is almost the same as in
offshore locations. Certainly, gross power is higher offshore but the improvement
in terms of useful power is not convincing. As a direct consequence of this, HVAC
transmission is still a good alternative for wave energy applications. Investment
and operation cost are lower in HVAC transmission systems for distances below
40 km as shown in Figure 4.4. This breakpoint is accepted for submarine cables
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Figure 4.2 Power generated by the WEG in ideal conditions
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Figure 4.3 Power generated in a WEG
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although in overhead lines it is higher. Most of the projects of wave energy are
within this limit.

HVAC transmission implies that wave energy presents the same challenges as
conventional generation systems in terms of stability, power quality and reactive
power compensation. Power electronic equipment is required to control the gen-
erated power and to maximize the power extraction from the waves, as discussed in
Chapter 2. This equipment as well as the inherent oscillating nature of the gener-
ated power influence the stability and power quality of the grid as will be described
in next sections.

4.2.3 Power smoothing
The generated power of a single WEG is oscillating as shown in Figure 4.3.
However, the total power of a wave park can be smoothed by a coordinated pla-
cement of the WEGs. Figure 4.1 shows schematically this concept [11]. When
WEG2 is in the crest of the wave, WEG2 is in the valley and therefore the gener-
ated power will have a complementary waveform. This effect is similar to the
generated active power in a balanced three-phase system where the instantaneous
single phase power could be oscillating due to the inductive loads but the resulting
three-phase power is constant.

Let us consider a wave farm with N equal WEGs, each of them with a peak
generated power Pmax. For ideal sinusoidal waves, the total generated power in the
farm is given by

P ¼ Pmax

2
N þ

XN

k¼1

Cosð2wxt þ fkÞ
 !

ð4:6Þ
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Figure 4.4 Comparison between AC and DC transmission cost
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where fk is the phase added by suitable placement of each WEG as given by

fk ¼ 2p
N

k þ fx ð4:7Þ

fx is a displacement error due to the random nature of the waves. For N � 3
and fx ¼ 0 the resulting power is constant. However, this condition is not always
possible and some random displacements fx could appear in the park. In that
situation, the oscillating power could be reduced but not eliminated. Figure 4.5
shows the total generated power for a wave park with five WEGs and different
random displacement. These random displacements were modelled using a uniform
distribution of probability.

It is clear that the power smoothing strategy improves the total generated power
but oscillating power could not be completely eliminated. Better results can be
obtained by correct placement of energy storage devices (ESDs). It is important to
notice that the connection of the WEG and the ESDs impact also in the final perfor-
mance of the power system. For example, only one ESD could be placed for the
complete wave farm or conversely distributed ESDs can be placed along the internal
grid. In the first case the power injected to the main grid is smooth but the power in
each point of the internal grid could be oscillating. It must also be pointed out that such
sinusoidal quantities are only approximations of the real sea conditions, and in reality
it is significantly more difficult to provide power smoothing due to device placement.

4.2.4 Effect of the energy storage devices
ESDs such as flywheels, superconducting magnetic energy storage (SMES), super
capacitors and batteries can be placed in some parts of the electrical system in order
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Figure 4.5 Total generated power for a 5 WEG wave park with different errors in
the power smoothing strategy
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to minimize the power oscillations [12]. This is studied in detail in Chapter 7.
Similar to the last case, power oscillations can be reduced but not eliminated. Let us
consider a 0.20 pu WEG with an ESD. The maximum energy storage capability of
the ESS is Emax¼ 0.15 pu. Notice in this example that the ESS is almost of the
same rating as the WEG itself. This maximum energy is limited by the maximum
current in the case of an SMES, the maximum voltage in the case of a super
capacitor and the maximum speed in the case of a flywheel. The power injected by
the ESS to the grid is calculated in order to compensate the oscillations in the
power Pw generated by the WEG. A first-order low-pass filter is required in order to
determine the average power.

Figure 4.6 depicts some simulation results. A more realistic model of the
waves was used in this case. They are sinusoidal but not constant in magnitude. The
energy storage capability limits the compensation of the power oscillation. Despite
the ESS is almost the same rating as the WEG the power could not be completely
smoothed and the average power is only a half of the rating of WEG. When the
accumulated energy is equal to the maximum capability, the ESS is not able to
absorb additional energy. In this situation all the oscillating power is injected to the
grid. A dual situation occurs when the energy storage is zero and the generated
power decreases. In addition, the power compensation is not perfect due to the
limitations of the low-pass filter used to calculate the average power. Better fil-
tering techniques are required in order to improve the steady-state performance.
However, there are not ideal filters and hence there are not perfect power
smoothing even with the most powerful ESS. Consequently, the effect of power
oscillations on the power system should be considered in any wave energy project.
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Figure 4.6 Power smoothing with energy storage (ESS)
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Results for the same simulation using the wave profile presented in Figure 4.3 are
depicted in Figure 4.7. As expected, the power is smooth but low frequency
oscillations cannot be completely eliminated.

4.2.5 Effect of oscillating power on protection equipment
Conventional transmission lines are equipped with oscillating power protection
(protection 78). This type of protection is based on the dynamic measurement of the
equivalent impedance [13]. Power oscillations in a wave park could generate
oscillations in the electrical frequency of the system, especially for large wave
parks connected to a weak grid. Electromechanical transients in conventional
power systems caused by short-circuits are in the range from 0.1 to 2.5 Hz which is
a similar range to the frequency of the waves. These power oscillations can be
interpreted by the protections of the transmission lines as abnormal frequency
operation creating false tripping. This false tripping could create a cascade tripping
effect in the other lines. On the other hand, not only transmission lines are equipped
with protections against oscillating power but also generators and transformers
connected to the main grid are equipped with volt per Hertz relays to prevent
damage due to low frequency conditions.

Thermal generating units are particularly sensitive to low frequency variations
that produce vibratory stress on the long low-pressure turbine blades [14]. In
addition, the operation of induction motors directly connected to the grid could be
affected for such power oscillations.

On the other hand, the power smoothing strategy could reduce the required
capacity of the elements such as transmission lines and transformers and reduce the
system level impact of power oscillation. Fast communications are required for safe
and reliable operation.
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Figure 4.7 Power smoothing with energy storage and a realistic wave profile
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Let us consider the wave park shown in Figure 4.8. It consists of three WEGs
connected to a common step-up transformer. For an ideal power smoothing strat-
egy, the power delivered to the grid is given by

PT ¼ 3
Pmax

2
ð4:8Þ

where Pmax is the maximum power in each WEG and PT is the total power. The
transformer requires to be rated for a nominal power of Pnom ¼PT. However, if the
wave oscillations are not correctly synchronized, the power in the transformer
could reach a power of 3 Pmax. Even the most simple overcurrent protection could
interpret this as a short-circuit. Therefore, the transformer must be overrated and
the protections dynamically coordinated. Contingency analysis is therefore
required taking into account the most critical case (3Pmax). In addition, contingency
analysis should consider island operation of WEG. The wave parks in operation do
not consider the possibility of island operation. However, future power system with
high integration of wave energy resources must consider this situation at least for a
short-term frame after a severe disturbance.

State estimation could be required for wave energy applications in order to
monitor the power and voltage oscillations. New technologies such as phasor mea-
surement units (PMUs) will be important in weak grids with high penetration of
wave energy. PMUs can be placed in each wave park to measure its power, mag-
nitude of the voltage and angle. This information can be used by the other generators
connected to the transmission system which can modify their controls in order to
maintain the system within a desired stability margin. In addition centralized ESDs
can use this information for a better smoothing strategy of the oscillating power.

4.2.6 Effect of the oscillating power on the voltages
The power oscillations in the WEG also affect the grid voltage. In order to demon-
strate this phenomenon, a small wave park is simulated as shown in Figure 4.9. It
consists of nine WEGs connected to a strong grid by a feeder with a constant width
cable. Impedances of the cable are in per unit over a PBASE¼ 100 MW. Each WEG
generates a peak power of 2 MW and is placed in such a way that the total generated
power is constant (perfect power smoothing). Ideal sinusoidal waves are assumed.

WEG3

Main
grid

WEG2 WEG1

Transformer

Figure 4.8 Simulated wave park with power smoothing
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Figure 4.10 shows the voltages in different points of the feeder. Notice that the
oscillating voltage increases according to the distance to the main grid.

The effect of oscillating power on the voltage was also tested in a mesh grid. In
this case the nine bus Western System Coordinating Council (WSCC) test system
was used (see Figure 4.11). Parameters of the impedances and generated power can
be found in [15]. A 20 MW WEG was added in node 8 in order to determine its
effect on the voltages of the system.

Results are shown in Figure 4.12. Notice that the voltage in other nodes is highly
influenced by the oscillating power in node 8 even with a perfect control of the
voltage in the other generators. The minimum voltage occurs when the power is in its
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Figure 4.9 Simulated wave park
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maximum. This is a disadvantage from the converter point of view. However, the
magnitude of the oscillations is quite small since the maximum generated power of
the WEG is just a small fraction of the total generation. Systems with high pene-
tration of wave energy will have more variability in the voltage and therefore require
customized studies. Sensibility analysis might also be required in order to determine
the influence of the nodes where the WEG is connected with respect to the loads.

4.2.7 Control of the reactive power
As mentioned before, reactive power can be controlled by the voltage source
converter in a back-to-back configuration. The capacity of the converter depends
mainly on the current of the Insolated gate bipolar transistor (IGBTs) since the
voltage in the DC link is constant and close to its nominal value. Therefore, the
available reactive power can be approximated to

Q ¼ Qmax � P ð4:9Þ
In the power smoothing process it is possible to add some control for gen-

erating additional reactive power. When the active power is at its peak, the reactive
power generation is zero, and when the active power is zero, the reactive power is
at its maximum, as shown in Figure 4.13. By using this strategy it is possible, in
some cases, to decrease the transmission losses.

This strategy was tested in the system shown in Figure 4.11. The total trans-
mission losses for unity power factor and the proposed strategy are shown in
Figure 4.14. Transmission losses are reduced since the main grid is relieved due to
the internal generation of reactive power. An optimal power flow approach can be
used in order to determine the peak reactive power generation in each WEG.
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4.2.8 Effect of the oscillating power on the frequency
The oscillating power generated by the WEG has some negative effects on the
frequency of the system. In order to demonstrate this phenomenon, a transient
stability simulation was carried out on the nine-bus test system depicted in
Figure 4.11. Turbine and governor of the hydro and steam plant are modelled using
a generalized representation as shown in Figure 4.15. All parameters of the system
are given in [15].

Figure 4.16 shows the change in frequency for a sudden decrease of 10 MW in
the load connected to node 8 without any WEG. The simulation considered the
model of the turbine, damping and governor in all the generators. The classical
quasi-stationary model was used for the simulation. A 5 MW WEG was added in
node 8. The transient stability simulation was modified in order to consider the
effect of the oscillating power of the WEG. It is assumed to be the low variation on
the magnitude of the voltage. Therefore, the DC link in the back-to-back converter
is maintained almost constant and generated power is not affected by the dynamics
of the power system. This is a strong approximation but it is required due to the
lack of a more detailed model of the WEG system for transient stability studies.
Only changes on the load are simulated since other contingencies such as short-
circuits affect the voltage and the aforementioned approximation would not be
valid anymore.

A predictor corrector algorithm was used for the solution of the system
of differential equations. The electrical power in the WEG is known and hence
an algebraic loop appears in the algorithm. This loop was solved using a
modified Gauss�Seidel algorithm. Initial conditions were calculated using a full
Newton�Raphson algorithm.
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Figure 4.14 Losses for unity power factor and the proposed strategy for reactive
power
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Figure 4.17 shows the change in the frequency for a sudden change of 10
MW in the node 8 considering the WEG. The first swing is higher than in the
previous case due to the additional variation of the active power in the WEG. The
stationary state frequency is oscillating although the oscillations are not high
enough to affect significantly the stability of the system. Notice that in
this particular case the oscillating frequency of the WEG is close to the natural
frequency of the system. This could produce sub-synchronous resonance in the
power system.

Figure 4.18 shows the change in the frequency for the power generation (from
irregular waves) depicted in Figure 4.3. As expected, the random behaviour of the
waves highly affects the resulting frequency.

Power system oscillations in conventional power systems are damped by the
power system stabilizer (PSS). In most cases, the PSS operates mainly during
transients. However, for wave energy applications, the PSS could be needed to
operate in stationary state. The magnitude of the oscillations will increase as the
wave energy penetration increases.
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Figure 4.15 General model of the speed governor [15]
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Figure 4.16 Frequency for a sudden decrease of 10 MW in node 8 without WEG
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4.2.9 Control of the speed governors
Oscillations in the frequency could be reduced by a proper control of the generators
connected to the grid. Let us consider the nine-bus test system depicted
in Figure 4.10. By applying the decoupling principle to the Jacobian after the
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Figure 4.17 Frequency for a sudden decrease of 10 MW in node 8 and with a
5 MW WEG
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Figure 4.18 Frequency for a sudden decrease of 10 MW in node 8 and with a
5 MW WEG and a more realistic model of the waves
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Kron-reduction we can obtain an approximate relation between the nodal angles
and the generated power as [15]:

PG

PW

� �
¼ B½ � qG

qW

� �
ð4:10Þ

where G represents the generators (thermal and hydro) and W represents the WEGs.
By deriving this equation and using the conventional approximations for classic
transient stability studies, the changes in frequency can be approximated to:

DwG

DwW

� �
¼ H½ � DPG

DPW

� �
ð4:11Þ

where H¼B�1.
Therefore, the change in the generated active power required to compensate

the power oscillations in the WEG is given by

DPG ¼ � HGG½ ��1 HGW½ �DPW ð4:12Þ
This power is added to the value of Pmo in the governor control (see Fig-

ure 4.15). Notice that the value of PW is required in real time in order to determine
the compensating power. In addition, H includes the loads connected to the system.
This information can be obtained from the state estimator. Figure 4.19 shows the
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Figure 4.19 Frequency for a sudden decrease of 10 MW in node 8 and with a
5 MW WEG and a coordinated power smoothing strategy
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simulation results for sudden decrease of 10 MW in node 8. The proposed control
does not eliminate completely the frequency oscillations but it certainly reduces
them. A challenge is type of control in the calculation of DPW and the commu-
nication required for accurate control. This communication must be fast enough to
monitor the changes in generated power in the WEG. On the other hand, the cal-
culation of the spinning reserve must take into account the required power to
compensate the power oscillations in the WEG. The PSS are also important ele-
ments to compensate these power oscillations in real applications. However, the
PSS has a local action on the voltage and could increase the voltage oscillations.

4.3 Off-grid operation of ocean energy systems

P. Kracht and J. Bard

There are two scenarios in which it may be reasonable to operate wave and tidal
energy converters off-grid, i.e. the device is not connected to a public grid. The first
would be the electrification of remote areas and the second the testing of prototype
devices. In both cases a so-called island grid is required, allowing the operation of
the device. In the last decades island grids powered by renewables have become a
quite common alternative for the electrification of remote areas. OECs have also
been considered for this application [16] and some literature can be found on
implemented projects. In [17] and [18] the integration of OECs in island grids are
reported, in which no detailed information about the electrical system is available.
In [19] some details of the electrical system for off-grid testing of a WEG are given
and in [20] a similar system is described, designed for a planned rural electrifica-
tion by means of a TEC. In what follows a possible design of an island grid –
similar to the examples in [19, 20] – is described and the specific integration
conditions of wave and tidal energy converters in the system are discussed.

4.3.1 Systems for electrification in remote areas
Traditionally, island grids are powered by conventional diesel generators, which
besides supplying power provide additional crucial functions such as grid-forming
and power balancing of the system. Throughout the last decades renewable energy
sources have been integrated in such systems, forming so-called hybrid systems. A
hybrid system can be classified according to the level of penetration of renewable
energy sources. Here the focus is set on high penetration systems, which are
defined by the fact that at least temporarily the whole load is supplied by renewable
sources and the diesel generator is shut off [21]. For this scenario, additional
equipment needs to be incorporated into the island grid, so that the grid-forming
and power balancing functions can be provided during the diesel downtimes. One
common approach is a configuration as depicted in Figure 4.20.

The core of the island grid is a so-called bidirectional battery inverter (BBI),
which forms a three-phase grid and stabilizes it by controlling frequency and
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voltage of the AC bus. The imbalance between power supply and demand at the AC
bus is balanced by the BBI via charging and discharging of the batteries. Thus the
power stability and quality of the grid are fully controlled by the BBI. From the
perspective of the loads and sources, there is no difference compared to a public
grid. Appropriate BBIs are available as off-the-shelf components from various
manufactures, providing features like supervisory control for the power balancing,
an advanced battery management, a high protection degree and a power range up to
some hundreds of kilowatts. The diesel generator, usually also governed by the
BBI, is used during periods of low availability of the sources or extremely high
power demand. A special situation should be taken into account, i.e., when the
power supply from the sources exceeds the instantaneous maximum feed-in power
of the island grid. This situation can be handled either by additional controllable
dump-loads or by reducing the power supplied by the sources. Also in this case the
BBI controls the power balancing of the system, by transferring power reference
values to the dump-loads and/or the sources respectively.

The system as depicted in Figure 4.20 should be regarded as a basic layout of a
possible island grid powered by OECs. Further options to improve the system
performance could for instance be the integration of a hydrogen system for long-
term storage or a mix of different renewable energy sources. In general it can be
said that the aim of the island grid – the delivery of stable power to the consumers
at commercially viable costs – highly depends on the choice, design and rating of
the components. The system should be designed based on information such as the
load demand of the consumers (power profiles) and the projected availability of the
resource. When considering the integration of an OEC in an island grid, some
particularities of OECs have to be taken into account in the system design. The
reliability and predictability of marine current gives the opportunity of designing a
highly accurate TEC-powered system. By adjustment of the system components
according to power production and demand, a system fully based on the renewable
energy source can be designed, completely avoiding the need of a diesel generator.
With WEGs the same predictability does not exist. Nonetheless the energy
production of a WEG is likely to show a good correlation with the power demand,
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Figure 4.20 Illustrative circuit diagram of a three-phase island grid, based
on a bidirectional battery inverter
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i.e., a high availability of the energy source during the winter season. One drawback
of wave energy is that the converters are likely to show high fluctuations in the
power delivered to the grid. This has to be considered when rating the BBI and the
batteries (among other components) and might also affect the stability of the island
grid. A further aspect not only touching the design of the island grid is the possible
requirement of a power adaption of the TEC or WEG respectively. If no controllable
dump-loads are integrated in the island grid, the control of the device needs to
comprise both the appropriate control schemes for output power reduction and a
communication path for a power reference value from the island grid. In [20] the
layout of an island grid for rural electrification powered by a TEC can be found,
including a description of both the control schemes and a technology used to transfer
the reference value to the device by means of the frequency of the island grid.

4.3.2 Systems for off-grid testing of prototype devices
Due to the cost factors associated with offshore grid connections, prototype devices
are often tested off-grid. Also in this case some kinds of island grids are required to
operate the device. But the requirements on the grid differ significantly from the
aforementioned situation. Instead of being designed for constant and stable power
supply to the connected consumers, the island grid must be designed to accept any
power delivered to the grid by the OEC. In principle a system as depicted in
Figure 4.20 also qualifies for this application, but the requirements on the compo-
nent ratings will differ significantly. First the dump-loads definitely need to be
designed for the maximum output power of the device. Second the BBI rating can
most likely be reduced, but it must still be capable of stabilising the grid and
operating auxiliary devices, such as safety equipment, cooling and communication
equipment. Advanced WEG control methods like reactive control (see Chapter 8
‘Control Systems – Design and Implementation’) depend on a section-wise
reversed power flow, i.e. the WEG demands power from the grid. In this case the
maximum power demand of the WEG must be considered as one requirement in the
design of the BBI. Lastly the batteries and the back-up diesel generator can be
downscaled according to the power demand of the auxiliary devices during
downtimes of the device. A system appropriately designed according to these
requirements allows the testing of the device, including generator system and
control, as if it were connected to a public grid [19].

4.4 Conclusions

Wave energy is emerging as a promising technology for clean electric power gen-
eration in our future energy scenario. This chapter has however identified a number
of technical challenges from the power system standpoint. One of the most critical
ones is related to the oscillating nature of the power that could affect the stability
and power quality of the entire system. Power smoothing could be achieved
by strategic and coordinated placement of the WEGs by using ESDs and by
new control algorithms in the conventional generators. None of these approaches
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eliminates completely the inconveniences of the oscillating power but they can
reduce them ostensibly. Probably the final solution will include a mix of these and
other approaches.
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Chapter 5

Grid integration: part II – power quality issues

A. Blavette and J. MacEnri

5.1 Power quality of waveform

5.1.1 Introduction
Grid codes define the requirements of both power plant owners/operators and the
grid operator. The requirements imposed on power plant owners are mainly in
place in order to assist in maintaining network stability. These requirements can
generally be found in the form of grid codes, as in Ireland and in Great Britain for
instance, or in the form of decrees, as in France and Spain. As they were initially
designed having conventional thermal power plants in mind, additional and
modified requirements had to be defined for renewable power plants, the majority
of them being released for wind farms in the first place. These wind energy
requirements were designed once a significant level of wind penetration was
considered reached and have evolved with the increasing share of wind energy in
the energy mix. The similarities between wind and ocean energy in terms of power
intermittency/variability and non-dispatchability, as well as in terms of their type
of grid connection through partially or fully rated power electronics, make it very
likely that requirements similar to those used for the wind industry will be applied
to the ocean farms.

Some of these requirements are related to the operation of the power plant
itself, both under normal and fault conditions. For instance, they impose limits in
terms of voltage, flicker level, power ramp rates etc., which represent either
minimum requirements (e.g. minimum voltage level at the point of connection) or
maximum limits not to be exceeded (e.g. flicker level, maximum voltage level).
Any power generation unit must comply with these requirements. Validating the
compliance of actual power plants with power quality requirements is a mandatory
step in the process of grid connection. It is usually performed by means of
numerical models representing the power plant performances and capabilities.
Hence, the impact of both wave and tidal current farms on the power quality of
their local network must prove to remain negligible. This impact is measured based
on different criteria which are detailed in this chapter.



5.1.2 Voltage
5.1.2.1 Short-duration root-mean-square (rms) variations
There exist three different types of short-duration rms variations, namely voltage
sag, swell and interruption, as described in IEEE Standard 1159-2009 [1]. These
variations are strictly defined with respect to voltage amplitude and may be qua-
lified as instantaneous, momentary or temporary depending on their duration, as
shown in Table 5.1.

Sag
According to IEEE Standard 1159-2009, a voltage sag or dip (these words being
interchangeable) is a decrease in rms voltage between 0.1 and 0.9 pu. Voltage sags
are traditionally induced by faults, the starting of large motors or the switching of
heavy loads. However, power fluctuations due to tidal flow turbulence and wave
power fluctuations may also be responsible for momentary to temporary sags.

Swell
Voltage swells consist in a voltage rise above 1.1 pu for a duration ranging from
0.5 cycles to 1 min. In opposite fashion to voltage sags, they are caused by load
decrease, either load switching off or load shedding, or by the switching on of a
large capacitor bank. However, similarly to sags, they may also be caused by the
reflection of tidal flow turbulence or wave power fluctuations on the electrical
power output of an ocean farm.

Interruption
Voltage interruption designates a phenomenon for which the remaining voltage is
comprised between 0% and 10% of its nominal value and is generally induced by
faults, although it may also be triggered by equipment malfunction or loose
connection. Voltage interruptions sustained over 1 min, classified as long duration
rms variations, are addressed in Section 5.1.4 ‘Long-duration interruptions’.

It must be noted that grid strength at the connection point plays a major role in
the induction of voltage variations from power fluctuations. A strong grid is less
prone to be negatively affected by the injection of power fluctuations than a weaker

Table 5.1 Classification of short-duration root-mean-square (rms) voltage
variations [1]

Duration Amplitude (pu)

Instantaneous Sag 0.5–30 cycles 0.1–0.9
Swell 1.1–1.8

Momentary Interruption 0.5–30 cycles < 0.1
Sag 30 cycles—3 s 0.1–0.9
Swell 1.1–1.4

Temporary Interruption > 3 s–1 min < 0.1
Sag 0.1–0.9
Swell 1.1–1.2
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grid. Although there is no general definition of grid strength, a grid relatively immune
to significant power quality issues is generally characterized by a sufficiently high
short-circuit level. The impedance angle Yk . may also have a significant, though less
important, influence on the power quality impact and it is expressed as:

Yk ¼ arctanðXk=RkÞ ð5:1Þ
where Xk and Rk are the Thévenin reactance and resistance of the rest of the net-
work. In practice, rural, low-voltage distribution grids benefiting from a low level
of interconnection, such as those supplying the west coast of Ireland or the north of
Scotland, are considered as relatively weak compared to general grid strength in
western Europe.

5.1.2.2 Flicker
Introduction
Applying a varying voltage to a light bulb can result in significant light intensity
variations, thus causing a potential visual disturbance. Although it is normal that
voltage may vary during the day, due to for example load switching or motor
starting, the impact of these fluctuations must be limited in order not to represent
any disturbance to the customers. A statistical index of visual disturbance was
developed in order to evaluate the level of annoyance caused by light intensity
variations on the average individual. This index, called flicker level, can be eval-
uated over 10 min (short-term) or 2 h (long-term), and is expressed as Pst and Plt

respectively.
To ensure that visual disturbance remains negligible to the customer, grid

operators limit either (1) the individual contribution in terms of flicker which a power
plant is allowed to emit or (2) the total flicker level at the connection point [2–5].

Flicker is a phenomenon which can have very significant consequences on
customers’ comfort and health. It has been recognized since the 1960s that flicker
may potentially represent a risk to individuals prone to photosensitive epilepsy [6].
In addition, flicker can also induce electrical equipment malfunction, as well as non-
negligible physical deterioration which may reduce significantly its lifetime. The
performances of control systems using electronics drives have been also reported to
be adversely affected by excessive and repeated voltage variations [7]. In addition,
the influence of these variations on rotating machines’ speed/torque control may for
instance cause temperature rise and motor overloading issues. As waves and tidal
flow turbulence can create rapid electrical power fluctuations, flicker is an issue of
particular interest in the context of ocean energy grid integration.

Flicker level is usually evaluated based on the perception of light intensity
variations as defined in the IEC Standard 61000-4-15 [8]. The lighting equipment
considered in this standard is an incandescent light bulb. This may represent a
worst case scenario regarding a number of lighting equipment types such as LEDs
or compact fluorescent lamps, given their lower flicker response to low-frequency
voltage modulation [9, 10]. However, there is no widely agreed guideline or stan-
dard on the flicker response of different types of lighting and electrical equipment
as yet. Flicker generation by LED and fluorescent lamps due to interharmonics,
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non-integer multiples of the fundamental, and produced for instance by power
electronics, has not been studied in significant detail in the industry at the time of
this book’s publication and is, as such, not very well modelled and understood.

IEC Standard 61000-4-15
The computation of flicker level from voltage time series has been strictly defined
in the IEC Standard 61000-4-15. This standard describes the design of a flicker
evaluation tool, called flickermeter. This tool, which can be either hardware or
software, computes flicker severity levels from voltage time series, which may be
generated either from field experiments or from numerical simulations.

A flickermeter consists of five functional blocks, as illustrated in Figure 5.1.
Blocks 1 to 4 compute the instantaneous flicker level (i.e. flicker perceptibility)
from voltage time series, whereas Block 5 computes the statistical index of flicker,
referred to as flicker level or flicker severity.

In detail, scaling down the rms voltage amplitude to a per-unit value with
respect to the time series mean rms value enables the use of the flickermeter for any
voltage level. The luminous intensity produced by an incandescent light bulb for a
given voltage amplitude is then obtained by squaring the input voltage in Block 2.
Blocks 3 and 4 simulate the physical human perceptibility to light intensity varia-
tions by means of filters, whose parameters were defined as an outcome of
experiments on groups of individuals. The experiments consisted of exposing a
group of people to periodic light intensity variations of different amplitudes and
frequencies. An instantaneous flicker level (or flicker perceptibility) equal to unity
was considered to be reached when 50% of the group stated it could perceive the
light intensity variations. Sensitivity curves, also called perceptibility curves, were
produced as an outcome of these experiments. This perceptibility varies as a
function of the frequency of a sinusoidal luminous signal, and is maximal for a
frequency equal to 8.8 Hz. This is illustrated in Figure 5.2, which shows the nor-
malised gain applied by the weighting filter included in Block 3 to a period signal
of fixed amplitude as a function of its frequency.
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Input signal
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Block 2
Square law

demodulator 

Block 3
Demodulator and
weighting filters 

Block 4
Squaring multiplier

and first order low-pass
filter  

Block 5
Statistical
evaluation 

Figure 5.1 Functional representation of a flickermeter
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The statistical indices of flicker, which were mentioned earlier as the short-
term flicker level Pst and the long-term flicker level Plt, are then computed by
Block 5 of Figure 5.1 from the instantaneous flicker level. These indices are a
measure of the level of disturbance caused by flicker to an average customer.
Maximum limits for the flicker emission of a power plant are defined in grid code
requirements with respect to Pst and Plt.

IEC Standard 61400-21
As mentioned in section 5.1.2.1, weak grids are more affected by flicker issues than
stronger grids, as the flicker level increases in an inverse proportion to the short-circuit
level of the point of connection. Hence, a flicker coefficient cðYkÞ intended for wind
turbine power quality evaluation is defined in the IEC Standard 61400-21 as

cðykÞ ¼ Pst
Ssc

Sn
ð5:2Þ

where Ssc is the short-circuit level at the point of connection and Sn is the
apparent rated power of a wind turbines. As c Ykð Þ is constant as a function of the
short-circuit ratio Ssc=Sn, it constitutes a characteristic of a given wind turbine
technology, regardless of the node in the network to which it is connected.

5.1.2.3 Harmonics
Ideally, the voltage waveform in a public electricity supply should contain the fun-
damental frequency only (50 or 60 Hz). However, due to non-linearity in the mag-
netic circuits of generators, a certain level of non-fundamental frequency current is
introduced onto the system, particularly the third harmonic (150 or 180 Hz).
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Figure 5.2 Normalised gain applied by the weighting filter included in Block 3
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However in traditional hydro and thermal power plants, good generator design and
the use of delta windings on the step-up transformer reduced these harmonics to very
low levels. The problem with harmonics is that electricity users can also introduce
them onto the supply voltage waveform through the use of non-linear loads. Initially,
power systems harmonics were introduced by mercury arc rectifiers used to convert
AC to DC current for railway electrification and for DC variable drives in industry.
More recently the range of types and the number of units of equipment causing
harmonics have risen sharply, and will continue to rise with the proliferation of
switch mode power supplies, electronic fluorescent lighting ballasts, UPS units,
variable speed drives and AC converters. These harmonics from the non-linear
current supplied to their load will appear as voltage harmonics at other supply points
on the same branch of the network. Figure 5.3 shows the effect on the ideal 50Hz
public supply voltage waveform of 35% total harmonic distortion (THD) imposed on
it and typically standards will not permit in excess of 10%THD. Increasingly, inter-
harmonics (non-integer multiples of the fundamental frequency) are appearing on
our systems introduced by some of these newer technologies listed previously.

The problems created by harmonics on power system themselves can be as
follows:

● Neutral overloading (harmonics that are multiples of 3 add in the neutral)
● Transformer overheating
● Nuisance tripping
● Increased skin effect (effective reduction of conductor current carrying ability)
● Overloading of power factor correction capacitors.

In addition to these the following problems can also be caused at customer
installations:
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Figure 5.3 Effect of a significant level of total harmonic distortion (THD > 35%)
on a 50 Hz fundamental
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● Flickering computer screens
● Overloading and excessive bearing wear of induction motors
● Incorrect functioning of process control equipment
● Computer network lockups.

Utilities specify the harmonic emission levels of a load or supply in their
connection agreement. The Standard EN50160 for the quality of public voltage
supply specifies the maximum level of each harmonic in the public voltage supply
and also a summary metric called voltage total harmonic distortion (Vthd) which is
the ratio of the amplitude of the harmonics up to the 40th to the amplitude of the
fundamental. It is calculated as

Vthd ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX40

2
Vn2

r

V1
ð5:3Þ

where V1 is the fundamental rms amplitude and Vn is the nth harmonic rms amplitude.
Virtually all modern approved power quality analysers will report all voltage and
current harmonics as well as total harmonic distortion and many include software
utilities to analyse the compliance against various standards such as EN50160 or other
national or international standards. Most analysers will report all harmonics and inter-
harmonics up to at least the 50th. Utilities, for new large loads or generators, will
require manufacturer certified harmonic emission levels and/or on-site measurements
to ensure compliance. With good design practices all harmonic creating equipment
can be made to reduce harmonic output to acceptable levels.

Wave and tidal energy devices need to be designed to withstand the level of
harmonics specified under the relevant national standards or EN50160. In terms
of their harmonic emissions onto the grid, the level permitted is normally set within the
grid code and developers generally will be required to measure and demonstrate (often
through ongoing continuous measurements) that the standard is being met.

5.1.2.4 Unbalance
In perfectly balanced conditions, voltage or current magnitude in each phase a, b
and c is equal to 100% of the nominal value, each phase being shifted by
120 degrees, as shown in Figure 5.4. Each phase can be represented by its magni-
tude and angle in a phasor diagram.

However, unbalance occurs when at least one phase is no longer symmetrical
to the others. Figure 5.5 shows a three-phase voltage unbalance in which amplitude
of two phases is affected whereas the angle between each phase is equal. On the
contrary, Figure 5.6 shows phase unbalance between the three phases having the
same amplitude. In practice, both amplitude and phase unbalance can occur
simultaneously on either one or two phases.

Phase unbalance level is defined as the ratio of the magnitude of the negative
sequence component to the magnitude of the positive sequence component,
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expressed as a percentage which is typically under 3% for voltage. This ratio can be
expressed as

Voltage unbalance ¼ jVnegj
j Vposj 100 ð5:4Þ

Under normal conditions, unbalance is a phenomenon limited to low-voltage,
single-phase networks to which ocean farms are not expected to be connected.
However, three-phase networks are not immune to unbalance under asymmetrical
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Figure 5.4 Three-phase voltage under balanced conditions: time series (top) and
corresponding phasor diagram (bottom)
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fault conditions. Unbalanced voltage conditions may induce significant overheating
and overcurrents, as well as mechanical stress on the device drive train. Torque
pulsations are also an issue.

Most ocean energy converter designs, including fully rated power electronics,
are relatively protected from the harmful effects of unbalance due to the high level
of decoupling from the grid offered by this grid connection configuration. How-
ever, other designs not fully decoupled from the grid such as fixed-speed squirrel-
cage generators (directly connected) or doubly fed induction generators (connected
via partially rated power electronics) may be affected by this issue and forced to

0

–1

–0.5

V
ol

ta
ge

 (p
u)

0

0.5

1

0.005 0.01 0.015 0.02 0.025
Time (s)

(a)

(b)

0.03 0.035 0.04 0.045 0.05

–1

–1

–0.8

–0.6V
ol

ta
ge

, i
m

ag
in

ar
y 

pa
rt 

(p
er

-u
ni

t)

–0.4

–0.2

0

0.2

0.4

0.6

0.8

1

–0.5 0
Voltage, real part (per-unit)

0.5 1
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corresponding phasor diagram (bottom)
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disconnect in the event of a fault [11]. However, an appropriate control in the
specific case of a doubly-fed induction generator (DFIG) [12] or the use of dynamic
voltage restorers [13, 14] can facilitate these designs to enhance their fault ride-
through and voltage support capabilities to comply with grid code requirements.
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5.1.2.5 Transient overvoltages
Transients are very short duration waveform events that are commonly called
spikes. Their duration is typically from less than 1 ms up to a few milliseconds.
They can be positive or negative transients and are only a power quality issue where
their magnitude, duration and frequency of occurrence is significant and exceeds
the insulation rating of the equipment they are applied to. Typically, a magnitude of
greater than 50% of maximum instantaneous value of the fundamental is the cut-off
point from where they are viewed as potentially a problem or not. The parameters
of interest with regard to a transient are their peak absolute magnitude, their
duration (determines their energy content) and the frequency of occurrence. The
causes of transients are switching (capacitor switching being most problematic) and
lightning. Switching overvoltages have longer duration but lower magnitude than
lightning overvoltages. Electrical equipment is protected against such transients
through specifying its basic insulation level (BIL) which is the peak voltage with-
stand capability of the equipment to such switching or lightning transients for
defined lightning impulses (using the standard 1.2/50 ms lightning impulse). On
power systems, typically, the standard BIL of equipment is around three times the
nominal voltage of the equipment itself. Repeated significant transients below
the BIL can cause equipment failure due to gradual insulation degradation through
the mechanism of partial discharging and hence transients should be mitigated or
removed through good design practices. Figure 5.7 shows an example of a transient
caused by the switching in of a full converter and by the residual charging of the
DC link capacitor to its working export voltage.

10000 U1 U2 U3

11 12 13

Waveform for transient #20 at 2010-01-21 15:30:54.00

5000

–5000

–10000

0.000

I[
A

]
U

[V
]

0.005 0.010
Time

0.015

20

10

0

–10

0

Figure 5.7 Example of a voltage transient recorded on the power system
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5.1.3 Frequency
Although frequency control is not a power quality issue as such, power plant dis-
connections triggered by sometimes sustained grid frequency drifts below or above
the allowed limits may have a significant impact on the local network to which these
power plants are connected. Grid codes define very strictly the frequency range and
drift durations for which power plants are allowed to disconnect. Table 5.2 shows
the numerical values with respect to these parameters for each of the five synchro-
nous areas of Europe, as described in the European ‘Network Code on Requirements
for Grid Connection Applicable to all Generators’ to come into force in 2014 [15].

5.1.4 Long-duration interruptions
Unplanned outages of generating equipment have power quality implications as the
voltage sag resulting from their tripping will be experienced by other users on the
system assuming they are in a grid-connected system and will cause a blackout
where they are the sole generator in an isolated grid. As the unplanned tripping of a
generator is effectively a very rapid ramp-down event, it places a large burden on
other generators that can have deleterious effects on their condition and perfor-
mance. They also make management of the system and its voltage profiles
throughout very difficult for the system operator.

However, although renewable energy sources, particularly wind and wave,
have variable power outputs, they are not expected to impose the same challenge on
the system as a large generator that trips frequently due to reliability issues. How-
ever, this reliability of performance is another key challenge for marine renewables
given the harsh, wet and corrosive environment that the generators are located in.

Table 5.2 Minimum time periods for which a power plant has to be able to
operate without disconnecting [15]

Synchronous area

Continental
Europe

Nordic Great
Britain

Ireland Baltic

Frequency
range
(Hz)

47.0–47.5 20 s

47.5–48.5 Limited
> 30min

30 min 90 min Limited
> 30 min

48.5–49.0 Limited
> 30 min Limited > 90 min

Limited
> 30 min

49.0–51.0 Unlimited

51.0–51.5 30 min 90 min Limited
> 30 min

51.5–52 15 min
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5.2 Power quality of supply

5.2.1 Earthing/Neutral treatment
The treatment of the neutral (isolated, direct earthing, resistive earthing or reactive
earthing) will have some power quality impacts in terms of triplen harmonic current
flows, overvoltages and equipment damage under fault conditions. For example, if
the neutral is isolated under a single-phase fault the other two phases will rise to line
voltage and equipment needs to be rated for that voltage. However, this neutral
treatment method has advantages as supply will not be interrupted to customers in the
event of a single phase to ground fault. In terms of earthing, it is preferable to have as
low a resistance to remote earth as economically possible as this improves protection
operation and reduces any touch or step potentials caused by ground loops.

pf = –0.95 pf = –0.92
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Reactive power

100% 

65%
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33% 43%

Figure 5.8 Required reactive power capability for wind turbines connected to an
existing substation up to 38 kV [2]
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5.2.2 Voltage control and support
5.2.2.1 Voltage control under normal conditions
Under normal operating conditions, power plants of any generation type are
required to take part in local voltage control which is achieved by reactive power
control. Power electronic converters, present in a majority of ocean energy device
designs, help meeting this ancillary service requirement. Different methods are
available for maintaining local voltage within allowed limits specified in grid
codes: power factor control, reactive power control, (direct) voltage control or any
combination of these. Figures 5.8 and 5.9 show the reactive power capability
required from wind farms in the Republic of Ireland depending on their grid con-
nection configuration [2]. Similar requirements are observed worldwide.

5.2.2.2 Voltage support under fault conditions
Power plants must participate in voltage control during fault conditions, also called
voltage support. In similar fashion to voltage control, reactive power has to be
injected in the network to maintain voltage as much as possible during the fault
event. This requirement intends to make renewable power plants emulate the
beneficial behaviour of conventional, directly connected synchronous generator in
this type of situation. Voltage being the unknown variable in this case, the
requirements are expressed with respect to reactive current.

The reactive current has to be injected shortly after the fault detection (typi-
cally no later than 20 ms [16] to 40 ms [15]) in variable proportions depending on
the amplitude of voltage sag or swell. This is achieved by means of power
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Figure 5.9 Required reactive power capability for wind farms connected at a
38 kV busbar with no existing load customers or at a 110 kV busbar [2]
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electronic converters. Reactive current injection may also be required to be sus-
tained for the sake of safety for a period of time whose duration is typically of a few
hundreds of milliseconds after fault clearance.

5.2.3 Power output controllability
It is important in the performance of a generator that the actual active power output
is close to the specified level, or at least does not exceed the maximum level during
too long a period of time.

In what concerns tidal turbines, due to the internal dynamics of any generator,
a change in input power cannot be immediately regulated in the generator and
reflected exactly in the output particularly where the generator is operating at its
maximum rated output. Consequently, the turbulence of tidal flow causes an
increase in the input mechanical power which is reflected in the power output. This
has two effects: first, the device is overloaded and it may cause excessive wear and
failure (reliability issue) and, second, it can cause voltage rise issues on the network
into which it is feeding. To quantify the output controllability of a tidal turbine
generator an accepted method is to measure and record the maximum output active
power over different timescales. The shorter the timescale the greater the difference
between this value and the specified value will be. At longer timescales they should
be nearly identical. Utilities will frequently specify the maximum value these

0 5 10 15 20 25 30 35
0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3

1.35

1.4

Time (s)

A
ct

iv
e 

po
w

er
 (M

W
)

Figure 5.10 Active power output of the SeaGen tidal turbine at its rated power
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differences can be. The standard three normal timescales used for this purpose are
200 ms, 1 min and 10 min. The graph in Figure 5.10 shows the active power output
of the SeaGen MCT turbine (which is described in the next chapter) at its rated
output (equal to 1.2 MW). It demonstrates how shorter averaging periods will have
values significantly above the rated output.

The issue of output power controllability poses itself in different terms for
wave energy devices. Most wave devices present indeed a very fluctuating power
output which is very different from typical wind or tidal turbine power profiles.
This is illustrated in Figure 5.11 which presents the active power profile
of the CORES oscillating water column prototype which is described in more
detail in the next chapter. Control strategies, such as the ‘peak-shaving’ strategy
specific to the SEAREV design may be interesting to limit the issues regarding
the generation of power peaks of excessive amplitude [17]. However, this strat-
egy does not solve entirely the issue of output power controllability. In conclu-
sion, storage means of significant energy capacity should be envisaged for
enabling a sufficient control of a wave device output power.

5.2.4 Frequency reserve response
The electricity generation in a power system must match its consumption in order
for the supply frequency to remain within the allowed limits. This is very chal-
lenging as the load is subject to constant change which, fortunately, is quite
predictable due to the aggregating effects of many independent users and to the
development of sophisticated load forecasting tools. The tripping of a large gen-
erator may also have a significant impact on the system which, however, cannot be
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Figure 5.11 Electrical power output of the CORES OWC device
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predicted. Where a generator trips out, the load it was providing must be made up
by the other generators on the system in the immediate term (milliseconds up to
tens of minutes). System operators managed this risk by having some generator’s
output below their maximum continuous value in order to take up the shortfall if
called upon (so-called spinning reserve). In similar fashion, electricity consumption
exceeding generation may lead to a significant frequency decrease, forcing syn-
chronous generators to slow down. This automatic reaction provides in return
additional energy from the inertial energy contained in the generator’s rotation
which helps reduce the energy discrepancy. This frequency reserve response is the
ability of a generator to increase its active power output when it detects a drop in
system frequency due to a mismatch between generation and load (e.g. unit trip-
ping). Heretofore, as renewable plant (wind predominantly) was a small part of the
system and due to the serious economic impact of forcing them to always run below
the maximum capable output, it has not been a requirement for them to provide this
service to the system operator. However, as renewables become a significantly
greater part of the system supply (in Ireland currently often up to 50% of system
demand [18]), it is not possible to continue as before not requiring renewables to
provide some level of frequency reserve response. Some current requirements
concerning frequency response prescribe wind farms to operate below full power at
normal grid frequency (50 Hz), as shown in Figure 5.12, but it is unlikely that
permanently curtailing their output will be economically feasible.

However, the provision of some form of energy storage (ideally additional
functionality to the power conditioning equipment – STATCOM or SVC) which
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Figure 5.12 Frequency response required from wind farms in the Republic of
Ireland [2]

Grid integration: part II – power quality issues 149



can provide additional active power output at a level and duration specified by the
utility is another possible method that may be economic. As tidal is a deterministic
source, and its frequency reserve capability would always be known, there is the
possibility that it could provide this functionality through a short-term overload
capability built into its design. This may be more difficult for wave farms, unless
they include controllable storage means of large power capacity, such as an onshore
or offshore reservoir. However, unlike tidal turbines, their frequency reserve cap-
ability could not be easily predicted, leaving real-time information on that matter as
the unique way by which the grid operator may be informed of their potential
energy reserve.

5.2.5 Low-voltage fault ride-through
Under normal conditions, voltage must be maintained within an allowed range
around its nominal value. The exact limits of this allowed range may differ
among grid codes but usually does not exceed approximately �10% [2, 3, 19,
20]. The grid operator’s responsibility to maintain voltage within an allowed
range implies in return that the performance of any grid-connected electrical
equipment within this voltage range is satisfactory. However, under fault con-
ditions, as in the case of a short-circuit for instance, voltage may drop below the
lower limit. In the past, should this event happen, wind turbines were required to
disconnect. This decision from grid operators was motivated by the impossibility
to control reactive power absorption from older directly connected squirrel-cage
generators, which worsen the initial fault conditions. This has been a reasonable
strategy as long as the share of wind power in the energy mix was limited to a
small capacity. However, nowadays, wind power representing a non-negligible
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Figure 5.13 Fault ride-through capability as required in the Republic of
Ireland [2]
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source of electricity generation, it is necessary for the grid stability and reliability
that wind turbines remain connected during a fault and that they provide voltage
support by reactive power control as well, emulating hence the natural reaction of
conventional directly connected synchronous generators. This vital feature,
expected to be applied to ocean energy converters in similar fashion to wind
turbines, is usually referred to as the ‘fault ride-through’ requirement. The lapse
of time during which wind turbines must remain connected is strictly defined
by the voltage amplitude, as shown in Figure 5.13 which presents the required
fault ride-through capability as enforced in the Republic of Ireland. The fault
ride-through curves as enforced by a large number of grid operators worldwide
are similar.

5.2.6 Black start capability
As part of their continuous planning and risk management, system operators have
to prepare a detailed and well-rehearsed plan to recover the system in the event
that there is a complete system collapse (blackout). With the increasing inter-
connectedness and complexity of power systems, the risk of such widespread
blackout is increasing and there have been some very publicized examples of
these in Europe and North America over the last decade or two which have had
severe economic and social consequences [21]. Many large system generators are
not capable of starting without having a supply from the grid. Obviously, in the
event of a complete blackout this will not be available so the system operator has
to ensure a sufficient number of generators are capable of starting and maintaining
readiness to export power without a grid supply. This is called black start cap-
ability and is a part of the services that the generator is contracted to supply to the
system. As with frequency reserve response, this traditionally has not been an
ancillary service that renewable plant has been required to provide to the system
operator. This also may have to change due to the increased presence of renew-
ables on power systems. Depending on the nature of the renewable resource itself,
some of which are deterministic, such as tidal stream, offer better prospects in this
regard. Some power take-off designs are not self-starting and require a supply to
start generating. The black start capability can be provided through the use of a
power take-off design that is self-starting (e.g. full converter design) and would
also require a local independent supply to meet all internal load requirements until
the grid is restored.

5.2.7 Metering/telemetry and telecontrol
The provision of reliable, timely and accurate telemetered data on a renewable
plant’s actual performance is increasingly important to the system operator as they
grow in scale. Traditional distribution connected to renewable power plants pro-
vided little, if any, such information.

Due to the proliferation of wind farms connected to distribution system, a lot of
grid operators have no direct control over their output. Grid operators today are
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looking for such telecontrol capability on larger farms and often, where possible, to
have it retrofitted to existing wind farms. This greatly assists them in managing the
system and consequently the power quality provided to the system users. Typically,
such telecontrol will allow them to reduce the output of the wind farm to a certain
set point in order to meet transmission constraint issues or system curtailment
requirements. Provision of such control will be the norm in the future.

5.2.8 Grid operators’ disconnection rights
Uncontrolled power plant disconnection is prohibited by grid operators, in par-
ticular during fault event, as they can increase the temporary grid instability.
However, grid operators reserve themselves the right to require automatic dis-
connection from power plants under certain conditions in order to preserve or
restore the stable and reliable operation of the grid. Disconnection rights of
transmission and distribution system operators, referred to as TSOs and DSOs
respectively, are a very sensitive matter since it may affect the revenue of power
plant owners.

Although causes implying the automatic disconnection of a power plant may
vary greatly from one grid code to another, this paragraph intends to provide gen-
eral information on the extent of TSO/DSO’s rights on that matter. Automatic
disconnection on grid operator’s order may be justified by abnormal conditions on
the network, by the potentially dangerous operation of a power plant and by the
need to maintain the instantaneous electrical power generation from non-fully
dispatchable renewable power plants under a certain limit. This limit is equal for
instance to 30% in France [19]. Regarding abnormal grid conditions, voltage and
frequency drifts above or below specified extreme values may force a power plant
to disconnect at the grid operator’s demand. In addition, in the event of a fault,
power plants unable to provide effective voltage support by means of reactive
current injection and absorbing reactive power are expected to disconnect [15, 16].
The potentially harmful behaviour of a power plant, such as its loss of stability,
should also force a power plant to disconnect, both to preserve its integrity and to
prevent any negative impact to the network. Automatic reconnection may be
allowed in certain cases under specific conditions, typically based on a resyn-
chronization within few seconds [16].

5.3 Guidelines and standards

5.3.1 Introduction
5.3.1.1 Dynamic modelling
Many grid operators require dynamic models as part of the grid connection process.
However, dynamic modelling has been identified by the ocean energy industry and
the research community as a major challenge which should be addressed at a very
early stage [22]. The experience from the wind energy industry has shown that first
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generation models were inadequate, led to incorrect results or provoked power
system simulator crash [23] (see Chapter 9 ‘Modelling and Simulation Techniques’
for more details). Hence, it appeared clearly that using specific models of each
individual wind turbines for preliminary power system studies was a pitfall. An
alternative approach, called ‘generic modelling’, consists of using a common
structure for all models which is customisable by device-specific parameters. Its
numerous advantages have led the wind industry to converge towards this alter-
native, which is also of great interest for ocean energy applications, while specific
models can be developed for more detailed studies.

5.3.1.2 Inapplicability and irrelevance of some current grid
code requirements

Some grid code requirements seem hardly applicable to wave farms, whereas oth-
ers appear as irrelevant [24]. For instance, any requirements based on the nominal
power of a device, equal to maximum power for a wind/tidal turbine, fall in the first
category, as no widely agreed notion of nominal power has emerged regarding
wave energy converters as yet. The power ramp requirement illustrates the irrele-
vance of some requirements: the rates of the power ramps a power plant may output
are limited, but averaged over a period of time of at least one minute [2] which does
not allow this requirement to take the rapid fluctuations of a wave farm into
account, although they may have an adverse effect on the network. This inadequacy
of some current grid code requirements is believed to be due to the relative lack of a
suitable set of metrics enabling to perform a relevant and comprehensive grid
impact assessment of wave farms.

5.3.1.3 Grid code evolution
Besides technical obstacles, other issues have been identified regarding the rele-
vance and transparency of grid code requirements themselves. Grid codes, defining
the expected behaviour of any power plant on the network have had, and still have,
a strong influence on device’s design. The decline of the cheap directly connected,
squirrel-cage induction generator for wind turbines is a good illustration of this
influence. Although cheap and robust, this type of generator is now completely
abandoned by manufacturers because of its poor fault ride-through capability and
its absence of voltage support means, both of which are required by grid codes.
Grid codes weigh thus very heavily on the energy industry.

However, the wind energy industry has claimed, using the European Wind
Energy Association (EWEA) as an advocate, that grid code requirements for wind
farms were evolving too fast, and with too short notice which was detrimental to
the industry [25]. In addition, the application of some requirements was con-
sidered as technically unjustified or not economically sound. This is for instance
the case for the fault ride-through capability, which was considered unjustified in
countries where the penetration level of wind energy was still insignificant
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according to this organisation. Another concern of the wind industry was the lack
of harmonisation of standards which, according to the EWEA ‘resulted in gross
inefficiencies and additional costs for consumers, manufacturers and wind farm
developers.’ Finally, they claimed that grid code requirements were ‘often not
sufficiently clear’.

Hence, the development by the European Union of a harmonised grid code for
all types of power plants is fully supported by the EWEA [26]. This alternative,
which is intended to increase cross-border electricity trade between European
countries, will have the additional advantages to also increase transparency and
encourage best practices within the industry. This common European grid code is
currently developed by ENTSO-E, the European Network of Transmission System
Operators for Electricity [15]. The grid code covers any issues which may have an
impact in cross-border trade between European countries. The control of global
parameters such as frequency is thus addressed, as well as the control of more local
parameters related to power quality which are considered necessary to maintain a
safe and reliable operation of the network. However, local issues having an influ-
ence considered as negligible on intra-European electricity exchange, such as
flicker severity or harmonics levels, are not addressed.

The European grid code presents several advantages, the main of which is the
application of grid code requirements to power plants based on their potential
impact on the network rather than based on the more ambiguous, and sometimes
irrelevant criterion of prime mover type, which is used in most current grid codes.
Four levels of potential grid impact are defined in the code with respect to the
voltage level at the connection point and to the rated power of the grid-connected
installation. A set of grid code requirements is defined for each of these levels,
their strictness increasing with the level of potential grid impact. In addition, in
order to take into account regional characteristics of the European network, the
numerical limits in terms of rated power determining the belonging of a power
plant to one level or another depend on the synchronous area considered among
the five regions defined by the grid code: Continental Europe, Nordic, Great
Britain, Ireland and Baltic.

5.3.2 International standards
The overarching set of standards in Europe and internationally covering the whole
area of electromagnetic compatibility (EMC), of which power quality is a part, is
the IEC 61000 series which has six parts each with standards and technical reports.
These parts are described as follows:

Part 1: General – Safety function and integrity requirements
Part 2: Environment – Description and classification of the environment as

well as compatibility levels
Part 3: Limits – Emission and immunity limits
Part 4: Test and measurement techniques
Part 5: Installation and mitigation guidelines
Part 6: Generic standards
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The following is a list of some of the most significant standards that are used to
evaluate power quality:

Limits on user ‘emissions’

IEC 61400-21
Wind turbines – Part 21: Measurement and assessment of power quality char-
acteristics of grid-connected wind turbines

IEC 61000-4-30
Electromagnetic compatibility (EMC) – Part 4-30: Testing and measurement
techniques – Power quality measurement methods

IEC 61000-4-7
Electromagnetic compatibility (EMC) – Part 4-7: Testing and measurement tech-
niques – General guide on harmonics and interharmonics measurements and
instrumentation, for power supply systems and equipment connected thereto

IEC 61000-3-6
Electromagnetic compatibility (EMC) – Part 3-6: Limits – Assessment of emission
limits for the connection of distorting installations to MV, HV and EHV power systems

IEC 61000-3-7
Electromagnetic compatibility (EMC) – Part 3-7: Limits – Assessment of emission
limits for the connection of fluctuating installations to MV, HV and EHV power systems

IEC 61000-3-5
Limits on fluctuations and flicker in LV systems

IEEE 1159-2009
Recommended practice for monitoring electric power quality

Quality of supply to users

EN50160
Voltage characteristics of electricity supplied by public distribution systems

This standard is primarily based on IEC 61000 and is defined for LV and MV
electricity and is generally the pass/fail level for the quality of supply that utilities
operate in order to determine whether remedial measures are required. Utilities will
normally require a higher level of performance of power quality ‘emissions’ from
generators in order to ensure that the standard is not breached. Table 5.3 is a
summary of this standard and how it relates to the IEC 61000 series.

5.3.3 National standards
UK Engineering Recommendation G5/4
Planning levels for harmonic voltage distortion and the connection of non-linear
equipment to transmission systems and distribution networks in the United Kingdom

UK Engineering Recommendation P28
Planning limits for voltage fluctuations caused by industrial, commercial and
domestic equipment in the United Kingdom
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Engineering Recommendation P29 (1990)
Planning limits for voltage unbalance in the UK for 132 kV and below

These UK standards are largely based on the IEC series as it is interpreted and
applied to the regulatory and network topology of the United Kingdom.

5.4 Conclusions

The importance of complying with power quality requirements is essential as
failing to meet them is a sufficient reason for any grid operator to deny grid con-
nection applications. However, limits specified by these requirements may differ
among different grid connection codes, rendering compliance with power quality
requirements somewhat site-specific. This is expected to change due to the
increasing level of harmonisation of grid codes.
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Chapter 6

Grid integration: part III – case studies

6.1 Introduction

This chapter details four case studies addressing the grid integration of wave and
tidal current energy. The first three studies focus on the power quality issues arising
from the connection of a tidal device or of a wave farm on their local network.
More specifically, the first study investigates the impact of the SeaGen tidal turbine
connected at Strangford Lough, Northern Ireland. The two other studies focus on
the grid impact of a medium-size wave farm on its local network. The last study
addresses the challenges in terms of grid integration at a power system level and
details the capacity value of wave energy in Ireland.

6.2 Case study: tidal energy – SeaGen

J. MacEnri

There was very little published research into the power quality impacts of grid–
connected tidal current devices at the time of publication of this research in 2011.
From 2011, a number of papers have been published outlining in detail the power
performance assessment of the tidal current device, SeaGen, located in Northern Ire-
land [1, 2]. A summary of the findings is presented in the case study in this section.

Drawing from the conclusions, of the SeaGen research it is unlikely that tidal
stream devices will cause significant power quality problems that cannot be ame-
liorated in some straightforward fashion. However, the results from the assessment
have two important caveats: first, wave action is very limited at the SeaGen location
(similar to a river) and so ocean waves are likely to have a significant impact on
flicker performance as their period is located in the flicker curve frequency range,
and second, the aggregated performance of a tidal farm has not yet been measured
and analysed as none exist at the time of this book’s going to print in late 2013.

6.2.1 Introduction
SeaGen is a 1.2 MW tidal energy converter (TEC) under development by Marine
Current Turbines (MCT) Ltd in the United Kingdom. It is located in Strangford
Lough, Northern Ireland and has been in regular production since May 2009 and, as



of 2013, it is the world’s largest grid-connected TEC that has produced over
3000 MWh by mid-2012.

The general structure and outline of SeaGen are shown in Figure 6.1. It has a
central column with a crossbeam of 27 m which supports the two horizontal axis
turbines each with a swept area of 16 m diameter. The turbines have two blades
which can pitch through 270 degrees, with blade pitching used instead of yaw
control for flood and ebb production. The turbines are coupled to a planetary
gearbox, which increases the shaft speed to a nominal value of 1000 rpm at the two
asynchronous two-pole 600 kW generators. All of this equipment are contained in
submersed drivetrains at the ends of the crossbeam.

The output from the two generators is fed to two full back-to-back insulated-
gate bipolar transistor (IGBT) converters and their grid synchronised outputs are
ganged together before the step-up transformer. All of this equipment are located within
the central column. Power is exported by means of a submarine cable to the local 11 kV
network. The outline of the power take-off (PTO) system is shown in Figure 6.2.

Figure 6.1 SeaGen in Strangford Lough, Northern Ireland
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The turbines operate at variable speed below rated tidal current according to
the determined optimum Cpl curve (the ratio of blade tip speed to tidal speed that
produces the highest blade efficiency). They operate at a nominal fixed speed
above the rated tidal current. SeaGen’s cut-in and rated tidal current speeds are
approximately 0.8 m/s and 2.5 m/s respectively.

The tidal current in the Strangford Lough channel is one of the fastest current
around either Ireland or Britain with over 350 million cubic metre of water entering
or leaving the lough in each tidal half cycle. The flow peaks at over 4 m/s (7.8 kts)
in springs. Tidal flows are semidiurnal with two ebb and flood tides per day.

The water depth at the SeaGen location at Lowest Astronomical Tide (LAT) is
approximately 24 m. Mean Low Water Springs are þ0.5 m and Mean High Water
Springs are þ4.1 m.

Previous tidal current surveys indicated that the site chosen for SeaGen would
not have unduly turbulent flows due to seabed or shoreline features. As the tidal
current device is located nearly 4 km from the open sea, wave action is normally
very limited and confined to high-frequency locally generated small waves.

SeaGen is connected by way of a submarine three-phase cable to the local
11 kV grid. The grid connection point is fed by a three-phase 11 kV overhead line
from a 33 kV sub-transmission substation. The short-circuit ratio is approximately
9 and the grid impedance angle Yk is 50 degrees. Quality of supply with no SeaGen
generation was within EN50160 and is very characteristic for such a remote MV
grid point.

690/11,000 V
transformer

dyn5

Measurement point 1

Central support column

Measurement point 2

MV network (PCC)

IGBT back-to-back converterIGBT back-to-back converter

Generator
Submersed
drivetrain

Gearbox

Generator
Submersed
drivetrain

Gearbox

Figure 6.2 Schematic of PTO system
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6.2.2 Test methodologies
6.2.2.1 Measurement point 1 – SeaGen power quality performance
As no standard exists for the assessment of these power quality aspects of TECs, the
closest applicable standard was chosen and modified as required. To this end, the
standard used to measure and assess the power quality characteristics of grid-connected
wind turbines IEC 61400-21 [15] was chosen as this standard has a comprehensive and
widely accepted method to determine power characteristics of wind turbines (WT)
independent of the actual electrical characteristics of the grid to which it is connected.
These independent (i.e. not grid location specific) power quality characteristics are
normally determined for each wind turbine type, so project developers and utilities can
determine the actual power quality impact of the proposed wind farm using this turbine
type at other grid locations with different short-circuit levels and X/R ratios.

Apart from flicker coefficients and step factors, the active and reactive power,
voltage fluctuations, and harmonics power quality characteristic parameters were
assessed from the data collected at measurement point 1 following the requirements
of [15], as this measurement point was established as the output terminals of the
tidal current device. The standard was followed as closely as possible and where
deviations were required due to the inherent differences between a wind turbine and
a tidal current device these deviations from IEC 61400-21 are specified in detail in
the paper published by Thiringer et al. on the flicker evaluation of SeaGen [1].

6.2.2.2 Measurement point 2 – impact on Strangford MV grid
At measurement point 2 (the point of common coupling or PCC) the influence of
SeaGen on the local Strangford MV grid was assessed against EN50160 [4] as this
standard defines the main voltage parameters and their permissible deviation ranges
at the customer’s PCC in public low voltage (LV) and medium voltage (MV)
electricity distribution systems under normal operating conditions.

6.2.2.3 Assessment against EN50160
The results of the evaluation of the impact of SeaGen on the local medium-voltage
grid are summarised in Table 6.1. In this test period of nearly 40 days, power was
produced for 34 days with 186.1 MWh in total.

Further details on this analysis including graphical representation of the var-
ious power quality parameters and analysis of some voltage sag and transient
events recorded during the test period are presented in [5].

6.2.2.4 Power quality evaluation of SeaGen
Tidal current speeds vary from around 0.9 m/s up to 3.8 m/s during the measure-
ment periods. For over half the periods both turbines were operating, and only one
for the remaining period (both are independent and one or the other was removed
from service for various reasons). It allowed for comparison of flicker performance
between the two operating modes.

6.2.2.5 Power regulation
Figure 6.3 shows the results of active power for all data files as a 10 min average
(P600 values). Figure 6.4 shows the reactive power for the same.
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The tidal current device increased its output from around 1.1 MW to the rated
output of 1.2 MW, as can be seen in Figure 6.3, due to a faulty speed sensor which
was rectified during the series of test measurements. At rated output, the reactive
power was around 50 kVAr giving a power factor of 0.99.

IEC 61400-21 requires the powers to be measured and averaged over 600, 60
and 0.2 s. The measured maximum average values are shown in Table 6.2. These
values are the maximum values averaged over the different length periods. There is
further explanation of their significance when comparing SeaGen power quality
performance to wind turbines.

6.2.2.6 Harmonics
Figures 6.5 and 6.6 show the voltage and current total harmonic distortion (THD)
for the measurement files. Power quality standards allow for voltage THD of up to
8% on medium-voltage systems and 3% on high-voltage systems and the values
measured are well within these standards.

Table 6.1 EN50160 (MV) evaluation of SeaGen at Strangford Lough

Parameter EN50160 (MV)
requirement

Measurement
(95th percentile)

Remarks Result

Frequency <�1% (99.5%
of year)

þ0.4%, –0.7% These values are the
maximum and mini-
mum as evaluation per-
iod was less than 1 year

95th percentile was
þ0.12%

Pass

Voltage
imbalance

<2% (99.5%
of year)

0.57% Principal contributor to
imbalance is the fact
that single phase
boosters used to reduce
voltage rise in the local
MV Grid are only on
two phases

Pass

Voltage
variation

<�10% (99.5%
of year)

þ2.92% Highest voltage rise of
5.63% on phase without
booster. Other two
phases had voltage
variation of less than
2%. Lowest voltage
variation was �2%

Pass

Flicker Plt < 1 (99.5%
of year)

0.4 Background flicker
level with no SeaGen
output was typically
around 0.2

Pass

Harmonic
distortion

UTHD < 8% 1.54% None of the individual
harmonics exceeded
their limit prescribed in
EN50160

Pass
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Typical individual current harmonic levels up to the 50th harmonics are pre-
sented in Table 6.3.

6.2.2.7 Flicker – continuous operations
The flicker coefficients of the tidal current device when operating continuously (or
at steady state) were calculated from the voltage waveform using the methodology
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described in the IEC Standard 61400-21 and are presented as the average of the
three phases in Figure 6.7. The results for a grid impedance angle Yk of 50 degrees
are shown as it corresponds with the actual angle at the measurement point. Further
details on this evaluation method and graphs of the coefficients at different angles
are presented in [1]. One interesting outcome of the study of TEC with 1 and 2
turbines operating is that the flicker levels differ between them by a factor of 1=

ffiffiffi
2

p
which corresponds very well with the theory for summing flicker contribution from
N independent sources as presented in the IEC Standard 61400-21. Further details
on this are provided in [1].

IEC Standard 61400-21 requires the 99th percentile flicker coefficients to be
reported. Due to the limited amount of data compared with those required under the
standard, a conservative approach was adopted and the flicker coefficients reported
for SeaGen in Table 6.4 are the maximum values rather than the 99th percentiles.

The power output was analysed in the frequency domain, and a frequency
component at just under 0.5 Hz (and its harmonics to the 10th) is clearly visible in
the frequency domain in Figure 6.8. This corresponds to the power variations
experienced by the turbine as it rotates through the varying tidal speeds at different

Table 6.2 Active powers

Parameter Maximum value (MW)

P600 1.21
P60 1.30
P0.2 1.46
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levels and the shadow effect of the cross-arm. At rated output the power fluctua-
tions on one turbine averaged 28 and 40 kW on two turbines. Further details on this
are available in [1].

The relationship between these flicker coefficients and various tidal para-
meters was studied and it was found that the increasing flicker at higher outputs
was due overwhelmingly to the tidal speed rather than any other parameter (see
[2]). Further analysis in this reference shows that the higher flicker at higher speeds
is predominantly due to the increased turbulence strength at higher speeds rather
than power shedding through blade pitching or cross-arm shadow effects.
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Table 6.3 Individual current harmonics at the TEC output terminals

Even harmonics Odd harmonics

Order % of In Order % of In Order % of In Order % of In

2 0.68 26 0.08 3 0.55 27 0.1
4 0.18 28 0.07 5 1.19 29 0.09
6 0.16 30 0.07 7 0.97 31 0.09
8 0.19 32 0.06 9 0.18 33 0.08

10 0.13 34 0.06 11 0.83 35 0.07
12 0.16 36 0.05 13 0.5 37 0.06
14 0.13 38 0.05 15 0.15 39 0.05
16 0.15 40 0.04 17 0.22 41 0.05
18 0.13 42 0.04 19 0.14 43 0.05
20 0.13 44 0.04 21 0.11 45 0.04
22 0.1 46 0.04 23 0.13 47 0.03
24 0.09 48 & 50 0.03 25 0.1 49 0.03
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6.2.2.8 Flicker – switching operations
Because wind turbines may be switching in and out at closely spaced frequent
intervals due to high or low wind regimes at the envelope of their capability, IEC
61400-21 requires the assessment of a voltage step factor (ku) and a flicker step
factor (kf) for start-ups at cut-in wind speed and rated wind speed. TECs are fun-
damentally very different in this regard and would, under normal operations, only
start up in a deterministic fashion with no frequent switching. As such, these
parameters may not be very relevant to the assessment of tidal current devices in
the longer term, but for research purposes this assessment was also undertaken.
Fuller details of this assessment are provided in [1] including graphs of waveforms
during various switching events. For the purposes of comparison with wind tur-
bines the summary results of this part of the assessment are presented here.
Table 6.5 shows the results for a start-up at cut-in tidal speed (~1 m/s) and
Table 6.6 shows start-up at a high tidal speed (2.7 m/s).
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Table 6.4 Flicker coefficients (continuous operation)

Grid angle
(degrees)

Maximum flicker coef-
ficient, Cf (two turbines)

Maximum flicker coef-
ficient, Cf (one turbine)

30 5 8.5
50 3.8 6.5
70 2.1 3.5
85 0.9 1.4

Grid integration: part III – case studies 169



6.2.3 SeaGen power quality performance compared with similar
wind turbines

For comparison, two recent turbine designs were chosen with rated outputs of
similar scale to that of SeaGen and with similar PTO and control topologies. The
details of the wind turbines are presented in Table 6.7.
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Figure 6.8 Frequency domain analysis of output at high tidal speed

Table 6.6 Start-up high speed

Grid angle (degrees) Ku Kf

30 0.79 0.18
50 0.63 0.15
70 0.40 0.10
85 0.19 0.06

Table 6.5 Start-up cut-in speed

Grid angle (degrees) Ku Kf

30 0.52 0.17
50 0.43 0.13
70 0.29 0.08
85 0.16 0.05
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Both were tested against IEC 61400-21 and the results used for comparison are
from their type test certificates. The comparison of active power control and THD
is presented in Table 6.8.

The maximum 10 min power values for the wind turbines are not reported, but
given their better power regulation at shorter time intervals it is most likely that
they are less than SeaGen’s 0.8%. For the 1 min and 200 ms maximum power
levels, SeaGen appears to be unable to control the maximum average output power
to the same extent as the wind turbines. SeaGen’s pitch control system is based on a
current successful wind turbine design and so it is likely that the difference is due to
inherent differences in the density and compressibility of the fluids they are in.
Clearly, the water environment offers more challenges in terms of power output
regulation than the air environment and this is apparent from these results of the
comparative power regulation. However, even though SeaGen’s results are rea-
sonably good in this regard, it is possible this result can be further improved
through refinement of the pitching sub-system and analysis of the control strategies
and algorithms employed.

Table 6.7 Wind turbines used for comparison

Characteristic WT1 WT2 SeaGen

Power regulation Pitch regulated Pitch regulated Pitch regulated
Variable/Fixed speed Variable Variable Variable
Power take-off DFIG Full converter Full converter
Rated power 1500 kW 2300kW 1200 kW
Power Factor at rated power 0.99 0.95 0.99
Switching ops 10 min 1 1 1
Switching ops 120 min 10 6 2

Table 6.8 Power regulation and harmonics

Parameter WT1 WT2 SeaGen

P600 N/A N/A þ0.8%
P60 þ2.11% þ1.9% þ8.3%
P0.2 þ13.31% þ2.76% þ21.7%
ITHD 1.67% 2.42% 0.65%

Table 6.9 Comparison of flicker coefficients for continuous operation

Grid angle
(degrees)

WT1
Cf

WT2
Cf

SeaGen-2 turbines SeaGen-1 turbines

Cf Davg Cf Davg

30 4.41 3.8 5 þ21.8% 8.5 þ107.1%
50 3.48 3.5 3.8 þ8.9% 6.5 þ86.2%
70 2.24 3.1 2.1 �21.3% 3.5 þ31.1%
85 1.37 2.7 0.9 �55.8% 1.4 �31.2%
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The harmonic performance of SeaGen is the best of the three and is probably a
reflection of the fact that it is the latest in converter design which can deliver better
harmonic performance than designs of just a few years ago. All three are
acceptable harmonic performances.

The comparison of flicker coefficients for continuous operations is shown in
Table 6.9. WT1 shows a much more significant drop in its Cf values for higher grid
angles than WT2 because it operates at a higher power factor very close to unity.
SeaGen’s Cf values also drop markedly as the grid angle increases because it also
operates close to unity power factor and these lower Cf values are very small making
any per cent differences between them very large. This is important when inac-
curacies in measurements are considered. It is important to realise while comparing
the wind turbines and SeaGen that the wind turbine values are based on the 99th
percentile while of SeaGen’s are based on the maximum values. There can be a
significant difference between them when data contains moderate outliers. It is
important also to bear in mind that both sets of data are good performances with
respect to flicker and would not cause flicker problems when are part of a larger
tidal farm due to the cancellation effect across many independent turbines. In trying
to get an understanding of the flicker performance of a TEC vis-à-vis a wind turbine,
it is possible to draw a number of conclusions from this comparison. First, when
looking at the single turbine operation it would appear that a TEC has a flicker
coefficient that is nearly double that of a good power quality wind turbine. As in the
case of the power regulation, this is probably due to the turbulence of the faster tidal
flows and the relatively larger changes in power output that the much denser and
incompressible fluid causes on the power output. Second, the cancellation effect is
apparent when two independent turbines are in operation, which brings the overall
SeaGen unit flicker performance close to that of the wind turbines. Table 6.10 shows
the voltage and flicker step factors for start-up at cut-in speed.

The switch-in of the SeaGen converters has a significant current spike for the
final charging of the DC link capacitor. There is scope to improve the performance
in this respect, albeit with a slower response time for switching in, and this would
reduce the voltage step factors at lower grid angles to values closer to the wind
turbines. This may become an important consideration in large tidal farms in the
future as this type of switching is normal for TECs and would occur four times a
day as standard. It could also be managed by staggering the switch-in of TECs in a
farm so as to avoid unnecessary voltage dips when the tide starts flowing again

Table 6.10 Step factor comparison for start-up at cut-in speed

Grid angle
(degrees)

Voltage step factors Flicker step factors

WT1
ku

WT2
ku

SeaGen
ku

WT1
kf

WT2
kf

SeaGen
kf

30 0.26 0.17 0.52 0.10 0.05 0.17
50 0.20 0.21 0.43 0.11 0.06 0.13
70 0.15 0.27 0.29 0.11 0.07 0.08
85 0.15 0.31 0.16 0.11 0.07 0.05
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after a slack water period between tides. The flicker step factors are comparable;
however, the number of likely switching events is completely different. Using the
values outlined in Table 6.7 and the assessment method given in section 8 of IEC
61400-21, the flicker levels caused by switching in at low speeds are compared in
Table 6.11 (using a short-circuit ratio of 10).

The switching flicker levels in Table 6.11 are all acceptable and will not cause
a power quality problem on a grid to which they are connected.

Step factors for a switch-in at rated speed are presented in Table 6.12. These
are similarly analysed for the flicker levels they cause and the results are very
similar to those in Table 6.11. With regard to the voltage step factors for the rated
speed start-up SeaGen has the best performance, but all would cause problems
where a voltage dip of greater than 3.3% is involved. Normally, however, as part of
a farm the individual turbine switching should be coordinated to avoid simulta-
neous start-ups and the standard IEC 61400-21 allows for this. Furthermore,
switching on these occasions would be a non-standard event for TECs.

6.2.4 Conclusions
Overall, the conclusion is that SeaGen works well from a power quality perspective
and is fully compliant with the relevant standards. It is unlikely to cause power
quality problems on transmission systems to which it is connected when making up
multiple unit tidal farms. The following more detailed conclusions are also in order:

● SeaGen appears to have inherently higher flicker levels than comparable wind
turbines caused by a combination of the turbulence in the tidal stream at higher
velocities and the physical layout of the tidal current device itself, namely two-
bladed with cross-arm shadow effect.

Table 6.11 Flicker levels caused by start-ups at cut-in speed

Grid
angle

WT1
Pst

WT2
Pst

SeaGen
Pst

WT1
Plt

WT2
Plt

SeaGen
Plt

30 0.18 0.09 0.31 0.16 0.07 0.17
50 0.20 0.11 0.23 0.18 0.08 0.13
70 0.20 0.13 0.14 0.18 0.10 0.08
85 0.20 0.13 0.09 0.18 0.10 0.05

Table 6.12 Step factor comparison for start-up at rated speed

Grid angle
(degrees)

Voltage step factors Flicker step factors

WT1
ku

WT2
ku

SeaGen
ku

WT1
kf

WT2
kf

SeaGen
kf

30 1.01 0.82 0.79 0.11 0.09 0.18
30 0.77 0.58 0.63 0.10 0.08 0.15
30 0.46 0.29 0.40 0.10 0.06 0.10
30 0.20 0.19 0.19 0.10 0.06 0.06

Grid integration: part III – case studies 173



● SeaGen has a cancellation factor in flicker levels when compared with a
1.2 MW wind turbine as a result of being composed of two independent turbines
of 600 kW each. The cancellation factor reduces the flicker level to about 70%
of the value it would otherwise be if SeaGen were a single 1.2 MW turbine.

● The long-term flicker level produced by SeaGen is normally 0.2–0.3 at full
production.

● SeaGen operates at near unity power factor throughout its output range which
greatly mitigates the flicker levels, particularly at higher tidal velocities.

● There is scope to improve the converter’s performance at switch-in and this is
under consideration.

● The standard for wind turbine power quality analysis provides a good basis for
analysing the power quality impacts of TECs.

● The assessment methodology is robust and produces results which compare
very well with measured values.

● The harmonic emissions from SeaGen are well within the acceptable limits.

6.3 Case study: wave energy

6.3.1 Introduction
The objective of this section is to establish the importance of grid strength inimpact
assessment studies. In a weak grid, the impedance of the grid is high and in such
case a small amount of generation can greatly affect the steady-state voltage. That
is why a weaker grid will suffer larger voltage variations at the connection point
than a strong one. Whenever a wave farm is connected to a grid, especially to a
weak one, many grid integration aspects should be analysed to ensure suitable and
secure operation both of the wave farm and of the grid.

With the aim of assessing the influence of the grid strength on the grid impact of
wave farms, this study two real case studies are considered. The first one refers to the
Biscay Marine Energy Platform (bimep), located in Spain, which represents a rela-
tively strong electric grid [6], while the second one models the Atlantic Marine
Energy Test Site (AMETS) of the Republic of Ireland (west of Ireland, north of
Scotland), which is a representative weak grid with important resources [7].

6.3.1.1 bimep
The bimep is an offshore facility for research, demonstration and operation of real-
scale WECs on the open sea [8]. It is located in Northern Spain, south-east of the Bay
of Biscay, and it is expected to be in operation in 2013–2014. It is connected to a
strong grid with a short-circuit power of 4550 MVA. The facility comprises four
offshore berths, rated at 5 MW each, and composed of subsea cables of different
lengths between 3 and 6 km. Once onshore, the subsea cables are replaced by four
identical onshore land cables up to the substation. The substation consists of two
13.2/132 kV transformers, used for the wave farm connection to the PCC, and a
reactive compensation system in order to assure a specific power factor (Figure 6.9a).

The conceptual wave farm consists of four arrays each including 10 generators.
Each group of 10 point absorbers is connected to each berth by means of a 0.69/
13.2 kV transformer (Figure 6.9b).
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6.3.1.2 AMETS
The AMETS test site is located off the north-west coast of Ireland. It is still under
development and it is envisaged that this site will be used by developers for testing
final stage prototypes prior to commercial deployment. The grid model used in the
current study for the test site is based on cabling design studies performed in
conjunction with ESBI in the context of the grid connection application and is
shown in Figure 6.10. The conceptual wave farm consists of two clusters each
including up to 11 generators. Two clusters are connected to the shore by two AC
subsea cables each, one being 6.5 km long, the other being 16 km long. The cluster
located at a 6.5 km distance from the shore is referred to as Cluster 1, whereas the
other cluster (16 km from the shore) is referred to as Cluster 2. Each cluster consists
of two radial feeders (Feeder 1 and Feeder 2) to which wave energy converters are
connected. Each feeder cable is connected to an offshore 0.4 kV/10 kV transformer.
An onshore substation steps the voltage up to 20 kV. Then, the wave farm is
connected to the rest of the national network of Ireland by a 5 km long, 20 kV
overhead line.

The rest of the national network is modelled by a 20 kV/38 kV transformer
connected to a fixed voltage source in series with a reactor. The impedance of this
reactor represents the short-circuit impedance at this node, which was estimated to
be equal to 22.8 W based on the EirGrid Transmission Forecast Statement [9], that
gives a short-circuit power of 63 MVA (Figure 6.9).

6.3.2 Impact of a point absorber farm on the local grid of the bimep
and AMETS test sites

M. Santos-Mugica

Among the major challenges of wave energy grid integration are power fluctuations
and voltage variations at the PCC, flicker and contingency. In order to analyse the
grid impact, of a point absorber’s wave energy farm, in various sea conditions,
three different sea states have been considered. Low-, medium- and high-energy
sea states have been characterised by means of significant wave height Hs and peak
period Tp (Table 6.13).

It is worth noting that bimep and AMETS test sites have a quite different
natural resource potential. While the average energy density is about 21 kW/m at
bimep, at AMETS the density reaches 40–50 kW/m. Considering all the three
different sea states allow setting a common framework for the analyses at both
sites, once taken into account that low-energy sea states prevail at bimep, while
high-energy sea states have higher occurrence at AMETS.

For this study, it has been assumed that the sea states can be modelled by a
Bretschneider spectrum [10] at both the locations. Against this background, three
different time series have been generated from selected Hs and Tp to represent the
required incident wave profiles. From the shape and physical properties of the point
absorbers in the array, the excitation forces that the waves exert on the point
absorbers have been derived as time domain series and used for the analyses.
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To analyse the effect of reducing the oscillations, it has been considered that
the wave farm is equipped with a generic energy storage device connected to the
PCC. It acts at farm level and it is assumed to have the capability of smoothing the
power profile and reducing the variability of the power injected into the electric
system without affecting the power capture from the waves.

The implemented generic energy storage device has been modelled as a low-
pass filter acting on the instantaneous active power extracted from the WECs, in a
similar way to that described in [11] and [12]. Three different cases are analysed,
ideally corresponding to different storage capabilities, which correspond to a power
smoothing on a time scale of 5, 25 and 50 s respectively. These time constants
represent different technology options from turbine inertia to hydraulic reservoirs
as indicated in [13].

The basic element of the considered wave farm is a cylindrical point absorber
with a hemispherical bottom moving only in heave, which is schematically repre-
sented in Figure 6.11. Its main physical parameters are reported in Table 6.14.

In this work the aggregation effect, due to the fact that the waves do not reach
all the WECs at the same, has been implemented. For this, the delay between

Table 6.13 Sea states

Sea state Hs (m) Tp (s)

Low energy 1.3 13.8
Medium energy 2.4 11.0
High energy 5.7 16.5
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Figure 6.10 AMETS grid model
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WECs is calculated on considering the distance among the devices and the peak
period of the sea states studied.

6.3.2.1 Power fluctuation and voltage variation
In this subsection power fluctuations and voltage variations due to the variability of
the resource and the influence of the storage in both aspects are analysed. Fig-
ure 6.12 shows the active power at the PCC for bimep and AMETS for low-,
medium- and high-energy sea states when no storage is considered.

The effect of the active power oscillation can be observed in the voltage
measured at the PCC (Figure 6.13).

Figure 6.14 shows the active power at the PCC for bimep and AMETS for
high-energy sea state and energy storage with three storage time constant: 5, 25 and
50 s. The mean value of the active power with, or without, storage is the same in
each test site. However, the ratio between the peak value and the mean value goes
from 2.8 to 1.6 in the case of bimep and from 2.7 to 1.6 in AMETS (Figure 6.15).
This ratio is lower than expected due to the saturation effect [11]. Furthermore,
storage prevents active power output interruptions.

The storage effect on the voltage at the PCC is illustrated in Figure 6.16. In
bimep this effect is negligible as the voltage drop without energy storage was
nearly zero, while in AMETS, the influence is of 6% in the case of a storage time
constant of 50 s.

It can be noted how with the same excitation force profile the voltage variation
for AMETS is higher than for bimep. This is due to the weakness of the grid. It is

r = d = 5 m

d
Free surface

Mass = 670,140 Kg

Spring

r

Damper

Seabed

Centre of
gravity

Figure 6.11 Schematic model of the considered point absorber

Table 6.14 Parameters of the point absorber WEC

Quantity Symbol Unit Value

Buoy radius r m 5
Buoy draught d m 5
Buoy mass m kg 670,140
Buoy surface S m2 78.6
Water density r kg/m3 1025
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important to note the effect of the grid on the active power as well, since the
generated power is lower in the case of AMETS (Figure 6.17), hence the impor-
tance of reducing the oscillations.

6.3.2.2 Farm disconnection
In this case, the effect of a farm shutdown at the PCC is evaluated. Regarding
power quality consideration [15] the transient excursion of the PCC voltage when
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Figure 6.15 Maximum, minimum and peak-to-average ratio for the active power
at bimep and AMETS
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Figure 6.14 Farm active power for bimep (top) and AMETS (bottom), at high
energy sea state, for different levels of energy storage
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connecting and disconnecting a farm is important. Considering the high variability
of the active power generated by the farm a shutdown has been carried out when the
generated active power is maximum, so the effect is the worst expected for that sea
state. In Figure 6.18, the active power profile can be observed when the shutdown
occurs both at bimep and AMETS. The obtained results correspond to the high-
energy sea state and to the different levels of energy storage.

Due to the shutdown of the farm a voltage step occurs at the PCC. Figure 6.19
illustrates this step both at bimep and AMETS. While at bimep the effect is neg-
ligible, the step at AMETS goes from 2.2% up to 5.6% depending on the level of
the energy storage.

Obtained results show the importance of the PCC strength to reduce the impact
of the oscillations of the produced active power at the voltage. The impact at bimep
is quite low even without energy storage, while in the case of AMETS, the energy
storage has shown to be mandatory to reduce voltage variations both in steady state
and when a shutdown occurs, and the flicker level.

This study has laid the basis for importance of energy storage in a weak grid.
Nevertheless, to evaluate the real effect more realistic energy storage system needs
to be modelled.

6.3.2.3 Influence of the technology on flicker generation
The main difference in terms of flicker generation between different WEC
technologies resides in their variable inherent energy storage capacity which can
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Figure 6.16 Voltage at PCC for bimep (top) and AMETS (bottom), at high energy
sea state, for different level of energy storage
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take the shape of hydraulics or pneumatic accumulators, hydraulic rams, pneu-
matic chamber in oscillating water columns (OWCs), flywheel, or a reservoir in
overtoppers. This is illustrated in Figures 6.20 and 6.21 in which flicker generation
at the AMETS test site appears to be significantly more important in the case of a
point absorber’s farm than in the OWC’s farm. This demonstrates clearly that
the OWC air chamber plays a heavy role in smoothing the individual device
power output. In both cases, flicker becomes negligible when the farm power output
is smoothed by additional storage means whose time constant is equal to few sec-
onds only.

6.3.3 Analysis of the flicker level as a function of a test site’s
short-circuit characteristics

A. Blavette

6.3.3.1 Introduction
The high-amplitude power fluctuations generated by most wave energy con-
verters without significant amounts of storage or without suitable power output
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Figure 6.17 Mean value of the active power of the wave farm for bimep and
AMETS
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control strategies may deteriorate significantly the power quality in the local
network to which the wave farms will be connected. Hence, this impact must be
carefully assessed before any medium-size wave farm is allowed grid connec-
tion. However, the complexity of site-specific grid impact studies usually pre-
vents detailed analyses from being included in the selection process of a
suitable site location.

The short-circuit level SSC and the impedance angle Yk are two power quality
criteria which help estimate the strength level of a grid, although its absolute
strength is always relative to the amplitude of the injected power fluctuations. A
weak grid, more prone to be negatively affected by the injection of fluctuating
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Figure 6.20 Flicker level with an OWC farm for wave energy levels (low,
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power than a stronger grid, is usually characterised by a low short-circuit level SSC

and a low grid impedance angle Yk , which can be expressed as

SSC ¼
ffiffiffi
3

p
V ISC and Yk ¼ Xk

Rk
ð6:1Þ

where V is the nominal voltage at a given node, ISC its short-circuit current, and Xk

and Rk are respectively the Thevenin reactance and resistance of the rest of the
power system. Although several studies have already investigated the potential grid
impact generated by a small- to medium-size wave farm, the ratio of the local grid’s
short-circuit level SSC to the farm’s maximum power Sfarm was either relatively
very low or very high [16–21]. At the time of publication, only one study was
conducted regardless of the grid strength in [22]. However, only a small-size farm
was considered. Hence, it appeared that the knowledge on the grid impact of a
medium-size wave farm on connection points of various grid strength levels was
relatively fragmented. In addition, the farm’s orientation and device layout were
not addressed from a power quality compliance perspective. Furthermore, worst
case conditions, for instance in the case of a dominant wave direction perpendicular
to the wave farm orientation, were not found to be analysed in any of those studies.
It is in this context that a comprehensive case study was performed on the grid
impact of a medium-size wave farm. The study presented in this chapter is an
extract from this work [21].

This case study was intended to give an insight into this potential impact in the
case of 20 MW-rated wave farm connected at distribution level. Its scope includes
the analysis of the influence of a wave farm orientation and of its device layout on
the maximum and minimum voltages it induces at the PCC, as well as on its flicker
level. For the sake of illustration, the impact of a wave farm on the power quality of
five test sites was also investigated specifically. These sites are either in operation
or at a design stage and their grid strength levels are representative of the entire
spectrum of strength level. Simulations were performed using DIgSILENT power
system simulator ‘PowerFactory’.

6.3.3.2 Modelling
Experimental data
The wave farm consists of 22 OWC devices. Input data in the form of generated
electrical power output time series was provided as an outcome of the project
CORES standing for ‘Components for Ocean Renewable Energy Systems’. This
FP7 European collaborative research project focused on the development of new
concepts and components for power take-off, control, moorings, risers, data
acquisition and instrumentation for floating wave devices [23]. The project was
based on a floating quarter-scale OWC prototype deployed in Galway Bay, Ireland
from March to May 2011. The device was connected to a small on-board islanded
grid, shown in Figure 6.22, independent of the national electrical network and
maintained by three DC/AC inverters. Generated power was used to charge the
on-board battery system or dumped-in resistive load banks. A variable frequency
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converter and a diesel generator were also included. The project has allowed the
ocean energy research community to gain significant practical experience in the
deployment, operation, and maintenance of offshore wave energy converters. It has
also generated a considerable amount of time series data on a number of para-
meters, including electrical parameters at a high resolution of 0.1 s. Contrary to
most available data which is averaged over a sea state, a season or even a year, the
CORES electrical power time series data can be scaled and used directly for grid
impact studies.

Three time series, whose significant wave height Hs and mean zero crossing
period Tz are shown in Table 6.15, were selected in order to represent high-,
medium- and low-energy sea states representative of different typical wave energy
levels around the world. Although the high-energy level time series, named ‘pro-
duction period A’ corresponds to relatively moderate sea conditions with respect to
the sea climate of the AMETS test site in Ireland [25], it may represent very
energetic conditions with respect to other sites benefiting from milder sea condi-
tions. The power corresponding to each sea state is proportional to H2

s Tz.
During these three production periods, the generator was operated in constant

speed control mode in which, unlike in variable speed operation, inertial energy
storage by means of speed control is not available. As a result, mechanical power
peaks are converted directly into electrical power peaks, which is expected to
represent a worst case with respect to power quality. Figures 6.23–6.25 show the
equivalent full-scale electrical power time series of the prototype for each pro-
duction period.

Table 6.15 Characteristics of the different production periods

Production period Full-scale Hs (m) Full-scale Tz (s) Energy level

A 5.7 8.4 High
B 2.4 5.6 Medium
C 1.3 7.0 Low

Dump-load
controller 

Inverters24 V
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Diesel
generator
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island grid 
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Figure 6.22 On-board island grid
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Device aggregation
Grouping several wave energy converters together is generally thought to be bene-
ficial in terms of power quality by producing a smoother farm power output. This
effect was modelled by means of random time delays which were applied indivi-
dually to each generator power profile but one taken as the reference. Each time
delay DTtotal consists of a constant time delay DT corresponding to a constant inter-
WEC distance D to which a variable time delay DTi is subtracted. This latter time
delay is intended to introduce a certain degree of randomness in the spatial layout of
the devices within the farm, and corresponds to a variable distance DDi as shown in
Figure 6.26. The inter-WEC distance D is usually envisaged to be of the order of
magnitude of hundreds of meters, ranging typically between 200 m and 500 m [26].
Each WEC group (i.e. connected to the same subsea cable) consists of a maximum
of 5 or 6 WECs which may be laid out like a number of geometrical shapes. Con-
sidering the number of devices in each WEC group as well as the typically envi-
saged inter-WEC distance, it was assumed that most WECs would be located at
1000 m (at most) of the reference WEC, regardless of the geometrical shape adopted
for the layout of each wave group. Hence, the fixed distance between the reference
WEC and all the other WECs of the group was selected as D¼ 1000 m, to which the
variable distance DDi chosen randomly between 0% and 60% of D is subtracted.
This leads to an inter-WEC distance D � DDi ranging between 400 and 1000 m.

Time delays were calculated based on typical value of the wave group speed vg

estimated from the energy period Te of a given sea state as [27]:

DTtotal ¼ DT � DTi ¼ D

vg
� DDi

vg
ð6:2Þ

with vg ¼ g

2 � 2pf
where vg is estimated approximately as

vg ¼ gTe

4p
ð6:3Þ
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Figure 6.26 Schematic illustration of the time delay method
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where Te is the energy period of the equivalent ideal sinusoidal wave whose power
can be expressed as P ¼ 0:49H2

s Te: The energy period was retained for the study
rather than more common parameters such as the peak period Tp or the mean zero-
crossing period Tz, as it was considered more representative of the energy propa-
gation speed between two WECs. This estimation method is thought to provide a
reasonable order of magnitude for the typical speed of any wave group during a
given sea state. The characteristic period Tz for each production period, supplied as
part of CORES data, is proportional to the energy period Te by a factor ranging
between 0.71 and 0.83 at the Irish AMETS test site [28]. An average value of 0.77
was hence selected for the studies. Five different time delay sets were used in order
to model five different device layout combinations, the maximum flicker level
obtained over these five simulations being retained for the study.

Electrical model
The wave farm network model, inspired from the concept design of the national
wave test site of Ireland (AMETS) and located off Belmullet town, presents char-
acteristics typical of current and planned test site designs, such as of the WaveHub,
EMEC and bimep test sites. The farm is supplied by four subsea cables, two being
6.5 km long and the other two being 16 km long. An onshore substation, connecting
the PCC to the rest of the network through a 5 km overhead line, steps the voltage
up from 10 to 20 kV. A VAr compensator maintains power factor at the PCC at a
fixed value, equal to unity in the base case. Simulations were also performed with
different power factor values to study the influence of this control method on
flicker level. A series reactor, whose impedance was varied to simulate different
short-circuit levels Ssc and impedance angles Yk , connected in series with an AC
voltage source at 38 kV represents the rest of the national/regional network.

6.3.3.3 Simulation scenarios
The wave farm consists of 22 individual generators. The power profile of each
generator is based on the individual electrical power time series presented in
Figures 6.23–6.25, to which a random time delay is applied in order to represent
the effect of device aggregation on the power output of the farm, as mentioned
earlier.

The influence on flicker of the farm orientation with respect to the dominant
wave direction was analysed, as well as the influence of the layout of its devices.
Two orientations were selected, as shown by Figure 6.27. In the ’lateral’ orienta-
tion, a greater number of generators output the same power peaks simultaneously
(being applied the same time delay) than in the ‘frontal’ orientation. This former
orientation induces a greater impact on power quality in the former case, as the
amplitude of the farm’s power fluctuations is expected to be higher. This is illu-
strated in Figure 6.28 which presents the power profile of a wave farm composed of
four ideal wave devices outputting a sinusoidal power profile. These power outputs
are either in-phase (thus simulating the lateral orientation) or dephased by a random
time delay (which corresponds to the frontal orientation). It appears clearly that the
amplitude of the power variations is greater in the former case.
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Analyses were performed for several values of the series reactor’s resistance and
reactance, thus simulating several values of both the short-circuit level SSC and of the
impedance angle Yk . Short-circuit values ranging between 58 MVA and 10 GVA
were considered. The following values for the impedance angle Yk were also used,
as recommended by IEC Standard 61400-21 [15]: 30, 50, 70 and 85 degrees. As
mentioned previously, compliance tests with respect to flicker requirements were
included for five different test sites whose characteristics are presented in Table 6.16.

Estimation of the short-circuit characteristics
With the exception of the bimep test site whose characteristics were provided by
Basque Energy Agency, Ente Vasco de la Energia, the short-circuit level and
impedance angle at the other sites were estimated. This estimation was based on the
short-circuit level at the closest 110 kV [9] or 400 kV [29] connection point for the
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Irish test sites and the WaveHub respectively, and on the impedance of the trans-
formers and overhead lines between this connection point and the closest 38 kV
(Ireland) or 33 kV (the United Kingdom) distribution level connection point.
Impedances at the WaveHub and bimep terminals were converted into equivalent
impedances at 38 kV, the voltage level used in the network model. This method is
intended to estimate approximately the short-circuit level at a given test site and
does not take into account the loads’ consumption between the PCC and the nearest
110 or 400 kV connection point, this data being unavailable usually. However, the
corresponding level of error on the short-circuit level and on the impedance angle
Yk was estimated as negligible [23]. It must be noted that, due to similarities in
terms of power system architecture and typical grid strength between the rural areas
of Ireland and Scotland, the results obtained for Belmullet and Achill Island are
expected to be relatively similar to those of potential sites located in this latter
region. It is interesting to highlight this parallel as these two regions present the
highest wave energy potential in Europe.

Description of the test sites
The location of Belmullet is envisaged for two different projects led by the Sus-
tainable Energy Authority of Ireland (SEAI) and by the WestWave consortium
[30]. Achill Island and Killard are two other potential locations which are investi-
gated by the latter. Killard, located relatively close to the largest power plant of
Ireland (Moneypoint) and to a 400 kV connection point, has a higher short-circuit
level and impedance angle than the other Irish sites whose low short-circuit levels
are typical of the sparsely populated, rural areas of the north-west of Ireland. The
WaveHub is a test site currently in operation in Cornwall, the United Kingdom, and
awaiting its first devices. It is also located at a small distance from a 400 kV
connection point, which explains its relatively high short-circuit level. The Spanish
Biscay Marine Energy Platform (bimep) presents the strongest grid both in terms of
short-circuit level and impedance angle and will be located off the Basque country.
All of these test sites are currently, or planned to be, designed for a maximum
power capacity of 20 MW.

6.3.3.4 Flickermeter design
A flickermeter was built in Matlab for the purpose of this study according to the
design specifications of IEC Standards 61000-4-15 [31] and 61400-21. The

Table 6.16 Short-circuit characteristics at the terminals of several test sites

Test site Country SSC/Sfarm Yk (degrees)

Achill Island Ireland 2.9 67
Belmullet Ireland 3.2 69
Killard Ireland 8.2 81
WaveHub UK 32.3 78
bimep Spain 232.0 90
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flickermeter used in the present study also includes the ‘empty class’ feature
designed by Alcorn [16] and is to be used in the classifier (Block 5) for smoothing
the cumulative probability function (CPF) in order to improve its accuracy. It
consists of interpolating the ordinate of an empty class (if any) based on the ordi-
nate of surrounding non-empty classes. Additional investigations were also carried
out to determine the minimum number of classes necessary to analyse wave-induced
flicker. The number of classes is actually recommended to be increased from 64 (as
specified in IEC Standard 61000-4-15) to 6400 (by IEC Standard 61400-21) for the
analysis of wind farms–induced flicker in order to capture flicker generation from
small voltage variations in a sufficiently accurate way. This latter number seems also
reasonable for the analysis of wave farms–induced flicker, as shown in Table 6.17
which presents the short-term flicker severity computed from production period A
with five different number of classes. This table shows that the flicker level result
remains stable from a number of classes greater or equal to 6400.

A high level of accuracy to the different performance tests indicated in IEC
Standard 61000-4-15 was demonstrated by the flickermeter. Instantaneous flicker
perceptibility equal to unity (within �1%) was obtained by varying the indicative
voltage amplitudes by �3% to þ2%, hence well within the maximum allowed
range of �5%. Similar results were obtained for the tests focusing on Block 5,
short-term flicker severity being obtained within �1% to þ3% of unity, hence also
well within the maximum allowed range of �5%. Further details on the compliance
of this flickermeter design with the IEC Standard 61000-4-15 can be found in [23].

6.3.3.5 Grid code requirements
A review of the requirements in terms of voltage and flicker limits was undertaken.
Grid codes usually define the flicker limit in terms of the individual contribution of
a power plant to the total flicker level at the PCC, or in terms of the total flicker
level at the PCC itself, as shown in Table 6.18.

However, determining the flicker compliance of a wave farm based on only
one of these two limits is irrelevant. Using the total flicker level at the PCC as the
base for any compliance test necessitates having sufficient information on the
flicker level prior to the connection of the wave farm, which is usually unavailable.
On the other hand, using the flicker emission limit of Pst¼ 0.35 for assessing grid
compliance may be unrealistic as, with the exception of the Republic of Ireland,
this constitutes the minimum flicker emission limit which a grid operator is
recommended to enforce, as defined in the IEC Standard 61000-3-7 [33].

Table 6.17 Flicker level computed with several numbers of class

Production period Number of classes

64 3200 6400 12800 25600

A 1.582 1.417 1.416 1.415 1.415
B 0.102 0.093 0.093 0.093 0.093
C 1.132 1.015 1.015 1.015 1.015
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The standard defines also a method to determine the individual flicker limit to
be assigned to a power plant. This limit represents fraction of the total allowed
flicker emission at the connection point, which is estimated from the percentage of
the plant rated power compared to the total, already installed power capacity con-
nected at this point. However, this method may lead to unrealistically low flicker
emission limits for installations having a small rated power, which is the reason
why a minimum flicker emission limit equal to 0.35 is defined.

The most stringent as well as the most permissive flicker limits equal to 0.35
and 1.0 respectively were selected for the compliance test. A total flicker level at
the PCC smaller than 0.35 indicates that flicker is not an issue and that the farm
complies with the flicker level requirements in any case. A flicker level ranging
between 0.35 and 1.0 indicates on the contrary that flicker may be an issue. In this
case, detailed information on the background voltage variations at the connection
point considered are needed to draw more definitive conclusions. Exceeding the 1.0
flicker level limit implies that the farm fails definitively to comply with the flicker
level requirements even with a minimum pre-connection flicker level.

6.3.3.6 Compliance with flicker requirements
Flicker level at the PCC can reach very high values under worst case conditions, namely
with production period A and with the lateral orientation, as shown in Figure 6.29.
The minimum short-circuit ratio recommended for preventing flicker from
exceeding unity is approximately equal to 5 for 30–50 degrees connection
points, while points with a greater impedance angle are likely not to be affected
by this issue, regarding their typically high short-circuit ratio.

As expected, the flicker level decreases as a function of the impedance angle
Yk which is characteristic of the operation at unity power factor. This can be
easily explained by the greater influence active power fluctuations have on the
voltage of resistive networks. This phenomenon is in agreement with the voltage
variation DV which may be observed in a simple, two-bus system and which can
be expressed by:

DV ¼ PR þ QX

V
ð6:4Þ

Table 6.18 Flicker level limits

Code, standard or
recommendation

Region/Country Flicker level Type

ESB’s distribution code Ireland 0.35 Individual
National Grid’s code Great Britain 1.0 Total
IEC Standard 61000-3-7 N/A 0.35 (min) Individual

0.8 Total
Nordic Grid code [32] Norway, Sweden, Finland,

East Denmark
1.0 Total
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where P and Q are the active and reactive powers flowing through the impedance
Z ¼ R þ jX connected between these two busses. The results seem reasonable
compared to the typical minimum short-circuit ratio recommended for wind farm
connections and equal to 25 for preventing flicker level from exceeding unity [34].
As expected, the recommended short-circuit limits are smaller in the case of wave
farms. This can be explained by the lower perceptibility of wave-induced voltage
fluctuations, due to their typically lower frequencies (and thus lower level of per-
ceptibility) compared to those generated by wind farms, as shown in Figure 6.30
and suggested in [16].

However, with the exception of 85 degrees points, all connection points can be
affected by flicker exceeding the most stringent limit equal to 0.35. The minimum
recommended short-circuit ratio is approximately equal to 20 for 50 and 30 degrees
respectively, falling down to 6 for 70 degrees points.

Flicker at the PCC can be partially mitigated by power factor control,
as expected from the experience gained from the wind energy industry [35].
Figure 6.31 presents the flicker levels obtained at a connection point presenting the
lowest short-circuit ratio investigated in this study and equal to 3. The following
power factor values were investigated: unity, 0.95 and 0.92 lagging (referring here
as absorbing reactive power). Results show that flicker level at 50 degrees points
can be reduced down to 0.36, which is extremely close to the most stringent limit
(Pst¼ 0.35). However, as power factor control can also induce a significant flicker
level rise in highly reactive networks (i.e. with a high impedance angle Yk), it is
not recommended in this case. In addition, it must be stressed that complementary
flicker mitigation means, such as storage and/or suitable power output control
strategies, should be used when a farm is connected to highly resistive networks
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(i.e. low impedance angle Yk) as power factor control is not sufficiently efficient in
this case. Further analyses on this topic can be found in [23].

Regarding the different test sites, both the Belmullet and the Achill Island sites
can be considered as failing to comply with the most stringent limit Pst¼ 0.35
which is equal to the limit enforced in Ireland. Hence, power factor control is
insufficient in this case. However, wave farms connected to similarly weak con-
nection points in countries or regions where a more permissive limit is enforced
may be compliant provided that the pre-connection flicker level remains suffi-
ciently low. However, evaluating the total flicker level taking into account both
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the background flicker and the wave farm’s contribution may be relatively diffi-
cult. Flicker being a non-linear phenomenon, the total flicker level is not equal to
the algebraic addition of the different flicker contributions by which it is gener-
ated. Hence, precise data on the background voltage fluctuations at potential
connection points would be necessary to evaluate the total flicker level, focusing
in particular on the fluctuations induced by load switching which represents the
major source of flicker in distribution networks. This should be provided for
instance in the form of voltage time series recorded prior to the wave farm con-
nection, or in the form of a voltage spectrum. However, this type of data is usually
not available. Hence, further investigations are needed when the flicker level lies
between 0.35 and unity.

In conclusion, this study shows that wave farms without further mitigation
means than power factor control at the PCC are not recommended for connecting
to points whose impedance angle is less than or equal to 30 degrees. This
recommendation is based on power quality considerations, but seems doubly
justified by the expected power system congestion issues due to the typically low
power transfer capacity available on low-voltage distribution networks to which
these points usually belong. Connection points with an impedance angle of 50
degrees are also affected by this issue, which can however be mitigated to a
certain extent by applying a lagging power factor. This technique may in many
render cases enable the wave farm compliant with the flicker requirements, at
least the most permissive. However, if the most stringent flicker limit is enforced,
additional mitigation means such as storage or suitable power output control
strategies may be required, as it may also be the case for farms connected to 70
degrees connection points. Connection points whose impedance angle is equal to
85 degrees are not affected by this issue.

More generally speaking, the results imply the following:

● Medium power capacity wave farms can be safely connected to relatively
weak grids (down to 50 degrees) provided the power transfer capacity is suf-
ficient and that suitable power factor control is applied. The possible utilisation
of 50 degrees connection points is very interesting for regions or countries
having a relatively weak power system, as it is the case in developing and some
emerging countries. This potential utilisation is also interesting for providing
power to partially damaged electrical power systems, for instance in the case of
natural disasters or of man-made events [36].

● In addition, it appears that wave farm owners may not necessarily need to
connect their plants to a very strong connection point which may be located
very far inland, as it is the case in the rural areas of Ireland and Scotland.
Hence, they may avoid the costly installation of a long overhead line between
the test site’s onshore substation and the inland connection point. From a
financial point of view, this means that the expensive power systems’ rein-
forcement necessary for facilitating the large-scale integration of wave farms
can be postponed until the wave energy industry reaches a certain degree of
commercial maturity. This represents a major asset.
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Influence of the wave farm layout on flicker level
This section investigates the influence on flicker of the farm layout design in terms
of orientation with respect to the dominant wave direction and in terms of different
device layouts. This study was performed based on the observation that, although
the wave direction is relatively constant throughout the year, it may vary widely
over shorter periods of time that are yet long enough to give rise to power quality
issues [37].

As expected, the results show that the impact of the farm layout decreases as a
function of the short-circuit ratio and of the impedance angle at the connection point.
They also demonstrate that the farm orientation and its device layouts may have a
very significant influence on the flicker level, the effect of the farm orientation being
predominant. Both may be determining factors for the farm’s compliance to flicker
requirements regarding a number of short-circuit ratio and impedance angle combi-
nations. As shown in Figures 6.31 and 6.32, although flicker level exceeds the most
permissive limit for a relatively large number of short-circuit ratio/impedance angle
combinations with the lateral orientation (Figure 6.32), none of them exceeds this
limit when the frontal orientation is used (Figure 6.33).

Results shown in Figure 6.33 demonstrate that the influence of the wave farm
orientation is always very significant if it is connected to 30–50 degrees points,
considering their typically low short-circuit level. The difference observed
between the frontal and the lateral farm orientations is still greater or equal to 0.1
(i.e. 10% of the most permissive limit Pst ¼ 1.0) up to a short-circuit ratio equal to
13 for 70 degrees connection points, thus including both the Belmullet and Achill
Island test sites. The influence of the farm orientation on connection points whose
impedance angle is as high as 85 degrees can be considered as always negligible.
The influence on flicker of the device layout within the farm is far more limited,
as shown in Figure 6.34, although it may be significant for 30–50 degrees con-
nection points.
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In conclusion, the orientation of the wave farm has a strong influence on the
flicker level at the PCC when the farm is connected to points whose impedance
angle is less than or equal to 70 degrees, whereas the influence of the device layout
within each WEC group is rather limited to connections with an impedance angle
connection points up to 50 degrees. Wave farm orientation, and to a lesser extent
the device layout, can be determining factors in the wave farm success or failure in
complying with flicker requirements. Hence, power quality is a constraint that
should be taken into account when designing a wave farm, in addition to other
aspects such as energy capture maximisation or cable length minimisation.
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6.3.3.7 Conclusions
This case study detailed the grid impact in terms of flicker level of a medium-size
wave farm connected to points presenting a wide range of grid strength levels,
demonstrating that flicker may constitute an issue under certain conditions. More
specifically, this study shows that this type of wave farm can be safely connected,
from a flicker perspective to points whose impedance angle may be as low as
50 degrees, provided that suitable power factor control is applied at the PCC. However,
this technique being not always sufficient, additional mitigation means, such as storage
and/or suitable power output control strategies, may be required in some cases.

In addition, this article addressed the influence of the wave farm orientation
and of its device layout on flicker level, the influence of the former factor proving
to be highly predominant. Both the orientation and the device layout were also
demonstrated to be potentially key factors in the farm meeting the flicker level
requirements.

Major questions remain, however, concerning the maximum power capacity
which can be connected safely to a single point of the distribution network from a
power quality perspective. Beyond this limit, wave farms will be required to con-
nect to the transmission system and the very important investments necessary to
realise this kind of connection will be accessible to fully mature technologies only.
In that respect, this limit may constitute an important milestone in the large-scale
development of the ocean energy industry: its estimation would thus contribute in
refining the long-term vision of the ocean industry and research community.
Another concern regards the criteria used in the assessment of power quality
impact. Due to the very fluctuating nature of wave farm electricity, it becomes clear
that some current power quality criteria, for instance power ramp rates averaged
over several minutes, are not relevant nor applicable in the context of wave farm
grid connection. In addition, they may fail in capturing the farm impact in a suf-
ficiently comprehensive way. Hence, new assessment methodologies must be
developed, as well as novel power quality criteria, both of which are currently
investigated as part of the IEC technical committee 114, PT 62600-30 [38].

6.4 Capacity value of wave energy

D. Kavanagh, A. Keane and D. Flynn

6.4.1 Capacity factor and capacity value: measuring generation
system adequacy

Power systems are developed to achieve a balance between the demand require-
ments of consumers and the available power generation capacity on the system.
System demand is not constant, it can vary on an hourly, daily and seasonal basis. A
power system needs to be designed so that sufficient generation capacity is avail-
able at times of peak demand. The generation portfolio on a power system is nor-
mally composed of a large number of generation units, often with dissimilar
technical and economic characteristics. Reserve requirements are drawn up so that
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loss of the largest single power infeed can be covered by other generators. Unit
commitment seeks to achieve the optimal dispatch of generating units for any given
system conditions.

The exploitation of renewable energy resources provides ever greater chal-
lenges for power system operators. These resources vary, not just with the tech-
nology concerned, but also with the location in which they are to be utilised. Power
system planners are primarily concerned with the maintenance of electrical supply
with a high level of system reliability. This presents many challenges with regard to
the integration of variable energy resources onto power systems, but are more
evident on relatively small isolated power systems. One such system is taken as an
example here to demonstrate some of the capacity factor and capacity value issues
associated with large-scale deployment of renewable energy resources.

The maintenance of electrical supply above a predefined level of system
reliability is a fundamental concern of any power system operator. Power systems
are designed such that they can handle most contingency events while still being
able to economically supply the electrical demand placed on them. The generation
adequacy of a system measured by a metric is called the loss of load expectation
(LOLE). This metric is an important standard when assessing whether there is
sufficient generation capacity in place to meet demand and to cover for unit outa-
ges. The generation adequacy standard for the case study system in this chapter is
8 h LOLE per year [39].

A useful metric employed to assess the value of a generation unit over time is
the capacity factor of that unit, defined as the ratio of actual generation to the
maximum theoretically possible generation during a particular study period, i.e. the
average power output. While it cannot describe the variation in output that may be
experienced during shorter timeframes, it is nevertheless a useful indicator which
can be used for comparing different units. The capacity factor of a wave power
generation unit is found by averaging the normalised power output across an entire
time series. However, a more insightful metric for establishing the value to a power
system of a generation unit is the capacity value of that unit.

A generation unit’s capacity value (also known as its capacity credit) is gen-
erally determined by its effective load carrying capability (ELCC) [40–42], and is
broadly defined as the additional load on a power system which can be served by
that generation unit while maintaining the existing level of generation adequacy,
dependent on the unit’s reliability. A high-capacity value would increase the sys-
tem’s ability to meet its peak demand, aiding in system operation, making wave
power an important component of the power system. However, a low-capacity
value may lead to it being viewed as an energy resource with little to provide in
terms of capacity on the power system. Fundamentally, if wave power devices are
to have a high-capacity value, they must be able to generate consistently during
times of elevated demand. If this is not the case then additional plant capacity or
interconnection to other systems may also be required. This will lead to various
challenges with regard to their system integration in different power systems based
on the underlying shape of their demand curves. A typical daily demand curve for a
Northern European country in Winter is shown in Figure 6.35. From both an
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operational and an economic perspective it would be preferable for wave power to
mirror trends in the system demand curve, both on a daily and seasonal basis, hence
reducing the impact on conventional generation sources.

Co-siting of wind and wave farms has been suggested in order to reduce local
variations in power output from wave and wind farms [43, 44]; however, the wider
effects that will be experienced across the power system are of interest. Factors that
affect the capacity value of a wave energy resource in the longer term include any
spatial and temporal diversity which may occur. Additionally, global changes
in climate may reduce this resource [45, 46], so inter-year variability must be
accounted for when verifying the results of any capacity value calculations.
Potential coincidence of wave power generation and system peak demand would
be a crucial factor in this regard. Wave power generation may complement the
system-wide wind power generation on any power system, or indeed may
exacerbate any variability problems experienced with regard to power system
integration, depending on the underlying correlation between them, and with the
system demand.

6.4.2 Capacity value calculation
The capacity value of a generation unit is taken as being the ELCC, as described by
Garver [40]. The ELCC of a generation unit is described in (6.5), where Lold

represents the load which may be served with the original generation portfolio and
Lnew represents the load which may be served with the additional generation
included in the generation portfolio, while maintaining the same LOLE.

ELCC ¼ Lnew � Lold ð6:5Þ
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Figure 6.35 System demand curve on a day of peak demand
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The capacity value is a probabilistic measure of system adequacy which
indicates whether sufficient generation is in place to meet future demand require-
ments for a predefined LOLE level. It effectively indicates the generation adequacy
of a power system, predicting whether sufficient generation capacity will be
available during peak demand periods [47]. A conventional generation unit’s
ELCC is dependent on the forced outage rate (FOR) of that unit. Calculation of the
ELCC of a system with variable generation resources can be carried out in different
ways, with both chronological and probabilistic approaches being available [48].
The chronological approach creates a probabilistic capacity value that is derived
from system observation in the time domain, whereas the probabilistic approach
determines the capacity value by convolving the variable resource’s probability
density function with conventional power plant probabilities.

Common data requirements between both approaches include a correct load
time series (usually hourly) for the period of investigation, a target reliability
level, and an inventory of all conventional generation units on the system along
with their respective FORs. In addition to this, the chronological approach requires
an unbiased time series of power output from the variable generation resources for
the same period as the load time series, with data recorded at the same time
resolution. The probabilistic approach however requires a probability density
function for the variable generation resource that can accurately represent the
same period as the load time series. It is usually preferable to use the chronological
approach as the probabilistic approach will not sufficiently account for the varia-
bility of the resource and is less accurate as a result. Use of the probabilistic
approach normally occurs in situations where there is a lack of data required for
the chronological approach.

The method employed here is the chronological approach described by Hasche
et al. [41]. In an iterative process, a CPF is established given the probability of each
possible generation level being available on the system. The system LOLE is
determined in (6.6) given this CPF and the time series of system demand, where FC

is the cumulative probability distribution function of conventional generation
capacity, while lt is the load level at time step t, for all time steps T. The loss of load
probability (LOLP) is determined for every hour of the year, with the sum of the
LOLPs amounting to the LOLE for the year. To obtain the system’s ELCC, the
system demand is incrementally increased/decreased, as appropriate, until the tar-
get LOLE level is attained. The demand surplus/deficit necessary to achieve this
gives the ELCC for the system.

LOLE ¼
XT

t¼1

FCðltÞ ð6:6Þ

Due to the uncontrollable nature of variable energy resources such as wind and
wave power, and also due to uncertain correlations with demand patterns, the
ELCC of these resources is not easy to calculate. As such, variable energy
resources such as wind and wave power are treated as instantaneous negative load
on the system, reducing the overall net load served by the system’s conventional

202 Electrical design for ocean wave and tidal energy systems



generation units at any given time. In order to determine the capacity value of wave
power, the ELCC of the whole system is established both with and without wave
energy devices installed, with the difference between the two figures being the
capacity value of wave power. This method automatically captures the underlying
relationship between system demand and wave power.

The ELCC of wave power generation may be increased through spatial
diversity. It is likely that wave farms will be deployed as geographically dispersed
clusters. Hence, it is of interest to analyse what impact, if any, this may have on the
capacity value of wave power. While it may seem advantageous to minimise the
electrical infrastructure required for installation, an increase in the capacity value
resulting from such a spatial variation may pose greater benefits.

As a measure of conventional system reliability, capacity value is dependent
on predetermined factors affecting the FORs of conventional generation units. It is
not time dependent. Variable generation resources such as wind and wave power
are uncontrollable. Hence, any wave power capacity value calculations are valid
only for the period in which the data is analysed. The capacity value of wave power
will be system specific, dependent on factors such as the correlation between sys-
tem demand and wave power generation, and the variation in wave climates
experienced coincidentally at different sites offshore.

6.4.3 Case study: Ireland
Ireland is taken as an example case study due to its position as a relatively small
isolated power system with the potential for large wave power installations.
Existing interconnection consists of a 500 MW HVDC submarine link from
Northern Ireland to Scotland, and another 500 MW HVDC submarine link from the
east coast of Ireland to the north coast of Wales. Conventional generation plant
consists of a portfolio of mainly thermal plant, with a small amount of hydropower.
Various wave generation device portfolios are analysed to determine whether a
significant capacity value benefit occurs with increased spatial variation. The
portfolios are composed of data from four offshore wave data measurement buoys
(L1–L4), part of a network of buoys maintained by the Irish Marine Institute. The
location of each buoy is highlighted in Figure 6.36.

Global climatic processes are the driving force behind the wave resources
experienced off the coast of Ireland. Therefore, global phenomena can have a large
impact on any potential ELCC results. The capacity value of wave power in Ireland
is compared over a number of years in order to analyse any variation over that
period. A constant LOLE of 8 h per year is used throughout. The power matrix of
the Pelamis P-750 wave energy device is publicly available [49], and hence is
employed here as a typical device’s power matrix for the generation of a time series
of wave power output from 500 MW of wave generation capacity. The capacity
factor of wave power farms off the Irish coast would display a similar seasonal
variation, in shape (high in winter, low in summer), rather than magnitude, to wind
generation on the Irish system, as illustrated in Figure 6.37, with power output
shown in normalised per unit values.
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Wave power has a large seasonal variation which mirrors variation in the
system demand, and makes a higher capacity value more likely since high wave
power would tend to coincide with periods of high demand. The hourly variation
can be comparable to other variable energy resources such as wind power, with
variations of up to 5% being experienced in less than an hour [50]. The seasonal
variation in wave power output is greater than that for wind power. While the
capacity factor for a wave farm at a site off Ireland’s west coast (site L3) over
1 year would have been 0.16 per unit (pu) for the year shown, this can mask the fact
that average hourly capacity factors in August and November 2010 could have
varied between 0.03 pu and 0.34 pu respectively.

Significant seasonal variation occurs while the hourly variation is similar to
that experienced by wind power over the same period. It is important to note that
the variability seen for a limited number of wave generation sites is comparable to
results obtained for system-wide wind generation, which benefits from aggregation
of wind farms experiencing different weather conditions across the country. The
hourly variation is out of phase with wind power however, raising the possibility of
beneficial aggregation of wave and wind power output. Another variation experi-
enced by wave farms is a spatial one, in relation to whether individual devices are
positioned in seas with large swell waves from the Atlantic Ocean or in seas where
the majority of waves are locally generated wind waves.

Some diversity in output occurs from different locations off the west coast of
Ireland, as illustrated by Figure 6.38, indicating that the wave conditions closer to
shore are not coincident with wave conditions experienced further offshore.
Through spatial diversity it may be possible to site wave farms such that the hourly
variation in their aggregated output is reduced from the perspective of the system
operator, also aiding in the forecasting of their combined power output. Finally,
different devices may react differently to similar sea states. As such, it is possible
that certain devices can extract more wave energy in some locations due to
developers employing different electrical downrating strategies [52].

Overall, the wave energy resource can be characterised as having a large sea-
sonal variation, with a low average hourly variation. Careful selection of wave farm
sites may act to minimise variations due to the benefits of geographical aggrega-
tion. Aside from the obvious economic implications for wave farm owners, such
variations will pose many challenges with regard to power system integration. This
is particularly the case in relation to Ireland, as it is a relatively small system with
limited interconnection. However, the wave resource tends to peak during months
in which the system demand peaks, with the reduced wave resource also coinciding
with months of lower demand.

With the target LOLE being 8 h per year, the capacity value of wave power in
2010 at sites off the west coast of Ireland is found to be comparable to system-wide
wind generation over the same period of time. Figure 6.39 illustrates the capacity
value for various wave farm locations, with wave power considered to consist of
500 MW of installed capacity, and FORs between 5% and 30% being applied.
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Installed dispatchable capacity reached 6829 MW in 2010, while system load
varied between 1579 MW and 5090 MW. Taking L3 as an example, 43 MW (8.6%)
of wave generation capacity could be relied upon during peak demand periods in
2010. This compares to a capacity factor of 16% during the same period,
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west coast during January 2010
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highlighting the necessity to understand the capacity value of a potential energy
resource, not relying solely on its capacity factor as a measure of its value to the
system. Electricity prices will also tend to be higher during peak demand periods,
affecting the economic potential of wave energy devices, while in some countries,
such as Ireland, capacity payments, in addition to energy payments, are also made
which further values the timing of energy production [51].

Table 6.19 demonstrates the spatial diversity across the various sites. Of par-
ticular interest is the capacity value obtained for the L1 site, as this is the location
of a full-scale wave energy test site currently under development. A 500 MW farm
deployed here would have experienced a capacity value of 57 MW (11.4% of 500
MW). Meanwhile, had 500 MW farms been deployed at sites L2, L3 and L4 they
would have witnessed capacity values of 89 (17.8%), 43 (8.6%) and 12 MW (2.4%)
respectively. Comparison can be drawn with the capacity value of system-wide
wind power generation during the same period of 180 MW (12.8% of installed
capacity). It must be noted, however, that 2010 was a very poor year for both wind
and potential wave generation across the system, with lower production being
observed across the year than in previous years. More typical values would be in
the region of 20–25% for wave and wind power.

Table 6.19 and Figure 6.39 highlight the diminishing marginal capacity value
of increased levels of variable energy resources on a power system. Had no wind
farms been installed, the capacity value of 500 MW of wave power devices would
have been significantly higher at all sites (up to 75% greater off the south-east coast
compared to values obtained with wind power on the system). One of the largest
increases observed with system wind power excluded is the capacity value of wave
power at L3, off the south-west coast, which is indicative of a high correlation with
wind power across the system. The highest observed values in all scenarios
occurred at L2; however, given L2’s remote location it is unlikely that significant
levels of wave power capacity will be deployed here. The lowest observed increase
is at L1, off the north-west coast, which suggests that L1 is correlated less with
wind power, an advantage which can be exploited further in the deployment of
wave energy devices. While the capacity value of wave power may be higher
without wind farms on the system, large amounts of wind generation capacity have
nevertheless been installed over the past decade, necessitating its inclusion in any
further analysis of the capacity value of wave power.

Table 6.19 Capacity value with 500 MW wave farms in 2010 (10% FOR)

Location of
wave farm

Capacity value
of wind power

Capacity value of wave
power (wind on system)

Capacity value of wave
power (no wind on system)

L1 180 MW 57 MW 64 MW
L2 180 MW 89 MW 112 MW
L3 180 MW 43 MW 59 MW
L4 180 MW 12 MW 21 MW
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Wave power could provide a capacity value for the power system comparable
to that provided by wind power. Certain sites can provide quite high-capacity
values for wave power. While these values appear favourable when compared to
wind power, it is important to note that wind power data is aggregated across the
entire power system and is the net result of a mixture of both the best and other sites
for wind power generation. Some wind power sites may very well have capacity
values which exceed those seen for wave power.

Given the spatial diversity highlighted earlier in Figure 6.38, the potential
impact of deploying the 500 MW of installed capacity across multiple sites can be
expected to result in a less variable overall power output due to the impact of
aggregation across the various sites. To illustrate this, five potential wave power
capacity portfolios are analysed, listed as Portfolios 1–5 in Table 6.20. A strong
weighting is given towards a distribution of wave devices just off the north-west
and south-west coasts, with these locations experiencing a high wave energy
resource while also benefitting from being relatively close to shore (minimising
offshore electrical network requirements).

The north-west coast is allocated a slightly greater emphasis, given its location
as a wave energy test site, and the lower correlation with system wind power sug-
gested above. Hence, the presence of facilities such as an offshore grid connection,
along with other benefits such as the relatively large wave energy resource, may
encourage further device deployment in the surrounding areas. L3 also has a strong
resource, but would require additional electrical network facilities, and hence this
area is assigned a capacity less than that assigned to L1. L4 is off Ireland’s south-east
coast, and hence has the lowest potential resource of all the sites, but is assigned a
larger capacity than L2 in some portfolios as it is not as far offshore, minimising
installation and maintenance issues. The results of the capacity value analysis for
portfolios 1–5 are presented in Table 6.21, and are illustrated in Figure 6.40.

Table 6.20 Wave power capacity portfolios

Portfolio 1 2 3 4 5

L1 wave farm (MW) 300 300 200 300 250
L2 wave farm (MW) 0 0 50 50 75
L3 wave farm (MW) 200 150 150 150 175
L4 wave farm (MW) 0 50 100 0 0

Table 6.21 Capacity value varying by wave farm capacity allocation

Portfolio 1 2 3 4 5

Wind power (MW) 180 180 180 180 180
Wave power (10% FOR) (MW) 53 50 50 58 59
Wave power (20% FOR) (MW) 48 46 46 53 54
Wave power (30% FOR) (MW) 43 41 40 47 48
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An approximately linear reduction in capacity value is observed for increases
in the device FORs in all cases. The results suggest little difference between the
highest and lowest capacity values of the portfolios analysed, which is indicative of
the limited aggregation benefits to be found across various sites. Higher capacity
values would be experienced if a greater weighting was given to L2, far offshore;
however, such a benefit would be significantly offset by the logistical and technical
difficulties of deployment in the area. These difficulties lead to a greater emphasis
being placed on sites closer to shore, with less variation between portfolios being
experienced as a result.

There is a large, reliable wave energy resource to be found further offshore.
However, the difficulties involved with deploying devices so far from the coast act
to negate these benefits. Nevertheless a significant capacity value is also experi-
enced closer to shore at sites which can be considered feasible for the deployment
of large numbers of wave energy devices. The effect of aggregation across multiple
sites yields marginal benefits in terms of an increased capacity value overall,
compared to the capacity value of wave power at single sites. Given the likely
deployment of a small number of clusters of large wave farms, there shouldn’t be a
large loss of capacity value from a scenario involving a wide geographic distribu-
tion of wave energy devices.

The results presented up to now are for the year 2010. Four years of data is
taken for analysis: 2007, 2008, 2009 and 2010. The buoy at L1 was installed in late
2009; therefore, no data is available for analysis prior to that date. Given its relative
proximity to L1, another measurement buoy (L10 in Figure 6.36) located north of
L1 is deemed to be a suitable substitute for the years 2007, 2008 and 2009. L4 was
offline for an extended period in 2008. As such two of the five portfolios (portfolios
2 and 3) used thus far are only suitable for analysis in the years 2007, 2009 and
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2010. Three portfolios (portfolios 1, 4 and 5) are examined for the full 4 years,
while the two remaining portfolios are examined for 2007, 2009 and 2010. Given
L4’s low capacity value, there would be little impact on the overall results.
Table 6.22 illustrates a large variation across the 4 years for the capacity values of
each portfolio being examined, with peak values of up to 150 MW (30%) occurring
in 2008 for portfolio 5, and minimum values as low as 40 MW (8%) occurring in
2010 for portfolio 3.

ELCC figures for a representative FOR of 10% are illustrated in Figure 6.41
along with the variation in the capacity value of system-wide wind power over the
same period. It is important to note that the installed wind power generation
increased substantially over the study period (almost doubling from 805 to
1406 MW over the 4 years), and hence it is more appropriate to view these
figures as a percentage of installed capacity. The wind capacity value increased by
12 MW in absolute terms from 2007 to 2008, but decreased as a percentage of
installed capacity from 29% to 25%. Such a decrease can be attributed both to
underlying inter-year trends in wind power and to the diminishing marginal capa-
city value of increased variable energy resources on the power system. The wave
energy resource experienced off the coast of Ireland has a significant capacity value
(up to 30% of installed capacity in 2008). The capacity value is enhanced slightly
through spatial diversity, with a number of sites providing the potential for the
deployment of wave energy farms. Should substantial levels of installed capacity
be reached, it will provide an important contribution to the generation adequacy of
the power system.

The overall trend over the 4 years is an initial rise (peaking at 150 MW in 2008
in Table 6.22), followed by a decline in the capacity value of wave power (reaching

Table 6.22 Annual wind and wave power portfolio capacity values

FOR 2007 2008 2009 2010

System wind n/a 234 MW 246 MW 224 MW 180 MW
Portfolio 1 10% 103 MW 146 MW 131 MW 53 MW

20% 96 MW 134 MW 121 MW 48 MW
30% 85 MW 119 MW 108 MW 43 MW

Portfolio 2 10% 97 MW n/a 124 MW 50 MW
20% 90 MW n/a 114 MW 46 MW
30% 81 MW n/a 102 MW 41 MW

Portfolio 3 10% 98 MW n/a 115 MW 50 MW
20% 91 MW n/a 106 MW 46 MW
30% 80 MW n/a 93 MW 40 MW

Portfolio 4 10% 113 MW 149 MW 134 MW 58 MW
20% 106 MW 137 MW 124 MW 53 MW
30% 93 MW 121 MW 110 MW 47 MW

Portfolio 5 10% 117 MW 150 MW 134 MW 59 MW
20% 108 MW 137 MW 123 MW 54 MW
30% 95 MW 122 MW 110 MW 48 MW
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as low as 40 MW in 2010), indicative of a decline in the available resource over
that period. The wind power capacity value (as a percentage of installed capacity)
appears to have declined continuously over the 4 years. Wave power could have
experienced a higher capacity value in 2008 and 2009, with the year-on-year drop
in 2008/2009 being lower for wave power than for wind. However, 2010 was a
much worse year for wave power with its capacity value falling below that of wind.
While the capacity value of wave power appeared consistent across the period
2007–2009, its low value in 2010 highlights the likelihood of large inter-annual
variations, reducing its reliability as a source of firm generation capacity on a
power system. While the wave energy resource off the Irish coast can exceed that
experienced in many other parts of the world [52, 53], it could also provide a
significant contribution to the capacity value of the power system, hence con-
tributing to the generation adequacy of the entire system [54].
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Chapter 7

Electrical energy storage systems

D. Murray, J. Aubry, B. Multon and H. B. Ahmed

7.1 Introduction

This chapter examines electrical energy storage systems (ESSs) for wave energy
converters (WECs). The motivations for including on-board energy storage are
outlined in terms of power smoothing, low-voltage ride-through (LVRT) and
ancillary services. Various wave energy converter technologies are explored as
well as their inherent energy storage mechanisms. Electrical energy storage tech-
nologies, including batteries, capacitors, and supercapacitors, are then compared.

Two case studies are described where electrical energy storage, namely
supercapacitor energy storage, is applied to help smooth the output power from a
WEC. The first case study examines power smoothing for a SEAREV WEC and the
second case studies explores smoothing the output power from an offshore oscil-
lating water column (OWC) WEC operated at variable speed.

This chapter highlights the issue of ensuring a long lifetime for any employed
energy storage device so as to match the desired intervals for non-routine disruptive
maintenance. It also describes long lifetime testing that validates supercapacitor
cycle lifetime, the temperature effect on cycle lifetime and cycle lifetime with an
application power profile. An ageing model for supercapacitor devices is then
presented.

The final section of the chapter details the power smoothing quality criteria
and the contribution of supercapacitor-based energy storage to power smoothing
performance. A trade-off between power quality and the cost and size of the ESS is
found.

7.2 Motivations for energy storage

7.2.1 Power smoothing
A plot of wind speed versus time and wind power versus time is shown in Figure 7.1.
Power fluctuations are seen to occur rapidly as divergence around a mean value, and
as wind power is proportional to the cube of wind speed, there is a dramatic increase
in the standard deviation compared to the wind speed profile.



During the transfer of energy from wind to waves, many of these rapid power
fluctuations are smoothened out. As waves are effectively an integration of wind
power, their available power and direction is steadier and can be forecasted and
predicted to a better degree than wind; this is one of the principal advantages of
wave power. A sample plot of normalised wave elevation over time is shown in
Figure 7.2. Wave power is a function of the wave height and comparing Figure 7.1
and Figure 7.2 it is seen that the energy transfer of wind to wave smooths out much
of the rapid power changes.

Ocean wave periods typically vary from 1 to 20 s, and without some form of
energy storage or power smoothing, the output grid power from the device will
display large power fluctuations over this time period.
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A power source with large variations will have increased cost and decreased
system lifetime due to elevated power losses and larger ratings required for
equipment. If the WEC is connected to a weak grid, flicker and voltage and fre-
quency deviation issues arise, as the varying current may interact with the grid
impedance to affect local voltage levels [2]. Flicker is related to the voltage
changes in the supply that result in variations to the light output from lighting
sources. The human perceptibility to this varying light intensity prompted the
definition of a mechanism for calculating flicker severity on which IEC standards
are based. Humans are most sensitive at a frequency of 8.8 Hz. At lower WEC input
power frequencies and with WECs’ large input power variations, it is expected that
flicker and local voltage levels will still vary at a noticeable rate to the human eye if
power smoothing is not implemented.

The issue of equipment rating is related to the peak-to-average power output
ratio as opposed to fault conditions. Larger power rated equipment clearly costs
more. For example, increased conductor area is required to handle the increased
currents, and increased insulation is required to handle the increased voltage rating.
A peak-to-average power output ratio of 1:1 allows the equipment to be used
optimally and most cost effectively. Equipment like generators, transformers,
cables etc. are able to handle transient peak ratios of up to 3:1 to 5:1, where the time
at which the equipment is operated at peak power is limited by the thermal time
constant. Power electronic equipment usually has a much lower time constant,
which effectively results in rated power and peak power being very close. To
achieve full controllability, power electronic converters are typically utilized to
control the electrical power flows. The power electronic converters will experience
this input peak power and need to be rated accordingly unless power smoothing
equipment is inherent in the power take-off system.

Due to power fluctuations, the system losses fluctuate and dissipate heat
cyclically. This thermal cycling for equipment with different temperature coeffi-
cients and different coefficients of thermal expansion degrades interconnections
throughout the system, for example between wire bonds and silicon in power
electronic converter modules. Component, and hence system, lifetime is directly
related to the amplitude and frequency of the power fluctuations, most especially
for power electronics devices with their very short thermal time constants.

Comparing two power sources with the same average power, but one with a
constant power output and the other with a fluctuating power output, will show that
there are increased power losses in the fluctuating power output case. This addi-
tional power loss component is described as

Ploss ¼ Rsys
1
T

ðT

0
Irms

2 tð Þdt � Iavg
2

� �
ð7:1Þ

It should be noted that using an energy storage device to smooth output power and
remove this power loss component is unlikely to increase the overall efficiency of
the system, due to the losses in the ESS.
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7.2.2 Low-voltage ride-through (LVRT)
As well as power smoothing, energy storage can help with low-voltage ride-
through (LVRT) in grid-connected WECs [3]. In a grid low-voltage event (short-
circuit conditions), the ability to transfer power to the grid is limited as it is a
function of the grid voltage. If this occurs when the WEC is experiencing high
input power, there will be a transient power imbalance unless energy storage is
employed. If the input wave power is exported to the grid without an energy storage
device via a power converter, the DC-link voltage of this converter will rise dan-
gerously unless controlled. As well as using energy storage to ride through this
fault, another option would be to burn off excess energy in a controlled manner
using a power electronic converter and a dissipative load bank circuit.

7.2.3 Ancillary services
Energy storage might also help with the operation of specific WECs. For example in
offshore WECs employing Wells turbines, energy storage can provide the energy to
accelerate these non-self-starting, high inertia devices from rest [3]. While the power
converter used in the power take-off mechanism is often bi-directional and could
theoretically be employed to start the machine, it is preferable to allow power flow in
one direction only to help with ratings and minimize cost of safety and protective
equipment. This also has advantages from a grid operator perspective, by limiting
starting current surge from the grid as well as in terms of the import capacity of the grid
connection.

Electrical power is needed in offshore WECs for lighting, communications,
equipment monitoring and control purposes. Heating and ventilation equipment may
also need to be powered. These operations need power, even in times of no/low
input wave energy. Thus, some form of energy storage is needed. Due to the high
energy density values of batteries, these seem ideal devices for this application.

7.3 Approaches to implementation of energy storage

There are many different technologies and approaches to extracting power from the
ocean waves and there are many methods of employing energy storage in the sys-
tem. Energy storage implementation can be examined for WECs on an individual
basis, where installation would probably take place on-board the individual WEC,
as well as on a collective basis, where the power output from a wave farm is
connected to an ESS on or offshore.

7.3.1 Approaches to the implementation of energy storage for a
farm of WECs

As outlined in section 7.2, a motivation for including energy storage in a WEC
system is to help with power smoothing. Aggregating the output power from many
WECs in a wave farm has been examined in [4] where three WECs (SEAREV
point absorbers) were operated over 20 days, and the standard deviation of power
reduced by 80% compared to single device operation. According to a study, power
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smoothing is independent of array layout and sea-state conditions, but instead
depends on the number of systems in the array [5]. Simulations also conclude that
less electrical energy storage is needed for a centralized energy storage device for a
wave farm, compared to individual WEC energy storage [6].

It was simulated that the power variation is reduced for a farm with 64
uncorrelated devices [7], although it is possible that power peaks may occur
simultaneously in many WECs resulting in large export power fluctuations. This
effect is partly shown in [6]. Clearly, a smoother output from an individual WEC
would improve this smoothing by aggregation process.

If an ESS is sized for a farm of WEC devices, it will be required to handle a
large power throughput. Presently, no commercial wave farms are in existence and
the industry is still in the development stage. It is likely that grid code requirements
would need to be fulfilled for a wave farm, as power quality to the grid will be of
greater importance compared to a single device being considered.

Energy storage options for the scenario where the storage system is placed
onshore are not limited by size and space constraints. The power quality to the grid
can be greatly enhanced by large-scale systems that provide long-term energy
storage. These long-term options include pumped hydro, compressed air energy
storage (CAES) and large-scale battery installations. This chapter focuses on short-
term energy storage options and on-board ESS devices.

7.3.2 Approaches to the implementation of energy storage for
individual WECs

Many different types of WECs are currently in development, and full-scale proto-
types are rare. Recent reviews identified about 100 projects at various stages of
development and this number seems to be increasing as new concepts outnumber
those that are being abandoned [8].

This large number of WECs encompasses devices with a wide range of tech-
nologies utilizing a variety of methods to extract energy from the ocean waves and
some with inherent energy storage built into the power take-off mechanism. There
are several methods of subdividing the devices according to various criteria. In [8]
the devices are classified under working principle and a select number of devices
that reached the prototype stage or were the object of extensive development effort
are given as examples. This classification is:

● Oscillating water column (with air turbine).
● Oscillating bodies (with hydraulic motor, hydraulic turbine, direct-drive

generators).
● Overtopping (with low-head hydraulic turbine).

Energy storage may be inherent and built into the power take-off systems of these
WECs. The following three devices are used to examine these ESSs.

● Oscillating water column (OWC) – inertial energy storage (flywheel effect of
turbine).

● Attenuator – hydraulic accumulator energy storage.
● Overtopping device hydro energy storage.
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The energy contained in ocean waves is greatest offshore where wave interaction
and friction with the local geometry is minimized. This chapter primarily focuses on
offshore WECs. The level of energy storage utilized, as well as the efficiency of the
device, is dependent on the control system implemented. For oscillating body and
OWC converters, if the device is to be an efficient absorber its own frequency of
oscillation should match the frequency of the incoming wave; that is, it should operate
at near-resonance conditions [8].Clearly a control scheme utilizing energy storage will
likely reduce the output power fluctuation. However, some control methods aimed at
maximizing the power output can result in significantly larger power fluctuation, e.g.
the ‘latching’ control scheme implemented in some point absorbers.

7.3.2.1 Oscillating water column (OWC) – inertial energy storage
In an OWC, incident waves compress and expand the air within a chamber causing
airflow across a turbine. These turbines are generally Wells turbines or impulse
turbines and they convert the bi-directional pneumatic power to uni-directional, but
pulsating, mechanical power from which a generator produces electricity.

In terms of offshore OWCs, an example of an offshore floating device that has
proven successful at scaled testing is the OE Buoy. This is based on the backward
bent duct buoy (BBDB) principle and is developed by OceanEnergy (www.ocea-
nenergy.ie). A quarter-scale device has been successfully operating in Galway Bay
off Ireland for over 2 years and it also employs a Wells turbine [9, 10]. In the
BBDB, the OWC inlet is oriented away from the wave direction, which was found
to be an improvement over the inlets that are oriented into the wave direction.

An overview of the BBDB OWC WEC is shown in Figure 7.3. The power
transfer overview is displayed in Figure 7.4. This reveals where the flywheel
energy storage effect of the turbine inertia is experienced in the power take-off
system. The feedback interaction of the power take-off is also noted.

Fixed shoreline structures were built in Portugal (Pico, Azores, 1999, [11]) and
Scotland (LIMPET, island of Islay, 2000, [12]). The device in Portugal is rated at

Generator Turbine

Reciprocating

Air flow
Air

chamber

Figure 7.3 BBDB OWC WEC overview
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400 kW. It uses a Wells turbine with an inertia of 595 kg m2 and a speed range of
750–1,500 rpm [12]. The LIMPET contains two 250 kW Wells turbines, each with
a speed range of 700–1,500 rpm and inertia of 1,250 kgm2 per unit [14].

Utilizing the Wells turbines in a variable speed strategy offers significant energy
storage due to the flywheel effect of the turbine inertia. For exampe, the difference in
energy stored in a rotating turbine with inertia J , between two speeds w1 and w2, is

Wturbine ¼ 1
2

J w1
2 � w2

2
� � ð7:2Þ

This gives a figure of 1.5 kWh for the Pico device, which equates to almost 14 s of
rated power. For the LIMPET device, the energy stored per turbine is 3.2 kWh,
giving over 46 s of rated power.

It is noted from the power transfer overview diagram in Figure 7.4 that if there
is no mechanical power produced on the turbine, the control scheme may allow the
generator to continue exporting power to the grid. This input to output power dif-
ferential is balanced utilizing the inertial energy storage of the Wells turbine and
this will cause the turbine speed to reduce. Conversely, if there is excess mechan-
ical power produced on the Wells turbine of which the generator exports a fraction
to the grid, the excess mechanical power will cause the turbine speed to increase.
These power flows are described as

Pmech tð Þ ¼ Pgen tð Þ þ Ploss tð Þ þ Jw tð Þ dw tð Þ
dt

ð7:3Þ

7.3.2.2 Attenuator – hydraulic accumulator energy storage
Attenuators are multi-segment floating devices that align with the wave direction.
The differing heights of waves along the length of the device cause the floating
segments to move relative to each other. The resulting motion at the joints between
segments is converted into electrical power through hydraulic or other means.

An example of an attenuator is the Pelamis device developed by Pelamis Wave
Power (www.pelamiswave.com). This semi-submerged device consists of four or five
cylindrical segments where hydraulic rams at the segment joints pump oil through
hydraulic motors driving three electrical generators. This power take-off includes
high pressure storage gas accumulators providing some in-built energy storage.
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Mechanical
power

Generator
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Wells turbineAir chamber Speed control

Inertial energy
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Figure 7.4 OWC WEC power transfer overview
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A Pelamis P2 machine was installed offshore at Orkney in Scotland in 2010. Also,
three Pelamis machines were installed and operated at Agucadoura in Portugal, 5 km
offshore in 2008 to become the world’s first wave farm; they have since been removed.
Each device had a capacity of 750 kW in total from its three 250 kW generators.

A schematic of an attenuator WEC is shown in Figure 7.5. The power transfer
conversion process shown in Figure 7.6 gives a graphical representation of where
the high pressure accumulator energy storage is in the power take-off system.
Again it should be noted, the power take-off is a highly coupled system where the
control strategy greatly influences the feedback and interaction between stages of
this simplified power transfer process as well as extractable power.

The short-term energy storage of the accumulator pressure in each joint is set
by the difference between the primary transmission energy intake and the second-
ary transmission outlet. The primary transmission consists of a hydraulic system
that converts the wave power into stored energy in the accumulators, while the
secondary transmission consists of hydraulic motors coupled to three-phase asyn-
chronous generators that convert this stored energy into electricity exported to
shore [15, 16]. The hydraulic control system is achieved through electronically
controlled valves that control fluid flow between the hydraulic cylinders in the
movable joints, and the high pressure accumulator and low pressure reservoir.

PTO in joint
Floating segment

Figure 7.5 Attenuator WEC overview
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Figure 7.6 Attenuator WEC power transfer overview
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The energy transfer during gas expansion in an accumulator, assuming the ideal
gas law is obeyed and the process is isentropic (constant entropy) [17], is given as

Wgas ¼ mcv T1 � T2ð Þ ð7:4Þ
where m is the mass of the gas, cv is the specific heat at constant volume, T1 is the
absolute temperature in Kelvin before expansion, and T2 is the absolute tempera-
ture in Kelvin after expansion.

Further information on gas accumulators as an energy storage device in WECs
is found in [17].

7.3.2.3 Overtopping device – hydro energy storage
Overtopping devices direct waves and the sea water up over a structure and store
this water above the level of the ocean in a reservoir. This potential energy of the
water is converted first into kinetic and then into electrical energy using a con-
ventional low-head hydro turbine when releasing the water back into the sea. The
reservoir itself forms a large energy storage mechanism that allows for the
smoothing of the short-term power variability of the waves.

An overview of an overtopping WEC is shown in Figure 7.7, and the power
transfer overview in Figure 7.8 shows where the energy storage mechanism is in the
overall power take-off system.

Wave power Hydropower Generator power

TurbineReservoir

Hydro energy
storage 

Figure 7.8 Overtopping device WEC power transfer overview

 

Water directed up ramp Reservoir

Turbine

Figure 7.7 Overtopping device WEC overview
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An example of an overtopping device is the Wave Dragon developed by Wave
Dragon Ltd (www.wavedragon.net). This offshore device employs ramps and reflec-
tors to help focus the waves into the reservoir. A 1:4.5 scaled prototype is operating in
Nissum Bredning, Denmark and is rated at 20 kW. It contains seven low-head Kaplan
turbines each connected to 2.3 kW permanent magnet generators. It is designed for a
site with a low power wave climate of 0.4 kW/m. This has a reservoir capacity of
55 m3 with a ramp height of 3.6 m above sea level. The largest wave dragon specified
would be designed for a wave climate of 48 kW/m, having a reservoir of 14,000 m3

and a ramp height of 19 m. These are very large devices. The 0.4 kW/m device has a
total length of 33 m, a width of 55 m and a weight of 237 tonnes. The 48 kW/m device
has a total length of 220 m, a width of 390 m and a weight of 54,000 tonnes. These
large devices contain significant energy storage in their reservoirs above sea level.

For example the potential energy stored in a reservoir of water of density r
(1,000 kg/m3), volume V and falling height of h is

Wreservoir ¼ rghV ð7:5Þ

where g is the gravitational constant of 9.81 m/s2. Assuming the total volume of
water is at the ramp heights specified above (a large over approximation), i.e. 3.6 m
for the 0.4 kW/m device and 19 m for the 48 kW/m device, the total energy con-
tained in the full reservoirs is evaluated as 0.54 and 725 kWh respectively for these
two systems.

7.3.3 Energy storage strategies in the electrical power
take-off systems of offshore WECs

After the generator stage of the WEC power take-off (PTO), further electrical stages
may be implemented in the system before electricity is delivered to the grid. Typi-
cally a back-to-back converter is used, which decouples the frequency of the gen-
erator from the fixed voltage and fixed (50 or 60 Hz) frequency of the electrical grid,
and allows the generator to operate at variable speeds. This back-to-back converter
contains a DC-link whose DC voltage is sustained by a capacitor bank. In a standard
control scheme the grid coupled converter delivers power to the grid to maintain this
DC-link voltage close to its set-point. The capacitor operational voltage range as well
as its capacitance determines the energy stored in the DC-link stage of the PTO.

Further electrical energy storage control may be implemented using a DC–DC
converter connected between the DC-link and the electrical storage device, typi-
cally a battery, supercapacitor (SC) module or capacitor bank. The DC–DC con-
verter allows control of the power flows to and from the electrical ESS. The
electrical PTO schematic after the generator is shown in Figure 7.9, similar to a
schematic given in [18], and also similar to the full power converter topology for a
wind turbine [19]. This power electronic topology is also given for a battery ESS in
[20]. This layout is valid for most generator types, except for a doubly-fed induc-
tion generator, where the converter is placed on the rotor windings allowing for
converter de-rating [21].
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7.4 Electrical energy storage – technology description

Viable electrical energy storage technologies for offshore wave energy applications
include batteries, supercapacitors (SCs), capacitors and superconducting magnetic
energy storage (SMES) devices. A summary of each technology is given, with a
focus on the application of utilization on-board an offshore WEC.

7.4.1 Superconducting magnetic energy storage (SMES)
SMES systems store energy in the magnetic field around a superconducting coil
created by the flow of DC current. The coil achieves superconductivity when
cooled to a temperature below its superconducting critical temperature. Once
charged, the current is sustained with very low losses and the magnetic field energy
can be stored according to

WSMES ¼ 1
2

LI2 ð7:6Þ

where I is the magnitude of the current and L is the associated inductance at this
current level.

SMES is currently costly and hasn’t fully emerged from the development stage
[21, 22]. It consists of many essential parts, including a cryogenically cooled
refrigerator that increases breakdown vulnerability in the harsh offshore wave cli-
mate as well as increases the necessary space and mechanical support. For these
reasons SMES has not yet been considered for offshore ocean energy applications.

Generator AC–DC DC–AC Transformer
to grid 

Three phase
DC-link

voltage control Three phase 50 Hz

DC–DC

Electrical energy
storage (battery,
SC, capacitors)

DC-link capacitor
electrical energy

storage   

Figure 7.9 Electrical power transfer overview
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7.4.2 Batteries
Batteries are high energy density electrical storage devices that have undergone
significant development in recent times. With the increased research into electric
vehicles, rechargeable batteries are undergoing continuous development. Currently
lithium-ion (Li-ion) batteries are the technology of choice being installed in new
electric vehicles as their improved performance over NiMH batteries are now being
realized as production costs decrease. Some Li-ion batteries for electric and hybrid
electric vehicles have energy densities as high as 140 Wh/kg and power densities of
up to 745 W/kg [23].

7.4.3 Supercapacitors (SCs)
Supercapacitors (SCs) are also known as electric double layer capacitors (EDLC),
ultracapacitors and electrochemical double layer capacitors. This variety of names
comes from a number of market leaders, or from the physical composition that
effectively contains a double layer that increases capacitance. They have a very
high energy density and are governed by the same equations as all capacitors. The
value of capacitance, C, and the energy stored at a particular voltage V , WSC, are

C ¼ eA
d

ð7:7Þ

WSC ¼ 1
2

CV 2 ð7:8Þ

SCs use a porous carbon-based electrode with a large surface area typically
between 1 and 2 million m2/kg. The charge separation distance, less than 10 Å
(10� 10�10 m), is much smaller than what can be accomplished using conventional
dielectric materials. These properties give SCs their extremely high capacitance in
accordance with (7.7), with values ranging from a few farads up to 5,000 farads.
However, critically, due to the very small charge separation distance in the ‘double
layer’, voltage ratings are low, typically close to 2.7 V. To achieve higher voltages,
strings of series connected SCs are created. Consequently, voltage balancing circuits
are usually added due to the relatively large capacitance variations of individual SCs.

SCs have demonstrated robustness in applications with photovoltaics, where
SCs complemented battery storage devices and improved system performance and
battery lifetime [25, 26]. They can also be operated at sea for long periods of time
[25]. SCs have been used in wind turbine pitch systems, hybrid vehicles, trains, buses
and lift trucks. The time constant of SCs is typically around 1 s. Their small energy
density but large power density suggest they are ideal short-term energy storage
options, especially for ocean energy applications if their lifetimes can be shown to be
compatible with the required service life of such equipment in an offshore WEC.

7.4.4 Capacitors
The three main capacitor technologies are ceramic, electrolytic and film capacitors.

Ceramic capacitors are typically utilized for high-frequency applications and have
very low equivalent series resistance (ESR) ratings but have poor aging characteristics.

228 Electrical design for ocean wave and tidal energy systems



Electrolytic capacitors are typically used to store large amounts of energy with
a relatively high capacitance compared to other capacitors (not SCs). Electrolytics
are utilized in DC-link applications in power converters to help maintain the bus
voltage during any large power deviations. Drawbacks include poor tolerances and
poor high-frequency characteristics.

Film capacitors are larger and more expensive than electrolytic capacitors, but
they have higher surge or pulse load capabilities, have high rated voltages (up to kV
range), lower aging and higher ripple current capability. They have very low ESR
and equivalent series inductance (ESL) values.

As capacitors are typically situated very close to the power electronics in
power converters to help maintain the DC-bus voltage, reduce wire lengths and
minimize parasitic inductance, they are not offered in modules normally but are
integrated into the power converter during design and construction. For this reason
the technology comparison below doesn’t include a capacitor module.

7.4.5 Technology comparison
It is difficult to make a comparison of technologies that encompass many manu-
facturers’ products and their slight differences. For this reason, leading products of
each technology are chosen. A large SC module from Maxwell Technologies is
compared with a high energy Li-ion battery module from SAFT batteries, a large
electrolytic capacitor from EPCOS and a high performance lead-acid battery from
Enersys. Comparisons are made typically using modules to take into account any
control, safety and cooling equipment that might also be needed when using the
technology, and allow a comparison of these standalone modular devices.

Li-ion batteries cycle life is in the range of several thousand cycles at present,
although SAFT (www.saftbatteries.com) show cycle life increasing for a lower depth
of discharge (DOD) for their Synerion 48E module. They specify over 1 million cycles
for 3.2% to 6.0% DOD (determined by extrapolation) depending on charge rates.

Their lifecycle analysis is determined using an end of life definition of 70% of
the initial capacity remaining. The nominal 2,200 kWh Saft Synerion 48E module
would only have an effective usable energy of 71 Wh at a DOD of 3.2% corre-
sponding to 1 million cycles. This would produce effective energy densities and
specific energies in the ranges of 4 Wh/l and 4 Wh/kg. While charging rates are not
given for the above figure, using the lower limit of 3.2% DOD (71 Wh) at the
maximum continuous discharge capacity of 1,150 W gives a cycle time of almost
450 s. This would take over 14 years to complete 1 million cycles if operated
continuously at this charge/discharge rate.

While SCs cannot compete with batteries in terms of energy density, their
much longer cycle life, power density, operational temperature range and ability to
fully discharge make them an energy storage option that must be considered in
many applications. A typical SC has an energy density of over 5 Wh/kg, a power
density of over 6,000 W/kg and a rated lifetime of 1 million cycles (www.maxwell.
com). Table 7.1 demonstrates that SCs’ power and energy densities lie in a range
between capacitors and batteries. Coupled with this, SCs have charge/discharge
efficiencies ranging from 0.85 to 0.98 [26]. These characteristics are very com-
plementary to those of batteries and thus appear ideal for a WEC application.
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7.5 EES case studies

This section provides case studies for two different device types, outlining meth-
odologies for implementing ESSs in both cases. The first example is a direct-drive
pendular wheel type device, SEAREV; and the second is an OWC device with a
Well’s turbine.

Case study: SEAREV

Introduction

The SEAREV WEC is composed of a pendular wheel (weighing several
hundred tons), which is totally enclosed in a floating buoy [27]. This wheel is
free to oscillate in the buoy. The excitation forces of the swell, acting on the
buoy, generate an oscillating rotation between the inner wheel and the buoy.

The power take-off (PTO) of the SEAREV can be either a hydraulic
system or an all-electric system. The hydraulic system incorporates hydraulic

Table 7.1 Electrical energy storage technology comparison

Maxwell
Technologies
BMOD0063
P125

SAFT Synerion 48E Epcos
B41456B8150M

Enersys
genesis
EP 12V
G12V70EP

Technology SC module Li-ion battery module Aluminium
Electrolytic
capacitor

Lead acid
battery

Voltage (V) 125 48 63 12
Capacitance (F) 63 0.15
Energy (Wh) 137 2,200

(70% DOD)
71
(3.2% DOD)

0.083 644 (1C)

Max cont
power (W)

15,000 1,150 1,575 644 (1C)

Volume (V) 70 17 1.03 10
Weight (kg) 61 19 1.3 24
Cycle life

(cycles)
1,000,000
(75% DOD)

10,000
(70% DOD)

1,000,000
(3.2% DOD)

400
(80% DOD)

Energy density
(Wh/L)

1.96 129 4.2 0.0806 64.4

Specific energy
(Wh/kg)

2.25 116 3.7 0.0638 26.8

Power density
(W/L)

214 67.6 67.6 1,529 64.4

Specific power
(W/kg)

246 60.5 60.5 1,212 26.8
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rams, accumulators and a hydraulic motor driving a classical induction gen-
erator. In the all-electric version, a direct-drive generator with a fully con-
trolled power electronic converter is driven by the pendular wheel. As this
all-electric version does not contain an inherent means of energy storage (the
hydraulic version contains hydraulic accumulators for energy storage), an
electrical ESS is required to smooth the produced power (Figure 7.10). By
applying a damping torque Tdamp on the wheel as in (7.9), the PTO can pro-
duce electrical energy from this motion.

One of the advantages of the direct-drive solution is the possibility to
control the applied torque instantaneously. It is then possible not only to
apply a viscous damping torque, i.e. proportional to the angular velocity of
the pendular wheel relative to the float, denoted WðtÞ, but also to easily limit
the produced power to a maximum (levelling) value, denoted Plev. So the
corresponding damping torque relation is the following [28]:

Tdamp tð Þ ¼
bWðtÞ if bW tð Þ2 � Plev
Plev

WðtÞ if bW tð Þ2 > Plev

8<
: ð7:9Þ

where b is the viscous damping coefficient adjustable in relation with the sea-
state.

 Step-up transformer
Power electronic

converters

MV

ESS
(energy storage
system:supercapacitors)

Direct-drive
generator:

stator & rotor

Water ballast

AC cable to the shore

G

LV3

3

Figure 7.10 Direct-drive version of the SEAREV wave energy
converter with power smoothing system
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It is interesting to note that this capability to level the converted pro-
duced power would not be so easy in the case of a hydraulic PTO and/or
in the case of a linear motion of the PTO. This production levelling strongly
reduces the peak-to-average ratio of the produced power, without significant
loss of harvested wave energy. The main advantage of this strategy is to
enable rated power optimization of the power electronic converter [29].

In order to compute instantaneous power time-series over various sea-
states, we rely on the work of researchers of Laboratoire de mécanique des
fluides (CNRS – Ecole Centrale de Nantes). For many years, they have been
developing hydrodynamical and mechanical models to simulate the SEAREV
WEC behaviour [26, 30]. The former is based on linear potential theory,
assuming that the excitation forces of the swell can be expressed as a sum of
monochromatic components, while the latter takes into account the non-lin-
earity of the inner pendulum movement equation. These numerical models
have been packaged in a ‘white-box’, and made us possible to carry out
various studies, in the field of electrical engineering, around the direct-drive
conversion chain for this WEC [28, 29, 31, 32].

From our point of view, the considered parameters of the SEAREV
numerical model are those defining the sea-state: Hs and Tp and also those
relative to the damping torque control parameters: b and Plev (cf. Figure 7.11).
The geometry of the buoy and the inner wheel will not be modified in the
following study.

In the following case, in order to evaluate the yearly (and over the life-
time) performances, we consider wave data statistics corresponding to Yeu
island in Vendée, France. These wave data statistics are presented in
Figure 7.12, where four scatter plots are shown:

● the yearly sea-state percentage of occurrence (or probability)
● the average mechanical power harvested on different sea-states with

b ¼ 4MNms and Plev ¼ 1MW (which are constants whatever the sea-state
is, even if it is possible to tune b)

Swell
profile
η(t) &

excitation
forces

Hs

Tp

Hydro &
mechanical

model

Fexc
PTO &

damping
control

Ω

Tdamp

β Plev

Pprod

SEAREV WEC numerical model

Figure 7.11 Block diagram of the numerical model of the SEAREV
(from the sea-state to the mechanical power profile)
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● the sea-state percentage of mechanical energy, which is obtained with
the sea-state probability weighted by the average mechanical power
harvested on different sea-states

● the equivalent capture width, which is the ratio of average mechanical
power produced by the SEAREV to the power per metre of wave front,
considering that the power per metre of wave front is obtained with
Pw ¼ 420HsTpðW=mÞ
Figure 7.13 gives a particular example of time-series that can be obtained

after simulation of the SEAREV behaviour corresponding to a (Tp ¼ 9 s;
Hs ¼ 3:5 m) sea-state (ISSC spectrum) and damping parameters values of
b ¼ 4 MN ms and Plev ¼ 1 MW.

The EES energy management

The EES of the SEAREV is placed on the DC-bus of the SEAREV direct
wave energy converter (DWEC) and is controlled with a reversible (half-
bridge) DC–DC converter (see Figure 7.14). The control scheme given in
Figure 7.15 is the most obvious for the determination of the storage power
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Figure 7.12 Wave data statistics of Yeu Island, Vendée, France,
average mechanical power absorbed by the SEAREV
wave energy converter (30 m wide) and equivalent
capture width
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set-point Psto
� and the smoothing control of the incoming mechanical power

Pprod . However, this storage control scheme does not ensure that the State of
Energy (SoE) will be kept between 0% and 100% anytime (i.e. in our case,
for the SC, the voltage should be kept in the considered voltage range). That
is why many authors have enhanced this control scheme with fuzzy logic
rules depending on the SoE [33–38]. The objective of these rules is to low-
ering the storage power set-point when the SoE is high and vice versa in order
to keep the SoE within its limits.

Taking this idea further, we can easily demonstrate that by making the
grid power set-point Pgrid

� a linear function of the SoE (cf. Figure 7.16), the
control is also equivalent to a low-pass filtering of Pprod , but, while ensuring
the SoE constraints with a wise choice of Pmax and Pmin.
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Figure 7.13 Example of computed 1,000 s time-series corresponding
to a (Tp ¼ 9 s; Hs ¼ 3:5 m) sea-state (ISSC spectrum)
and damping parameters values of b ¼ 4 MN ms
and Plev ¼ 1 MW
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Demonstration

If SoE ¼ 0 and Pmin is chosen so as Pmin � min Pprod , then Psto is necessarily
positive and then SoE increases. In the same way, if SoE ¼ 1 and Pmax is
chosen so as Pmin � maxPprod , then Psto is necessarily negative and SoE
decreases. It demonstrates that, with this control of the storage set-point, the
SoE of the EES is guaranteed to stay within the range ½0; 1�.

3~

3~=

Produced power
Pprod (t) ⇒

Fed power
Pgrid (t) ⇒

=

=

=

Stored power
⇐ Psto (t)

VDC

CESS

+

Supercapacitors
SoE(t)

Figure 7.14 Configuration of the EES system on the DC-bus
of the SEAREV wave energy converter
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∗
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–Pgrid
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Figure 7.15 A classical control scheme for the determination
of the storage power set-point
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Figure 7.16 The proposed storage power set-point control
ensuring SoE limits
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Equations (7.10) and (7.11) demonstrate that this linear relation between
Pgrid and SoE is equivalent to a low-pass filtering of Pprod :

dSoE

dt
¼ 1

Erated

dEEES

dt

¼ 1
Erated

Pprod � Pgrid

� � ð7:10Þ

Assuming that Pgrid ¼ Pmax � Pminð ÞSoE þ Pmin (cf. Figure 7.16) we can
rewrite:

Erated

Pmax � Pmin

� �
dPgrid

dt
þ Pgrid ¼ Pprod ð7:11Þ

tsmooth
dPgrid

dt
þ Pgrid ¼ Pprod ð7:12Þ

Equation (7.12) corresponds to a first order linear differential equation
that reflects the fact that Pgrid corresponds to a low-pass first order filtering of
the power production Pprod with a filtering time constant tsmooth ¼ Erated

Pmax�Pmin
.

Example

Figure 7.17 gives an example of power and SoE time-series that can be
obtained. Here, the rated energy of ESS is equal to 3kWhð10:8MJÞ. Pmax

and Pmin are chosen respectively equal to 1MW (the maximum of power
production for a power leveling at 1 MW) and 0MW (the minimum of
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Figure 7.17 Example of computed time-series corresponding to
a rated energy of 3 kWh
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the power production for a viscous damping). The equivalent time constant
of filtering is then equal to 10:8 s. Other simulation parameters are (Tp ¼ 9 s;
Hs ¼ 3:5 m) sea-state (ISSC spectrum) and damping parameters values of
b ¼ 4 MN ms and Plev ¼ 1 MW.

Case study: OWC turbine

This case study examines power smoothing in a single offshore WEC by
developing an ESS utilizing the turbine inertia in a variable speed strategy
and smoothing the generator output power with supercapacitors (SCs). Actual
sea-state data is used with an experimentally derived WEC model [39] to
obtain the full-scale power flows and system speed response. From this, an
SC system is sized and integrated into the Simulink model representing a full-
scale 500 kW prototype WEC system.

The oscillating water column (OWC) WEC considered employs a Wells
turbine without blow-off valves. A simplified schematic of the WEC is
shown in Figure 7.3. To extract realistic power take-off (PTO) information
from the device at variable speed, the Simulink model created in [39] is used.
This was based on experimental data from a quarter-scale prototype operated
offshore in an Atlantic test site. The simulations take account of the impact of
varying turbine speed on the pneumatic power production. The model inputs
are pneumatic power and turbine speed, and the output is turbine torque.
Non-dimensional quantities are used to allow scaling to full size.

With so many WECs in development, any variable speed strategy is
unique to each device and its location. Factors to be considered when
devising a control strategy are discussed in [40] and consist of

● Remaining within speed limits.
● Efficient performance.
● Power quality to the grid.
● Utilizing a realistic control procedure where measureable quantities are

used.

Numerous variable speed strategies [13, 40, 41] were examined and
compared using the turbine model described above with sea-state data. The
strategy that produced optimum performance was developed in [13] where
generator torque is evaluated from a measure of turbine speed.

The control scheme consists of two parts. The first part was developed
by measuring the average mechanical power produced at a fixed machine
speed. The fixed machine speed maximizing the average power for each of
the 13 sea-states was found, and these speeds and powers were plotted.
Results from two mid-power sea-states are shown in Figure 7.18.
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Using the curve fitting tool in Matlab with these maximum average
powers and corresponding fixed speeds for each sea-state, the empirical
power coefficients in (7.13) were derived (producing an R-square value of
0.9996). This curve is also shown in Figure 7.18.

Pgen ¼ 0:0005307w3:797 ð7:13Þ
The second part of the control scheme limits the generator power as

shown in (7.14) and ensures that the turbine does not over-speed to avoid
mechanical stress and possible failure.

Pgen ¼ Pmax
2 � J

dPgen

dt

����
���� wmax

2 � w2
� �� �1

2

ð7:14Þ

where J dPgen=dt
�� ��¼ 100 MW s–2 kg m2 as in [13], and wmax ¼ 1; 500 rpm

and turbine inertia were set at 595 kg m2 in line with other full-scale OWC
Wells turbines [13].

The control algorithm sets the generator power to the maximum value
evaluated from (7.13) and (7.14) according to the turbine speed as shown in
Figure 7.19.

Simulated plots of input pneumatic power, electrical power and speed
are shown in Figure 7.20(a), (b), and (c). Chattering of the generator power
occurs around the speed where (7.13) comes into effect. To prevent this
chattering, a switched controller is used where the local maximum generator
torque achieved is maintained until the speed drops by a predetermined level
(this hysteresis value was set at 80 rpm). The resulting power profile and
turbine speed are shown in Figure 7.20(d) and (e).

As shown in Figure 7.20 the generator electrical power contains large
peaks that occur only occasionally. It is proposed to further smooth this
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Figure 7.18 Average mechanical power versus fixed speed for two
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power with SCs connected to the DC-bus of the back-to-back converter that
couples the generator to the grid.

The number of generator power peaks for each sea-state was measured,
and multiplied by occurrence values to evaluate the total number of peaks
over the 5 year WEC maintenance interval. It was assumed that the WEC
would not be operational in very low or high energy sea-states. Therefore, the
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Figure 7.19 Speed control power curve of generator power
versus speed
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switched controller to prevent chattering for a
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device would be functioning over 70% of the time, with approximately
981,000 peaks of electrical power to be smoothed. This number of peaks is
within the specified cycle lifetime of some SC modules.

The discharge strategy attempts to maintain the SCs at their lowest opera-
tional voltage (half rated voltage) to make available the SC energy capacity for
absorbing power peaks. Once the generator power exceeds a predetermined
value (dependent on the sea-state), the SCs prevent any excess power flowing to
the grid and absorb the difference. Once the input power drops below this
value, the SCs maintain this power to the grid until the minimum voltage is
achieved. A voltage hysteresis band prevents discharge of the SCs until the band
is exceeded to ensure no rapid charging and discharging cycles occur.

The SCs are sized for the maximum energy sea-state of the WEC that
produces 294 kW of pneumatic power on average. Sizing was based on
multiples of the BMOD0063 P125 63 F module from Maxwell Technologies
(utilizing SCs of the same technology as the SCs under test), with parameters
given in Table 7.2. Two modules in series give a voltage range of 125–250 V,
and five of these parallel strings satisfy all module ratings and limit the
maximum output grid power to 175 kW for the sea-state producing maximum
energy. Due to the physical size and significant ballast of the WEC, the SC
system size is not necessarily a constraint.

The level of power smoothing was indicated by measuring the standard
deviations of the different powers in the system over the simulation time
using the mechanical power on the turbine as a reference. These results were:
1 pu for mechanical power, 0.43 pu for electrical power and 0.33 pu for grid
power. The modelling work produced the results given in Table 7.3 for the
most commonly occurring sea-state.

The smoothing capability of the variable speed scheme with the switched
controller is not captured in the standard deviation measure of 0.43 pu
for electrical power, which was an increase on the standard deviation of 0.37
before the switched controller was added, although it is observed in Figure 7.20.
The major advantage of integrating SCs and turbine inertia in this power
smoothing scheme is the reduction of the peak-to-average grid power.

Table 7.2 Parameters of the SC module [42]

Maxwell Technologies BMOD0063 P125

Capacitance (F) 63
Max continuous current (A) 150
Max peak current, 1 s (A) 750
Resr DC (mW) 18
Cycle life (cycles) 1,000,000
Mass (kg) 59.5
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7.6 Issues associated with electrical energy storage

The problem of precisely evaluating the lifetime of supercapacitors is an area still
undergoing research. We can find in the literature two approaches: one based on the
counting of charge–discharge cycles performed by the ESS, and a second one based
on an ageing model where the two main factors are the cell voltage and cell
temperature.

The number of cycles that a supercapacitor can perform is always specified in
the manufacturer’s datasheets, though these long lifetimes are difficult to validate
and test. Through tests an ageing model is developed for a small capacitance
supercapacitor based on temperature and constant current cycling.

But for some applications the number of charge–discharge cycles is quite
difficult to define because the stored power profile is complex, it is more interesting
to dispose of a generic model of ageing.

This section presents results from these two approaches.

7.6.1 Cycling
Maintenance intervals in offshore WECs are necessarily long with a typical desired
interval for non-routine, disruptive maintenance of 5–10 years. This is due to the
high cost and difficulty in carrying out maintenance [43], where working in an
unstable environment for floating WECs, docking issues, and the availability of
equipment and labour on days with low enough sea swell are key concerns. This
maintenance interval gives the desired minimum lifetime of any employed energy
storage element.

An indication of the operational time of a WEC in that time is given in [44],
where Harrison and Wallace state that their device is idle for about one third of the
year though it is difficult to define this value at the early stage of development for
many WEC technologies.

Table 7.3 Variable speed strategy with SCs simulation performance data

Strategy From [13] From [13] with
switched controller

From [13] with swit-
ched controller + SCs

Efficiency (%) 54.9 55 55
Peak to avg Pmech 6.9 6.8 6.8
Peak to avg Pelec 5.5 4.6 4.6
Peak to avg Pgrid 5.5 4.6 2.2
SD of Pmech (pu) 1 1 1
SD of Pelec (pu) 0.37 0.43 0.43
SD of Pgrid (pu) 0.37 0.43 0.33
Measured wmax (rpm) 1,440 1,428 1,428
Measured win (rpm) 941 941 941
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Typical ocean wave periods can vary from 1 to 20 s or even higher. Using a
wave period of about 10 s for a typical full-scale WEC gives a frequency of 0.1 Hz. If
a short-term energy storage device is to be utilized for power smoothing over each
wave period, it will need to survive power cycling for 5 years at close to this rate. The
number of power cycles expected with these figures over this maintenance interval is

Power cycles ¼ 6 cycle/min¼ 6ð Þ 60ð Þ 24ð Þ 365:25ð Þ 5ð Þ 2=3ð Þ � 10:5 million
cycles/5 years

For a WEC that rectifies the input wave power, the power frequency to the
energy storage device will be doubled. This results in 21 million cycles over 5 years if
power smoothing is to take place over each wave period. This poses serious lifetime
issues for any energy storage equipment that is likely to be cycled every wave cycle.

7.6.1.1 Supercapacitor (SC) cycling
Comparing the given 1 million lifecycle value for SCs with this lifecycle specifica-
tion, it appears that SCs cannot help attenuate normal operating output power fluc-
tuations. While it can be inferred that reducing the operating voltage will extend cycle
lifetime, as yet no data on this topic is available, and it is unknown if 21 million power
cycles is attainable. Some SCs require voltage balancing due to capacitive tolerances
between cells in order to ensure no over-voltage takes place. The reliability of each of
these balancing circuits, as well as each series SC cell in a module, is of concern when
investigating continued power cycling operation over 5 years.

The case study given in section 7.5.2 describes the use of SCs in an integrated
ESS with turbine inertia. In this case study, the SCs are expected to undergo just
under 1 million power cycles.

SCs do not have a hard failure point to indicate end of life, but rather a maximum
parameter deviation, typically a reduction of capacitance by 20% and an increase in
the equivalent series resistance (ESR) by 100%. While SC lifetime has been tested
before, it has typically been accelerated testing, where elevated voltages and tem-
peratures were used. Based on changes in lifetime at small deviations of voltage and
temperature at elevated values, typical lifetimes at normal conditions were deter-
mined from extrapolations [45–47]. Maxwell Technologies provide some results
from their lifetime testing but only up to 150,000 cycles, and then extrapolate to 1
million [34]. Also, their testing procedure provided 15 s of rest between every cycle.

Test setups are built to establish the SC cycle lifetimes under the standard and
application test conditions. SC standard testing at rated temperature is also carried
out to determine the extent to which elevated temperatures affect lifetime. This life
testing will help determine whether SC cycle lifetime is a limiting factor in the
application of power smoothing in offshore WECs.

7.6.1.2 Standard cycle lifetime testing
In this case study, to decrease cycle testing time, the smallest capacitance SC from
Maxwell Technologies was chosen for lifecycle testing. Thirty BCAP0005 P270
cells were characterized. Each SC, which is charged at the rated current of 1.6 A to
the rated voltage of 2.7 V, undergoes a 5 s rest period (approximately five time
constants) and the voltage and time are measured. The SC is then discharged at
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rated current to half rated voltage, and another 5 s rest period takes place before
measuring the final voltage. Plots of this characterization profile are shown in
Figure 7.21, and the capacitance and ESR are evaluated according to

C ¼ Iratedtd

Vstart � Vfinish
ð7:15Þ

and

R ¼ Vfinish � Vrated=2

Irated
ð7:16Þ

An SC with close to average specification was chosen for testing. The test setup,
shown in Figure 7.22, consists of a power supply to charge the SC, an electronic load,
a high precision voltmeter, and a thermocouple monitor taking temperature readings
of the top, body and leg of the SC, as well as the ambient temperature. These devices
are operated using GPIB hardware under the control of a Matlab file. The testing is
carried out at ambient temperature with continuous rated current.

Constant current cycling between rated and half rated voltage is carried out
continuously. Characterization tests occur every 100 cycles and are performed over
five consecutive cycles, from which average values are obtained giving more
accurate readings. The BCAP0005 P270 SC has a specified cycle lifetime of
500,000, where end of life is specified as a 30% reduction of capacitance, or a
100% increase in ESR. The degradation is shown in the results section.
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Vrated/2
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2

100 mV BW BW

Vfinish

Vstart
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Figure 7.21 SC current and voltage during characterization
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7.6.1.3 Standard cycle lifetime testing at rated temperatures
While high temperature testing has been performed before, it has typically been
carried out in conjunction with high voltage testing. In an unmanned offshore WEC,
the SCs will be utilized in modules that may also be placed inside on-board control
rooms with poor thermal management, leading to operating temperatures in excess
of the tested 25	C room temperature. To test the extent to which elevated tempera-
tures will adversely affect the SCs’ cycle lifetime, a BCAP0005 P270 SC was placed
inside a thermal chamber that was maintained at 64	C. Constant current cycling
testing was performed on the device continuously, in accordance to the standard
cycle lifetime specifications described above. The SC was placed in a heat sink
under the airflow of a fan inside the chamber. This induced a temperature rise of 1	C
at the continuous current rating, allowing operation at the SC rated temperature.

7.6.1.4 Application testing
From the modelling work described in section 7.5.2, the full-scale SC power profile is
obtained. Using Froude scaling [48], these powers are scaled down to values relevant
to the BCAP0005 P270 SC under test. To scale time down, divide by scale to the
power of 0.5, and to scale power down, divide by scale to the power of 3.5. A scale
factor of 21.135 was chosen to match the continuous powers of the module scaled with
the tested SC. The other relevant resultant scaled values closely match the tested SC
ratings as shown in Table 7.4. As the resultant usable energy of the SC is lower than the
scaled value, the maximum voltage limit is expected to be reached during testing.

The model SC power profile is developed from the most commonly occurring
sea-state before voltage limits are encountered, with the grid power limited to
145 kW. This sea-state contains over 30 min of data and produces 10 power peaks;
this is also close to the average power peak rate over yearly operation.

The application SC test utilizes similar equipment as outlined in the lifecycle
testing. Due to Froude scaling the applied power profile lasts 395 s. This is looped

Power
supply

Thermocouple
monitor

Fan

Supercapacitor

Electronic
load

Supercapacitor application
testing setup

Supercapacitor lifetime
testing setup

GPIB
controller

Voltmeter

Figure 7.22 SC lifecycle test setup
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three times before characterization tests are carried out. Testing is performed
continuously and the SC selected for testing has the closest specifications to the SC
in the lifecycle apparatus.

7.6.1.5 Results
Almost 4 million cycles have been tested on the SC under standard test. The initial
parameters and testing conditions of the SCs under test are shown in Table 7.5.
Testing runs continuously for a few days at a time, after which data files are col-
lected, equipment checked, and parameters noted before the computer-controlled
testing is restarted. The degradation of capacitance and ESR are seen in Figures 7.23
and 7.24 respectively.

The SC itself is rated for 500,000 cycles and almost 4 million cycles are shown
tested in Figures 7.23 and 7.24. Previous available testing data demonstrated operation

Table 7.5 Initial parameters of the SCs under test conditions

Cycle
life SC

Thermal
SC

Application
SC

Initial C (F) 5.794 5.747 5.759
Initial Resr, DC (mW) 0.108 0.105 0.103
Average relative humidity (at start

of testing run) (%)
35.0 41.0 34.1

Average ambient temperature (	C) 25.1 64.1 23.8
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Figure 7.23 Capacitance versus cycle number during cycle lifetime testing at
25	C ambient

Table 7.4 SC module scaled to values relevant to tested SC

SC module scaled Tested SC

Continuous power (W) 4.32 4.32
1 sec power (W) 10.17 9.18
Usable energy (J) 18.5 13.7
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up to 150,000 cycles. Figures 7.23 and 7.24 validate SC performance discussed in [49],
where there is an exponential decrease of capacitance initially before capacitance
degradation is more linear. It is expected that near end of life an exponential fall off of
capacitance will occur.

A linear best-fit line is applied to the capacitance graph using points obtained
at the end of each testing day, and from 1.2 million cycles onward. This prevents
life estimation errors from the initial exponential decrease and from capacitance
recovery that occurs while testing stops. Initially no testing occurs overnight, or on
weekends (this weekend recovery is clearly seen up to 1 million cycles in Fig-
ure 7.23), but eventually testing is carried out continuously. If these trends con-
tinue, the capacitance value will reach end of life first, in line with current literature
[49]: capacitance will reach 70% of its nominal value of 5 F after 20.5 million
cycles, although it is stated by Maxwell that there is an exponential decrease of
capacitance near end of life that might affect this estimate.

The variations of capacitance and ESR for the SC over one day of testing are
shown in Figures 7.25 and 7.26, and the variation of ambient temperature and the SC
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Figure 7.24 ESR versus cycle number during cycle lifetime testing at 25	C
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temperature measured at the top, body and leg is shown in Figure 7.27. SC tem-
perature rises only slightly above ambient, due to the action of the heat sink and fan.
Also, the first characterization point in Figures 7.25–7.27 is taken before the SC has
undergone any power cycles and after an overnight rest.

Temperature has a significant effect on SC lifetime, and a typical reference is
that an increase of 10	C will halve the lifetime of the SC [50, 51]. From this it is
expected that operation at the rated temperature of 65	C will lead to capacitance
degradation at 16 times that which is experienced at a room temperature of 25	C.

Standard cycle lifetime testing at rated temperature has achieved over 700,000
cycles. The degradation of capacitance and ESR are seen in Figures 7.28 and 7.29
respectively. These plots are much smoother than the other tests’ plots, as due to added
safety checks the testing could be carried out continuously from the start. One day of
rest occurred during testing and the resulting capacitance recovery is clearly seen at
around 610,000 cycles. A linear best-fit line is applied to the capacitance graph using
points obtained at the end of each testing day, and from 200,000 cycles onward. If
these trends continue, capacitance will reach end of life first after 3.75 million cycles.
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Figure 7.26 Cycle lifetime testing ESR over one day at 25	C ambient
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To investigate the effect of temperature on the SC cycle lifetime, an Arrhenius
equation that looks at the temperature dependence on the rate of a chemical reac-
tion was applied to the trends of the two standard cycle lifetime tests [52].

ti ¼ Be
�Ea
kTi ð7:17Þ

where Ti is the absolute temperature of interest in Kelvin, ti is the reaction time in
hours, k is Boltzmann’s constant, B is a parameter to be determined, and Ea is the
activation energy in eV given by

Ea ¼
kln

t1

t2

� �

1
T1

� 1
T2

ð7:18Þ
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The time to end of life for the two test points are represented by t1 and t2, and
the corresponding absolute temperatures are T1 and T2.

Applying these equations to the work in this case study produces an Ea of
0.38 eV and 0.015 h for B. These parameters were obtained from single sample testing
at 65	C and 26	C, and are only applicable at constant current cycling between rated
and half rated voltage. From this it is found that SC cycle lifetime is halved for an
increase in temperature of around 15	C for the temperature range of interest.

Application lifetime testing has achieved over 500,000 cycles. This corre-
sponds to two and a half years of operation at full scale. A sample of the SC applied
current and resultant voltage is presented in Figure 7.30 and the degradation of
capacitance and ESR are seen in Figures 7.31 and 7.32 respectively. A linear best-
fit line is applied to the capacitance graph using points obtained at the end of testing
each day, and from 240,000 cycles onward. Up until about 200,000 cycles, testing
is stopped overnight and at weekends, and in accordance with [49] a lifetime esti-
mate from a linearization should only be applied once the capacitance recovery
resulting from breaks in testing has diminished. If these trends continue, capaci-
tance will reach end of life first after 4.25 million cycles corresponding to over
20 years of operation at sea.

The application test appears to reach end of life after 4.25 million cycles
compared to 20.5 million cycles for the standard test. While it is difficult to com-
pare projected lifetime degradations for the plots, it is interesting to note the testing
time required. The application test would require 1,780 days of non-stop testing to
achieve 4.25 million cycles, whereas the standard test would require 1,550 days of
non-stop testing to achieve 20.5 million cycles.

100 mv

Voltage

Current
(100 mV/A)

Tek run: 25.0 S/s        Sample 

Ch2 1.00 V M 4.00 S Ch 1 50mVBW BWCh1 14 Jul 2010
16:05:20

2

1

Trig
T

Figure 7.30 SC current and voltage from application testing
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7.6.1.6 Conclusions
As long component lifetime is a requirement for offshore WECs, computer-con-
trolled lifetime testing setups have been built using GPIB equipment to validate
SC lifetimes and determine application lifetime. Almost 4 million cycles have
been tested on the standard setup, 700,000 cycles at rated temperature, and
500,000 cycles on the application setup equivalent to 2.5 years of full-scale
operation. Previous results of available documented cycle testing reached 150,000
at most [50]. A summary of these results are shown in Table 7.6. An Arrhenius
degradation was assumed to create an equation for expected time of life based on
operating temperature and trends of single sample testing at 65	C and 26	C on
small capacitance SCs; a temperature increase of approximately 15	C halves
lifetime.
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Also, based on initial trends of single sample tests, the application tested SC
appears to have a much smaller cycle life compared to the standard lifecycle tested
SC, but it is interesting to note that the application test would require slightly more
time to reach this end of life estimate.

This case study has demonstrated that if SCs are utilized with turbine inertia
for power smoothing in an offshore WEC with the algorithm described, then cycle
lifetime of SCs appears not to be a limiting factor in the long maintenance intervals
(typically 5–10 years) that would be experienced, even if placed in relative on-
board hot spots.

7.6.2 Ageing model
An ageing model is necessary in order to take into account the degradation in time
of the main parameters of an SC-ESS in sizing optimization procedure and to
define a state of ageing (SoA). During ageing, capacitance and equivalent series
resistance (ESR) of supercapacitors vary. Assuming that when SoA ¼ 1, ESR
ESREES increases by 100% and capacitance CEES decreases by 20%, their evolution
according to SoA can be expressed as

ESREES tð Þ ¼ ESREES;init � ð1 þ SoAðtÞÞ ð7:19Þ
CEES ¼ CEES;init � ð1 � 0; 2SoA tð ÞÞ ð7:20Þ

The ageing process of a supercapacitor depends essentially upon two factors:
temperature and voltage. It was found that the lifetime (defined by the time to
reach SoA¼ 1) of an SC is reduced by a factor of 2 when voltage increases by
200mV or temperature increases by 10K [53]. Therefore, the lifetime at the
temperature q and voltage V , denoted L q;Vð Þ, can be expressed according to the
lifetime L q0;V0ð Þ as in (7.21), measured in temperature and voltage reference
conditions, and can be deduced from manufacturer data (Maxwell data are con-
sidered here) :

L q;Vð Þ ¼ L q0;V0ð Þ � 2
q0�q

10 � 2
V0�V

0:2 ð7:21Þ
This expected lifetime is plotted in Figure 7.33.

Table 7.6 Summary of BCAP0005 P270 SC testing results

Rated cycle lifetime at 25	C 500,000

Cycle life
SC

Thermal
SC

Application
SC

Cycles tested 4 million 700,000 500,000
Equivalent full-scale time of operation 2.5 years
Average ambient temperature (	C) 25.1 64.1 23.8
Expected cycle lifetime 20.5 million 3.75 million 4.25 million
Equivalent full-scale time of operation 21.5 years
Testing time required for expected cycle

lifetime
1,551 days 284 days 1,778 days
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Taking into account varying conditions of temperature and voltage according
to the time, the state of ageing (SoA) can be defined as

SoA tð Þ � SoAðt ¼ 0Þ ¼
ðt

0

1
L qðtÞ;VðtÞð Þ dt ð7:22Þ

According to this definition, the SoA becomes 1, when the end of life of the SC
can be considered as reached. Voltage and temperature operating conditions can be
calculated from SoE and Psto as follows:

V tð Þ ¼ Vrated

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ 3 SoE

p ðassuming voltage range between Vrated and Vrated
2 Þ

ð7:23Þ

q tð Þ ¼ qambient þ RthESREES
PstoðtÞ
VðtÞ

� �2

ð7:24Þ

In practice, the thermal time constant of manufactured supercapacitor cells and
modules is relatively high compared to the power fluctuations period (1,000 s vs. 4 s).
Our computed power profiles are 1 h long, which is why the temperature rise can be
considered as a constant over a sea-state and calculated with the average value of
losses. We can note that this thermal problem simplification would not have been
possible if the simulated profiles would have been longer than few times the thermal
time constant of the supercapacitor module. Finally, voltage conditions are essen-
tially related to the SoE and temperature conditions are related to the ambient plus
self-heating caused by ESR losses. A strong hypothesis is the uniformity of the
temperature in the supercapacitor module. We made other hypotheses also like the
independence of the capacitance and ESR according to the temperature and voltage
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Figure 7.33 Expected lifetime of a supercapacitor according to operating voltage
and temperature

252 Electrical design for ocean wave and tidal energy systems



over the duration of a power profile. However, the evolution of ESR and capacitance
over greater time length due to ageing is taken into account. The eventual non-
uniformity can affect the ageing evolution but this is not considered in this study.

Through the increase in ESREES and indirectly through the decrease in CEES ,
ageing causes a supplementary heating and can shoot up. Then, the evolution of SoA
can be highly non-linear, and the lifetime estimation requires an iterative calculation
scheme. The time step of this calculation has to be in the range of months or even
years. In practice, this value is chosen so as the variation of SoA is kept below 10%.
Therefore, a variable time step scheme of integration is considered. During each step
(representing months or years), the increase in SoA is computed on the basis of many
simulations: one for each sea-state corresponding to the considered wave data statistic.
For each sea-state, several random draws of initial phases for the sea surface elevation
profile generation should be considered.

7.7 Sizing of the capacity according to performance criterions

The role of an ESS in direct-drive WECs is to smooth the power produced by the PTO
operating in direct conversion. With this type of conversion, unlike those involving a
hydraulic stage, the electrical power output becomes zero approximately every 3–5 s
(for 6 s to 10 s sea-states) and then has a naturally high peak-to-average ratio.

7.7.1 Smoothing quality criteria
In order to evaluate the sizing of this ESS, we have to define smoothing quality
criteria.

7.7.1.1 Percentage of extra losses due to fluctuating grid power
As D. O’Sullivan et al. mention in [54], and for a constant (or quasi-constant)
voltage level, the RMS-to-average ratio of the grid power gives an indication of the
extra losses due to the transport of fluctuating power rather than its average:

DPloss ¼ Pgrid
2

Pgrid
2

ð7:25Þ

However, the sole absolute value of this criterion doesn’t make sense and only a
comparison between two values (e.g. with and without smoothing) gives a first
image of the smoothing benefit provided by an ESS.

7.7.1.2 Criteria of power dispersion
Various classical criteria of dispersion can be used to quantify the smoothing
quality. We consider here the mean absolute deviation (MAD) and the standard
deviation (STD). We apply these criteria both on the smoothed power, PgridðtÞ, and

on its time-derivative, dPgrid

dt .
The MAD of a time-dependant variable xðtÞ is defined as

MAD x tð Þð Þ ¼ ��x tð Þ � x
�� ð7:26Þ
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where x is the average of x tð Þ. The STD definition is

STD x tð Þð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x tð Þ � xð Þ2

q
ð7:27Þ

7.7.1.3 Flicker severity: definition of a modified flicker coefficient
The flicker severity levels (instantaneous sðtÞ, short-term Pst or long-term Plt)
depend on short-circuit apparent power Sk at the considered point of common
coupling of the grid and will be all the more important so as the grid will be weak at
the PCC (low value of Sk) [55]. These values depend also on the grid impedance
angle fk . Indeed, flicker is calculated from the RMS voltage variations profile
DV ðtÞ, which itself results from the power profiles fed into the grid (active PgridðtÞ
and reactive QgridðtÞ) through the following expression:

DV tð Þ ¼ RkPgrid tð Þ þ XkQgridðtÞ
3Vn

ð7:28Þ

where Vn is the nominal RMS voltage of the grid (phase to neutral), and Rk and Xk

are respectively the resistive and reactive parts of the grid impedance, which are
related to short-circuit apparent power Sk and the grid impedance angle fk through

Zk ¼ 3Vn
2

Sk
ð7:29Þ

Rk ¼ Zkcos fk ð7:30Þ
Xk ¼ Zksin fk ð7:31Þ

It can be demonstrated that the product of the flicker severity and the short-
circuit apparent power no more depends on short-circuit apparent power but solely
on the grid impedance angle and on the power profiles. On the basis of this prop-
erty, a flicker coefficient has been defined for wind turbines [56–58]. The flicker
coefficient is a normalized measure of the flicker severity emitted from a wind
turbine during continuous operation and is defined as follows:

c fk ; vwð Þ ¼ Pst
Sk

Sn
ð7:32Þ

where vw is the annual average wind speed defined in [58], Pst is the flicker
emission from the wind turbine on a grid with a short-circuit apparent power Sk ,
while Sn is the rated apparent power of the wind turbine. The flicker coefficient of a
wind turbine is interesting because it permits to deduce the flicker emission of a
wind turbine on any grid. However, the flicker coefficient must be given with the
corresponding rated power Sn, which is not easy to define in the context of wave
energy conversion [59]. Then, in the following text, we do not want to normalize by
Sn, and will only give the product of the flicker severity and the short-circuit
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apparent power Sk of the grid on which the flicker has been evaluated. This mod-
ified flicker coefficient is denoted c�:

c� fkð Þ ¼ PstSk ð7:33Þ
In order to evaluate the flicker emission of a WEC on a grid showing a parti-

cular value of short-circuit apparent power, this modified flicker coefficient has just
to be divided by the particular value of short-circuit apparent power.

For example, in France, the flicker severity is limited to 0.25 for any short-
circuit apparent power above 40MVA (otherwise, this limit have to be multiplied
by the ratio of 40MVA to the effective short-circuit power). Therefore, the mod-
ified flicker coefficient must be below 10MVA to comply with regulatory limits
whatever the strength of the grid.

Example: Estimation of the flicker emission of the SEAREV
without energy storage means

In order to justify the use of energy storage means, we can first evaluate the level of
flicker severity without active power smoothing. For wind turbines, the flicker must
be given at the 99th annual percentile and, by extension, we will choose this
recommendation for WECs. For wind turbines, flicker severity increases with one
parameter, i.e. the speed of wind, and then the 99th flicker percentile corresponds to
the wind speed 99th percentile, whereas for WECs, the evolution of the flicker
severity according to the two values Hs and Tp is not so obvious.

In Figure 7.34, the modified flicker level coefficient c� is plotted as a function
of the sea-state parameters, for a grid impedance angle fk of 30	. It appears that
flicker severity rises not only with the increase in the significant height Hs but also
with the decrease in eTp. As a result, flicker severity does not vary like wave
power resource (which is proportional to Hs

2Tp) but rather like the average
mechanical power (see Figure 7.12). In Figure 7.34, we can see that this reg-
ulatory limit is exceeded for many sea-states (grey areas, the area where the
flicker complies with regulatory limits has been whitened).

In view of particular sea-state statistics of a sea site, here Yeu Island (cf.
Figures 7.12), it is then possible to estimate the 99th percentile of the short-term
and long-term flicker severity. In this case, we have

Short term c� 30	ð Þ ¼ 34:5 MVA
Long term c� 30	ð Þ ¼ 33:3 MVA

These values correspond to the flicker emitted by only one SEAREV DWEC. It can
be noted that the flicker emitted by n SEAREV, even judiciously arranged, will not
be n times the flicker emitted by 1 SEAREV. For wind farms, it has been found that
the flicker emitted by n wind turbines is approximately the product of the square
root of n and the flicker emitted by one wind turbine. These values have been
computed on the basis of the 106 sea-states from the wave data statistics (year
1999) of Yeu Island taking into account their probability of occurrence. For each
sea-state, eighty 1 h wave elevation profiles were generated.
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It means that for a grid impedance angle fk of 30	, the short-circuit apparent
power at the point of common coupling must be greater than
138 MVAð¼ 34:5=0:25Þ in order to comply with the regulatory limit without need
of ESS. Below this value of short-circuit apparent power, the smoothing of the
active power production becomes mandatory. To comply with the regulatory limit
whatever the strength of the grid, this flicker coefficient has to be reduced by 71%.

Example: Contribution of supercapacitor-based ESS to smoothing
performances

In this last example, we will see the influence of the EES energy rating Erated on
different performances smoothing and cost criterion.

MAXWELL, a supercapacitor manufacturer, proposes 63F125V modules that
can be connected up to 12 in series: the BMOD0063 P125 (Table 7.7) [60]. Each of
these modules is composed by a string of 48 supercapacitor cells 3; 000F2:5V: the
BCAP3000 [61]. An active control system ensures the balancing between the cells
(cf. Figure 7.35).
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Figure 7.34 Modified flicker level coefficient c� without energy storage and active
power smoothing, based on the 120 min average of Pst values (as
prescribed in the CEI standard), for a grid impedance angle
fk ¼ 30	 and damping parameters values of b ¼ 4 MNms and
Plev ¼ 1 MW. The area with values below the 10 MVA regulatory
limit has been filled with white
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We consider a DC-bus voltage of 1; 300V (for a 690V AC connection) and a
half-bridge IGBT DC–DC converter. The studied SC-ESS will then be composed
by Nparallel strings in parallel, each composed by Nseries modules BMOD0063 P125
in series. In order to reach a rated voltage value of the stack near but below the DC-
bus voltage, Nseries must be lower or equal to 10. Each BMOD0063 P125 module
corresponds approximately to an energy content of 100Wh assuming a voltage
working range between Vrated and Vrated=2.

Results are presented in Figure 7.36. For this computation, the number of
random draws for initial phases of the sea elevation profile has been limited to 30
because of computation time (80 previously). Then it still means that for each sea-
state, we consider 30 different hour-profiles of produced power. Finally, taking into
account all the sea-states of the wave data statistics, 3,200 h of realistic power time-
series data are generated and used (Table 7.8).

As expected, all the power quality criteria decrease with Erated decreasing (see
the first plot in Figure 7.36). They are given as the percentage of their values
obtained without storage in order to estimate the benefit of energy storage means.
The value obtained without storage is specified in the legend. We can note that the
99th percentile of flicker coefficient has been reduced by more than 71%, which has
been previously estimated as the needed reduction to comply with the regulatory
limit whatever the strength of the grid.

Figure 7.35 Maxwell Technologies� supercapacitors module BMOD0063 P125
(left, L*W*H (mm)¼ 619*425*265, 60.5 kg) and cell BCAP3000
(right, L*D (mm)¼ 138*60, 510 g)

Table 7.7 Specifications of the module BMOD0063 P125

Description Value Unit

Rated capacitance 63 F
Rated voltage 125 V
Equivalent series resistance 223 214
Thermal resistance 0.04 	C/W
Thermal capacitance 33,370 J/	C
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Thanks to power smoothing, losses in electric equipment placed downstream
of the EES (grid converter, step-up transformer, power cable etc.) can be sig-
nificantly reduced (see DPloss). For the highest values of Erated , these losses are
even only increased by 20%–30% compared with those caused by an ideal constant
power. One can note that the losses in the EES are not taken into account in this
criterion. Another advantage for the electric components placed downstream is the
diminution of the cycling fatigue that can improve the global lifetime of the system.

On the basis of the considered ageing model, we can see in the second plot in
Figure 7.36 that the estimated lifetime of the EES reaches 20 years easily (the ageing
calculation is stopped at this age), except for the lowest values of Erated (below
1:6kWh). The state of ageing (SoA) at the end of the usage time (considered here as 20
years) gives an indication of the remaining health of supercapacitors when the ageing
calculation is stopped. The cost of offshore replacements of the EES can be very high,
while the yearly window of possible maintenance can be very short. It is therefore
crucial for the ESS to have a high lifetime. These estimations show that it is possible to
stand a reasonable period (20 years) without needing to intervene for replacement.

The estimated lifetime increases with Erated and Nmodules because of two main
effects:

1. Psto, the power in the storage system, is distributed over the modules. Then, for
a given storage power profile, the losses due to the equivalent serial resistance
(ESR) are inversely proportional to the square of the number of modules.

2. A tendency of the probability of high values of SoE to decrease and. Indeed,
because of the SoE control strategy, the value of the SoE corresponds to the
ratio of the output (smoothed) power to the maximal power Pmax and focuses
around a level corresponding to the ratio of average power to maximum power.

The cost of the ESS can be estimated taking into account an initial cost of about
70€ per Wh of supercapacitor (which is slightly overestimated), a cost for the internal
losses assuming an income shortfall of 15c€ per kWh of losses and a replacement
cost calculated on the basis of the ESS lifetime and the needed replacements of the
system (the cost of maintenance is not considered and should be added). We can see
in the third plot in Figure 7.36 that an optimum value of Erated minimizes this cost.
This value is around 1; 600Wh and 1; 800Wh taking account the flatness of the cost
function and the uncertainties of the ageing modelization. Lowest values of energy
rating are not interesting because they have higher cost and lower power quality
criterion. But higher values of Erated permit to have a higher power quality. There-
fore, there is a trade-off between the power quality and the cost of the ESS.

Table 7.8 Supercapacitor ESS sizing problem parameters

Description Symbol Value Unit

Temperature of the ambience qambient 30 	C
Rated voltage of the ESS Vrated 125�Nseries V
Maximal grid power Pmax 1 MW
Minimal grid power Pmin 0 MW
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Chapter 8

Control systems – design and implementation

8.1 Overview of control scheme

J. V. Ringwood

8.1.1 Introduction
Control systems, despite often being ‘invisibly’ incorporated within products,
devices and vehicles, are ubiquitous. They are prevalent within the automotive and
aerospace industries and form part of the vanguard of technologies in increasing
performance, improving fuel economy and increasing safety. One of the most
appealing aspects of incorporating control technology in many systems is that the
addition of extra control functionality can usually be achieved merely through the
addition of extra software code though, in many cases, additional sensors and
actuators may be required.

This relatively simple implementation modality masks both the capability of
control systems and the high level of engineering underpinning the development of
a suitable control algorithm. For example, many high-performance model-based
control design methods require an accurate mathematical model of the system to be
controlled and a significant number of man-hours can be absorbed in modelling.
Nevertheless, there is usually a good case to be made for the incorporation of
control technology to improve the performance (both technical and economic),
reliability and safety of a system. In this chapter, we will examine the role that
control engineering can play in making ocean energy technology more competitive.

In an ideal world, one should consider the design of a complete system from the
top down. However, convention has it that physical systems are usually designed by
the discipline-specific experts and the control problem is then addressed in a sub-
sequent step by control engineers, working in collaboration with the discipline-spe-
cific experts. Such an approach, though prevalent in the bulk of industrial
applications of control, is non-optimal. There are some notable exceptions, though,
with a notable one being in the design of flight control systems. In the 1970s, aircraft
were designed to be open-loop unstable with the result that, in the absence of a
closed-loop control system, such aircraft could not be flown by human pilots. While
this put complete reliance on the control system, the advantage was that significant
gains in aircraft manoeuvreability and economy of flight could be achieved. Some
preliminary studies [1] have been carried out which examine the interaction between



the optimal design (geometry) of a wave energy device and an accompanying control
system. The results suggest a strong interaction between the type of control system
used and the optimal device geometry, with optimal energy capture as an objective.

For ocean energy applications, control systems can offer performance benefits.
Assuming that the prime energy converter is designed first, the addition of control
can offer significant energy capture enhancement. While the area of tidal turbine
control is not so well established, there are close similarities with wind turbine
control, one notable difference being that the density of the medium is about 1000
times greater in the case of tidal turbines. A general study on wind turbine control
[2] suggests that a variable-speed turbine, requiring torque and speed control, can
absorb 2.3% more energy than a fixed-speed counterpart, where the speed is fixed
by the electrical grid frequency. In the case of wave energy, the numbers are more
dramatic. A study on latching control [3], which is a relatively simple imple-
mentation of the more ideal complex-conjugate control, suggests that energy cap-
ture can increase by as much as a factor of 2 with control in irregular waves and by
up to a factor of 4 in regular waves.

We also need to consider if the addition of a control system may drive the
system more aggressively in an attempt to increase energy capture, perhaps leading
to shortened device lifetimes. While the addition of control to a (tidal) turbine is
likely to be relatively benign, the use of motion-exaggerating control for a reci-
procating wave energy device can have a dramatic effect on device motion.
Consequently, the balance between increased energy capture (income) and
increased device wear (cost) needs to be carefully considered. Some formulations
are now appearing which attempt to balance such quantities [4], though explicit
enumeration of the cost of increased wear remains an open issue.

While potentially affecting more aggressive device motion, there are some
redeeming features of control which may help the designer in practical application.
For example, physical constraints can be explicitly included in many control for-
mulations [5], resulting in a control action that respects (and is optimal within) the
physical system constraints. In addition, most optimal control formulations allow
some explicit trade-off between control action and the main objective (e.g. setpoint
tracking, energy maximisation, etc), which provides a design handle on the level of
aggressiveness of the control [6]. Control science also provides a body of knowl-
edge relating to the design of control systems which are tolerant (in some respect,
but usually with reduced performance) to device, actuator or sensor failure [7].

Finally, one might consider the various ‘levels’ of control that might be
required in an ocean energy application. Clearly, there is a top level of supervisory
control which assesses the incident energy resource and may curtail the operation
of the device in the face of extreme conditions. Such curtailment may be a
requirement in order to preserve the device integrity, ensure safe operation, or be
required by legislation, as in the case of wind turbines. For the tidal energy case
(unlike wind energy), the extremes of current flow are known and the tidal current
device will be designed to operate in energy capture model over this relatively
narrow operating range. Wave energy devices, however, will frequently encounter
sea states which are outside their normal operational envelope and some
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supervisory strategy may be necessary to ensure that device integrity is retained.
While such supervisory control is important, it is beyond the scope of this chapter.

8.1.2 What is control?
While the reader might like to peruse the 1548 page excellent ‘encyclopedia’ of [8]
in an effort to understand the essence of control, it is pertinent to try to articulate the
fundamental utility of control that makes it useful in the context of ocean energy. In
general, control attempts to devise algorithms that force a system to follow a
desired path, objective or behaviour modality. Traditionally, the control problem is
defined by a tracking problem, as shown in Figure 8.1, where the objective is for the
system output to follow the reference input. While problems of these type do occur
in ocean energy applications, for example speed control of a tidal turbine, it is more
useful to broaden the set of problem descriptions and potential solutions a little in
order to assess the potential of control engineering in an ocean energy context.

In general, control problems are usually defined by some subset of the
following:

Definition 1: General control problem definition

Maximize/minimize Performance objective (max. energy, min.
error) subject to: System constraints (amplitudes, rates,
forces, etc)

i.e. a constrained optimization problem. The definition above is not incon-
sistent with the purpose of the system in Figure 8.1 where the objective function is
usually some measure (e.g. a quadratic measure) of the difference between the
output and its desired value, i.e. the tracking error.

The desired performance of the tracking system in Figure 8.1 can be specified
in a variety of ways:

1. Desired transient response, e.g. [9].
2. Desired steady-state response, e.g. [10].
3. Desired closed-loop poles (roots of the closed-loop transfer function), e.g. [11].
4. Trade-off between control energy (u2) and tracking error (e2) [12].
5. Minimization of the sensitivity of the closed-loop system to variations in the

system description [13].
6. Minimization of the sensitivity of the closed-loop system to external dis-

turbances [13].

Σ Controller Actuator System
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+

–
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Figure 8.1 Typical tracking problem for a control system
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Items 5 and 6 in the list above relate to the system robustness, and specific control
methodologies to address these objectives have been developed since the late 1970s.

In most cases, control design methods provide an explicit solution for the
controller in Figure 8.1, while some methods solve the more general optimization
problem defined above at each time step. In the next section, we will see how such
specific or general solutions can be useful in the control of ocean energy devices.

Finally, some control methods require a mathematical model of the system in
order to determine the control algorithm and such methods are termed model-
based. The requirement for an accurate mathematical system model often involves
considerably more work than the calculation of the controller itself, though system
identification techniques [14] can be employed to determine a blackbox model,
i.e. a model which has no structural relationship to the physical system. The com-
bination of system identification techniques with a mathematical procedure for
controller determination can be used to develop adaptive controllers, which have
the capability to adapt to unknown (in ‘self-tuning mode’) or time-varying systems.
Adaptive control schemes based on linear system models also have the capability to
track variations in a linear model due to the presence of non-linearity, though non-
linear systems are best controlled with a dedicated fixed-parameter non-linear
controller. Significant care and attention must also be paid to adaptive schemes to
ensure stability and convergence over all operating regimes [15].

For ocean energy systems, the modelling effort can be considerable, since
hydrodynamic modelling is involved. While a variety of comprehensive non-linear
modelling methodologies are available for hydrodynamic modelling, including
smooth particle hydrodynamics (SPH) or computational fluid dynamics (CFD)
approaches, the difficult of incorporating such models into a control formulation
requires the use of more compact and structurally simple models. In addition, the
very significant computational complexity of SPH or CFD models preclude their
direct use for real-time controller implementation. Instead, model-based control
strategies usually use compact linear models, which are based on either local lin-
earization about an operating point (see, e.g., [16, 17]) for the turbine case, or linear
boundary-element models [18, 19] for the wave energy case. Even modest non-
linear extensions to linear boundary element methods can result in models which
are computationally intractable for real-time control [20], while some specific
parameterizations (e.g. to include viscosity effects [21])give non-linear parametric
forms that may be possible to incorporate in model-based control schemes.

8.1.2.1 Varieties of control algorithms
With a view to an examination of the spectrum of control methodologies available,
the diagram of Figure 8.1 is now slightly reconfigured to that of Figure 8.2 for
convenience of notation. The operators K, G and H are purposely free of con-
tinuous-time/discrete-time or linear/non-linear classification, with the intention of
keeping the discussion as broad as possible. It is hoped that any loss of mathema-
tical rigour is compensated by the increased scope of the diagram’s use.

In Figure 8.2, the ‘system’ and ‘actuator’ blocks of Figure 8.1 have been
combined into G while the additional inputs, d and x, represent disturbances
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(deterministic and/or stochastic) and measurement noise respectively. The ‘*’
designation is used to denote that e� is not necessarily an exact calculation of
e ¼ r � y, since H may be non-unitary.

Proportional, Integral, Derivative (PID) Control
One of the most ubiquitous control methods has been a mainstay of process control
and many other application areas for over seven decades. In this paradigm, the
control signal is formed as a linear combination of error, integral of error (which
aids good steady-state control) and first derivative of error (which aids good tran-
sient response), expressed in continuous-time form as

uðtÞ ¼ kpe�ðtÞ þ ki

ð
e�ðtÞdt þ kdde�ðtÞ=dt ð8:1Þ

Various other forms, including PI (Proportional-integral) and PD (proportional-
derivative) forms, are also possible, while a number of embellishments, including
velocity forms, bumpless transfer, derivative on output only and derivative filtering
make the PID controller more useful in many practical applications. The pro-
portional, integral and derivative gains (kp, ki and kd respectively) can be deter-
mined from a variety of model-based design rules, or can be tuned by hand. The
strong intuitive relationship between the controller parameters and (particularly)
the closed-loop step response gives the opportunity to tune, or fine-tune, the para-
meters of the PID controller by observing the resulting changes to the closed-loop
response and has been largely responsible for the widespread appeal of PID control.
A comprehensive treatment of PID tuning rules is given in [22]. PID controllers are
best suited to systems with predominantly linear dynamics, though gain-scheduled
versions can be used to control non-linear systems [23].

Pole placement
The controller K can also be determined by defining the positions of the desired
closed-loop poles, which are strongly related to the closed-loop transient response.
Such calculations can be easily done in either discrete- or continuous-time, though
transient response specifications are more easily specified in the (continuous-time)
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Figure 8.2 Feedback system specification
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s-plane. Designs performed in continuous-time can be easily transformed to dis-
crete-time versions using discretization based on pole-zero mapping [24]. Pole
placement required a model of the system, but is easily performed for both models
described by transfer functions [25] or in state-space form [26]. For systems
described in transfer function form, some design freedom (choice of observer
polynomial) is available beyond achievement of the closed-loop poles, while pole
placement for multivariable systems (systems with multiple inputs and outputs)
normally results in a nonunique solution for the feedback gains, allowing, e.g.,
some extra design freedom which can be used to address robustness issues.

Optimal control
There are many varieties of optimal control, which has its origins in the birth of the
‘modern control’ era of the 1960s. It can be used with both state-space [12] and
transfer function [27] models and is equally applicable to continuous- and discrete-
time models. Traditionally, the (continuous-time) linear quadratic regulator (LQR)
optimal control problem is formulated as

min
u

J ¼
ðt�

0

�
eT Qe þ uT Ru

�
dt ð8:2Þ

where e ¼ r � y and Q and R are weighting matrices which define the trade-off
between error minimization and reduction of the control energy used. For example, in
high-accuracy servomechanism problems, the choice of Q � R is usually made, while
in satellite control applications, where fuel is limited, a choice of R � Q is more
appropriate. Since there is an implicit relationship between Q;R and the closed-loop
poles, traditional optimal control can be seen as an alternative way of determining the
closed-loop poles. The solution to the problem in (8.2), however, is not simple,
requiring the solution to a Ricatti equation for systems described in state-space form
[12] and a Diophantine equation for the transfer function form [27]. However, a range
of computer-based tools are now available to assist with the solution to these equations.

In general, the formulation in (8.2) is for linear models and can be specified
either as a finite-horizon (t� is finite) problem or as an infinite horizon (t� ! 1). A
particular evolution of the finite horizon optimal control problem which is for-
mulated in discrete time and uses a future prediction of the system output is model-
based predictive control (MPC) [28], which has seen significant adoption in the
process, and other, industries, rivalling PID control in popularity.

The basic problem formulation for MPC is

min
uð0Þ;...;uðhcÞ

Xhp

k¼0

eðkÞT QeðkÞ þ
Xhc

k¼0

DuðkÞT RDuðkÞ ð8:3Þ

where DuðkÞ ¼ uðkÞ � uðk � 1Þ, eðkÞ ¼ rðkÞ � yðkÞ and hp and hc are the predic-
tion and control horizons respectively. Using a model of the system, the future
output is predicted up to hp steps ahead and the optimal control sequence,
uð0Þ;. . .; uðhcÞ, calculated so that the system output follows a reference trajectory.
The next control input, uð0Þ is then applied to the system and the optimal future
control sequence recalculated. This ‘receeding horizon’ procedure allows the
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system to effectively counteract output disturbances (d in Figure 8.2) and gives the
control paradigm good robustness properties.

MPC is flexible and can deal with a number of practical system characteristics.
For example, if the system contains pure delay (of, say, nd steps) then the perfor-
mance function in (8.3) is recast with nd as the lower limit on the first summation
term. This effectively implements a Smith predictor [29], placing the delay compo-
nent outside the control loop. An extension which is very useful in many applications
is the possibility to implement constraints on the system inputs, outputs and states.
This can be used to implement an optimal control which respects physical limits on
system variables, such as velocities, positions, forces, currents and voltages. The
constrained formulation [30] includes (8.3) together with a set of constraints:

ymin � y � ymax

umin � u � umax

jDuj � umax

etc:

MPC can use both linear and non-linear models. For the back MPC formula-
tion, an algebraic solution uðkÞ, in terms of yðkÞ and rðkÞ, is possible. For MPC
formulations involving constraints and/or a non-linear system model [31], the
general (numerical) optimization problem in Definition 1 above must be solved.
However, the subject of efficient optimization algorithms for constrained/non-lin-
ear MPC has received considerable attention [32].

Finally, one very useful exploitation of the general MPC framework is the
possible substitution of the quadratic regulation penalty (e.g. eT e) in (8.3) with an
energy-related term, such as current x voltage or force x velocity,
coupled with a change from minimization to maximization of the performance
function. Such a possibility has particular relevance to ocean energy and will be
further discussed in section 8.1.3.

Robust control
Robust control theory developed rapidly from the 1970s as a paradigm that expli-
city tried to synthesize controllers which were optimally robust to variations in the
system (due to time variance, non-linearity etc.) and disturbances. For robust con-
trol design, both a system model and a measure of the uncertainty in the model are
required. The uncertainty can be expressed in both structured (leading to m-synth-
esis [33]) or unstructured (leading to H1 design [34]) forms. For illustration, the
robust control formulation for H1 design will be briefly outlined. The performance
function for the classical H1 control design problem can be specified as

J1 ¼
���� W1ðsÞSðsÞ

W2ðsÞTðsÞ
����
1

ð8:4Þ

where

SðsÞ ¼ ð1 þ GKHðsÞÞ�1; TðsÞ ¼ GKHðsÞð1 þ GKHðsÞÞ�1 ð8:5Þ
are the sensitivity and complementary sensitivity functions (with reference to
Figure 8.2) respectively, and we note that SðsÞ þ TðsÞ ¼ 1. SðsÞ specifies the
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closed-loop sensitivity to variations in GðsÞ and KðsÞ and also is the transfer
function relating the disturbance, d; to the system output, y: TðsÞ specifies the
relationship between the measurement noise, x, and the output, y, and also deter-
mines robust stability.

Robust stability is guaranteed by ensuring that the weight W2ðsÞ overbounds
the plant (multiplicative) perturbation in the maximum singular value sense as

�s½W2ðjwÞ� � �s½DðjwÞ�8w � 0 ð8:6Þ

where

GðsÞ ¼ GoðsÞð1 þ DðsÞÞ ð8:7Þ

with Go being the nominal system model. In general, the weighting function W1ðsÞ
is chosen to:

● Penalize sensitivity, S(s), at low frequency, giving good low-frequency dis-
turbance rejection, and

● Ensure that system performance (dynamic response) is maintained in spite of
parameter variations in GðsÞ at low frequency.

W2 is chosen to:

● Ensure robust stability by covering DðsÞ, i.e. that condition (8.6) is met, and
● Attenuate high-frequency measurement noise in x, by driving T(s) down at

high frequency.

In addition, the relative positions of W1ðsÞ and W2ðsÞ determine the closed-loop
bandwidth, controlling the dynamic response to setpoints (r) and disturbances (d).

One of the issues with early robust control was that, while robustness was
explicitly handled, no specifications on performance (e.g. tracking) could be
explicitly made. One solution is to design an LQR regulator and then reinforce
controller robustness using the loop transfer recovery (LTR) method [35]. Robust
versions of predictive control, including the possibility to deal with constraints, are
also available [36] and H1 design methods have also been extended to non-linear
systems [37]. While robust control presents the possibility to deal with non-linear
systems using a linear robust control approach, where the non-linearity is reflected
in the uncertainty in the linear model, this is not a recommended approach, since
the performance will be degraded across the operational spectrum (in order to
ensure robust stability), compared to a dedicated non-linear design.

In general, the optimization problems resulting from minimization of cost functions
such as (8.4) are complex, but formulation of robust control problems as a set of linear
matrix inequalities (LMIs) allows the application of efficient numerical tools [38].

Non-linear control
While control algorithms developed for linear systems apply to the vast bulk of
such systems (with some exceptions relating to open-loop stability/instability, non-
minimum phase zeros, presence of time delay etc.), there is no general theory of
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non-linear systems and most non-linear control design methods are for specific
non-linear forms, e.g. Hammerstein and Volterra. A number of generic non-linear
control formulations, and using artificial neural network (ANN) system models, are
presented in [39] and [31] and include methods inspired by model-reference
adaptive control, internal-model control (IMC) and MPC. An alternative is to try to
apply feedback linearization [40] to the non-linear system, followed by linear
design. Other popular non-linear control approaches include backstepping [41] and
sliding-mode control [42], which is a form of variable strucutre control using high
gain and a switching control strategy to implement robust feedback control.

8.1.3 Control systems for ocean energy
While section 8.1.2 has focussed mainly on the classical control problem of reg-
ulation of some variable to a desired value, and indeed such problems are
encountered in ocean energy applications, there is a broader set of problems which
can also be addressed by control system technology. The purpose of this section is
to present this broad problem definition and examine how this problem may be
addressed, or broken down into smaller parts which may be more easily solved.

8.1.3.1 Problem specification
In the case of both tidal and wave energy, the general problem is to maximize
energy capture, subject to grid and environmental constraints. However, we might
modify the objective of energy capture maximization to that of maximization of
economic return [4],which requires a balance to be achieved between maximizing
energy capture and minimizing wear on components. However, the move to an
economic performance function also requires the accurate articulation of capital
and operational costs, which is quite onerous for the relatively immature field of
ocean energy, and significantly complicates the optimization problem. Instead, for
the current analysis, in order to retain a focus on the fundamental control issues, we
will limit ourselves to the general problem of energy capture maximization.

There are two broad approaches which may be taken to solve the energy
maximization problem:

(a) Overall extremum seeking control [43], with little use of a detailed model of
the system, or

(b) Determination of an optimal setpoint for the system, which gives maximum
energy capture, followed by a regulatory to make sure this setpoint is
achieved.

Option (a) is attractive from the point of view of the lack of requirement for a
detailed model, but may have dynamic performance limitations in convergence rates
and may have difficulty finding a global maximum over a non-convex performance
surface. For example, in a wave energy application, the controller may not converge
to the appropriate setting before the instantaneous wave frequency changes.

Interestingly, a common framework for both wave and tidal energy may be
adopted for option (b), as shown in Figure 8.3. The particulars for tidal and wave
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devices are detailed in sections 8.1.3.2 and 8.1.3.3. For the standard feedback
regulation section of Figure 8.3, any one of the techniques mentioned in
section 8.1.2 can be chosen, based on the particular system description, the level of
control fidelity required and the appetite for computational complexity. Since both
tidal turbine and wave energy device dynamics are relatively slow (with the
possible exception of the power converter section), there is much scope for the
implementation of complex control strategies.

8.1.3.2 Tidal energy
In the case of a tidal turbine, optimal blade pitch, b, and rotor velocity (via the tip–
speed ratio (TSR), l) are set based on the incident flow velocity in order to max-
imize the power coefficient, Cp:Standard feedback loops are then used to control
the pitch actuators and the torque in the rotor in order to achieve the desired pitch
angle and rotor speed. The manipulated variable for the pitch control is the power
to the pitch actuators (voltage and/or current). For torque control, either the back-
to-back (B2B) power converter (where one is used) or the generator excitation can
be used as control actuators.

It is important to note that the relationship between b, l and Cp is specific to
each tidal turbine and must be determined for each particular case. However, this
relationship is then fixed, though some slight variation may occur due to compo-
nent wear, or possible water density variations. We also note that when a tidal
turbine reaches its rated power, the turbine must be ‘depowered’ in order to avoid
exceeding any rated specifications. In this situation, it is not required to maximize
power conversion and, for variable pitch turbines, blade pitch can be adjusted in
order to limit power converted.

Control system for wind turbines are now well developed [2, 16, 17] and many
of these schemes can be successfully exploited in tidal turbine control. However,
some important differences between wind and tidal turbines are articulated in [44].
Section 8.2 of this chapter examines the detail of control strategies for marine
current turbines.
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Figure 8.3 Sequential optimal calculation and regulation
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8.1.3.3 Wave energy
For the wave energy case, the optimal velocity profile needs to be determined from
the excitation force experienced by the device and the power take-off (PTO) system
is then manipulated by the feedback controller to achieve this velocity profile. The
optimization problem in Figure 8.3, for the wave energy case, is effectively an
impedance matching problem, since the input to the system is broadly sinusoidal
and the wave energy device can be represented by its (complex) intrinsic impe-
dance, as represented in Figure 8.4. For optimum power transfer from the device to
the PTO, we can use the well-known result:

ZPTO ¼ Z�
i ð8:8Þ

where � denotes the complex conjugate. In order to see the typical form of Zi we
can use the simple wave energy device model, originally proposed in [18]:

m€xðtÞ þ m1€xðtÞ þ
ðþ1

0
hrðtÞ _xðt � tÞdtþ Kv _xðtÞ þ kbxðtÞ ¼ fexðtÞ ð8:9Þ

where

fexðtÞ ¼
ðt

�1
heðtÞhðt � tÞdt ð8:10Þ

with hðtÞ being the free surface elevation, heðtÞ and hrðt) are the kernels associated
with the excitation force and radiation damping convolutions, respectively, m is the
device mass, m1 is infinite frequency component of added mass and Kv and Kb are
the coefficients of viscous loss and restoring force (buoyancy/gravity) respectively.
With:

BðwÞ ¼ F
ðþ1

0
hrðtÞ _xðt � tÞdt

� �
ð8:11Þ

we can identify the intrinsic impedance, Zi, of the device as

ZiðwÞ ¼ FexðwÞ=V ðwÞ ¼ BðwÞ þ kv þ jw m þ m1 � kb

w2

� �
ð8:12Þ

Zi

∼ ZPTO

PTODevice

Fe

Figure 8.4 Impedance matching problem for wave energy device
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If the wave excitation is monochromatic, i.e. w has a single value and is
known, then (8.8) is straightforward to calculate, with the optimal velocity profile:

vopt ¼
ðt

�1
hvðtÞfexðt � tÞdt ð8:13Þ

with hvðtÞ ¼ F�1f1=2bðwÞg: However, real (irregular) sea conditions present
some difficulties:

● Reactive power must be supplied by the PTO.
● The calculation in (8.13) is non-causal.
● There are no constraints on the motion.

With regard to constraints, Budal [45] and Evans [46] considered optimal
power absorbtion under motion constraints. As discussed previously, MPC pro-
vides a mechanism to allow motion constraints to be explicitly specified in the
control problem formulation. The obvious difficulty with MPC is that it’s normally
used for quadratic regulation problems (see (8.3)), but reformulation of the cost
function to address a suitable energy maximisation problem, as

min
uð0Þ;...;uðhcÞ

Ts

Xhp

k¼0

vðkÞfexðkÞ � vðkÞfrðkÞ½ � ð8:14Þ

where available mechanical energy (i.e. the difference between excitation and
radiation energy, assuming no losses) is maximized and gives the opportunity of
using standard MPC tools. In (8.3), Ts is the sampling period, noting that power is
the product of force and velocity, while energy is the integral (or discrete-time
summation) of power over time. Relatively standard MPC formulations for wave-
energy device control have been considered in [47] and [48], while an MPC pro-
blem which parameterizes the system variables in terms of basis functions [49]
results in the computationally straightforward solution of a set of linear equations.
It would be reasonable to suggest that MPC implicitly implements complex-con-
jugate control, since the performance function is the same as that for impedance
matching, albeit with the optimum obtained within the envelope of constraints.
Finally, a particularly simple sub-optimal controller, but with the capability of
implementing amplitude constraints, is reported in [50].

With regard to the causality problem, a number of causal approximations to
complex-conjugate control are available, including latching [3, 51], declutching
[52] and other methods, e.g. [53]. One causal approach, which uses the broad LQR
strategy of section 8.1.2.1 is reported in [54]. An alternative way of dealing with
non-causal control is to attempt to predict the future free-surface elevation or the
excitation force, as required in (8.13). While (8.13) suggests that a forecast of fex for
t ! 1 is required, [55] evaluates the realistic forecasting requirements in terms of
the device and the typical seas in which such a device might operate find that, in
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general, there is a strong positive correlation between forecasting requirements and
likely ease of forecasting. Some forecasting methods for excitation force and free
surface elevation are described in [56].

Section 8.3 of this chapter examines the detail of control strategies for wave
energy devices.

8.1.4 Conclusions
Control technology, which includes significant components of system identifica-
tion (blackbox modelling) and optimisation, has a significant role to play in
increasing the functionality, performance and economic viability of ocean energy
systems. While the more traditional control problem of output regulation appears to
a significant extent in ocean energy application, some of the primary issues (such as
converted energy maximization) are more difficult to address using standard con-
trol methods. However, some control methods which solve more general optimi-
zation problems (as articulated in Definition 1), such as MPC, can be adapted to
address the energy maximization objectives.

Other aspects of control technology which, to date, have not seen application
in the ocean energy area include fault-tolerant control [57]which could be impor-
tant in ocean energy systems which typically have very limited access for main-
tenance. Fault-tolerant control could also be applied to arrays of devices in order to
maintain grid compliance and smooth energy output of an ocean energy farm if one
or more devices develop faults.

8.2 Implications of control schemes for electrical system
design in tidal energy converters

S. Benelghali, M.E.H. Benbouzid and J.F. Charpentier

Nomenclature

f Flux

b Pitch angle

s Total leakage coefficient, s¼ 1 – M2/LsLr

Wgen Mechanical speed (W¼w/p)

Cp Power coefficient

d,q Synchronous reference frame index

h Viscosity coefficient

J Rotor inertia

L(M) Inductance (mutual inductance)

MPPT Maximum Power Point Tracking

P(Q) Active (Reactive) power
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PI Proportional-Integral

PID Proportional-Integral-Derivative

p Pole pair number

R Resistance

s, (r) Stator (rotor) index (superscripts)

Tem(Tgen) Electromagnetic torque (Mechanical torque)

V(I) Voltage (current)

Vtides Tidal current speed

h Mechanical efficiency of the turbine power train

qr Rotor position

l TSR Tip-Speed-Ratio

w(ws) Rotor electrical speed (electrical synchronous speed)

The tidal current turbulences and the system parameter drift due to the system wear
can significantly influence the dynamic performance of a tidal turbine. In this
context, various control techniques suitable to any particular turbine configuration
can be used. In most cases, classical PI or PID control are preferred. In this section,
a review of control strategies for tidal energy is presented. These strategies are
mainly inspired from common practices developed for wind turbine applications.

8.2.1 General control strategy for tidal current energy extraction
Figure 8.5 shows an idealized power extracting strategy for a tidal turbine device.
Such power strategy is generally used as the basis of control strategies for har-
nessing energy from tidal turbines.

The tidal turbine does not operate below a pre-defined cut-in tidal velocity, Vc.
As the tidal velocity (V) increases above the turbine’s cut-in speed, the power
delivered by the generator increases proportionally to the cube of the tidal velocity
by following a maximum power point tracking (MPPT) strategy. When the tidal
velocity reaches the rated tidal speed VR, the generator/converter set is delivering as
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Figure 8.5 Idealized power curve
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much power as it is designed for and the power has to be limited. Power output
remains constant as the tidal velocity increases above the rated velocity.

The MPPT strategy and the power limitation can be achieved using (8.14)
pitch control with variable pitch systems, (8.15) variable speed systems with fixed
pitch systems or (8.16), a combination of these two principles.

8.2.2 Fixed-speed variable-pitch tidal turbine
In this case, optimization of the harnessing strategy involves using the Cp(l,b)
characteristic ((Figure 8.6) (See §9.1.3)). If V < VR, one finds the optimum of Cp

(l,b) using a look-up table interpolation. Under constant-speed operation (i.e. fixed
turbine rotational speed), this curve depends on the pitch angle, b, and the tidal
speed Vtides. Optimization is achieved by changing the angle b, such that the
operating point to be placed at the maximum of Cp(b) corresponds to the tidal speed
when the fluid speed is lower than VR. If the speed is higher than VR, the pitch angle
is then chosen to limit the power or to cut out the power (for extreme tidal velocity
values).

8.2.3 Variable-speed fixed-pitch turbine
Control of variable-speed fixed-pitch turbine generally aims to regulate the power
harvested from the tidal currents by modifying the speed of the generator. In
particular, the control goal is to capture the maximum power available from the
tidal stream. For a tidal velocity lower than VR, there is an optimum turbine
rotational speed which produces a maximum power coefficient, Cp. For tidal
velocities higher than VR, the rotational speed is chosen to limit the turbine’s
output power to the rated power of the generator and drive set. In this case, the
reference speed is chosen to be higher than the speed corresponding to the max-
imum value of Cp in order to limit the torque value and to operate in a stable zone
of the power curve.
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All these reference speeds (as a function of the value of tidal velocity) com-
pose what is known as the ORC (optimal regimes characteristic) in the literature
(Figure 8.7(a)) [58, 59]. By keeping the static operating point of the turbine around
the ORC, one ensures an optimal steady-state regime. In this case, the captured
power is the maximum available from the tidal stream. This is equivalent to
maintaining the TSR at its optimal value lopt for V < VR (Figure 8.7(b)). Main-
taining the TSR at its optimal value can be achieved by operating the turbine at
variable speed, according to the tidal speed [58]. Of course, this kind of strategy is
only possible if the generator and drive set is able to control the speed in the
corresponding range.

Basically, the control strategies vary in accordance with assumptions concerning
the known models/parameters, the measurable variables, and the used tidal turbine
model. Depending on how rich the information are about the turbine model, espe-
cially about its torque and power characteristic, the optimal control of a variable-
speed fixed-pitch turbine is based upon the following approaches, when V < VR.

8.2.3.1 Maximum power point tracking (MPPT) strategy
This approach is adequate when parameters lopt and Cpmax¼Cp(lopt) are unknown.
The reference of the rotational speed control loop is adjusted such that the turbine
operates around the maximum power for the tidal velocity [58, 59]. To establish
whether this reference must be either increased or decreased, it is necessary to
estimate the current position of the operating point in relation to the maximum of
the PTURB(w) curve. This can be done in two ways:

● The speed reference is modified by a speed variation, Dw. The corresponding
change in the active power (DPTURB) is determined in order to estimate the
value @PTURB

@w . The sign of this value indicates the position of the operating point
in relation to the maximum of the PTURB(w) characteristic. If the speed refer-
ence is adjusted linearly with a slope proportional to this derivative, then the
system evolves to the optimum where @PTURB

@w ¼ 0.
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● A probing signal is added to the tidal current speed reference. This signal is a
slowly varying sinusoid. Its amplitude does not significantly affect the system
operation, but still produces a detectable response in the active power evolu-
tion. In order to obtain the position of the operating point in relation to the
maximum, one compares the phase lag of the probing sinusoid and that of the
active power sinusoidal component. If the phase lag is 0, then the operating
point is placed on the ascending part of PTURB(w), while if the phase lag is p,
then the operating point is placed on the descending part of PTURB(w). There-
fore, the slope of the speed reference must increase/decrease. Around the
maximum, the probing signal does not produce any detectable response and the
speed reference does not have to change [60].

In this simplified MPPT presentation, factors like the tidal turbulence influ-
ences and system dynamics that distort information concerning the operating point
position have been neglected. A more detailed description and performance ana-
lysis can be found in [58].

8.2.3.2 Shaft rotational speed optimal control
Using a set point from the turbine data
This solution can be applied if the optimal value of the TSR lopt is known. The
turbine operates on the ORC if

lðtÞ ¼ lopt ð8:15Þ
which supposes that the shaft rotational speed is closed-loop controlled such that to
reach its optimal value:

Wref ¼ lopt

R
vðtÞ ð8:16Þ

8.2.3.3 Active power optimal control
Using a set-point from the shaft rotational speed data
This method is used when both lopt and Cpmax¼Cp(lopt) are known. In this case the
extracted power can be written as

@PTURB ¼ 1
2

CPðlÞrpR2v3

¼ 1
2

CpðlÞ
l3 rpR5v3

ð8:17Þ

By replacing lopt and Cpmax ¼Cp(lopt), one obtains the power reference for the
second region of the power–tidal speed curve.

PTURB ¼ Pref ¼ Kw3
ref ð8:18Þ

where

K ¼ 1
2

CpðloptÞ
l3

opt

rpR5 ð8:19Þ
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This approach supposes an active power control loop being used, whose
reference is deduced from (8.19). This method is widely employed, especially for
medium- and high-power wind turbine and can be exploited for marine current
turbine [58, 59].

8.2.4 Tidal turbine control
In this section, we introduce some classical PI design of wind turbines that can be
used for the turbine control for the three above-mentioned cases.

8.2.4.1 Torque control loop
In order to improve and maximize the captured energy, the rotor turbine must
operate at the maximum possible power. Equivalently, this means imposing the
electromagnetic torque (Tref) which equals the tidal torque corresponding to the
maximum available power. The turbine works at maximal efficiency when turning
at optimal TSR lopt, so the maximum power is proportional to the cubed rotational
speed eqs. (8.18) and (8.19).

Tref ¼ hKw2
ref ð8:20Þ

Of course if V >VR the reference torque must be limited to

Tref ¼ Pr=w ð8:21Þ
As the turbine control structure allows the tidal speed to be tracked within

admissible limits of mechanical loads, this method can be used as long as it
depends only on slow tidal speed variations. For high dynamics turbulent tidal
current, filtering is necessary to ensure sufficiently slow closed-loop dynamics.
Moreover, this method is strongly sensitive to parametric variations.

8.2.4.2 Speed control loop
The controller design is based upon the turbine linearized model. The simplified
closed-loop structure is shown in Figure 8.8. A high gain, Kp, will thereby ensure
better tracking performance. However, one must take account of control effort
(torque) limitations, so Kp values must also be limited. The zero effect of increasing
the overshoot is compensated by first-order filtering of the reference signal
(Figure 8.8). Although the steady-state speed error is zero, there will always be
nonzero dynamical errors due to the significantly variable reference signal wref.

One must note that the imposed closed-loop performances are guaranteed for
the chosen operating point. Both the gain and the time constant of the torque

MCT model

PI controller

Vtide
λopt
R

1
Tis + 1

1
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w

ωref

+

–
Σ Kp

Figure 8.8 Turbine PI control structure: speed control loop case
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controlled system around a certain steady-state operating point depend on that
operating point (through tidal velocity and rotational speed). Therefore, the dynamic
performances of the tracking system also vary upon the operating point [58, 59].

8.2.4.3 Power control loop
The input of the system is the electromagnetic torque and its output is the generated
active power P. The controller design is based on the parameterization of the
system response at step changes in the generator torque for a given tidal speed.
The difference between the tidal torque and the electromagnetic torque leads to the
variation of the rotational speed, such that the power increases according to
the tidal speed dynamics until it reaches a new steady-state value [58–60].

Example: Optimal control of tidal turbine driven PMSG by PI
speed control

As an example, an optimal control based on a PI speed controller has been simu-
lated using a dedicated Matlab/Simulink� library presented in [61] for a low-power
experimental variable speed fixed-pitch turbine driven PMSG. The control system
is defined in the synchronous d-q frame. For the proposed control strategy, the
permanent magnet synchronous generator dynamic model is written in the
s-domain with the stator voltage given by:

�ðR þ LdsÞid ¼ Vd � fqws

�ðR þ LqsÞiq ¼ Vq þ fdws

�
ð8:22Þ

The mechanical equation is expressed by

Tgen � Tem ¼ ðJs þ hÞWgen ð8:23Þ
where W¼ws/p is the mechanical speed and Tgen is the mechanical torque provided
by the gearbox or directly by the turbine (in direct driven system) to the generator
shaft.

The electromagnetic torque Tem is defined by

Tem ¼ 3
2

pðfdiq � fqidÞ ¼ 3
2

p fmiq þ ðLd � LqÞidiq
� 	 ð8:24Þ

with
fd ¼ Ldid þ fm

fq ¼ Lqiq

�

The generator chosen for simulation is a surface mounted permanent magnet
synchronous generator; therefore, there are no saliency effects and Ld¼Lq. So the
electromagnetic torque Tem can be simplified as

Tem ¼ 3
2

pfmiq ð8:25Þ

In those conditions, the PMSG Park model is illustrated by Figure 8.9.
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An inner loop is needed for the current (torque) control. Then an outer loop can
be used to control the turbine shaft speed. Indeed, as shown in Figure 8.9 the PMSG
rotor speed can be controlled through the rotor current Iq which is proportional to
the torque. It can be seen that in the case of a fixed-pitch turbine, power limitation
can be achieved using overspeed operations (the generator/converter set must be
designed to be controlled in the corresponding speed range).

To illustrate the control behaviour, a PMSG-based turbine is simulated for a
varying tidal speed. The PI control strategy is tested for a low power experimental
marine current turbine of 1.44 m diameter and 7.5 kW PMSG [62–63].

For speed references given by the MPPT strategy (V < VR) , the PMSG-based
turbine control performances are shown in Figure 8.10 and 8.11 respectively
illustrating the rotor speed tracking performance and the generated active power.

The estimated power presents the maximum power that can be extracted. It
depends on the tidal speed variation and is deduced from the tidal turbine hydro-
dynamic model. The simulated power presents the measured power generated by the
turbine simulator. The obtained results show good tracking performances of the
PMSG rotor speed. However, the tidal current turbulences and the system parameter
drift due to the system wear out can significantly influence the turbine dynamic
performance. In this context, various control techniques, suitable to any particular
configuration, can be used. In most cases, classical PI or PID control are preferred.
However, advanced control techniques can be used in order to ensure better perfor-
mances, especially for guaranteeing robustness to modelling uncertainties [62–65].
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8.3 Implications of control schemes for electrical system design
in wave energy converters

M. Molinas and E. Tedeschi

8.3.1 Introduction
In the most general case, the electrical system for a WEC is composed of an
electrical machine controlled by a power electronics unit and a grid interface
power electronics unit. The selection of these components is strongly affected
by the control strategy to be applied regarding both the topology and the rating.
For instance, the goal of maximizing the average power extraction from the
waves generally requires variable speed electrical machines. Moreover, control
strategies implying bidirectional power flow call for motor/generator operation
of the electrical machine and a fully bidirectional power electronics conver-
ter. Such aspects will be treated in the next paragraphs following a twofold
approach:

(a) Design of the PTO system based on control (i.e. impact of control on the
rating of the PTO when there is not yet a given PTO rating).

(b) Tuning of the control based on a given PTO (when the PTO rating has been
pre-defined beforehand).

Illustrative test cases will be provided, referring to a spherical point absorber in
heave coupled to an all-electric PTO system, as this is found to be the WEC con-
cept where the most critical impact of the intermittency of the sea waves is
observed.

8.3.2 Relationship between control schemes and the WEC
electrical system

A WEC with fixed mass and geometry is characterized by a specific natural (or
eigen) period. The maximum power extraction is obtained when incident waves
match the WEC natural period, so that the WEC operates in resonance conditions.
In practical applications, the increase of the power extraction by achieving such
resonance condition will entirely rely on the quality of the WEC control. The main
goal of WEC control is therefore to actuate the PTO to modify the amplitude and/or
the phase of the motion to make it close to the optimum condition. It is then clear
that identifying the most suitable control strategy is a challenging issue for all the
types of WEC, since it strongly affects power absorption and, ultimately, the
profitability. It is worth noting, however, that active control is even more crucial for
devices that are small compared to the waves’ wavelength (i.e. point absorbers),
since their resonance bandwidth is inherently very small.
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Up to now, the most commonly adopted control techniques for point absorbers
are:

● Complex-conjugate control – in which case the WEC is controlled to operate
in a resonant condition, by actively modifying both the amplitude and the
phase of its motion. For this purpose, the PTO exerts on the prime mover a
force having one component proportional to the WEC velocity and another
component proportional to the WEC position or acceleration.

● Passive loading – in which case the PTO applies a force that is proportional to
the buoy velocity, which modifies its dynamic resistance (or damping). In this
case, only the amplitude of motion is changed to achieve a relative maximum
of the extracted power.

● Latching and clutching control – in which case the point absorber is held in the
upper and/or lower position in due intervals, so that its velocity stays in phase
with the excitation force. When the device is released its damping is set as in
passive loading. Clutching differs from latching only in that the resistance is
switched between zero and a (different) constant value.

● Model predictive control – in which a constrained optimization of the expected
response of the system is performed over a short future horizon. The imple-
mentation of this control requires a discrete model of the WEC system and a
prediction of the excitation force.

8.3.2.1 Design of the PTO system based on control
When the WEC PTO rating is not a-priori decided, the control strategy selected for
the WEC will have a direct impact on the rating of the PTO system components.
This is because each control scheme of the WEC will result in a distinct peak-to-
average power extraction ratio.

The average power extraction is the main reference parameter when con-
sidering the PTO design and consequent performance evaluation of a WEC. To
achieve a fully feasible system design, it is important to consider the electro-
mechanical constraints imposed by the PTO at the initial stages of the design
process. Another important parameter is the peak power produced, which
impacts on the sizing of both the electrical machine and the power converters.
The peak power will determine the choice of a suitable electrical generator, and
the maximum current limit for the associated power electronics interface. The
relevance of the value of peak power is clearly explained in [66]. Power elec-
tronics sizing is especially critical due mainly to the small time constant of the
component, which is typically in the order of hundreds of milliseconds [67].
Electrical machines, and other electrical components such as transformers and
cables, have time constants in the order of minutes, thus they can be operated
transiently at higher peak power than their mean rating. Despite being less
demanding from the thermal perspective, the rating of the electrical generator is
strongly affected by its functionality within the context of WEC system
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operation. This is because in most WECs, the electrical machine is not only used
for the electro-mechanical conversion, but also it is actively involved in the
optimization of the prime mover efficiency. In fact, several WECs, such as
overtopping devices or OWCs with variable speed air turbines, require a wide
speed and torque control range to ensure optimized performance. This can be
even more crucial for point absorbers with and without hydraulic PTO, where the
generator is controlled to directly influence the prime mover motion [68]. It is
worth underlining that WEC performances have been traditionally evaluated
through the peak-to-average power ratio, which is a relevant metric to cope with
different issues (from the PTO design to the WEC-grid connection [69, 70]). It is
suitable for several types of systems [68, 71], but it is especially used for point-
absorber direct-driven applications [66, 72, 73].

For a specific point absorber application including stroke limitations, one
comparative study has shown [74]that traditional passive loading can lead to a
peak-to-average power ratio of 12 in irregular waves. In the same sea conditions
all reactive control strategies actually increase the average power production but at
the expense of very high peak-to-average power ratios (17 for complex-conjugate
control and more than 35 for model predictive control). Latching control shows
comparably high peak-to-average power ratios (11–18), which can instead be
reduced to 6–9 by using clutching control. Both latching and clutching, however,
perform poorly in small waves.

8.3.2.2 Tuning of the control based on a given PTO
When the PTO for the WEC has been defined beforehand, specific constraints on
the maximum torque/force and speed that the PTO can stand must be respected in
addition to the peak power limit. Table 8.1 shows relevant ranges of electrical and
mechanical parameters for four different WEC types with their corresponding
peak-to-average power ratios. Thus, the control to be implemented on the WEC
calls for the integration of the physical system constraints into the control algorithm
itself to enable a realistic solution that can potentially reach the market. This con-
fines the WEC power extraction problem into a constrained optimization problem
with a critical compromise between the:

1. Rating of the PTO system and
2. Optimal power extraction within the given rating constraints.

Several works [75, 76] found that in order to optimize power extraction with a
constrained PTO, different real-time control strategies should selectively be applied
following the changes in wave’s frequency and amplitude. In [77], a wave–to–wave
adaptive control strategy based on a simplified monochromatic approach and
selective inclusion of a reactive control component depending on the incident wave
showed a potential for increased power extraction compared to controls with con-
stant parameters.
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Case study

For the study reported here, reference is made to a direct coupled spherical
point absorber (radius¼ 5 m) with an all-electric PTO system composed of a
squirrel-cage induction machine and a back-to-back (BTB) power electronics
converter as the interface to the grid. The induction machine rated power is here
assumed to be 850 kW, and its rated speed is 2985 r/min.

If a reference velocity of 3 m/s is considered for the point absorber, with a
pinion radius of 0.1 m, a gear ratio of 10 is required to couple the point absorber
and the PTO. The considered electrical machine has a rated torque of 2716 Nm and
a peak torque of 7333 Nm. They correspond to a rated force of 271.6 kN and a peak
force of 733.3 kN respectively.

Referring, for the sake of explanation, to the simplified case of sinusoidal
incident waves having T¼ 9 s, such adaptive control strategy proves to be an
intermediate solution that ensures the (relative) maximization of the average
extracted power while reducing the peak-to-average power ratio with respect to
complex-conjugate control with constant parameters (as can be seen in Fig-
ure 8.12). Such an approach, which can be easily extended to include all the main
constraints in the system, leads to a map of the advisable control strategies

Table 8.1 Ranges for electrical and mechanical parameters for four different
WEC types and PTOs (adapted from [68])

WEC Type Prime
mover
speed range

Generator
peak torque
range

Generator
type

Example of
reported peak/
average power

OWC 600–1500
rpm

2–4 pu; reduces
with added
inertia

Variable Speed:
SCIG/SG/PMG

10 [3]

Point absorber
with hydraulic
PTO

1000–3000
rpm

Close to 1 pu
with high
accumulator
storage, up to
4 pu as
storage
reduces

Fixed Speed:
SG/SCIG-SVC
for high-storage
designs

Variable Speed:
SG/PMG/SCIG
for low storage
designs

N/A

Overtopping/
pump devices
with hydro
PTO

100–250
rpm

Close to 1 pu GBC: FS
SG/SCIGSVC or
VS PMG/SCIG

Low speed VS PMG

N/A

Point absorber
with direct
PTO

0–3 m/s
0–400 rpm

2–5 pu; reduces
with added
inertia

Linear: PMG
(custom)

Rotary: GBC VS
SG/PMG

7.7–17.1 (passive
loading) or higher
for other control
strategies[9,20]
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according to changes in the incident wave amplitude and frequency for each spe-
cific WEC (such map is shown in Figure 8.13 for the presented test case).

Performance in irregular waves

A 20 min irregular wave profile was generated from a Bretschneider spectrum [78,
79] having significant wave height Hs¼ 2.12 m and energy period Te¼ 9 s.
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Applying traditional passive loading with constant damping value being optimal for
a sinusoidal wave having T¼ 9 s, the average power extraction over the 1200 s
simulation is Pavg¼ 43 kW, and the maximum power kept for a few seconds is
Pmax ¼ 602 kW (Figure 8.14(a)). In this case, the rms value of the PTO force
(Frms¼ 185.7 kN) stays below the corresponding rated force. The peak value of the
force is Fmax¼þ696.5 kN, which is also below the peak force limit. When com-
plex-conjugate control with constant parameters is used in the same sea state and
with the same PTO rating of 840 kW, the peak power limit is repeatedly reached for
tens of seconds every time. The average power absorption is, however, lowered to
41.6 kW, due to the reverse power flow required during large parts of the operation
(Figure 8.14(b)). From the mechanical perspective, complex-conjugate control
would be unfeasible with the selected machine as it requires the electrical generator
to apply an rms force of 621.4 kN, with a maximum value over 2000 kN. With the
adaptive control strategy (intermediate reactive control) a peak power
Pmax ¼ 719.17 kW is reached, with an average extracted power of Pavg¼ 62.6 kW
(Figure 8.14(c)). The 46% increase in the average power extraction indicates the
clear advantage of intermediate reactive control compared to traditional passive
loading and the better exploitation of the PTO equipment. Figure 8.14(c) shows
that, in small waves, when a reactive control component is applied, the power flow
is bidirectional. On the other hand, in high waves the power is unidirectional for the
use of a tuned passive loading. The mechanical force required to the PTO,
(Frms¼ 267.4 kN), does not violate the machine constraints, improving the use of
the PTO compared to passive loading. The force peak value, Fmax ¼�689.8 kN, is
still within the physical constraint of the machine. Tests under irregular waves
provide the order of magnitude of the required oversizing of the real PTO when
compared to the ideal case of sinusoidal waves. This does not undermine the role of
preliminary analyses developed under sinusoidal operations [71, 80–82] but stres-
ses the need to consider them as preliminary guidelines, to be followed by more
realistic tests (Table 8.2).

8.3.3 Impact of efficiency on power extraction
It is of paramount importance to consider the efficiency of the overall power con-
version when analysing the power extraction capabilities of a WEC system [69, 83,
84]. Electric machines and power electronic interfaces have efficiency properties

Table 8.2 Summary of results

Passive loading Complex conjugate Adaptive

Pavg (kW) 43 41.6 62.6
Pmax (kW) 602 840 719.2
Frms (kN) 185.7 621.4 267.4
Fmax (kN) 696.5 � 2000 �689.8
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that depend on many factors (such as the rotational speed and the loading condi-
tions) and which decrease rapidly when the extracted power is a small percentage
of the rated power. This property will have a different impact depending on the
selected control strategy. The most important effect to be taken into account is that
under comparable conditions, complex-conjugate control requires much higher
peak power circulation to achieve the same average power extraction as passive
loading. As a consequence, higher losses will be observed in complex-conjugate
control due to non–unity efficiency of the PTO. The losses are observed alter-
natively in the two directions of power (from the WEC to the grid and from the grid
to the WEC) whenever complex-conjugate (or intermediate reactive) control is
considered. Such losses can be extremely severe in the complex-conjugate control
case, this being a clear disadvantage with respect to passive loading.

In the simpler case of sinusoidal waves, the different effect of non-unity
efficiency on passive loading and complex-conjugate control is exemplified in
Figure 8.15(b) and (c). The incident wave amplitude has been adjusted to ensure the
same average power for both cases when considering ideal efficiency. Due to the
difference in the system operating conditions and in the maximum power value,
a 12% average power reduction due to non-ideal efficiency is experienced with
complex-conjugate control, while only 5% is observed in the case of passive loading.

Case study

The effect of a non-ideal efficiency of the electric PTO (Figure 8.15(a)) on the
power conversion and its specific impact on the different control strategies in
irregular waves is analysed in detail for a point absorber directly connected to the
electric PTO operating in a sea state with energy period Te¼ 6 s and significant
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wave height Hs¼ 1.41 m [85]. In Figure 8.16, the average power extraction as a
function of the PTO power rating is shown for both unity and non-unity conversion
efficiency, for both passive loading and complex-conjugate control.

It can be noticed that for both the control strategies, the non-ideal efficiency
property determines a maximum point in the average power extraction, corre-
sponding to a specific rating of the PTO. This means that even a higher rating of the
PTO would bring no increase in the final power extraction. The reason for this is
that when the PTO is highly oversized to stand the variability of irregular waves, it
mostly works in low load conditions and this makes the entire power conversion
more and more inefficient.

In case of very low PTO ratings, passive loading gives higher average power
extraction than complex-conjugate control, even more in the case of non-unity
efficiency. From the non-ideal curves of Figure 8.16, it can be clearly noticed that
the maximum power extracted with passive loading (Pavg¼ 16.7 kW) is higher than
the maximum power extracted with complex-conjugate control, even in its most
favourable condition (Pavg¼ 15 kW).

Moreover, in the passive loading case, the highest power extraction is obtained
with lower rated PTO equipment (Prat¼ 75 kW), compared to the complex-con-
jugate control case (having its maximum at Prat¼ 500 kW). The proven superiority
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of passive loading over complex-conjugate control with non-ideal efficiency has
been shown. As a further step it can be also proved that an intermediate control
strategy employing a suitably adjusted reactive component is advisable even under
non-unity efficiency conditions. Indeed it should be carefully optimized to max-
imize the final power extraction as exemplified in the following: System average
extracted power was evaluated assuming a PTO rating of 110 kW and considering a
resistive control component fixed as in the passive loading case plus a reactive
component being an increasing fraction of the one corresponding to complex-
conjugate control. As shown in Figure 8.17, when applying a reactive component
that is 50% of the value previously adopted in complex-conjugate control, an
average extracted power of 21.8 kW is achieved, representing an almost 30%
increase compared to pure passive loading. Similar power extraction improvements
were confirmed by full-system simulations including the detailed (switching)
model of the PTO system [85].

8.3.4 Discussion
This section has discussed the impact that WEC control strategies will have on the
power extraction capabilities of a given point absorber type WEC and thus on the
sizing of the all-electric PTO components. Two ways in which the sizing of
the WEC PTO components can be treated are presented, one in which the rating
is pre-defined beforehand (constrained control problem) and the other in which
the sole control strategy will determine the ratings by careful selection of the
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most suitable peak-to-average ratio of power extraction (unconstrained control
problem).

In a more rigorous manner, a preliminary sizing of the PTO should be con-
sidered by careful observation of the impact of unconstrained control strategies on
energy extraction over an entire year or a few years. With this information and by
selection of the most suitable peak-to-average ratio, a constrained optimized
extraction problem should be solved to decide the control strategies to be imple-
mented for maximizing the power extraction of the WEC. It has also been clear from
the case study presented that power constraint alone will not ensure proper func-
tionality of the WEC device if physical limitation such as stroke, speed and force are
not taken into consideration when deciding the control strategy to be applied. This
implies that a careful selection of constraints should be first considered in the process
of defining/formulating the optimization problem, making sure that a feasible solu-
tion that respects the physical limits of the WEC device is obtained and implemented.

A further reduction effect of power extraction is observed when introducing a
non-ideal efficiency into the calculation of the impact of control strategies,
depending on the control strategy applied. This can also determine the advantage of
one control strategy over the others. By these results it becomes clear that several
parameters (electrical and mechanical) should be taken into consideration when
formulating the optimization problem for wave energy extraction.
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Chapter 9

Modelling and simulation techniques

9.1 Resource to wire modelling for tidal turbines

S. Benelghali, J.F. Charpentier and M.E.H. Benbouzid

Nomenclature

r Fluid density

A Cross-sectional area of the marine turbine

Vtide Fluid speed

Cp Power coefficient

b Pitch angle

C Tide coefficient

Vst (Vnt) Spring (neap) tide current speed

l Tip speed ratio

s, (r) Stator (rotor) index (superscripts)

d, q Synchronous reference frame index

V (I) Voltage (current)

P (Q) Active (reactive) power

f Flux

fm Permanent magnet flux

Tem (Tm) Electromagnetic torque (mechanical torque)

R Resistance

L (M) Inductance (mutual inductance)

s Total leakage coefficient, s¼ 1 – M2/LsLr

qr Rotor position

w (ws) Rotor electrical speed (electrical synchronous speed)

wr Rotor current frequency (wr¼ws – w)

W Mechanical speed (W¼w/p)

f Viscosity coefficient

J Rotor inertia



p Pole pair number

Lss Stator inductance

Ms Stator mutual magnetizing inductance

Mjr Rotor mutual magnetizing inductance in phase j, j¼ a, b or c

lj PMSG rotor flux in phase j, j¼ a, b or c

9.1.1 Modelling requirements
Tidal turbine dynamic performance analysis requires the use of computational
models representing the nonlinear differential-algebraic equations of the various
system components such as tidal resource, turbine, generator, converter, control
system and grid connection, as shown in Figure 9.1. However, the main difficulty is
to include a variety of sub-models with different timescales for hydrodynamic loads
(turbine, mechanical systems, generators, power electronics and other compo-
nents). The user is therefore concerned with selecting the appropriate models for
the problem at hand and determining the data to represent the specific turbine
equipment.

Appropriate model choice depends mainly on the timescale of the simulation.
Figure 9.2 shows the principal tidal turbine dynamic performance areas displayed
on a logarithmic timescale ranging from microseconds to days. The lower end of
the band for a particular item indicates the smallest time constants that need to be
included for a precise modelling of each element.

The upper end indicates the approximate length of time that must be analysed.
It is possible to build a turbine simulation model that includes all dynamic effects
from very fast dynamics to very slow hydrodynamic loads; however, this solution
can be highly time consuming to develop and execute. For efficiency and ease of
analysis, normal engineering practice dictates that only models incorporating
dynamic effects relevant to the particular performance of the concerned area to be
used. Some basic models of each subsystem will be presented in the next section:
resource, turbine, generator and converter.

9.1.2 Resource modelling
First of all, a basic model of the tidal resource is presented. The proposed method
is illustrated by the calculation of the extractable power from the Raz de Sein
(Brittany, France) as it is one of the more characterized sites in terms of tidal

Marine turbine

Resource
(Tidal current) I

0 Gearbox Generator Grid
connection

Figure 9.1 Tidal turbine global scheme
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current. The following modelling approach can be extended to any other sites. This
site was chosen above several others listed in the European Commission report
EUR16683 due to the presence of high velocity current coupled with appropriate
depths suitable for tidal turbine [1]. Moreover, the marine current velocity dis-
tribution for most of the time is greater than the minimum velocity required for
economic deployment of marine turbines, estimated to be 1 m/s [1, 2]. It should be
noted that tidal current data are provided by the SHOM (French Navy Hydro-
graphic and Oceanographic Service) and it is available for various locations in chart
form [3].

Oceanographic services (such as the French SHOM for the illustration site)
produce charts giving the current velocities for spring and neap tides at a specific
site. These values are given at hourly intervals starting at 6 tidal hours before high
waters and ending 6 hours after (tide hours). Therefore, knowing tide coefficients, it
is easy to derive a simple and practical model to calculate the tidal current velocity
vector for each tidal hour for a given coefficient Vtide(Hm, C), where Hm is the tidal
hour (i.e. the time defined by the semidiurnal tide period divided by 12) [10].

Vtide
��!ðHm;CÞ ¼ VntðHmÞ�����! þ ðC � 45Þð Vst

�! � Vnt
�!Þ

95 � 45
ð9:1Þ

C is the coefficient that characterises each tidal cycle (95 and 45 are, respectively,
the spring and neap tide medium coefficient). This coefficient is determined by the
astronomic calculation of earth and moon positions. Vst and Vnt are, respectively,
the spring and neap tide current velocities for hourly intervals starting at 6 hours
before high waters and ending 6 hours after.

For example, consider the case of a semidiurnal cycle that is characterised by a
tide coefficient of C¼ 80 in a given geographical point. At this point, 3 hours after
high tide, the data charts give Vst¼ 1.8 knots and Vnt¼ 0.9 knots, thus the speed
calculated using (9.1) is Vtide ¼ 1.53 knots. This first-order model is then used to
calculate the tidal velocity vector for each hour. The implemented model will allow

1 minute

10–6 10–5 10.0110–4 10–3 0.1 10 100 103 104

Power electronics 

Mechanical system 

Generator

Oscillatory stability

1 hour
Time (sec)

Hydrodynamic loads

Figure 9.2 Timescale in a tidal turbine
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the user to compute tidal velocities in a predefined time range. Figure 9.3 shows the
model output for a month (March 2007) and for a year (2007).

The first-order model which has been adopted for the resource has several
advantages including its modularity and its simplicity. Indeed, the marine turbine
site can be changed, the useful current velocity can be varied, and the time range
taken into account can also be altered from one month to one year. For a simulation
of short periods (less than a few minutes), the tidal velocity can be considered as
constant. However, some faster disturbances such as swell effects and turbulence
can also be taken into account for a greater level of accuracy.

9.1.3 Hydrodynamic modelling of an horizontal axis turbine
Several technologies have been proposed to convert tidal power into electrical
power. Most of them are based upon the use of horizontal axis turbines [4], which
have been successfully utilized to harness wind energy [3]. Therefore, many tech-
niques can be transferred from the design and operation of wind turbines [5]. There
are, however, a number of fundamental differences in the design and operation of
marine turbines. Particular differences entail changes in force loadings, immersion
depth, different stall characteristics, and the possible occurrence of a cavitation
phenomenon in the blades. Much information is however available on the cavita-
tions and stall characteristics of marine propellers [6], which can provide useful
information for marine turbines [7–8].

A first theoretical analysis of the hydrodynamic behaviour of a turbine can be
done using the Rankine–Froude actuator disk model. This model consists of
replacing the rotor with a theoretical actuator disk, which is a circular surface of
zero thickness that can support a pressure difference, and thus decelerate the tidal
current through the disk. The principal use of the actuator disk model is to obtain a
first estimate of the wake-induced flow, and hence the total induced power loss.
Note that the actual induced power loss will be larger than the actuator disk result
because of the non-uniform and unsteady induced velocity. The assumptions on
which the Rankine–Froude actuator disk theory is based are well-detailed in [5].
Among these assumptions, one requires that the disk slows the tidal current equally
at each radius, which is equivalent to assuming uniform thrust loading at the disk.
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Figure 9.3 Tidal velocity in the Raz de Sein for the year 2007 and March 2007
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Uniform thrust loading is, in turn, equivalent to considering an infinite number of
rotor blades.

Figure 9.4 illustrates the one-dimensional flow through the actuator disk plane
for a non-loaded and loaded machine. For instance, for a turbine with zero loading,
the current velocity in the rotor plane (Vr) is equal to the undisturbed tidal current
velocity (Vtide); while for a loaded turbine, the rotor current velocity is reduced. If
the decreased velocity induced by the rotor is V, then the velocity at the disk is
Vtide � V¼Vr, and far downstream, at section 1, the current has been slowed fur-
ther to velocity V?. The difference between the axial component of the current
velocity and the axial flow velocity in the rotor plane is usually called induced
velocity. Thus, the velocity at the disk is the average of the upstream and down-
stream velocities. Defining an axial induction factor, a, as the fractional decrease in
current velocity between the free stream and the rotor plane represented by (9.2)

a ¼ V

Vtide
ð9:2Þ

The results in (9.3):

Vr ¼ Vtide 1 � að Þ
V1 ¼ Vtide 1 � 2að Þ

�
ð9:3Þ

For a¼ 0, the current is not decelerated and no power is extracted, whereas for
a¼ 0.5, the far wake velocity vanishes, and, without presence of flow behind the
turbine, no power is generated. The power extracted from the tidal current by the
rotor is given by (9.4)

P ¼ 1
2
rAVr V � V1ð Þ V þ V1ð Þ ð9:4Þ

Substituting Vr and V? from (9.3), we find that

P ¼ 1
2
rAV 3

tide4a 1 � að Þ2 ð9:5Þ

Vtide Vr=Vtide V∞=Vtide Vtide
Vr=Vtide (1 – a)  V∞=Vtide (1–2a)

Tidal turbine with (right) and without (left) loading

Figure 9.4 The actuator disk model
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A power coefficient Cp is then defined as

Cp ¼ P
1
2
rAV 3

tide

¼ 4a 1 � að Þ2 ð9:6Þ

where the denominator represents the global kinetic energy of the free-stream
current contained in a stream tube with an area equal to the disk area. The extracted
power is expressed by (9.7)

P ¼ 1
2
rCpAV 3

tide ð9:7Þ

The theoretical maximum value of the power coefficient Cp occurs when a¼ 1/3.
Hence, Cp,max ¼ 16/27 � 0.59259, Vr¼ 2=3Vtide and V?¼ 1=3V. Thus, the theoretical
maximum amount of energy extraction equals the 16/27th part of the kinetic energy
in the current. This limit is often referred to as the Betz limit, or more accurately the
Lanchester–Betz limit. In practice this limit cannot be reached and the maximal
values of the Cp of real turbines are often in the 0.4–0.5 range.

Cp varies according to the pitch angle of the blades (b) and the tip-speed ratio
(l), where l is the ratio between the tip-speed of the rotor and the tidal velocity. A
Cp(l, b) curve, such as the one shown in Figure 9.5, is typically developed by
manufacturers as a means of characterizing the performance of the turbine.

This very simple model gives an indication of the turbine behaviour but is not
sufficient to calculate the real performance of a given turbine for a working point
(given blade shape and geometry and given flow and rotation speeds).

One of the more easily used models that can be used for this purpose is the
blade element momentum (BEM) theory, which is one of the oldest and most
commonly used methods for calculating induced velocities on wind turbine blades.
This theory is an extension of the actuator disk theory [5, 9] extended to each blade
sections. This theory is fully described in [11].
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An example of simulation results using BEM theory, for a given three-blade
turbine, is given by Figure 9.5, which presents the rotor power coefficient (Cp)
according to the pitch angle variation of the blades b and the speed ratio l.

9.1.4 Drive train modelling
For mechanical modelling, emphasis is put only on those parts of the dynamic
structure of the marine current turbine that contributes to the interaction with the
grid. Therefore, only the drive train is considered because this part of the marine
turbine has the most significant influence on the power fluctuations. The structural
components of the tidal turbines are not considered in this first order approach.

The mechanical drive train can be considered as a two-mass model, namely a
large mass representing the rotor, and a smaller mass representing the generator
(Figure 9.6). These rotating masses have inertia Jrot and Jgen, respectively. The
(low-speed) rotor shaft is connected to the (high-speed) generator shaft via a 1:N
gearbox. The low-speed shaft is modelled by a stiffness k and a damping coefficient
c, while the high-speed shaft is assumed stiff.

The drive train transfers the hydrodynamic rotor torque, Trot, to the low speed
shaft torque Tgen. The mechanical model dynamical description consists of the
following equations in (9.8)

dqrot

dt
¼ wrot

dqk

dt
¼ wrot � wgen

hgear

dwrot

dt
¼ ðTrot � TgenÞ

Jrot

8>>>>>>><
>>>>>>>:

ð9:8Þ

where qk is the angular difference between the two ends of the flexible shaft. For
simplicity, qk can be considered as a constant and the drive train model can be
simplified as shown in Figure 9.7.

K

c

Jrot

Trot

θrot Tgen

Jgen

1:ηgear

Low speed shaft Gear-
box 

High
speed shaft Generator

θgen

Figure 9.6 Drive train model
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9.1.5 Generator modelling
Much of the technology that has been suggested for tidal current energy extraction
is comparable to that used in wind energy applications. It is then obvious that some
wind generator topologies could be used for tidal turbines. This section will focus
on modelling a PMSG associated with a back-to-back IGBT converter; other
solutions based on Induction Generators or Double Fed Induction Generators
(DFIG) can be modelled using similar methods.

For a PMSG, the stator voltage equations in stationary reference frame are
given by (9.9)

Vabc½ � ¼ R½ � iabc½ � þ L½ � d iabc½ �
dt

þ dlabc

dt
ð9:9Þ

where L½ � ¼
Lss Ms Ms

Ms Lss Ms

Ms Ms Lss

2
4

3
5

The PMSG is modelled under the following simplifying assumptions:

● sinusoidal distribution of stator winding,
● electric and magnetic symmetry,
● negligible iron losses and unsaturated magnetic circuit.

Under these assumptions, the generator model in the so-called steady-state
(or stator) coordinates is first obtained.

From (9.9), a simple model suitable for simulation and control can be obtained
in d-q rotor coordinates. Conversion between (a, b, c) and d-q coordinates can be

Jrot

Trot

Tgen

J
gen

Low speed shaft Gear-
box 

High
speed shaft Generator

θrot

1:ηgear

θgen

Figure 9.7 Simplified drive train model

310 Electrical design for ocean wave and tidal energy systems



realized by means of the classical Park transform. Using this transform, the d-q
PMSG voltages and fluxes become

Vd ¼ Rid þ Ld
did
dt

� Lqiqws

Vq ¼ Riq þ Lq
diq

dt
þ ðLdid þ fmÞws

8>><
>>:

ð9:10Þ

The electromagnetic torque is obtained as in (9.11)

Tem ¼ 3
2

pðfd :iq � fq:idÞ ¼
3
2

p fm:iq þ ðLd � LqÞid :iq
� � ð9:11Þ

If the permanent magnets are mounted on the rotor surface, then Ld¼ Lq and the
electromagnetic torque becomes (9.12)

Tem ¼ 3
2

p:fm:iq ð9:12Þ

This equation can be linked with the mechanical equation of the rotating parts
(generator, rotor, drive train, turbine). As an example for a direct drive system the
mechanical equation is

Tgen � Tem � Tl ¼ J
dWgen

dt
ð9:13Þ

where Tgen is the mechanical torque which comes from the gearbox or directly from
the turbine (in case of direct driven systems) and is an input for the generator. This
torque can be deduced from the gearbox characteristics, the power curves of the
turbines, the flow speed and the turbine rotational speed. Tl is a torque which
represents the mechanical and iron losses.

Knowing the main electrical parameters of the generator (Ld, Lq, fm and gen-
erator mechanical parameters), (9.10), (9.11) and (9.12) can be used to simulate the
electromechanical behaviour of the generator. Of course, similar electromechanical
models can be found and used for the other possible kind of generator (induction,
double fed induction generator).

9.1.6 Global model of the system
It can be noted that for each model, input or output corresponds to output or input
of others models. For example the input of the model of the turbine is the rotating
speed related to the mechanical equation and current flow speed related to resource
model. So the presented basic models can be associated in a modular environment
dedicated for system simulation as for example the Matlab/Simulink environment.
In this kind of environment, each of the previously described equation sets
(resource, turbine, drive train, converter, or generator models) can be implemented
in simulation blocks and connected to form a global simulation model. This allows
for the calculation of the electrical and mechanical behaviour of the global system
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for a given tidal resource and a given energy harnessing control strategy. In this
global simulation scheme, a control block which models the control laws (as
described in Chapter 8) has also to be connected to the converter/generator block to
take into account the variable speed control strategy as illustrated by Figure 9.8.

9.2 Resource to wire modelling techniques for wave energy
converters

M. Santos-Mugica, J. L. Mendia and F. S. Fernandez

Nomenclature

A Wave amplitude

Ajk? Added mass at infinite frequency

Kjk Radiation impulse response function for an oscillation in the degree of
freedom j due to a unit amplitude oscillation in the degree of freedom k

Bjk Radiation damping coefficient

t Time-lag

r Water density

g Gravity acceleration

fe Non-dimensional excitation force

x Vertical direction coordinate

G Excitation force coefficient

t Time

SB Wetted surface of a body immersed in water

A Wave amplitude

W Wave frequency

S Solution of a numerical problem

There are a multitude of designs for wave energy devices, at various stages of
development, employing many means of energy conversion. Each device has its
own particular advantages and disadvantages, but there is as of yet no clear indi-
cation which technology type or group of technologies will emerge as viable from
an engineering and economic point of view. A typical resource-to-wire model of a
wave energy device, generally consists of five subsystems related to the conversion
process stages (Figure 9.9) [12].

Most of the studies carried out for wave energy converters (WECs) are
focused on assessing either the performance of the device or grid integration
issues, such as voltage stability, frequency variations, flicker and voltage ride
through capability. For each type of study there is a suitable model. Consequently,
depending on the purpose of the analysis, the level of detail in the representation
of the components of the system will differ. The type of study not only determines
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the modelling approach, but also the simulation software and necessary simplifi-
cations [13, 15].

9.2.1 Performance analyses
The objective of the performance analyses is to have a correct estimation of the
expected power output of the devices. To have a preliminary idea of the perfor-
mance of a device frequency domain analyses are made. However, to evaluate the
performance of a WEC with realistic PTO configurations, moorings, control sys-
tems and other contributions, time-domain models are required to reflect the non-
linearity arising from the different elements of the model.

9.2.1.1 Frequency domain analyses
Hydrodynamic optimization of WEC concepts is usually carried out by means of a
frequency-domain analysis. From the mathematical point of view, the modelling
and analysis of wave energy converters consists primarily in finding the solution
for its dynamic equation. Equation (9.14) shows an example of the dynamic
behaviour of a heave oscillating wave energy converter:

M€x3ðtÞ ¼ Fe3ðtÞ�A33€x3ðtÞ �B33 _x3ðtÞ � rgSwx3ðtÞ � CPTO _x3ðtÞ � KPTOx3ðtÞ
ð9:14Þ

The sum of terms that are directly proportional to the velocity and acceleration of
the heave oscillating WEC represent the radiation forces only by virtue of the
hypothesis of monochromatic excitation and linear system [otherwise the radiation
impulse response function (RIRF) formulation would be required].

If the system is linear and the excitation sinusoidal, then the motion response
will be sinusoidal as well and can be represented as (9.15)

xiðtÞ ¼ Re X̂ ie
iwt

� � ð9:15Þ

Equation (9.14) above can now be rewritten

�w2MX̂ 3 ¼ F̂ e3 þ w2A33X̂ 3 � iwB33X̂ 3 � rgSwX̂ 3 � iwCPTOX̂ 3 � KPTOX̂ 3

Primary
energy
capture

Prime
mover Generator

Storage (elctrical, mechanical, potential)

Control

Wave energy Electrical energy

Figure 9.9 Typical wave energy conversion process
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And this leads to the straightforward solution for the amplitude of motion

X̂ 3 ¼ F̂ e3

�w2 M þ A33ð Þ þ iw B33 þ CPTOð Þ þ rgSw þ KPTO

The former is a well-known expression of the so-called Response Amplitude
Operator (RAO) in heave. The main distinction with the usual expression applied in
offshore engineering consists in the introduction of the simplified power take-off
(PTO) coefficients that will clearly affect the device dynamics.

The instantaneous power absorbed by the PTO system is given by (9.16)

PðtÞ ¼ FPTO _x3ðtÞ ¼ CPTO _x
2
3ðtÞ þ KPTOx3ðtÞ _x3ðtÞ ð9:16Þ

By considering sinusoidal motion, the average absorbed power in regular
waves can be written as

�P ¼ 1
2

CPTO V̂ 3

�� ��2 ¼ 1
2

CPTOw2 X̂ 3

�� ��2

By using the previous equations, it can make explicit the expression of the power:

�P ¼ 1
2

CPTOw2 F̂ e3

�� ��2
�w2 M þ A33ð Þ þ rgSw þ KPTOð Þ2 þ w2 B33 þ CPTOð Þ2 ð9:17Þ

9.2.1.2 Time domain analyses
To prove the validity of a PTO design or a control strategy, a more realistic
approach is often needed, particularly when real sea-state performance is the
determining criterion to validate a solution. In such cases, a time-domain model is
generally unavoidable.

When nonlinear effects such as viscous forces or other interactions are
considered, the linearity assumption is no longer valid. The most general and fun-
damental approach to deal with these cases is a full nonlinear time-domain analysis
that requires the solution of the flow equation in the time domain, possibly with
complex and time-consuming computational fluid dynamic (CFD) codes that, at the
current stage, are really difficult to implement and not always accurate enough.

Another way to take into account nonlinearities, particularly when they can be
modelled as time-varying coefficients of a system of Ordinary Differential Equa-
tions (ODEs), is to apply the linear time-domain model based on the Cummins
equation [16], whose use is widespread in seakeeping applications. This is based on
a vector integro-differential equation which involves convolution terms to account
for the radiation forces. The following equation is an example of the formulation of
an oscillating point absorber in one degree of freedom.

ðM þ A331Þ€x3ðtÞþ
ðt

�1
K33ðt � tÞ _x3ðtÞdtþrgSx3ðtÞþFextð _x3; x3; tÞ ¼FeðtÞ

ð9:18Þ
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In this equation, all the possible nonlinearities are included in the term Fext, which
represents the external forces that are applied to the system, such as PTO or
mooring forces, and that could be possibly linked to other independent variables
that form a set of ODEs.

Notice that the excitation force in the time domain is formally related to its
frequency-domain expression by an inverse Fourier transform [17] which is, in
general, not causal. For regular monochromatic waves, the excitation force can be
expressed as (9.19)

FeðtÞ ¼ GðwÞj jAcosðwt þ fÞ ð9:19Þ

where an excitation force coefficient, G(w), proportional to the wave amplitude, has
been introduced. In irregular waves, the excitation force can be simply modelled as
a linear superposition of N independent sinusoidal components (ideally, N ?þ?)
such as

FeðtÞ ¼
XN

i¼1

GðwiÞj jAicosðwit þ fiÞ ð9:20Þ

The amplitudes Ai of each frequency component are defined from the energy
spectral density S(w) as Rayleigh distributed random values with mean square
2S(w)Dw. Phases, fi are randomly selected assuming a uniform distribution within
[0; 2p]. With this assumption, the randomness of the elevation process is properly
reproduced and its statistical properties are correctly modelled.

The time-varying Radiation Impulse Response Function (RIRF) can be derived
by a number of methods, including linear time-domain Boundary Element Methods
(BEM) codes like TiMIT [18] or ACHIL3D [19] or indirectly by firstly solving the
linear problem in the frequency domain and then using the computed frequency-
dependent hydrodynamic coefficients in (9.21):

K33ðtÞ ¼ 2
p

ð1

0

B33ðwÞcosðwtÞdw ð9:21Þ

The integral in this equation has to be evaluated after a truncation at a properly
defined frequency. Since the radiation damping coefficient B(w) tends asymptoti-
cally to zero as the frequency tends to infinity, it is sufficient to introduce an upper
limit for this coefficient to be negligible. For instance, taking as the truncation
frequency as the frequency above which B(w) is less than one thousandth of its
maximum value produces satisfactory accuracy.

However, this is not always possible with commercial BEM codes since the
largest frequency at which the coefficients are evaluated is limited by the number
of panels (or, more correctly, the average panel size in comparison with the wave
length) and the radiation damping coefficient might be still much larger than zero at
the largest frequency assumed in the computation.
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A preliminary simple model, which permits also to check the quality of the
time-domain results comparing them with the ones given by the frequency-domain,
consists in assuming just a damper as Power Take-Off, capable of opposing a force
proportional to the velocity of the buoy. Additionally, one can assume the presence
of a spring term (i.e. proportional to the displacement), that is required to guarantee
the stability of the system if no restoring force is present.

9.2.2 Grid integration analysis
Studies carried out on the power system are based on the simulation of real phe-
nomena that represent the same behaviour as the real system. Before developing a
model for grid integration analyses, it is mandatory to understand and quantify as
accurately as possible the behaviour and the parameters that define any of the
elements of the system as well as the different phenomena that concern the power
system [15]. These phenomena cover a wide range of time intervals, from micro
seconds to several hours.

Due to the complexity of the power system and as wave energy penetration
level increases it would be unfeasible to simulate wave energy devices behaviour
with a high level of detail. For this reason, it is necessary to develop simplified
models. In these models is very important to take into account the influence of the
control system when analysing a phenomenon. The control system does not influ-
ence the case of fast phenomena (milliseconds to a few seconds). However, for
slow phenomena (minutes to hours), the control system must be considered. So, the
kind of analysis and the model of the device and the power system are related to the
duration of the phenomena under study. An example of the type of model required
depending on the type of analysis desired is shown in Table 9.1:

Table 9.1 Model types versus analysis type [13, 14]

Type of analysis Model

Voltage variation Static model
Load flow
Short-circuits

Transient stability Dynamic models
Functional modelsSmall-signal stability

Transient response
Steady-state waveforms
Synthesis of control
Optimization

Start-up transient effects Dynamic models
Mathematical physical models

(power electronic)
Load transient effects
Fault operation
Harmonics and sub harmonics
Detailed synthesis of control
Detailed optimization
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As can be seen in Table 9.1, two different models can be used to carry out grid
integration studies. On one hand static models, simple and ease to create, and on the
other hand dynamic models, both functional and mathematical. The mathematical
physical model includes detailed power electronics model [13, 14].

9.2.2.1 Static model
In these models just the electrical variables at fundamental frequency are con-
sidered and the study can be limited to an equivalent single phase analysis in
balanced systems or to sequence components in unbalanced systems. When the
steady-state voltage level is of interest, the device active and reactive power can
simply be represented as sources of active and reactive power. Active power is
given by the static power curve of the wave energy converter, the relation between
the sea state and the produced active power, so the hydrodynamic model is not
necessary, while the amount of reactive power exchanged with the grid is decided
according to the control objectives of the device.

9.2.2.2 Dynamic model
Dynamic models provide a grid operator with a means of assessing the impact of
renewable energy generators on the local and national grid from the point of view of
system stability, dynamic voltage variation, and fault performance and ratings [12].
Power system dynamic models will be discussed in more detail in the following section.

9.3 Power system dynamic models

D. Mollaghan

9.3.1 Dynamic models for power systems
Dynamic models for power system studies are used primarily for analysis of power
system stability. Power system stability refers to the ability of a power system to
remain in a steady-state under normal operating conditions and to regain an
acceptable state of equilibrium after being subjected to a disturbance [20]. This
type of analysis is critical for ensuring a reliable electricity supply, and would not
be possible without dynamic models. Standard models have been developed for
conventional power plant equipment, but as electricity generation from renewable
sources has become more prominent in recent years, the range of generation
equipment in use has become more diverse and dynamic models are perhaps more
important now than ever before. Renewables such as wind and ocean energy have a
varying power source and implement a wide variety of power system configura-
tions such as fixed and variable speed induction generators, doubly-fed induction
generators, and synchronous generators with back-to-back convertors. It is neces-
sary for grid operators to study the behaviour of this new generation on the grid,
thus emphasising the need for accurate and reliable dynamic models.

Many grid codes throughout the world specify a requirement for dynamic
models to be supplied before a plant can procure a grid connection [21]. The
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generating plant operators must provide a dynamic model of their power system that
is compatible with the network operator’s software. This model must be capable of
simulating the plant’s output electrical power and other dynamic characteristics,
during both normal and faulted operation. These models are a requirement as they are
used by the TSO to ensure that any new generation on their system:

● Is stable under normal and fault conditions
● Does not affect other users/generators
● Produces acceptable power quality
● Does not overload existing protection circuitry and power lines
● Allows load flow analysis to be performed

9.3.2 Model development and analysis
A power system dynamic model consists of a number of sub-models for each of the
components used in the power system, e.g. generator, transformers, reactive com-
pensation devices, power electronics etc. Many dynamic simulation software
packages, such as Siemens PSS/e and DIgSILENT PowerFactory, contain a library of
models of standard equipment. A network model is used to represent the power
system’s electrical equipment configuration from the generator(s) to the point of
common coupling (PCC) with the national grid. The model developer must decide
which equipment models are required, how the network is to be laid out, and must
also parameterise each of the models according to the equipment specifications. For a
full dynamic study, further models such as power take-off models, control algorithms
and protection mechanisms would also be required. Figure 9.10 shows an example of
a network model (left) and an electrical control topology for a wind farm (right).

There is a distinction between a power system model and a design level model
for a plant. Design level models would often include a detailed physical model of
the mechanical power train from the energy source to the generator. These models
would typically be used for performance assessment or system optimisation.
However, this level of detail is not necessary for power system studies as many of
the variables used in a design-level model would not influence the electrical power
system over the relatively short timescale used for power system simulations.
Furthermore, the computational effort for these design-level models would be too
demanding for a large-scale grid study. For these reasons, a power system dynamic
model has a simplified power take-off model in order to reduce the computational
effort. The model developer must find the right balance between obtaining rea-
sonable simulation run-times and maintaining accuracy in the model.

There are a number of stages required when performing a dynamic analysis. A
typical analysis process is outlined below:

1. Load flow: A load-flow (or power-flow) analysis is the calculation of power
flows and voltages at each of the nodes in a network model. The calculations
are solved iteratively using techniques such as the Newton–Raphson method.

2. Initialisation: Model initialization is required to ensure the simulation begins in a
steady state, thus avoiding any unwanted transients. The initialization stage uses
results from the load flow to configure internal state variables within the model.
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3. Steady-state analysis: A simulation is performed in steady state to assess the
plant’s performance.Simulations are typically carried out over a period less
than 30 seconds but can vary depending on the type of analysis.

4. Disturbance analysis: A disturbance is applied to a point in the network for a
suitable time. The plant’s ability to recover from a disturbance is assessed.

9.3.3 Experience from the wind industry
Wind turbine (WTG) dynamic models have been in development for a number of
years, many have been made publically available by manufacturers and research
institutions [22–25]. In addition to the electrical system models (e.g. generator,
power electronics, protection etc.), WTG models typically consist of a mechanical
power-train model, which incorporates pitch control, turbine power and drive shaft
dynamics. Wind power is calculated according to (9.22):

Pwind ¼ 1
2
rAv3Cpðl; bÞ ð9:22Þ

where r is air density, A is rotor blade swept area, v is wind speed and Cp is the
performance coefficient, which is a function of the tip-speed ratio and the pitch
angle. A typical WTG power-train model is outlined in Figure 9.11:

9.3.3.1 Model aggregation
The above method of modelling is suitable for single turbines or small wind farms,
however the simulation run-times become longer and more complex as the size of
the wind farm gets larger. There is currently a lot of focus on model aggregation,
which aims to reduce the computational demands of large wind farm modelling by
creating one or more equivalent models to represent an entire wind farm. Con-
ventional power plants are generally modelled individually as there are a relatively
small amount of such plants in a typical grid network. However, countries with
high levels of wind power on their networks would have multiple wind farms
containing a large amount of wind turbines. In such cases, modelling each turbine
individually would be unfeasible for a grid study, mainly due to the lengthy
simulation times for this approach.

Pitch
control

Vwind

Turbine
(aerodynamics) Drive-shaft Generator

(IG/SG)

θpitch

ωrotor

wgen

Pwind Pmech

Figure 9.11 WTG power-train model
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The simplest method of model aggregation is to use one generator model to
represent all of the wind farm’s generators, where the rated power of the equivalent
generator is equal to the rated power of each individual generator times the number
of generators. The electrical system is also reduced to one equivalent circuit. This
method is suitable for fixed-speed WTGs, where there is only a small generator
speed deviation across the wind farm. Furthermore, if the wind speed is assumed to
be constant across the farm, one equivalent drive-train model (scaled appropriately)
can be used to represent all of the wind turbines in the farm. This method is the
most simplistic representation of a wind-farm; the computational effort required
would be dramatically reduced compared to detailed models of individual turbines.
However, it is limited by the many assumptions used in this approach. For instance,
inter-array effects such as wake effects and wind speed deviations are neglected, as
are any generator speed deviations across the farm.

If wind speed across the farm cannot be assumed constant, or if the wind
turbines have variable speed generators, then a compromise can be made by only
aggregating some parts of the model. For example, one approach to model a vari-
able speed WTG farm [26] is to only aggregate the electrical system. One
equivalent model is used for the power electronic convertors and controls, and also
the electrical part of the generators. The generator inertia, aerodynamics and pitch
controllers are not part of the aggregation. Overall there are a number of methods
which can be used for aggregate modelling; the most adequate method will depend
on the area of interest for the study.

9.3.3.2 Generic modelling
The wind energy industry is currently at a more advanced stage than the ocean
energy industry, so there is a good opportunity to learn from the issues encountered
by the wind energy sector, from a dynamic modelling perspective. The modelling
issues encountered when numerous wind turbine dynamic models were being tested
by the Irish grid operators, Eirgrid, were described in [27]. Some of the issues
encountered included:

1. Numerical instabilities occurring in the simulations due to the use of different
combinations of integration algorithms and dynamic systems.

2. Inadequate model initialisation, particularly at part load. Thought to be due to
inadequate model development for part load simulations.

3. To protect intellectual property, WTG manufacturers supplied their dynamic
models in a proprietary ‘black-box’ format, without giving access to the
underlying source code. This led to difficulties diagnosing problems encoun-
tered in the simulation.

In an attempt to reduce to dynamic modelling effort for a number of interested
parties (e.g. grid operators, device manufacturers, project developers), a consider-
able effort is being made towards the creation generic standard models for wind
turbines. Groups such as WECC Wind Generation Modelling Group and the IEEE
Working Group on Dynamic Performance of Wind Power Generation have been
engaged in research in this area for the past number of years. Furthermore, a new
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IEC standard (IEC 61400-27) for generic simulation models for wind power gen-
eration is currently in development. The working group for this standard consists of
a range of parties involved in the wind industry, including manufacturers, grid
operators, project developers, software developers and research institutions.

The purpose of IEC 61400-27 is to define standard, public dynamic
simulation models for wind turbines and wind power plants, which are
intended for use in large power system and grid stability analyses, and
should be applicable for dynamic simulations of power system events such
as short circuits (low voltage ride through), loss of generation or loads,
and typical switching events (e.g. line switching). [28]

Four types of wind turbine technology have been identified for generic stan-
dardised modelling:

● Type 1: Induction generator;
● Type 2: Induction generator with variable rotor resistance;
● Type 3: Doubly-fed induction generator;
● Type 4: Asynchronous or synchronous generator with full convertor interface.

These model types represent the most common generator types used by the
wind industry. In addition to a generator/convertor module, the models will also
include an active and reactive power control module, and a mechanical drive-train
module. A future phase of the standard definition will specify standard models for
aggregated wind farms. This standardisation is an important step forward for the
industry and will aid grid operators, project developers and device developers in
areas such as performance assessment, design, planning studies and comparative
studies.

9.3.3.3 Validation
Model validation is an important part of the modelling process. Validation is
required to ensure the model accurately reflects the dynamic performance of the
physical device(s) for a power system stability study. This can be achieved by
comparing model simulation results with measured data from physical devices.
Physical testing can be performed in the lab or in the field, where an event, such as
a voltage dip, can be implemented and the results recorded. The measured results
are then compared with the model’s simulation results. However, this method is not
always feasible, particularly when dealing with fault analysis.

In the early stages of wind turbine development, there was not a lot of field
data available, one validation approach used was to compare the power system
models with manufacturer’s detailed design-level models. The main disadvantage
with this approach is obviously the lack of measured data, although it could be a
useful first approximation when no field data is available. Another approach would
be to monitor an existing device, measuring various disturbances over time and
comparing these measurements to the simulation model. However, this approach
could take a considerable amount of time to gather enough information to validate a
model [29].
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9.3.4 Requirements for OE industry
The technology for ocean energy conversion is still in its relative infancy. At the
time of writing, the installed capacity of ocean energy devices supplying to national
grids worldwide is less than 10 MW. There are a multitude of designs for wave and
tidal energy devices, at various stages of development, employing many means of
energy conversion. Each device has its own particular advantages and dis-
advantages, but there is as of yet no clear indication which technology type or
group of technologies will emerge as viable from an engineering and economic
point of view. Globally there are only a few devices that have exported power to
national grids. Some examples of these are:

● Marine Current Turbines (tidal) in Strangford Lough, Northern Ireland
● Pelamis Wave Power (wave) in Aguçadoura, Portugal
● Oceanlinx (wave) in Port Kembla, Australia
● Pico Power Plant (wave) in the Azores islands
● Wavegen Power Plant (wave) in Islay, Scotland

The diversity of the ocean energy technologies clearly presents a problem for
grid operators from a power system perspective, thus emphasising the need for
power system dynamic models for ocean energy systems. Modelling techniques
employed by developers tend to focus on a high level of accuracy and are targeted
at device and performance optimisation. These models would typically involve
some form of hydrodynamic study of the device. A fully descriptive and exact
dynamic model would require much of the following information, and more:

● Hydrodynamic coefficients in all degrees of freedom
● Hydrodynamic and thermodynamic models of the primary power capture stage
● Full geometric device information
● Prime mover dynamic pressure and flow characteristics
● Full knowledge of control strategy

This type of model strives to be highly accurate in its representation of device
dynamics. Constructing a model in this manner is clearly quite a complex and time
consuming process. Also as previously discussed, the level of detail in this type of
model is not necessary for the purpose of dynamic modelling for grid connectivity.
A successful power system dynamic model should be able to capture the main

Primary power
capture

(hydrodynamics)
Generator

Inherent energy
storage

(if applicable)

Prime mover
(turbine/motor)

Wgen

PTO force

Wave
input

Figure 9.12 Typical wave energy device model overview
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dynamics of an ocean energy device’s electrical system, initially for a single
device, but ultimately for an aggregated farm of devices.

Under normal conditions, the dynamics of the power transfer from the ocean to
the prime mover will be dominant over the electrical power dynamics. However,
under fault conditions, the electrical power dynamics change rapidly and the system
must respond accordingly. The fast electrical power dynamics means that the input
power from the ocean has less of an effect on the overall system dynamics during the
fault period. Also, grid codes specify that faults must be dealt with within a specified
time (typically three seconds) [30], either by implementation of a fault ride-through
mechanism or else disconnect from the grid. Thus to model a system under fault
conditions, a higher order model is required, but over a much shorter timescale.

A distinction needs to be drawn between a power system dynamic model and a
design-level model. In a power system dynamic model, power output variation,
protection mechanisms, and generator and prime mover dynamics need to be
modelled to a reasonable level of accuracy, whereas hydrodynamic modelling is
not so important due to the timescale of the modelling. The use of inherent energy
storage methods in an ocean energy device, such as reservoirs or hydraulic accu-
mulators, could also have an effect on the electrical dynamics in the event of a
fault, so would need to be included in the power system model.

Tidal turbine dynamic models share a lot of similarities with wind turbine
dynamic models, so the tidal sector can benefit greatly from the advances made in
the wind power dynamic models. Wave energy dynamic modelling is perhaps a
more complex issue, largely due to the diversity of the technology. Despite this
diversity, the overall power conversion process is similar amongst many devices, as
shown in Figure 9.12. Some work has been carried out to investigate the generic
modelling approach for ocean energy systems, such as an outline proposed by Khan
[31], an IEA-OES report [32], and SEAGRID, a dynamic modelling tool for ocean
energy systems, which is currently under development at the HMRC [33]. This is
an ongoing topic and is sure to become more prevalent as the technologies become
closer to commercial readiness.

This is an important area for grid integration of ocean energy. Important les-
sons were learned through the integration of wind energy and it is hoped the ocean
energy sector won’t encounter the same pitfalls seen by the wind sector. To aid
future power system analysis and grid planning studies for ocean energy, the ocean
energy sector should strive to have good quality, validated, dynamic models pre-
pared in anticipation of large-scale grid integration.
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Chapter 10

Economics of ocean energy electrical systems

10.1 Economic challenges and optimisation of ocean energy
electrical systems

F. Sharkey

10.1.1 Introduction and components of ocean energy
electrical systems

Ocean energy systems are relatively immature and there is limited experience of the
costs associated with connecting large-scale arrays at present. There is therefore
some uncertainty over the overall Capex of such projects. However there is a cred-
ible ambition to bring the costs of ocean energy systems in line with those of off-
shore wind. There are some similarities and some key differences between offshore
wind farms electrical systems and those of offshore wave and tidal farms [1], and
with much higher installed capacity the offshore wind industry can be used to inform
the ocean energy industry. Electrical systems for offshore wind farms typically cost
20–25% of the overall system Capex [2] and the same is expected for ocean energy
farms [3], perhaps a higher proportion for wave farms and lower for tidal farms. Note
that this assumes that the overall costs for ocean energy reach similar levels to
offshore wind. For early-stage arrays the percentage of Capex for electrical systems
will be lower as the cost of the actual converters will be much higher.

This chapter aims to present the expected costs for ocean energy electrical sys-
tems and some of the major challenges faced by ocean energy in this area. The chapter
also looks at techno-economic optimisation of array layouts and goes on to explore
some potential strategies to reduce the cost of ocean energy electrical systems. The
focus is mainly on wave energy electrical systems. However, there are several com-
monalities to tidal energy electrical systems and the challenges are broadly the same.

Although there are numerous wave energy converter (WEC) and tidal energy
converter (TEC) types and there is some variation in the electrical collection and
export concepts, marine energy converter (MEC) arrays will typically have the fol-
lowing components that are explained in more detail in other chapters of this book:

● Generators and balance of onboard electrical plant (power electronic converters,
transformers, switchgear, etc.).

● Dynamic power cables (floating MEC only).
● Submarine connectors and other submarine electrical systems.



● Submarine power cables.
● Offshore substations.
● Onshore substations and grid connections.

There are, of course, some exceptions (such as nearshore WECs with hydraulic
transmission) but the components listed above are considered ‘typical’ of an MEC
array.

10.1.2 Expected costs for electrical system components
So if the target cost of ocean energy systems is that of offshore wind systems [4]
and the proportion of that cost for electrical systems is 20–25% of the overall cost
then we would expect the following costs for ocean energy electrical systems.

Ocean energy target installed costs: €4 m/MW [4]
Ocean energy electrical systems target costs: €1 m/MW (25% of the above)

Therefore all of the electrical components in the ocean energy system must
cost less than €1 m/MW to be comparable to offshore wind. Although the cost of
the MEC is expected to come down dramatically as the industry reaches maturity,
the cost of the electrical system is predominantly mature at present as it uses mostly
mature technologies. There are, however, some design criteria which will increase
the electrical system costs and also some potential strategies for reducing costs
which are discussed in later sections.

It is difficult to give actual costs for electrical system components as these are
volatile over time and can tend to be project specific rather than generic. However,
some euro figures are given in Table 10.1 for the major components which may be

Table 10.1 Typical component cost ranges for MEC arrays

Component Suggested cost

Generators* €40–70/kW [4–7]
Power converters* €90–110/kW [6–7]
Power transformers* €40–60/kW [6–7]
Switchgear* €60–100/kW [6–7]
Submarine connectors Splice housing: €60–100k per connector (est.)

Dry mate connector: €100–200k per connector (est.)
Wet mate connector: €150–250k per connector (est.)

Dynamic power cables – medium
voltage (MV)

€300–800/m (est.)

Submarine array cables (MV) €300–800/m [4, 8–14]
Submarine export cables – high

voltage (HV)
€1000–2000/m [4, 8–14]

Offshore substation Foundation and structure: unknown
Topside: €120–150k/MW (electrical plant only)

Onshore substation and grid
connection

Suggested costs: €100–250k/MW [15]

*These components are part of the MEC itself (in most cases) therefore they would be included in the
MEC cost and not in the ‘electrical system’ costs. They are included for reference and completeness.
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suitable for preliminary assessments. However, they are strictly not suitable for
budgeting purpose. They are based on what could be considered ‘off the shelf’
components and do not cover bespoke or specialist installations.

10.1.2.1 Submarine cable cost model
The cost of submarine power cables is extremely volatile in that there are numerous
factors that can affect the overall cost of the cable and its installation; namely
materials cost (particularly copper and steel), mobilisation costs (significant for
remote sites), seabed conditions (affecting installation method), downtime (deter-
mined by prevalent weather) and availability of equipment (determined by market
demand). Therefore, it is difficult to put a euro price on cables that will remain
relevant across all projects which can be seen by the range shown above in
Table 10.1. Another approach is to look at the factors that make up the installed
price of a cable and develop a normalised cost model that will be valid with all else
being equal in the cost of cables and installation methods across a particular pro-
ject. This method disregards contract strategies such as bulk purchasing or multi-
project, which are not possible to model.

By looking at the elements of each factor of the cable cost a normalised cost
model can be established. The main factors affecting the cable cost are:

1. The voltage rating of the cable (i.e. the insulation rating/thickness).
2. The cross-sectional area (CSA) of the conductor.
3. The installation costs.

For simplicity we will assume three core cross-linked polyethylene (XLPE)
cables with copper conductors and a single layer of armouring for all cases as these
are common cables in the offshore wind industry.

As this is a normalised cost model a base case is required to normalise against.
The base case will be a 10 kV, 1� 3� 95 mm2 cable. This cable will have an
installed normalised cost of 1.0 and all other cables will be represented as a mul-
tiple of this. The cost model was developed primarily using the formulae given
by Lundberg [8] and also verified by comparing against numerous sources such as
[9–14]. The developed normalised costs are shown in Table 10.2.

For example, a 33 kV, 240 mm2 cable is 58% (1.58/1.0) more expensive than
the base 10 kV, 95 mm2 cable. Also a 20 kV, 500 mm2 cable is 165% (2.25/0.85)
more expensive than a 20 kV, 50 mm2 cable.

The cost model presented in Table 10.2 will be used for analysis of electrical
network options throughout this chapter.

10.1.3 Economic challenges for ocean energy electrical systems
There are a number of economic challenges for ocean energy electrical systems,
which are discussed and analysed in more detail below. Building a business case for
early stage arrays will be challenging and it is likely that there will be pressure to
reduce the costs of elements such as the electrical system. Therefore, there will be a
drive towards the least cost option. However designers must be wary to not compro-
mise critical safety and functionality issues with this pressure for minimising cost.
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A ‘medium’ size, 40 MW, WEC array is taken from [1] as the candidate array
(Figure 10.1). This candidate array has the following, base case, assumptions:

● Each MEC (node) is rated at 1 MW with unity power factor.
● Each MEC has a 30% capacity factor.
● The inter-MEC spacing is 400 m (inter-MEC cables are 400 mþ twice the depth).
● The water depth is 100 m.
● The export distance is 15 km.

This will be used in conjunction with the normalised cable cost model given in
the last section in order for an economic analysis to be undertaken.

10.1.3.1 Individual MEC ratings
At the current stage of the industry’s maturity there is a trend, both in wave and
tidal sectors, towards devices with ratings of ~1 MW. Individual device ratings of
1 MW are, therefore, used as the base case in any analysis done. There are of course
a number of exceptions to this trend. Offshore wind turbines are mostly rated
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Figure 10.1 Candidate, 40 MW, array

Table 10.2 Installed cable normalised costs

Voltage

Cable CSA (mm2) 10 kV 20 kV 33 kV 132 kV

35 0.79 0.82 0.85 –
50 0.81 0.85 0.88 –
70 0.85 0.89 0.94 –
95 1.00 1.05 1.11 –
120 1.05 1.11 1.18 –
150 1.10 1.17 1.25 –
185 1.25 1.34 1.43 –
240 1.35 1.46 1.58 –
300 1.65 1.80 1.97 –
400 1.80 1.99 2.21 2.79
500 2.00 2.25 2.53 3.25
630 2.25 2.55 2.89 3.75
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around 3–4 MW with a trend towards higher power units (5 MWþ). These small
MEC unit sizes will present a challenge to the economics of ocean energy electrical
systems as each device in an array will require dynamic cables (floating MEC),
submarine connectors, and a cable connection to the next device in the array.
Naturally the more devices in the array will mean additional cost for the array,
certainly on a per MW level.

Just the cost of the dynamic and static submarine cables will be evaluated here.
The relative cost of the array (versus the base case) is established for a 40 MW
array with 250 kW, 500 kW, 1 MW (base case), 2 MW and 4 MW individual MEC
ratings. The total rating of the array remains at 40 MW in all cases, i.e. the quantity
of MECs changes depending on the MEC rating. The array and export voltage is
also 20 kV in all cases.

The relative cost as a percentage of the base case is shown in Figure 10.2. The
relative cost is shown for the array only and the full electrical system (i.e. array and
export cable). This shows that as expected the relative cost is higher for smaller
devices and lower for larger devices. The increase can be as much as 3 times for the
array cable costs. It should be noted that the costs do not decrease as much or as
exponentially for larger individual devices with decreases to as low as 0.4 times
possible for the array cable costs.

The focus here is on the electrical system only; however, it is worth noting that
lower MEC ratings will increase other elements of Capex such as installation,
moorings, etc.

10.1.3.2 Device capacity factor
The capacity factor of offshore wind turbines is typically in the region of 30–40%
[16] depending on turbine type, location, yearly wind speed, etc. Given the variety
of wave and tidal energy devices available it is unclear what capacity factors these

0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
2.8
3.0

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

R
el

at
iv

e 
co

st

Size of individual MEC (MW)

Relative cost of 40 MW array electrical cabling by MEC rating

Relative cost (Array only)
Relative cost (Full electrical system)

Figure 10.2 Relative cost of 40 MW array electrical cabling based on device
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devices will have. For ‘direct drive’ wave energy converters the capacity factor
could be very low, <20%, due to a high peak to average output ratio. Conversely
some tidal turbines may achieve capacity factors of over 60% at high energy sites.

The relative cost of the array electrical network (versus the base case) is
established for the candidate array with capacity factors of 10%, 20%, 30% (base
case), 40%, 50% and 60%. The overall average output of the array remains at
12 MW (base case 40 MW� 30%) in all cases but the peak power output changes
with the capacity factor.

The relative cost as a percentage of the base case is shown in Figure 10.3. The
relative cost is shown for the full electrical system only (i.e. array and export cable).
This is because capacity factor effects both array and export systems. The relative
cost is assessed at two voltage levels (20 kV and 33 kV). This shows that as expected
the relative cost of the electrical network is higher for devices with lower capacity
factor and lower for device with higher capacity factor. Halving the capacity factor
from 30% to 15% would almost double the cost of the electrical network. Doubling
the capacity factor form 30% to 60% would decrease the costs by up to 40%.

10.1.3.3 Submarine connectors and other submarine electrical
systems

In offshore wind farms the cables are routed, through J-tubes, straight into the
turbine tower. This is not the case with ocean energy arrays as the devices are
required to be removed for maintenance on a regular basis. This presents a number
of issues, including redundancy in the electrical network, which is discussed in the
next section. For floating MECs there will be a connection required between
the dynamic cable and the static cable. In some cases there will be a requirement for
the device to be quickly and repeatedly connected and disconnected from the
electrical network, although more so at prototype stage. Therefore some type of
connector is required. These connectors are discussed in Chapter 3.
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However, as these connectors are a requirement for ocean energy electrical
systems, which does not exist in offshore wind, they will naturally add to the
overall cost of the system. In some cases, where a radial circuit it used (see next
section), there will be a requirement of two connectors per device. As mentioned
in section 10.1.2 the electrical system will need to cost less than €1 m/MW. Also in
section 10.1.2 it is shown that electrical connectors could cost anywhere from €60k
to 250k per installed connector. Naturally if we do not want to exceed the threshold
of €1 m/MW then 2� €250k per connector is not feasible, i.e. €0.5 m/device on
connectors alone. So, although wet-mate connectors may increase the functionality
of the device, they may be unfeasibly due to cost in the medium term. Either way
submarine connectors will be required and it is a matter of trying to balance the cost
with the functionality of the connector. This is explored further in the next section.

There are other potential submarine electrical systems which could be utilised in
MEC arrays. These could be simple junction boxes (such as ‘Wavehub’), submarine
switchgear modules (such as OPT’s undersea substation pod), or more complicated
‘submarine substations’ in place of platform based substations. It is not clearly
understood what the potential costs of these components would be; however, these
would on the whole represent additional costs over the traditional offshore wind farm
electrical system. It is highly likely that such systems would be expensive to build,
install and maintain and costs would be in the millions of euro. There are also practical
functional and safety concerns with such systems. Submarine electrical systems have
been successfully installed in deepwater oil and gas fields; however, the economics is
not comparable to ocean energy, and so these systems may not be suitable.

10.1.3.4 Cable installation and protection
The cable costs given in section 10.1.2.1 are based on the assumption that a standard
installation method can be used, ploughing or jetting the cable into the seabed sedi-
ment. In truth every site is different but the seabed is predominantly rocky along the
western seaboard of the United Kingdom and Ireland, and areas of high tidal flows are
likely to be swept clear of most sediment. These conditions present extremely chal-
lenging cable laying conditions and expensive installation and protection methods
must be used such as rock trenching, rock dumping, armour casings, concrete mat-
tresses or horizontal directional drilling [17]. These methods could more than double
the cost of the cable installation and so are huge challenges to the sector. A high
number of installed wave and tidal facilities have required these measures such as:

● EMEC (armour casings and concrete mattresses).
● Wavehub (rock dumping).
● MCT SeaGen (horizontal directional drilling).

The careful selection of sites with sufficient sediment may allow the avoidance
of expensive cable installation methods and this may go hand in hand with mooring
requirements for wave energy arrays.

There is also a challenge in the protection of dynamic power cables as this will
require numerous additional components such as bend restrictors, stress relievers,
floatation module and scour protection. Again this will add to the cost of the
electrical system; however, this is expected to be relatively modest.
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10.1.4 Techno-economic optimisation of ocean energy electrical
systems

This section examines at some of the issues above and considers the optimal
electrical network configuration for an MEC array based on the technical and
economic aspects.

10.1.4.1 Optimal array electrical configuration
One major factor in the cost and functionality of the electrical system is the con-
figuration of the MEC array electrical network. There are a variety of alternative
configurations as shown in Figure 10.4. For MEC arrays some proposals have been
made for submarine ‘hubs’, which could act as an aggregation point in a star net-
work. These are discussed further in section 10.1.4.3.

We can evaluate the candidate wave farm using the alternative configurations
as shown in Figure 10.4 under a number of criteria.

The following assumptions are made in addition to those shown in section 10.1.3:

● The physical grid layout of the devices is assumed to be maintained at all
times, for all configurations.

Alternative A : simple radial network

Hub

To shore

Alternative B : single return network

Hub

To shore

Alternative C : single sided ring network

Hub

To shore

Alternative D : double sided ring network

Hub

To shore

Alternative E : star cluster network

Hub

To shore

Figure 10.4 Alternative network configurations
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● Redundant circuits are assumed to be rated for worst case full load, i.e. they are
100% redundant.

● No bespoke equipment such as submarine switchgear is considered at this
stage and all switching operations are assumed to be contained within the MEC
or in the onshore substation.

Cost (Relative to (A))
Table 10.3 shows the relative cost of the array only, and the array and export cabling
for the various alternative configurations detailed in Figure 10.4. This shows that the
radial network is the least cost solution from an array configuration perspective. This
is primarily due to additional cabling required for the proposed alternatives. Also, in
order to allow redundancy and bidirectionality in some of the circuits, the cross-
sectional area (CSA) of some of the cables must be increased, thus increasing cost.
The Star Cluster Network (E) shows an relative cost of 1.54 with the existing phy-
sical grid layout. It is expected that with optimisation of the Star Cluster Network
this could be on par with the radial network for cost; however, the electrical cost may
only be one optimisation factor for the selection of physical layout.

Installation
The radial network would allow the simplest installation with multiple short cable
runs. The installation process for the alternative array configurations may be more
complex involving additional and longer cable runs and possible cable crossings.

Operation
The radial circuit has no redundancy in the array network meaning that in the event
of a fault during normal operations all upstream MECs in the circuit will be dis-
connected from the system. All of the alternatives offer some level of redundancy in
the circuit which has been shown to increase availability of the overall array [18].

Maintenance
A unique characteristic of deepwater wave farms is that individual WECs will
require removal for routine and non-routine maintenance. Similar to the comments
in ‘Operation’ above a radial circuit would have no redundant circuit. The alter-
native configurations would be more suitable to overcome this but there are solu-
tions to overcome the lack of redundancy in radial circuits. These solutions are
discussed below.

Table 10.3 Cost of alternative array network configurations

Network configuration Relative cost
(array only)

Relative cost
(array and export)

Radial network (A) 1.0 1.0
Single return ring network (B) 2.58 1.39
Single sided ring network (C) 1.8 1.2
Double sided ring network (D) 1.69 1.17
Star cluster network (E) 1.54 1.13
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Isolation and Protection
How the individual MECs and array cables are isolated is an important con-
sideration for safe operation of a MEC array. The operation of a radial circuit is
well understood where any MEC or cable can be simply isolated by switching out
the connection at either side. More complicated switchgear and isolation systems
may be required for the alternative networks.

What can be concluded from the above discussion is that the simple radial net-
work appears to be the most advantageous in terms of cost; however, the radial net-
work is less suitable where redundancy is required. In reality, as shown in section
10.1.2, the cost of the electrical system would need to be kept as low as possible,
therefore any other technical or functional considerations may not be valid. Thus
radial networks are selected here as the most suitable array network configuration for
MEC arrays.

This has proven the case with offshore wind farms, with radial networks being
used in all offshore wind farm array configurations and few wind farms having any
redundancy in the electrical system. However, with offshore MEC arrays we have
the issue of removal of MECs in the circuit which needs to be resolved. This can be
done with a number of options including:

1. ‘Standby’ or ‘dummy’ MECs to ‘slot’ into place.
2. A system for temporarily ‘bridging’ the gap left by the MEC in the electrical

circuit.
3. Submarine switchgear allowing continued operation of the infield circuit (see

next section).

It is likely that that option 2 here would be the least cost solution to this issue.

10.1.4.2 Key electrical interfaces
If the MEC array network configuration is to be a radial network then the key
interfaces between the MEC and the radial network need to be optimised. This
means achieving a balance between the functionality of these interfaces and cost.

These key interfaces are categorised as:

1. Dynamic cable to MEC interface.
2. Dynamic cable to static cable interface.
3. MEC MV switchgear interface.
4. Offshore substation.

There is certain functionality required at the key interfaces between the elec-
trical system and the MECs including the following:

● Multiple connection/disconnection of the MEC.
● Initial cable installation.
● Electrical protection.
● Electrical isolation (and earthing).
● Cable hull penetration.
● Circuit continuity (i.e. redundancy).
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Although the maximum functionality in the key electrical interfaces would be
desirable, the cost of the key interfaces must also be minimised. The expected costs
may limit the functionality that can be viably achieved in the key interfaces. The
key interfaces are not outlined in any more detail here but a techno-economic
optimisation can be found in [19].

10.1.4.3 Other bespoke solutions
The focus here has been on offshore MEC arrays with radial array networks. Other
bespoke solutions have been proposed which all fall into a general category of
submarine ‘hubs’ utilising star cluster type network configurations.

These hubs in general collect the generated power from several MECs and
condition it for transmission to shore. These hubs can contain one or all of the
below equipment:

● Power electronic converters.
● Low voltage (LV) & MV switchgear.
● Power transformers.
● Energy storage solutions.
● Battery chargers and auxiliary systems.

Although these are not explored in detail here there are several major chal-
lenges that must be overcome in order to make these types of solutions viable. They
are the same challenges that apply to larger submarine offshore substations. These
challenges are outlined here for information only:

● Access to complicated equipment such as power electronic converters, digital
protection relays, battery chargers etc. would be required in the event of even a
simple fault. This operation alone would be a huge cost.

● There are safety implications with having a point of isolation and earthing in a
location where it cannot be verified or locked out.

● The practicalities of connecting multiple LV and MV cables to a submarine
hub are onerous. This would require multiple expensive mate-able connector
and/or remotely operated vehicles (ROV) operations.

● The potential construction and installation costs of a submarine hub are very
large and there is little experience here apart from the oil and gas industry.

● There are other, less technically and economically challenging options for
electrical connection schemes which should be explored first.

10.1.5 Cost reduction of ocean energy electrical systems
The purpose of this section is to explore strategies to reduce the Capex of the
electrical network of MEC arrays, i.e. to maximise the value of the electrical net-
work asset with particular emphasis on the cabling system. This in turn will reduce
the overall Capex of MEC arrays. As shown in section 10.1.3 increasing MEC
capacity factor or increasing the unit rating will reduce the electrical system Capex.

There are a number of other strategies which are explored in this section in
order to achieve this increase in the value from the MEC array electrical network.
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1. Less than 100% rating based on statistical data.
● Based on the idea that a MEC arrays rarely output 100%.

2. Dynamic rating based on environmental data.
● Based on the idea that cable rating change depending on the environmental

conditions.
3. Dynamic rating based on real-time measurement.

● Based on the idea that actual cable ratings can be measured in real time.

These strategies are outlined briefly below and more detailed analysis can be
found in [20].

10.1.5.1 Less than 100% rating based on statistical data
It could be assumed that an array of MECs would rarely reach 100% output based
on resource availability and MEC reliability. This leads to the possibility that the
electrical export system could be rated at less than 100% of ‘nameplate’ rating. In
this case the rating will mean that the cable is under-rated when the MECs do reach
maximum output simultaneously, leading to either output curtailment or a combi-
nation of one of the other techniques described in this section. However, any loss in
energy may be offset by the savings gained from using a lower rated cable.

A small MEC array is modelled so that the effect of <100% rating of the
cabling can be evaluated. The proportion of time (and generated energy) when
the cable limits are exceeded is calculated. The effect on the annual energy yield of
the array can be established and it can be seen whether this is offset by the savings
in the Capex of the electrical network.

A small array of devices is examined to assess the possibility of lowering the
rating of some of the cables thus realising cost savings. For simplicity a 5 WEC
array is considered here. It should be noted that, unlike the candidate wave farm
(see Figure 10.1), the physical spatial arrangement of the devices is considered
here. All WECs are considered identical and interference between WECs, either
destructive or constructive, is not taken into account. Interference is an area of
significant interest to the wave energy industry; however, it is not considered to be
sufficiently developed to be included in this study.

In order to avoid simultaneous operation the array layout is staggered so that
some devices will be out of phase with others regardless of the angle of incidence.
This means that the 5 WECs may not react simultaneously to the oncoming
wavefront, although there may be a combination of wave period and approach
angle that allows this to occur. This array is shown in Figure 10.5.

Focusing on the export cable only (5-Grid), reducing the cable CSA from 95 to
70 mm2 would reduce the export capacity from 5 to 4.15 MVA or 83% of the rated
array output. From the normalised cost model in section 10.1.2.1 this will give a
saving of 15% for the export cable. The time series output from the five devices is
assessed to see if or when the overall output exceeds 4.15 MVA. This will allow a
cost benefit analysis to be carried out to see if the potential savings outweigh the
possible loss of annual energy from the array.

This showed that the 5-WEC array reached 100% output (5 MVA) for 3.2% of
the year. The output was >83% (i.e. >4.15 MVA) for 6.2% of the year and this
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contributed to 2.98% of the overall annual energy production. So if the export cable
capacity was reduced from 5 to 4.15 MVA a saving of 15% of the cable cost would
be made; however, this would result in a 2.98% energy curtailment per annum. A
breakeven analysis will show if this curtailment can be justified based on the pro-
posed saving.

10.1.5.2 Dynamic rating based on environmental data
The current carrying capacity (ampacity) of power cables is calculated according to
IEC60287 [21]. The maximum permissible continuous current is based on the
maximum conductor operating temperature as defined by the cable manufacturer.
For XLPE insulated cables this temperature is typically 90 �C. The cable must
dissipate heat during normal operation so the maximum permissible current is
calculated based on the thermal properties of all of the components of the cable
(insulation, screens, sheaths, filler, armour, and serving), the cable geometry and
the thermal properties of the surroundings.

The current ratings given in submarine cable specifications use assumed values
for the ambient conditions and surroundings such as those given below:

● Ambient temperature of 20 �C.
● Sheaths bonded at both ends and earthed.
● Burial depth of 1 m.
● Thermal resistivity of surroundings of 1 Km/W.

The ambient temperature, burial depth and thermal resistivity of the sur-
roundings are somewhat within the control of the designer. These vary over time
and over the length of the cable route. Therefore the maximum permissible current
will vary also.

By focusing on our candidate wave farm (see Figure 10.1) and in particular the
export cables which would be 400 mm2 for 20 kV and 150 mm2 for 33 kV, we can
evaluate the effect of lowering the cable CSA.
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Figure 10.5 Concept of array for analysis (q¼ angle of incidence,
l¼wavelength)
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Focusing on the west coast of Ireland, Figure 10.6 shows that the seawater
temperature varies seasonally from approximately 6–15 �C. Also the air tempera-
ture for the land based portion of the cable is important and this is shown in Fig-
ure 10.7 and varies seasonally from approximately 3–17 �C although with some
extremes. This implies that the cable ampacity will vary throughout the year due to
ambient temperatures.

It is assumed for this analysis that the worst thermal resistivity along the route
is 1.0 Km/W and that the burial depth is 1.0 m along the entire cable route. From this
information we can show the available and required ampacity across the year for
the selected cable and the next lowest cable CSA. The air temperature is used for
the calculation as it has higher extremes than the seawater temperature and the land
section of the submarine cable would be expected to be a ‘bottleneck’ as a result.

Figure 10.8 shows the results of the seasonal adjustment for a 20 kV system.
Based on the adjustment of the seasonal temperatures alone we can show that a
300 mm2 cable is more suitable for this application. The output of the array almost
reaches the ampacity limit in the summer months; however, this is only when the
output of the array is 100%. Thus by understanding the environmental data the
cable CSA may be decreased from that using the assumed values.

For the 20 kV array the reduction in cost of the export cable by reducing the
cable from 400 to 300 mm2 would be approximately 10%. This saving only con-
siders the export cable. Further savings to the overall electrical system costs could
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Figure 10.6 Average monthly seawater temperature at Malin Head 1961–1990
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[Source: Met Eireann]

Economics of ocean energy electrical systems 343



be made by reducing the inter-array cables CSA, particularly those nearest the
export side, using the same method.

10.1.5.3 Dynamic rating based on real-time measurement
Dynamic or real-time thermal rating (RTTR) systems have been developed in order
to utilise the ‘headroom’ available in transmission assets to increase the capacity at
a given location. These systems monitor the environmental conditions (such as
temperature, humidity, etc.) and/or measure/model the temperature of the con-
ductors themselves to allow dynamic constraints to be set on the system. This has
been shown to allow 10–30% increased capacity over the static thermal rating of
overhead lines [22].

To date this has been utilised successfully, with varying levels of complexity,
on transmission systems in a number of countries. It has also been utilised for
offshore wind farm export cables [23].

These measurement technologies ensure that an accurate figure of the cable
ampacity is maintained at all times thus allowing the cable asset to be utilised to its
actual full permissible rating when required. Similar to the above methodology in
the previous section, this would give greater accuracy and confidence regarding the
actual maximum current rating at any given time.

The methodology in the previous section above carries a certain amount of risk
as there may be times when the air temperature is significantly higher than the
average for a given month. Therefore, the system is normally designed for extremes
to introduce a factor of safety.

In order to remove this risk real-time measurement may be utilised to ensure
that the ampacity of the cable is calculated in real time and the cable is never at risk
of becoming overloaded. This can be done by simply measuring the ambient tem-
peratures at several locations along the route and using a model of the cable to
calculate ampacity. However, this does not give actual real-time data about the
conductor temperature and simply gives a calculated ampacity at a given time.
More complex distributed temperature sensing (DTS) systems which measure the
actual temperature of the conductor across the entire cable route will allow a very
high degree of certainty in the loading at a given time.

DTS systems can use fibre optic technology which through a combination of
back scattered light intensity and time domain reflectometry can measure the tem-
perature to one metre resolutions in cables up to 30 km in length [23–24]. This can
give a temperature profile of the entire length of the cable thus allowing accurate
loading of the cable, i.e. accurate dynamic ampacity ratings, and identification of
hotspots along the route. While the DTS fibre optic cable can be installed after cable
manufacture, it is preferable to install the sensing cable during manufacture as this
will improve response time and make the system integral to the power cable.

Such a real-time system would allow the operator to use the strategies given in
this chapter with full confidence that the power cable asset will be maintained
within safe limits. It also means that any output curtailment will be kept to an
absolute minimum. Naturally such a system will increase the costs of the installa-
tion but this would be expected to be a marginal increase.
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10.2 Ocean energy system economics and cost of electricity

G. Dalton

10.2.1 Introduction
Energy economics is an established theory for conventional fossil fuels, and more
recently for onshore wind. The wave and tidal sector is a recent emerging sector.
There are no commercial units to date; therefore, solid economic and commercial
figures are not yet available. Therefore, much of the current economic analysis and
data used for feasibility analysis for these sectors are bases on similar experiences
from offshore wind as well as extrapolating from early pre-commercial to com-
mercial costs.

One of the largest gaps in knowledge is therefore conjecturing what will be the
Capex of wave energy, as well as the costs per MW, as cost of electricity (€/kWh).
This chapter will assess the cost drivers for various components of the wave energy
sector, and provide referenced articles on current research into what will be the cost
breakdown of these devices.

Commercial viability will depend on commercial scale farms. The theory of
learning and bulk discount rates will be discussed as well as supply and demand
bottle necks that might arise. Economic feasibility will also depend on viable O/M
rates as well as revenue support mechanisms. These mechanisms will be discussed
as well as the problem of their changing dynamics, the fact of which substantially
adds risk to the sector.

10.2.2 Capex
10.2.2.1 Capex cost breakdown
The percentage cost of components and procedures is an important baseline that
must be established at the beginning of a project. As wave energy is a new and
diverse industry field, percentage cost breakdowns vary substantially. An example
of two breakdowns is presented in Figures 10.9 and 10.10.

Price of steel
Steel is currently the main material constituent of a WEC, and thus has the largest
influence on initial cost (IC). Steel has had major price fluctuations over the past
few years (Figure 10.11). Recent factors influencing steel price fluctuation were
increasing demand from China for raw materials, which led to a price escalation
[27]. The price peaked in 2008, and has since stabilised back to what prices were in
2007. It is anticipated that the prices will start to rise again once the recent recession
of 2008–2013/2014 is over. The final cost of manufactured steel, typically grade 50
(S355), painted with corrosive protection, can cost anywhere from €5000 to 7000/
ton.1 The example of this analysis can be performed for any material e.g. concrete.
Most current generations of devices, however, have been of steel fabrication.

1Personal communication Paul Collins, Malacky Walsh Engineers, Cork.
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Cost per kW or Capex per kW
The cost per kW is an easy costing method to compare prices of different tech-
nologies. A review of cost/kW for offshore wind and wave is presented in
Table 10.4. Cost/kW usually decreases due to economies of scale as discussed later.

Breakdown of capital costs (base case)

Installation surveys
2%

Grid connection
4%

Power take-off
8%

Control/instrument
4%

Foundations/moorings
8%

Structure
24%

Installation of
structure

20% 

Installation of mooring
10%

Installation of grid
connection

5% 

Commissioning
5%

Management and
other
10% 

Figure 10.10 Capital cost breakdown [26]

GHG plans and
investigations

1%

Siting and
permits

1%

Management
fees
9%

Onshore
transmission and
interconnection

3%

Subtotal of off-
shore cabling

5%

Mooring
installation cost

2%

Mooring
5%

Spare parts
1%

WEC installation
cost
18%

ICwec
54%

Figure 10.9 Capex breakdown of a sample wave energy farm project – taken from
a Pelamis study by O’Connor and Dalton [25]
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However, this is not always the case, as Snyder and Kaiser [28] observe where
sometimes costs are greater for larger farms than for smaller ones despite bulk
discount rates. Explanation of this trend is discussed later.

Costs reported for wave energy farms vary substantially with size, ranging
from a high of ~€5300/kW [29] for small wave farm developments to €1400 for

Table 10.4 Cost per kW for various offshore wind and wave energy studies. (€1¼
$1.4US, €1¼ £0.82)

Technology Author Reference Turbine or farm
size

Euros/kW

Offshore
wind

Snyder and Kaiser [28] 1–2 MW turbines €1500– €3000
2–5 MW turbines €2000–€3000
1–50 MW farms €1500–€3000
50–200 MW farms €2000–€3000

Fingersh et al. [31] 3 MW €1500 ($2100)
DETI (quoted in SEI) [32] Not quoted €1400–€2000
Horns Reef (quoted

in SEI)
160 MW €1700

Barthelmie et al. [33] Not quoted €1650
Luypaert et al. [34] Not quoted €2500

Wave energy
Previsic (calculated from

report by the author)
[29] 1 MW €5350 ($7500)

105 MW farm €1900 ($2600)
Carbon Trust [35] Commercial €1400–€3500
Weiss et al. [36] 90 MW €1800 ($2600)
Dunnett and Wallace [37] Not quoted €2500 ($3500)
ARUP [38] Not quoted £7,300–£10,300
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Figure 10.11 World hot rolled plate price 2007–2012 (supplied by MEPS steel
www.meps.co.uk/)
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larger ones [30]. It must be noted that the €5400/kW cost is from 2004, and costs
may have increased substantially since that time.

Quotes for cost per kW or MW can be often misrepresented and used without
qualification or quantification. The following are important factors need specification:

● Year of the quote, as inflation, cost on materials and supply/demand have
major influence on annual fluctuations in prices.

● Definition of objects quoted for i.e. device only, device plus installation or full
project Capex including installation.

● Number of object quoted i.e. size of the farm, which is influenced by bulk
discount rates.

Table 10.5 displays an example of the variation in €/kW costs dependent on the
factors just discussed. In this example, €/kW results are much higher for 2010 than
for 2004, due mostly to increase in the cost of materials. There is almost double the
€/kW cost for device-only as compared to a quotation for a whole project cost,
emphasising the necessity for clarity in definition of objects quoted. There is a 30%
drop in €/MW costs between 1 and 20 MW farm, demonstrating the bulk purchase
impact on Capex.

10.2.2.2 Installation costs
There are four common cited methods for reporting the costs as part of a project:

1. As a percentage of the total project cost (or total project Capex).
2. As a percentage of the device initial cost.
3. €/MW.
4. €/MWh.

Costing methods 3 and 4 are the most useful from a project cost analysis point
of view, as these figures can be used independently of the total project. However,
costing methods 1 and 2 are the most common and rely on the total project cost or
the device cost being available for the relevant figure to be calculated. Table 10.6
provides a review of the literature of costing method 1, showing a wide variation on
percentages, varying from approximately 20% to 35% of the total project costs.

Table 10.5 The initial cost (IC) of the device only and the total project cost or
Capex for a 1 MW project and 20 MW project [39]. 2010 costs are
based on a factor of 2, based on the doubling of the cost of steel in that
time period

2004 2010

1 MW farm WEC only IC €2100/kWa €4300/kW
Total project IC or Capex €4000/kW €8000/kW

20 MW farm 20 WEC only IC €1500/kW €3100/kW
Total Project IC or Capex €3000/kW €5800/kW

aBased on €1,600,000 for 0.75 MW device [29].
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Installation can be further broken down into the installation costs for various
components as well as the port services. An example of the split is demonstrated in
Figure 10.12, demonstrating an even split between the subgroups.

10.2.2.3 Learning rates
Learning rates refer to the projected cost reduction of a product based on experience
over time. For each doubling of cumulative installed capacity, costs fall to a per-
centage of those in the reference year by a factor defined as the progress ratio. In
general, progress ratios in the range 85–90% have been applied to the cost of energy
from wave energy systems. Learning rates are not used where there is a project
which has one-off Capex purchase and installation based in the first year. The term
‘learning curve’ has been defined by Neij [45] as the cost reduction of a standardised
product within a single firm, while an ‘experience curve’ may also describe cost
reductions of non-standardised products on a national or a global level. He observed
a number of problems with using experience curves for all sectors of an industry
e.g. for wind turbines, wind farms, wind electricity, which cannot be compared directly.

Table 10.7 presents a summary of the publications in this area. Both Batten and
Bahaj [46] and Gross et al. [47] concluded that ‘learning curves cannot be used to
assess wave and tidal energy as there is little or no market experience and hence no
data’ and ‘to apply such an approach for the immature ocean energy industry with
varied technologies would be little more than guess work’.

Port services
Installation of electrical systems
Installation of foundations and moorings
Installation of marine energy device

Figure 10.12 Types of installation as a % of total installation procedures [44]

Table 10.6 Installation costs as a percentage of total Capex

Reference Installation as a % of total project Capex

Garrad Hassan [40] 19% (5% WEC, 7.5% foundation, 6.5% electrical)
Carbon Trust [26] 35% (WEC 20%, mooring 10%, cable 5%)
Walker et al. [41] 30%
Beyene and MacPhee [42] 25%
O’Connor et al. [43] 2%

Economics of ocean energy electrical systems 349



Learning curve formula derived by Hau [58] is represented in

P ¼ N
ðlnðlcÞ=lnð2Þ ð10:1Þ

where N is the number of WEC components and lc is the ‘learning curve’ factor.

10.2.2.4 Bulk discount costs
Purchasing multiple devices is cheaper than buying a single device, due to dis-
counts provided by any manufacturer to encourage multiple purchases. The dis-
count is based on a cumulative sum of the factorial reduction in price. The
cumulative total of n number of devices is derived in

TotalWECIC ¼
Xn

1
Pn�WECIC ð10:2Þ

where WECIC is the WEC initial cost, and P is the percent reduction [58] used in
IC costing for WEC.

10.2.3 OPEX costs
10.2.3.1 Operation and maintenance
Metrics relating to O/M expense are defined in the literature by either of four
following metrics and statistics, which are also summarised in Table 10.8:

1. €/MWh: This is the most commonly used metric, which provides a cost based
on the relationship between the total initial cost (TIC) of the project and the
annual energy output, and is the most commonly quoted metric. Its main
advantage is that it can be used as a performance indicator, as the result is
directly proportional to the device performance at the location. It can be used

Table 10.7 Literature review of learning curve rates

Author Reference Technology Learning curves rate

IEA [48] PV/wind 82%/96%
McDonald and

Schrattenholzer
[49] Wind 68–96%

Junginger et al. [50] Offshore wind 23%a

Junginger et al. [51] Wind (review of 20
studies)

88–90%

Batten and Bahaj [46] Wave 85–90%
Carbon Trust [35] Wave Scenario A 90%, Scenario B 85%
Hoffmann [52] PV 80–82%
Pelamis and Carcas [53] Wave 85%
Allan et al. [54] Wave 82%
Bedard [55] wave 82%
RenewableUK [56] wave 85–90%
Zwaan et al. [57] Offshore wind 95–97%

aReferred to time rather than cost reduction.
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as an input cost in cash flow analysis and also can be used to calculate a
percentage relationship to the total cost of electricity (COE) per MWh. How-
ever, €/MWh is not the simplest metric as it requires that the total energy
output be already calculated. Its disadvantage is that the O/M result is location
specific, and will change for the same device used in different locations, which
can result in confusion if quoted in reports without qualification.

2. % of initial cost (IC): The next most popular metric is O/M calculated as a
percentage of the TIC of a project. The advantage of this method is its simplicity,
and that it is uniform in operation in any location, and thus easier to use in cash

Table 10.8 Literature review of operation and maintenance cost for onshore and
offshore wind, and wave energy studies. Four metrics are presented:
€/MWh, % of TIC, % of OPEX and % of cost of electricity (COE)

Wind/
wave

Location Author Reference €/MWh % of
total
TICa

% of
OPEX

% of
COE

Wave USA Bedard et al./
Siddiqui and
Bedard

[60] /[61] 24

USA Bedard [55] 19–36
USA Oregon [62] 16 1.4 14
Europe Batten [46] 5
Canada Dunnett and

Wallace
[37] 2

USA EPRI [29] 6 4.5
UK Carbon Trust [63] 16c 1.5
UK Carbon Trust [35] 57

Onshore
wind

USA Bedard [55] 6
USA Bolinger and

Wiser
[64] 20 (1980)

USA Bolinger and
Wiser

[64] 6 (2000s)

Europe EWEA [77] 25
Germany Albers [65] 8–16 1.8–3.6
Europe EWEA [66] 40
Europe Lemming and

Morthorst
[67] 1–7

Denmark Morthorst [68] 5–15–45
Offshore

wind
Europe EWEA [69] 16 3.3 26
UK Van Bussel [70] 4–4.5
Netherlands Rademakers et al. [71] 8–16 25–

30
Europe EWEA [73] 26
UK Dale et al. [72] 3b

a% Quoted are assumed to be a % of the TIC, although not clearly defined in reports.
bResult based on $24/kw/year quoted in the paper.
cCosts were quoted in $ and have been converted to € at the conversion rate of €1 to $1.25.
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flow sheets. It can be used as an input cost in cash flow analysis and the rate can
be a variable in sensitivity analysis. The metric has many disadvantages:

i. In a review of the literature where this metric is used, it is often not clear
whether % of the initial cost of the device (ICWEC) or the total project
initial cost (TIC).

ii. The metric does not reflect costs specific to a location.
iii. The % of IC figure is often arbitrarily chosen for economic analysis and

not based on actual evidence.
3. % of the total OPEX: This metric defines O/M as a percentage of total OPEX.

The advantage of this metric is that it is useful for comparative analysis. The
disadvantage is that it cannot be used as an input cost in cash flow analysis.

4. % of cost of electricity (COE): The final method compares the % O/M cost in
€/MWh to the total COE. It requires both the O/M and COE based on €/MWh.
The metric is useful if COE forms a major component of cost analysis of a
report. The disadvantages of this metric are that it requires that COE should be
already calculated. The metric consequently cannot be used as an input cost in
cash flow analysis.

Scheduled maintenance is estimated on the basis of assumed device reliability
(POM1) and the average duration of a maintenance task (tOM1), while unplanned
maintenance could be related to the frequency of occurrence of extreme wave
conditions at the design site

�
POM2 ¼ QðHs > 5 m

��
, where Q is the probability of

a certain wave height being exceeded and an assumed repair time (POM2) [59].
A review of O/M costs via the various metrics types already discussed is pre-

sented in Table 10.8.

10.2.3.2 Insurance
The cost of insurance is an under-researched area for the whole offshore renewable
energy sector. There are two main ways of quoting insurance costs for cash flow
analysis: % of IC and €/MWh. The Carbon Trust produced two reports quoting
insurance. The first report quotes a list of insurance types and expenses as follows
[63]:

● All risk insurance at 2% of IC.
● Cost overrun insurance at 3% of the first year revenue.
● An operational insurance of 0.8% of the IC.
● Business interruption insurance of 2% of energy revenue.

The Carbon Trust report [35] quotes the insurance component of total OPEX at
14%. EWEA quotes insurance as 13% of total OPEX [73]. The EPRI report [29]
quotes €27 MWh and 2% of IC for insuring the Pelamis in the Oregon project. The
Irish Wind Energy Association (IWEA)2 use another metric, €/MW, and ‘insurance
costs typically work out around €15,000 per MW for the development of the project
and the first year of operation with a progressive reduction in cost after year one’.

2http://www.iwea.com/index.cfm/page/planning_regulationsandadminis
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10.2.4 Decommissioning and salvage costs
The salvage value is a positive credit to the costs once the project has completed.
The value assumes a linear depreciation meaning that the salvage value of a com-
ponent is directly proportional to its remaining life. Salvage value is calculated by
using the following equation [74]:

S ¼ RC � RL

Lt
ð10:3Þ

where S is the salvage value, RC is the replacement cost of the component, RL is
the years remaining and Lt is the components’ lifetime. The replacement cost
is calculated for each replacement time using the discount factor, and thus inflation
is factored out of the equation.

If the life of the item is less than the project lifespan, then the remaining life
(RL) of the component at the end of the project lifetime is given by

RL ¼ Py � CY ð10:4Þ
where Py is the project years and CY is the total years up to last replacement of the
component, and is calculated by

CY ¼ Lt � trunc
Py

Lt

� �
ð10:5Þ

If lifetime of the item is greater than the project lifespan,

RL ¼ Lt � Py ð10:6Þ
Any decommissioning costs are subtracted from the final salvage value.
Salvage value can be substantial especially if the replacement of an item is due

close to the termination of a project.
A full schedule of procedures for offshore wind decommission is provided in

the paper by Kaiser and Snyder [81].

10.2.5 Revenue methods: tariffs and ROCS
Europe has many separate revenue support methods for wave energy, similar to the
variety currently in place for offshore wind. The revenue support systems are
intended to stimulate the growth and development of renewables and are thus
artificial supports. The intention of these supports is that the sector will mature to a
stage where these supports could be gradually withdrawn.

The European commission decreed in 2007 that regional areas in Europe will
be required to conform and harmonise their electricity markets, in the European
Internal Energy Market (IEM).3 Seven areas in Europe have been created, e.g. FUI
(France, UK and Ireland). There appears to be confusion as to whether this single

3http://www.eirgrid.com/europeanelectricityforum/internalenergymarket/
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market will have any influence over individual countries’ ability to designate
separate feed-in tariff (FIT) and support systems. It is the opinion of the author that
this will not be the case.

10.2.5.1 Feed-in tariff (FIT)
Feed-in tariff (FIT) refers to the regulatory, minimum guaranteed price per kWh
that an electricity utility has to pay to a private, independent producer of renewable
power fed into the grid [75]. It is defined as the full price per kWh received by an
independent producer of renewable energy including the premium above or addi-
tional to the market price, but excluding tax rebates or other production subsidies
paid by the government.

Grid sales, or revenue, is defined by

GridSales ¼ revenue � AEO ð10:7Þ
where AEO is the annual energy output. Revenue is a credit, and is added to other
annual cost values for the each year. An example of tariff rates in Europe is pre-
sented in Table 10.7.

Limitation of a fixed tariff is that most are not index or inflation linked. Pro-
jects starting e.g. in 2015 are at a disadvantage than those that avail of the tariff at
the start of the project, 2010.

10.2.5.2 Renewable Obligation Certificates (ROCs)
ROCs are the revenue support mechanism used in the UK. Wave and tidal will
receive 5 ROCs per MWh for each project up to a cap of 30 MW with 2 ROCs per
MWh above the cap. This enhanced level of support will only be available for
capacity installed and operational prior to 1 April 2017 [76]. After April 2017 it is
envisaged that the Renewable Obligations scheme will be close to new entrants and
be replaced by a FIT support mechanism.

Grid sales or revenues in the UK under the current support system are made up
of three elements. The electricity produced is sold on the wholesale market, the
ROCs received by the project for each MWh generated are sold. In addition to
ROCs the project also receives Levy Exemption Certificates (LEC) for each MWh
of electricity it produces and these are sold.

ROCs are based on the daily variation in electricity price, and are thus difficult
to provide an exact cost. Estimates for future wholesale electricity, ROC and LEC
price, have been calculated by a number of authors, and summary of the findings of
those studies is presented in Table 10.9.

At the time of publishing, the ROC system is guaranteed until 2017, and
thereafter will be supplanted by an FIT and contract for difference model, the
details of which are yet to be announced.4 The change from one model to another
has substantially increased the uncertainty of the sector by the market.

4https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/65634/7090-electricity-
market-reform-policy-overview-.pdf
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10.2.5.3 Other revenue support mechanisms
Table 10.10 lists some other the countries and their respective mechanisms. As can
be seen, FIT is most common at present. The scope of this chapter does not permit a
detailed discussion on their details and variations. Figure 10.13 details the detailed
reducing FIT proposed by Portugal [82].

Table 10.10 List of some global revenue support systems [83]

Country Revenue support mechanism Price

France FIT €0.15/kWh
Italy FIT €0.34/kWh
Spain FIT €0.07/kWh
Denmark FIT €0.08/kWhþextra supplement
Germany FIT €0.06/kWh
US Production tax credits

World power (MW)
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1 10 100 1000
National power (MW)
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h
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300 600
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Pre-commercial (< 20 MW per technology)

Commercial 0.075

Figure 10.13 Image taken from [82]

Table 10.9 List of wholesale electricity, ROC and LEC prices used in the analysis

Wholesale electricity price ROC price LEC price Source

£84.7/MWh £41.41/MWh £2.45/MWh [78]
£69.6/MWh £41.37/MWh £2.16/MWh [78]
£54.5/MWh £41.33/MWh £1.86/MWh [78]
£69.6/MWh £40.69/MWh £4.72/MWh [79]
£47.4/MWh £52.46/MWh [80]
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10.2.6 Economic input factors
10.2.6.1 Discount rate
The discount factor (DF) translates expected financial benefits or costs in any given
future year into present value terms. It is important to remember that the discount
factor assumes that the project first year starts in the present year and pertains to the
life of the project only. A project to be started in the future will also have discount
factors for its duration, but will also have a future cash factor added, which is
discussed in a later section. The total nominal profit is adjusted for cash deprecia-
tion by multiplying the total nominal profit by a discount factor.

DF is calculated using the discount rate, and is calculated by

DF ¼ 1
ð1 þ DRÞn ð10:8Þ

The discount rate (DR) is an interest rate commensurate with perceived risk
used to convert future payments or receipts (within a project lifetime) to present
value. There are two methods of using and defining discount rates:

1. Discount rates where inflation is factored into the figure. By defining the
discount rate in this way, inflation is factored out of the economic analysis
during the project lifetime. All costs, therefore, become real costs, meaning
that they are defined in terms of constant Euros. The assumption is that the rate
of inflation is the same for all costs.

2. Discount rates, where inflation is not factored in.

The advantage of method 1 over method 2 is simplicity of use. Method 2
requires that all annual costs and revenues should have an inflation rate factor
included, adding to the complexity of the spreadsheet. The disadvantage of the
method is that it restricts the user from assessing the impact of varying inflation
with a constant discount risk factor.

10.2.6.2 Supply/demand rate
The law of supply and demand defines the effect that the availability of a particular
product and the desire (or demand) for that product have on price. There are two
aspects of supply/demand that are relevant to offshore wind:

1. Supply/demand of offshore wind products.
2. Supply/demand of materials used in the construction of offshore wind products

(see section 10.2.2, which refers to the price of steel).

Both these factors can contribute to price increases for offshore wind projects.
Both can occur simultaneously, as happened from 2005 to 2008, which can increase
the price of product siginifacntly. Cost-decreasing effects of scaling and learning
for offshore wind power can be partly or entirely offset by cost-increasing effects
supply/demand surges [57].

This is particularly relevant to the offshore wind sector. In 2000, the cost of
installing a wind turbine was ~£1.5 M/MW [84]. Over a 10-year period, the cost per
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MW has over doubled to ~£3–4 M/MW [84], due to the huge surge in global
demand and inability of supply to cater for it. A similar scenario could happen to
wave energy once the technology is established and global demand for devices
increases.

Project economic analysis, which assesses project deployment in the future,
should ideally factor in supply/demand rates in the Capex.

10.2.6.3 Future purchase costs
The purchase cost of products increases with time due to the consumer price index.
Thus, a product costing €1 now will be valued at ~€1.20 in 5-year time for example.
Future cost of cash (FCC) is estimated using the interest or borrowing rate, rather
than the inflation rate. Therefore, cost of starting projects will increase with time
even if there is deflation. The IC of project delayed till the future will have a higher
cost than if they were implemented in the present.

The equation to estimate the FCC percent is presented in

FCC ¼ ð1 þ iÞn ð10:9Þ
where i is the borrowing interest rate, and n is the number of years.

The FCC percent is multiplied by the WEC initial cost, to estimate the cost of
purchasing the device in the future. Once a project is started at a predetermined
time in the future, inflation is thereafter accounted for that project lifetime using the
discount rate with or without inflation factored in as explained in the previous
section.

10.2.7 Debt/equity
The debt-to-equity ratio is a financial metric used to assess a company’s capital
structure, or ‘capital stack’. Specifically, the ratio measures the relative proportions
of the firm’s assets that are funded by debt or equity. The debt to equity ratio (also
called the risk ratio or leverage ratio) provides a quick tool for financial analysts
and prospective investors for determining the amount of financial leverage a
company is using, and thus its exposure to increases in interest rate or insolvency.

The advantages of levered investments are that principal and interest obliga-
tions are known amounts, which can be forecasted and planned for. Interest on the
debt can be deducted on the company’s tax return, lowering the actual cost of the
loan to the company.

The inclusion of debt increases the cost of the project because it adds interest
during construction, which is not there in case of an ‘‘all equity funding’’ project;
thus initial outflows goes up. Interest during construction is generally capitalised
and capitalisation of interest also implies higher book value of assets and thus
higher depreciation and consequently lower taxation. The impact of higher initial
cash, outflows on account of interest during construction, outweigh the impact of
lower tax outgoings in subsequent years.

It is generally believed that inclusion of debt will have no impact on a project’s
IRR (discussed later). But in practice inclusion of debt generally changes the
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project IRR, albeit marginally. This is due to the fact that free cash flow to the firm
(FCFF) is not affected with interest payment and debt repayment outflows.

The yearly debt payment D is calculated using

D ¼ Cfd
ia

1 � i

ð1 þ iaÞn0

0
BBB@

1
CCCA ð10:10Þ

where C is the total initial cost of the project, fd is the debt ratio, ia is the effective
annual debt interest rate and n0 is the debt term in years.

The yearly debt payment can be broken down into payment towards the prin-
cipal Dp, n and payment of interest Di, n:

D ¼ Dp;n þ Di;n

Both Dp, n and Di, n vary from year to year.
Debt payments will be subject to tax and depreciation. There is not the scope

for discussion of these two aspects in the chapter.

10.2.8 Economic indicators
An economic indicator is a statistic about the business, project or an economy.
Economic indicators allow analysis of economic performance and predictions of
future performance. Indicators provide data for assessment on commercial viability
of projects and other business entities.

10.2.8.1 Cost of electricity
The Cost of Electricity can be defined by two methods:

1. Cost of electricity (COE).
2. Levelised cost of electricity (LCOE).

Cost of electricity (COE) (simple)
The simple form of COE is a basic calculation of CAPEX versus electrical output
as per

COE ¼ CAPEX þ OPEX
AEO

ð10:11Þ

This method of COE is not often used, and should not be confused with the
predominant method, levelised cost of electricity.

Levelised cost of electricity (LCOE)
The (levelised) cost of electricity (COE) is defined as the average cost per kWh of
useful electrical energy produced by the system and is the price at which electricity
must be generated from a specific source to break even. It is calculated by dividing
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the total annualised cost (TAC) of producing electricity by the annual electric
output (AEO). COE calculation is given in

COE ¼ TAC
AEO

ð10:12Þ
The total annualised cost (TAC) is the sum of the annualised costs of each

system component. It is calculated by multiplying the NPV by the capital recovery
factor (CRF). CRF is a ratio used to calculate the present value of an annuity (a
series of equal annual cash flows). The equation for the capital recovery factor is

CRF ¼ 1ð1 þ rÞn

ð1 þ rÞn � 1
ð10:13Þ

where r is the discount rate and n is the number of years. The discount rate is the
reward an investor demands for accepting a delayed payment.

Another way of defining the LCOE calculation is the present discounted value
of energy produced times the levelised cost equals the present discounted value of
the fixed and variable costs over the life of the investment.

Table 10.11 provides a review of the LCOE estimates for wave energy over the
last decade.

10.2.8.2 Net present value
The net present value is defined as the present value of investments’ future net cash
flows minus the initial investment [85]. It is derived by summing the discounted
cash flows over the project lifetime, defined in

NPV ¼
X

TNC � DF ð10:14Þ
where TNC is the total net cash for that year and DF is the discount factor, which is
defined as

DF ¼ 1
ð1 þ rÞn ð10:15Þ

where r is the discount rate and n is the number of years. The discount rate is the
reward an investor demands for accepting a delayed payment.

In general, only positive NPVs are considered viable commercial projects.
NPV is a simple mathematical concept that doesn’t include any arbitrary variables.

10.2.8.3 Internal rate of return
Internal rate of return indicates the business return according to alternative return
that may be gained on the same investment. The internal rate of return is the dis-
count rate that will create a zero net present value. The IRR is based on the NPV
formula (10.14), and is solved iteratively for when NPV¼ 0.

NPVð0Þ ¼ �IC þ
X cðnÞ

ð1 þ IRRÞn ð10:16Þ

where c is the cost for year n and NPV(0) is the NPV value equal to zero.
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IRR threshold of 10–12% is a minimum normally required by financiers for a
project to be considered financially viable.5,6

10.2.8.4 Payback time
Payback period in capital budgeting refers to the period of time required for the
return on an investment to ‘repay’ the sum of the original investment. The payback

Table 10.11 Review of COE ($ tot €¼ 0.8, € to £¼ 0.85)

Study Reference Device Location MW COE
original
currency

COE
€/kWh

Subsidy

EPRI
(Previsic)

[29] Pelamis California 160 $0.11 0.088 0.06

ESBI [86] Pelamis Ireland 156 0.105
St. Germain [87] Pelamis Canada 11.25 $0.14–

0.18
0.11–

0.144
EPRI

(Bedard)
[88] Pelamis California 33 $0.08–

0.16
0.06–

0.128
Carbon

Trust
[35] Pelamis UK £0.05–

0.06
0.058–

0.07
Pelamis and

Carcas
[53] Pelamis UK .75 £0.20–

0.40
0.235–

0.47
Dunnet and

Wallace
[37] Pelamis Canada 11–20 $0.23–.38 0.18–0.30

SQW [89] review 0.24
Carbon

Trust
(2010) UK 1

1000
£0.42
£0.12

0.52
0.14

Oregon
Wave

[90] Oregon 100 $0.47
$0.21

0.37
0.17

Allan et al. [91] UK £0.19 0.22
ARUP [38] UKa 180–280 £0.27–

0.21
0.31–0.24

Carbon
Trust

[26] UK (10%
disc%)

£0.20–
0.12

0.23–0.14

Offshore
Valua-
tion
Group

[92] UK 4566a £0.195 0.23

Oregon
Wave
Energy
Trust

[93] US $0.25 0.2

Behrens
et al.

[94] Australia $0.26–
0.08

0.21–0.06

aforecast for 2020

5Personal communication Tony Dalton, chief financial accountant for LET Systems, Cork.
6IRR requirement for investors is a different scenario (not applicable here). Here, investors judge IRR on
their initial investment made and the exit price of the company. The investment is riskier and thus IRR
would be expected to be higher, at around 30%.
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period is considered a method of analysis with serious limitations and qualifica-
tions for its use, because it does not account for the time value of money, risk,
financing or other important considerations, such as the opportunity cost. While
the time value of money can be rectified by applying a weighted average cost of
capital discount, it is generally agreed that this tool for investment decisions
should not be used in isolation. Payback period is usually expressed in years, and
is the year when the Net cash flow in the cash flow sheet changes from a negative
to a positive.

10.2.9 Techno-economic analysis methods and tools
The description of the ingredients of techno-economic analysis is now complete.
What remains is to perform an analysis. Analyses are in the majority of cases
conducted in-house by companies on Excel, and range in complexity from basic
one spreadsheet page calculators to 30–40 page multi-level complexity workbooks,
with built-in macros and VB coding. These Excel sheet analysis tools are excellent
at providing the results required for the project in questions. However there are
many downsides to using excel:

● Huge multiple spreadsheets¼ slow.
● Expert user only.
● Prone to increasing errors¼ time to track and correct.
● User has to update continually or out of date.
● Significant time to develop for each project¼money.
● Not scalable once built¼ new spreadsheet every time.
● Static, not dynamic tool.
● Multiple silos of information.
● No standards typically built in – e.g. IEC and DOE standards.

There are a number of software tools now been generated for the market which
will assist the user in overcoming these problems (Table 10.12). These tools will
have been rigorously tested and validated, and thus should add a degree if con-
fidence in the results issued.
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